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Abstract

Promising technological applications of two-phase flows in space have cap-
tured the increasing interest of the space sector, provoking a strong demand for
more fundamental knowledge. Great efforts have been made in recent decades
to study the behavior of two-phase flows in low-gravity environments, which is
expected to be different than the behavior observed in the presence of gravita-
tional forces. Nevertheless, many phenomena are still poorly understood. The
development of any of these new technologies demands a better knowledge of
two-phase flows.

In this manuscript we address questions regarding the generation of gas-
liquid flows and their behavior in conditions relevant for a microgravity envi-
ronment. In particular, we focus on an air-water mixture formed in a capillary
T-junction. To this end, an experimental setup has been designed to accurately
control both gas and liquid flow rates. We performed a quantitative characteriza-
tion on ground of the T-junction, whose operation is robust to changes in gravity
level. Its main performance is the generation of bubbles at a regular frequency
with small size dispersion. We obtained two working regimes of the T-junction
and identified the crossover region between them.

Bubble, slug, churn and annular flow regimes have been observed during
the experiments and a flow pattern map has been plotted. We present an exper-
imental study on the bubble-slug transition in microgravity-related conditions.
In addition, we address questions regarding the existence of a critical void frac-
tion in order for the bubble-slug transition to occur.

The gas-liquid flow has been characterized by measuring the bubble genera-
tion frequency as well as the bubble and liquid slug sizes. Since bubble dynam-
ics is also expected to be different in the absence of buoyancy, the bubble velocity
has also been studied. The mean void fraction appears as one relevant parame-
ter that allows for the prediction of frequency, bubble velocity, and lengths. We
propose curves obtained empirically for the behavior of generation frequency,
the bubble velocity and the lengths. The dependence of the frequency on the
Strouhal dimensionless number has been analyzed.

A numerical study of the formation of mini-bubbles in a 2D T-junction by
means of the fluid dynamics numerical code JADIM is also presented. Simula-
tions were carried out for different flow conditions, giving rise to results on the
bubble generation frequency, bubble velocity, void fraction and characteristic
lengths. Numerical results have been then compared with experimental data.
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ṁL Liquid mass flow rate
Q Volumetric flow rate
QG Gas flow rate
QL Liquid flow rate
R Radius of a circular tube
r Radial distance
S Slug flow
t Time
Uc Local velocity at the centerline
UG Gas true average velocity
UL Liquid true average velocity
UM Superficial mixture velocity
UDG Gas drift velocity
UDL Liquid drift velocity
USG0 Crossover point
USG Superficial gas velocity
USL Superficial liquid velocity
UL
∗ Effective liquid velocity

ŪG Weighted mean gas velocity
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CHAPTER 1

Introduction

1.1 Motivations

In recent years, multiphase flows in microgravity conditions have become a dy-
namic area of research since this environment provides an excellent instrument
to study flows without the masking effects of gravity. Concretely, a growing
interest in the study of gas-liquid flows has arisen as a consequence of their
promising technological applications in space, such as propulsion systems [61],
life support systems [40], thermal management systems [39], as well as power
generation and storage systems [54]. Replacing the widely used single-phase
for two-phase systems could lead to an improvement in performance as well as
to significant reductions in weight. As a consequence, there is a strong demand
for fundamental knowledge of two-phase flows in a variety of devices and in
particular in minichannels.

Bubbles or drops can be dispersed into a different phase in order to favor
either energy or mass exchange. In this context, it may be necessary to maxi-
mize the contact area between both phases, which implies the generation of large
numbers of small bubbles or drops, with sizes which ideally should be subject
to control. A good understanding of the behavior of the gas-liquid interfaces is
the cornerstone of any new technologies using two-phase flows [58, 68, 69].

Bubble generation in low-gravity environments is a key issue which requires
accurate control. This requires a good knowledge of interface geometry and a
regular generation of bubbles with the smallest as possible size dispersion. In
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1.2 Bubble generation in microgravity 
 
Figure 1, from Carrera et al. [6], shows the generation of bubbles by using a capillary 
immersed in quiescent water. Pictures show how uncontrolled and large is the bubble size 
dispersion. Concerning bubble generation, buoyancy alone is usually enough on Earth to 
produce detachment of bubbles from the injector [7]. However, in microgravity 
environments this is not the case, and different methods must be devised to produce 
bubble detachment.  
 

          
 

Fig. 1: Bubble formation under normal gravity condition [6]. 
 
 
 

1.2.1 Co-flow 
 
In the co-flow configuration both gas and liquid flows are conducted inside co-axial pipes 
without interaction between them (see Fig. 2) [8-9]. At the outlet of the pipe the bubble 
detachment is determined by the balance between the liquid drag force plus the inertial 
gas force and the surface force that attaches the bubble to the pipe. By adjusting gas and 
liquid flows, bubble frequency generation and size can be approximately controlled. 
Nevertheless, with the exception of microchannels (diameter of 1-100 µm), large 
dispersion in bubble size occurs.   
 
 

Gas

Liquid

Liquid

Gas

Liquid

Liquid

 
 

Fig. 2: Co-flow configuration. 
 
 
 

Figure 1.1: Bubble formation under microgravity conditions when increas-
ing the gas injection (from left to right) [14].

addition, bubble dynamics is also expected to be different in the absence of buoy-
ancy.

Concerning bubble generation, buoyancy alone is usually enough on Earth
to produce detachment of bubbles [45, 71]. However, in microgravity environ-
ments this is not the case. Fig. 1.1 [14] shows the generation of bubbles by using
a capillary immersed in quiescent liquid under microgravity conditions. These
figures show how uncontrolled and large the bubble size dispersion is in the ab-
sence of the buoyancy force. The microgravity environment thus makes neces-
sary specific configurations in order to detach bubbles from the generator device
in a control way.

Different methods have been envisaged to produce bubble detachment in
the microgravity environment [53, 86, 87]. Typical methods used are the co-flow
configuration [7] (see Fig. 1.2-a), in which liquid flows parallel to the gas injec-
tion direction, cross-flow configuration [30] (see Fig. 1.2-b), in which liquid flows
perpendicularly to the gas, combinations of these two previous methods such as
the flow-focusing method [35, 67], the application of electric fields [41, 57], etc.
Performance of these methods was not completely satisfactory for certain pur-
poses, bubble sizes being typically too large, with large size dispersion, and the
methods being sensitive to the gravity level.

Based on these previous analyses of the detachment process, a new method
for generating small bubbles was recently proposed [15] and tested [2, 3], which
addressed these issues with significant improvement. In this thesis, we focus
on the analysis of the formation of a train of bubbles by means of the cross-flow
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Figure 1.2: Sketch of the a) co-flow, and b) cross-flow configurations.
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Abstract 
 
We present in this paper a study of the formation of minibubbles in a T-junction by means of the fluid dynamics numerical code 
JADIM. A dimensional analysis based on the Buckingham’s Π  theorem as well as the numerical modelling are discussed. 
Numerical simulations were carried out in 2D, giving rise to results on the behavior of bubble velocity, void fraction, bubble 
generation frequency and length. Numerical results are compared with existing experimental data. We conclude that JADIM is 
an appropriate tool for the study of two-phase flows generated in a T-junction. 
 
 
1.   Introduction  
 
In the recent years, a growing interest has arisen in the study 
of gas-liquid flows as a consequence of their promising 
technological applications in space. Replacing the widely 
used single-phase for two-phase systems could lead to an 
improvement in performance as well as to significant 
reductions in weight in different fields such as power 
generation and life support [1-6]. A good understanding of the 
behavior of the gas-liquid interfaces is the cornerstone of 
these new technologies.  
 
Bubble generation is one of the issues which require an 
accurate controlled management. This implies a good 
knowledge of the interface geometry and the generation of 
bubbles in a regular way with the smallest possible size 
dispersion. In this work we focus on the analysis of the 
formation of a train of bubbles by means of a cross flow 
generated in a capillary T-shaped junction [7-9]. In this 
bubble generator, gas is injected from a capillary into a 
perpendicular one where liquid is flowing (see Fig.1). We 
consider here the simplest case, in which both capillaries 
have the same circular cross-section of 1 mm i.d.  Bubbles 
are generated as a result of the competition between the 
involved forces, being capillary forces predominant over  
inertia and buoyancy. 
 

 
 
Fig. 1: Detail of the bubble generator. Gas is injected from the top 
and liquid from the left side. 
 
In order to explore the behavior of the T-junction bubble 
generator in a wide range of parameters, it is required a 
reliable numerical code which can complement experimental 
results. Different computational fluid dynamics methods have 
been recently used to study the generation of bubbles and 
droplets in this type or similar devices. Qian et al. [10] used a 
commercial CFD package to simulate the bubble formation in 

the squeezing regime of a T-junction microchannel. Their 
study was focused on the study of the effects of pressure, 
surface tension and shear stress action on the gas thread. 
Kashid et al. [11] discussed CFD modelling aspects of 
internal circulations and slug flow generation. The slug flow 
formation in a 120º Y-junction was simulated and velocity 
profiles inside the slug were obtained. More recently, De 
Menech et al. [12] carried out a numerical investigation by 
means of a phase-field model of the breakup dynamics of 
streams of immiscible fluids in a microfluidic T-junction. Three 
regimes of formation of droplets (squeezing, dripping and 
jetting) were identified and studied. In spite of the promising 
results obtained in the recent numerical works, important 
aspects in the flow characterization such as the bubble 
generation frequency or the void fraction distribution were not 
addressed 
 
In the recent years, the numerical code JADIM has been 
developed in the Institute de Mécanique des Fluides de 
Toulouse (IMFT) and applied to a variety of fluid dynamics 
problems [13]. JADIM is based on VoF methods and is able 
to perform local analysis of dispersed two-phase flows by 
resolving the Navier-Stokes equations for incompressible 
fluids in non-stationary problems. An Eulerian description of 
each phase is applied on a fixed grid and fluids are supposed 
to be Newtonian. The interface is calculated by means of the 
transport equation of the local volume fraction of one phase, 
being the surface tension constant and uniform along the 
interface in the absence of thermal exchange. 
 
In this paper we present a numerical study of the generation 
of minibubbles in a T-shaped junction by means of JADIM. In 
Section 2 a dimensional analysis of the bubble generation 
phenomenon is presented. The modelling of the T-junction is 
presented in Section 3. Numerical results on the 
characteristics of the generated flows are presented and 
compared to existing experimental data in Section 4. 
 
  

Figure 1.3: Detail of the bubble generator. Gas is injected from the top and
liquid from the left side. Gravity is in the vertical direction.

generated in a capillary T-shaped junction [32, 34]. In this bubble generator, gas
is injected from a capillary into another capillary in a perpendicular direction
in which liquid is flowing (see Fig. 1.3). We consider here the simplest case, in
which both capillaries have the same circular cross-section of 1 mm i.d. Bub-
bles are generated as a result of the competition between the involved forces
in the capillary T-junction, the capillary forces being predominant over inertia
(small Weber number) and buoyancy (small Bond number) in the regimes stud-
ied here. Bubble formation thus results from the competition between capillary
forces and the drag due to the liquid cross-flow. The resulting bubbles can range
in size from small size (of the order of the employed capillaries) up to several
diameter lengths, with very small size dispersion, being insensitive to gravity
level.

The key point of this method is that one does not generate only air but a
train of bubbles, that is, a controlled mixture of gas and liquid. A periodic train
of bubbles is thus already formed before the actual injection, and the inertia of
the injected flow is used in turn to spread the bubbles to form a jet if required.
Note that since the walls are completely wet by the liquid, capillary forces have
no action against detachment of the bubbles from the injection tube into a cav-
ity or any container of the injection, contrary to other injection configurations.
Indeed, for this bubble generator the relevant processes controlling bubble for-
mation are the same as those generating the two-phase flow at the T-junction.
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We present in this manuscript a study of the flows obtained with the bub-
ble generator, exploring different operating regimes. We focus on a range of gas
and liquid flow rates which gives rise to bubble and slug flow regimes. The char-
acterization of the bubble generation consists in the analysis of bubble velocity
and void fraction, bubble generation frequency, unit cell, bubble and liquid slug
lengths in the observed flow regimes. We propose expressions obtained empir-
ically for the behavior of the bubble generation frequency as well as theoretical
predictions for the bubble velocity, characteristic lengths, and the average void
fraction distribution.

1.2 Objectives

Based on previous analysis of the bubble detachment process, this work ana-
lyzes the generation and characterization of two-phase (gas and liquid) flows
with the T-junction method [2, 3]. The major goals are:

• Provide a new flow pattern map, paying special attention to the bubble-
slug transition.

• Study the bubble dynamics by analyzing their velocity and the mean void
fraction distribution.

• Analyze the bubble generation process by focusing in the generation fre-
quency.

• Characterization of the two-phase flows by analyzing the geometry of the
unit cell, bubble and liquid slug.

• Validate the use of a numerical code for the generation of two-phase flows
by means of the comparison of numerical simulation results with those
from experiments.

1.3 Manuscript outline

To such an end, this manuscript is organized as follow:

• Chapter 1: introduction.

• Chapter 2: presents the fundamental definitions in two-phase flow and the
nomenclature used in this work.
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• Chapter 3: reviews the state of the art in the topics addressed in this thesis:
the flow pattern maps and transitions between regimes, bubble velocity
and void fraction distribution, bubble generation process in the capillary
dominated regime. Finally, previous numerical works are also presented.

• Chapter 4: presents the experimental setup used in this work, as well as
a description of the experiments and the image processing protocol de-
signed to obtain the data.

• Chapter 5: shows the experimental results regarding the bubble velocity
and the mean void fraction according to the drift-flux model. A new flow
pattern map is also presented. A criteria regarding the bubble-slug transi-
tion is discussed.

• Chapter 6: analyzes the bubble generation frequency. A new expression
for the non-dimensional generation frequency, based upon the Strouhal
number is also provided.

• Chapter 7: presents the experimental results in bubble, unit cell and slug
liquid lengths.

• Chapter 8: offers a comparison between the experimental results and a
numerical simulation on the bubble generation in the T-junction.

• Chapter 9: outlines the conclusions of this work as well as suggests possi-
ble research for the future.





CHAPTER 2

Fundamental definitions and

nomenclature

In this chapter we present a brief review of some fundamental definitions and
nomenclature in two-phase flows, which will be used throughout this manuscript.

2.1 Two-phase flow in microgravity

In fluid mechanics, two-phase flow is defined as a mixture flow containing two
different phases separated by an interface. This is indeed a particular case of
multiphase flow. The mixture could be generated by different phases of a single
fluid or, in a more general case, be composed of two different fluids. A case of
special interest is the situation in which gas and liquid are mixed. Under these
circumstances, the ratio between both phases’ densities usually differs by sev-
eral orders of magnitude.

Several patterns can be found in two-phase flows. At a basic level, they can
be classified in two main groups: continuous or intermittent flows, the former
being spatially homogeneous whereas the latter are not.

The term microgravity (often referred to as µg) indicates that apparent expe-
rienced gravitational forces are low, but different than zero. Microgravity differs
from weightlessness in that point. Accelerations in such an environment typi-
cally range from 10−6 up to 0.1 g.
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The study of two-phase flows in microgravity-related conditions concerns
the analysis of these flows in different conditions than those provided by an
influential gravitational environment. A direct consequence is that two-phase
flows in a microgravity environment can reveal behaviors that otherwise would
be masked by the effects of gravity.

2.2 Mass flux and vapor quality

In a channel through which a gas-liquid mixture flows, each phase contributes
with a mass flow rate of ṁG and ṁL (with dimensions of [M/T]), respectively.
Therefore, the overall mass flow rate can be calculated as the sum of both contri-
butions:

ṁ = ṁG + ṁL (2.1)

An alternate way to express the mass flow rate is as a mass flux G (with
dimensions of [M/L2 T]), that is, dividing ṁ by the cross-sectional area of the
channel, A (with dimensions of [L2]):

G =
ṁ
A

(2.2)

In circular channels, the diameter φ is usually used as a characteristic length,
which commonly is referred to as φc when working with capillaries. The cross-
sectional area can then be written as A = π φc

2/4.

The vapor quality is defined as the ratio of the gas mass flow rate to the total
mass flow rate:

x =
ṁG
ṁ

(2.3)

In an adiabatic system with no phase change, the vapor quality can be calcu-
lated merely by knowing the vapor quality at the inlet.

2.3 Volume flow rates

The gas and liquid volume flow rates (with dimensions of [L3/T]) are given by,
respectively:

QG =
ṁG
ρG

(2.4)
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AG A

Figure 2.1: Sketch of the cross-section of a circular channel partially occu-
pied by gas.

QL =
ṁL
ρL

(2.5)

where ρG and ρL are the gas and liquid densities (with dimensions of [ M/L3]).

2.4 Void fraction

The cross-sectional void fraction α is the ratio of the area occupied by the gas to
the total cross-sectional area (see Fig. 2.1). The void fraction is expressed locally
at a cross-section of the channel by means of Eqs. 2.6 and 2.7.

α =
AG

AG + AL
=

AG
A

(2.6)

1− α =
AL

AG + AL
=

AL
A

(2.7)

where AG and AL are the area occupied by gas and liquid, respectively.

On the other hand, a volume averaged void fraction, which is the ratio of the
gas volume to the total volume, can also be defined. For intermittent flows the
void fraction is averaged along the part of the channel occupied by the gas and
the liquid slug, and is then called the averaged or mean void fraction. Finally,
in view of the fact that the volume flow rates are inlet readily available data, the
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ratio between the gas and liquid flow rate is frequently used as a pseudo void
fraction.

2.5 Velocities

There are a large number of velocities that can be defined in two-phase flows.
Generally, gas and liquid velocities are different, as a consequence of the exis-
tence of a relative velocity between them.

2.5.1 Gas/liquid and mixture superficial velocities

The superficial velocity (with dimensions of [L/T]) is the velocity that each
phase would have under the assumption that gas/liquid mass alone were flow-
ing through the channel:

USG =
QG
A

=
G
ρG

x (2.8)

USL =
QL
A

=
G
ρL

(1− x) (2.9)

The mixture superficial velocity can thus be defined as the sum of the gas
and liquid superficial velocities:

UM = USG + USL (2.10)

2.5.2 True average velocities

The true velocity of each phase (with dimensions of [L/T]) is assumed to be
greater than its respective superficial velocity, due to the smaller true cross-
section area occupied by the phases. This velocity is an average across the cross-
section, and can be estimated as:

UG =
QG
AG

=
QG
α A

=
USG

α
(2.11)

UL =
QL
AL

=
QL

(1− α) A
=

USL
1− α

(2.12)

The true averaged velocities can be rearranged in terms of x, α, ṁ and G:

UG =
x
α

ṁ
ρG A

=
x
α

G
ρG

(2.13)
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UL =
1− x
1− α

ṁ
ρL A

=
1− x
1− α

G
ρL

(2.14)

With the previous expressions, ṁG and ṁL can also be expressed in terms of
their respective true velocities as follows:

ṁG = ρG UG AG = ρG UG α A (2.15)

ṁL = ρL UL AL = ρL UL (1− α) A (2.16)

2.5.3 Drift velocities

Gas and liquid drift velocities (with dimensions of [L/T]) are defined as the
relative velocity of each phase and the mixture superficial velocity:

UDG = UG −UM (2.17)

UDL = UL −UM (2.18)

2.6 Volumetric gas quality

The volumetric gas quality is the ratio of the gas and the total volume flow rates:

β =
QG

QG + QL
(2.19)

which can also be rewritten in terms of the superficial velocities by means of
Eqs. 2.8 and 2.9

β =
USG

USG + USG
(2.20)

β is also known as the homogeneous void fraction, αH , due to the fact that
it is equal to the averaged void fraction for a homogeneous flow, in which both
phases move with the same velocity and thus no slip velocity exists between
them.
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2.7 Dimensionless groups

2.7.1 Bond number

The Bond number, Bo, which is also known as Eötvös number, Eo, is defined as:

Bo =
∆ρ g L2

σ
=

buoyancy f orces
sur f ace f orces

(2.21)

where ∆ρ is the difference in density of the two phases [kg/m3], g is the grav-
itational acceleration [m/s2], L is the characteristic length [m], and σ the surface
tension at the interface formed by both phases [N/m]. Bo represents the bal-
ance between the gravitational and surface tension forces, becoming one of the
relevant dimensionless group to determine if the two-phase flow is conditions
relevant for a microgravity environment.

In a gas-liquid mixture inside circular capillaries, φc is usually used as the
characteristic length, and Bo is commonly stated as:

Bo =
(ρL − ρG) g φc

2

σ
(2.22)

2.7.2 Weber number

The Weber number, We, is defined as:

We =
ρ V2 L

σ
=

inertial f orces
sur f ace f orces

(2.23)

with V being the characteristic velocity of the flow [m/s]. In microgravity
conditions, where buoyancy forces are neglected, We becomes an important cor-
relating parameter, representing the balance between inertial and surface ten-
sion forces.

Depending on the selected characteristic velocity, We can be defined in sev-
eral ways for circular capillaries. When using the superficial velocities, the su-
perficial We numbers can be expressed in the following forms:

WeSG =
ρG U2

SG φc

σ
(2.24)

WeSL =
ρL U2

SL φc

σ
(2.25)
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When working with two-phase flows where the gas inertia is much smaller
than liquid inertia, the former can be neglected and ρG is often replaced by ρL in
Eq. 2.24.

In the case that the gas true average velocity is known, the We number is
usually defined as:

WeG =
ρL UG

2 φc

σ
(2.26)

2.7.3 Reynolds number

The Reynolds number, Re, is defined as:

Re =
ρ V L

µ
=

inertial f orces
viscous f orces

(2.27)

where µ is the dynamic viscosity [kg/m s]. Re represents the ratio between
the inertial and the viscous forces, thus defining when the flow is laminar or
turbulent.

Analogously to We, Re can be defined in different ways depending on the
characteristic velocity used. When using the superficial velocities:

ReSG =
ρG USG φc

µG
(2.28)

ReSL =
ρL USL φc

µL
(2.29)

where µG and µL are the gas and liquid dynamics viscosities, respectively.
Additionally, Re can be defined in terms of the true velocities when UG and UL
is known:

ReG =
ρG UG φc

µG
(2.30)

ReL =
ρL UL φc

µL
(2.31)

Finally, Re number is also commonly used in terms of the mixture superficial
velocity through the liquid physical properties:

ReM =
ρL UM φc

µL
(2.32)
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2.7.4 Strouhal number

The Strouhal number, St, is defined as:

St =
f L
V

(2.33)

where f [1/s] is the characteristic frequency that describes a given physical
phenomenon. St then describes oscillating flow mechanisms. When using St to
describe the phenomenon of the generation of bubbles in a capillary, it is worthy
to define St in terms of the gas true average velocity:

St =
f φc

UG
(2.34)

being f in this situation the bubble generation frequency.

2.7.5 Froude number

The Froude number, Fr, is defined as:

Fr =

√
We
Bo

=
V√
g L

=

√
inertial f orces

buoyancy f orces
(2.35)

Fr is used to compare the body’s inertia to the gravitational forces. Depend-
ing on the combination of We and Bo used, it is possible to define a number of
different Fr, but it is commonly used in terms of the mixture velocity:

FrM =

√
WeM
BoM

=
UM√
g φc

(2.36)

2.7.6 Capillary number

The Capillary number, Ca, is defined as:

Ca =
We
Re

=
µ V
σ

=
viscous f orces
sur f ace f orces

(2.37)

Ca is used to compare viscosity and surface tension effects at the interface.
Depending on the combination of We and Re used, it is possible to define a
number of different Ca, but it is commonly used in terms of the liquid superficial
or the mixture velocities, respectively:

CaSL =
WeSL
ReSL

=
µL USL

σ
(2.38)
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LB LLS

LUC

Figure 2.2: Example of an intermittent two-phase flow formed by a train
of bubbles. The unit cell is pointed out by means of LB, LLS and LUC.

CaM =
WeM
ReM

=
µL UM

σ
(2.39)

2.7.7 Suratman number

The Suratman number, Su, also known as the Laplace number, La, is defined as:

Su =
Re2

We
=

ρ σ L
µ2 (2.40)

Su number represents the ratio of surface tension to the momentum-transport
inside a flow and is a dimensionless group commonly used for describing the
phenomenon of coalescence. Analogous to the previous dimensionless numbers,
Su can be defined in different ways but it is often used in terms of the liquid’s
physical properties:

Su =
ReSL

2

WeSL
=

ρL σ φc

µL2 (2.41)

2.8 Unit cell

In most of the cases, intermittent two-phase flows follow a complex structure
in which a high dispersion in bubbles size appears even when conditions at the
inlets remain constant. By reducing intermittence to periodicity, the structure
can be analyzed by an equivalent unit cell [23, 26, 28, 89]. A simpler situation
arises when bubbles are generated with regularity and a negligible size disper-
sion exists. In any case, the existence of an elementary part of the flow, the unit
cell, can be assumed.

The unit cell consists of a bubble and a liquid slug (see Fig. 2.2). Their
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respective lengths can be written as LB and LLS. The total unit cell length,
LUC = LB + LLS, can thus be defined as the distance between the tips of two
consecutive bubbles.



CHAPTER 3

State of the art

In this chapter we present a brief review of the state of the art in some topics in
two-phase flows. Section 3.1 presents predictions on gas velocity and void frac-
tion, focusing on the general drift-flux model. Section 3.2 analyzes several flow
pattern maps available in the literature. Special attention is paid to the bubble-
slug transition. Section 3.3 focuses on the capillary dominated regime and its
particular role in the generation of bubbles. Finally, Section 3.4 summarizes sev-
eral numerical results of research that attempted to analyze the formation and
generation of bubbles.

3.1 Bubble velocity and void fraction models

3.1.1 The homogeneous model

The homogeneous model is based upon the assumption that both phases, gas
and liquid, travel at the same true average velocity. By matching Eqs. 2.13 and
2.14, one can obtain the following expression for the homogeneous void fraction:

αH =

(
1 +

(
1− x

x
ρG
ρL

))−1
(3.1)

By taking into account Eqs. 2.8 and 2.11, the gas true velocity can be calcu-
lated as:

UG = G
(

x
ρG

+
1− x

ρL

)
= USG + USL (3.2)
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This model is only reasonably accurate when a dispersed phase travels at
nearly the same velocity as the continuous phase, such as in some bubble flows
or in the case of droplets dispersed into a flowing gas. Otherwise, gas phase
usually travels at higher velocities than liquid phase when flowing in vertical
upward and horizontal channels. Therefore, the homogeneous model under-
predicts the true average bubble velocity while overpredicting the void fraction.
Under those circumstances, a more accurate model is required.

3.1.2 The drift-flux model

The drift-flux model was presented by Zuber and Findlay [93] and it was subse-
quently developed mainly by Wallis [89] and Ishii [42]. This model is applicable
to any two-phase flow and in contrast to previously existing models, it takes into
account the radial profile of both the nonuniform flow velocity and the void frac-
tion over the channel cross-section.

Zuber and Findlay derive the model in terms of cross-sectional quantities,
being more effective when the flows are axisymmetric, such as gas flowing in
vertical tubes or in microgravity conditions. To this end, they define a mean
value of any function across the cross-section as:

〈F〉 = 1
A

∫
A

F dA (3.3)

where F is a local quantity varying in the radial position and A is the cross-
sectional area. In order to calculate the mean value of UG, the authors use the
definition of gas drift velocity provided by Eq. 2.17, obtaining:

〈UG〉 = 〈UM〉+ 〈UDG〉 (3.4)

Of available data, superficial velocities are often measured with less effort
than true average velocities. Considering this fact, Zuber and Findlay introduce
the concept of the weighted mean value of a quantity F into the analysis, which
is defined as:

F̄ =
〈α F〉
〈α〉 =

1
A
∫

A α F dA
1
A
∫

A α dA
(3.5)

The weighted mean gas velocity is then calculated as:

ŪG =
〈α UG〉
〈α〉 =

〈USG〉
〈α〉 =

QG /A
〈α〉 (3.6)

where 〈α〉 is the average void fraction. By calculating the weighted mean
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values of the gas, the mixture and the gas drift velocities, the authors rewrite
Eq. 2.17 as:

ŪG = ŪM + ŪDG =
〈α UM〉
〈α〉 +

〈α UDG〉
〈α〉 (3.7)

Then, by multiplying and dividing the first term of the right-hand side of the
equation by 〈UM〉, they obtain:

ŪG =
〈USG〉
〈α〉 = C0 〈UM〉+

〈α UDG〉
〈α〉 = C0 〈UM〉+ ŪDG (3.8)

where C0, which is known as void fraction distribution coefficient, is defined
as:

C0 =
〈αUM〉
〈α〉〈UM〉

=
1
A
∫

A α UM dA(
1
A
∫

A α dA
) (

1
A
∫

A UM dA
) (3.9)

Therefore, the drift-flux model takes into account both the effects caused by
a non-uniform velocity and local void fraction profiles as well as the existence of
local relative velocity through C0 and ŪDG, respectively. Eq. 3.8 can be expressed
in a dimensionless way by dividing both sides of the equation by 〈UM〉

〈USG〉
〈α〉 〈UM〉

=
〈β〉
〈α〉 = C0 +

〈α UDG〉
〈α〉 〈UM〉

(3.10)

The drift-flux model becomes useful when working with experimental data.
Zuber and Findlay reported that bubble, slug and annular flows displayed a lin-
ear dependency when data were plotted in ŪG − 〈UM〉 coordinates. A simple
linear regression provides the values of C0 and the weighted mean velocity ŪDG,
where the former is equal to the slope of the line and the latter the intercept of it
with the ŪG axis.

Zuber and Findlay proposed expressions for the weighted gas drift velocity
for vertical flows, where ŪDG was equated to the terminal velocity of a particle
rising in a medium in the presence of buoyancy forces. For the bubble flow, it is
expressed as:

〈α UDG〉
〈α〉 = 1.53

(
σ g δρ

ρL2

) 1
4

(3.11)

and for the slug flow as:

〈α UDG〉
〈α〉 = 0.35

(
g δρ φ

ρL

) 1
2

(3.12)
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Other authors such as Wallis [89], Ishii [42], Fernandes [27], Bendiksen [6]
and Andreussi et al. [1] have also reported empirical correlations of C0 and ŪDG
for vertical, horizontal and inclined tubes. All correlations were proposed for
each specific flow pattern, such as bubble, slug and annular flows. Therefore,
there is no continuity when passing from one flow pattern to another.

Regarding horizontal channels, several authors such as Gregory and Scott
[37] as well as Dukler and Hubbard [23] claim that the drift flux velocity is zero.
Furthermore, in microgravity environments or in capillaries, the buoyancy ef-
fect becomes neglected as well as ŪDG, as shown by the experimental results of
Bousman [10] and Dukler et al. [22]. In view of these circumstances, Eq. 3.10
becomes

〈β〉
〈α〉 = C0 (3.13)

Note that when C0 = 1 the homogeneous model is recovered:

〈β〉 = 〈α〉 = αH (3.14)

3.1.3 Void fraction distribution coefficient

3.1.3.1 Dependence with the local velocity and void fraction

Zuber and Findlay [93] developed a theoretical model of C0, which supposes a
good theoretical guide although it does not provide any insight of the physical
mechanisms involved in the flow. They assumed both distributions of local ve-
locity and void fraction to be axisymmetric across the cross-section following a
potential behavior, as shown by Eqs. 3.15 and 3.16. Therefore, this analysis is
only reliable for axisymmetric flows, such as two-phase flows in microgravity.

U
Uc

= 1−
( r

R

)m
(3.15)

α− αw

αc − αw
= 1−

( r
R

)n
(3.16)

In the previous equations, U refers to the local velocity at the radial distance
r, R to the tube radius, and the subscripts w and c to the walls and centerline of
the channel, respectively. By including the local profiles of Eqs. 3.15 and 3.16 in
Eq. 3.9, the authors derive an expression of C0 in terms of m and n:

C0 =
m + 2

m + n + 2

1 +
(

n
m + 2

) n + 2

n + 2
(

αw
αc

)
 (3.17)
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Case 1 Case 2 Case 3

αc < αw αc = αw αc > αw
C0 < 1 C0 = 1 C0 > 1

Table 3.1: The effect of αc and αw on C0 [33].
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Figure 3.1: Prediction of C0 in terms of the ratio αw / αc (Eq. 3.17) [10].

Fig. 3.1 shows the computed C0 for several values of m and n. Moderate
gradients in velocity and void fraction are obtained when increasing m and n,
while both profiles become flatter. For a value of m and n equal to 7, an almost
flat profile is acquired. Depending on the local void fraction distribution, C0 can
be greater, equal to or less than 1. The first case occurs when gas concentrates
at the centerline, and then αc > αw. If gas concentrates at the wall, αc < αw and
thus C0 become less than 1. When the local void fraction is uniform across the
section, C0 becomes equal to 1, recovering once again the homogeneous model
in absence of buoyancy forces. Table 3.1 summarizes these previous conditions.

In most cases in microgravity, there is a continuous gas-free region on the
walls. Thus, the ratio αw / αc can generally be assumed to be zero. As a conse-
quence, Eq. 3.17 becomes:
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Figure 3.2: Prediction of C0 in terms of m + n for a ratio αw / αc = 0
(Eq. 3.18).

C0 =
m + n + 4
m + n + 2

(3.18)

and the range of C0 values is expected to be approximately 1.1 < C0 < 1.5,
as shown in Fig. 3.2.

Recently, Revellin et al. [76] have provided an equivalent approach focused
on the liquid layer thickness, δ, of elongated bubbles. They integrate Eq. 3.9 at a
given instant in time, hence assuming the local void fraction distribution across
the cross-section to be a discontinuous function with a value equal to 1 or 0 if
gas or liquid are found at that point, respectively. When the bubble outline in a
given cross-sectional area is a circle of radio R− δ concentric with the centerline,
the definition provided by Eq. 3.9 can be rewritten as:

C0 =

1
A

(∫
AG

1 x USG dA +
∫

AL
0 x USL dA

)
(

R−δ
R

)2 1
A

(∫
AG

USGdA +
∫

AL
USL dA

) (3.19)

Rearranging this equation results in:



3.1 Bubble velocity and void fraction models 23

C0 =
AG
A USG

AG
A

(
AG
A USG + (A−AG)

A USL

) (3.20)

which leads to:

1
C0

=

(
1 +

δ (2R− δ)

R2

(
R

R− δ

)2 (USL
USG

)(
R− δ

R

)2
)

(3.21)

By means of Eq. 2.8 and 2.9, the ratio USL/USG can be expressed as,

USL
USG

=

(
1− x

x

)
ρG
ρL

(3.22)

and taking into account the assumption of no slip velocity between phases
as a consequence of neglected buoyancy forces, the authors derive an expression
of the previous ratio in terms of R and δ (see Eqs. 2.13 and 2.14):(

1− x
x

)
ρG
ρL

=
1− α

α
=

AL
AG

=
δ(2R− δ)

(R− δ)2 (3.23)

with which they obtain C0 only in terms of R and δ:

1
C0

=

(
1− δ

R

)2 (
1 +

(δ/R)2(2− δ/R)2

(1− δ/R)4

)
(3.24)

Eq. 3.24 is plotted in Fig. 3.3, showing C0 increasing from 1, which correctly
corresponds to δ=0.

3.1.3.2 Dependence with Re and Ca

C0 is a dimensionless coefficient that depends on other dimensionless parame-
ters, namely the Reynolds, Capillary and Froude numbers, and the volumetric
gas quality [26]:

C0 = f (Re, Ca, Fr, β) (3.25)

When the buoyancy forces are neglected, the bubble motion is controlled
only by the mean flow. Therefore, the Reynolds and Capillary numbers become
the relevant parameters for C0. Collins et al. [19] developed an inviscid flow
theory, showing that C0 is sensitive to the flow regime upstream of the bubble.
They attain the next equations:
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Figure 3.3: C0 versus the ratio of the liquid layer thickness to the channel
diameter radius [76].

C0 =

 2.27 f or laminar f low
log(ReM) + 0.089
log(ReM)− 0.74 f or turbulent f low

(3.26)

Fig. 3.4 shows the tendency of Eqs. 3.26 for both laminar and turbulent regimes.
A laminar to turbulent transition must exist within the range ReL = 200− 5000,
and although it has been observed under normal gravity conditions [31], further
work is still required in low gravity conditions to understand it.

Different values for C0 can be found in the literature depending on both the
geometry and the effects of inertia, viscosity and surface tension. According
to Nicklin et al. [66], the bubble velocity is close to the axis liquid velocity far
upstream so that C0 is approximately 2 for laminar pipe flow and approximately
1.2 for turbulent pipe flow, agreeing with the model of Collins et al.. This is
confirmed by both the experiments of Colin et al. [18] and Bousman et al. [11],
where C0 is found to be close to 1.2 for turbulent pipe flow, as well as by the
laminar experiments of Taylor [85] at small Reynolds number where a nearly
constant value of C0 ∼ 2.3 is observed for Capillary number CaL = µLUL/σ

larger than 1.5. At the limit of both small Capillary numbers and small Reynolds
numbers, the difference between bubble velocity and liquid velocity is found to
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Figure 3.4: Prediction of C0 in terms of ReL according to the model of
Collins et al. (Eq. 3.26).

evolve as Ca2/3 [13] so that C0 tends to unity as confirmed by recent experiments
[4, 88].

3.2 Flow pattern maps

The distinguishing feature of two-phase flows in channels is the gas-liquid in-
terface, which depends on some physical properties (density, viscosity, surface
tension), flow rates of both fluids, gravity level and the hydraulic diameter of
the channel. Even if there are many different interface topologies, two-phase
flows can be classified into a limited number of flow patterns. Baker [5] plotted
the first flow pattern maps in order to provide a satisfactory classification of flow
patterns. Different parameters such as flow rates or superficial velocities were
used as coordinates.

New questions were later addressed regarding the flow pattern boundaries,
thus triggering interest in the study of flow pattern transitions. Govier and Aziz
[36] summarized the early steps carried out in the 1960s, reporting the flow pat-
terns found both in vertical and horizontal tubes as well as results in flow pat-
tern transitions. The concepts of stratified, bubble, slug and annular flows first
appeared during this decade.
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Interested in the role played by gravity in two-phase pattern formation, Suo
and Griffith [83] performed experimental work on air-water flow in minichan-
nels (0.5 up to 0.7 mm internal diameter). They developed a criterion based upon
the Eötvös number that determines when gravitational effects become negligible
with respect to capillary effects:

Eo =
∆ρgφ2

σ
=

buoyancy f orce
sur f ace f orce

< 0.29 (3.27)

According to the authors, when this criterion is accomplished, gravitational
effects become masked by superficial effects, resulting in the irrelevance of the
channel orientation. Under these conditions, the same flow patterns and flow
pattern transitions are expected in vertical and horizontal tubes, and two-phase
flows can be assumed to be under microgravity-related conditions. In these
conditions, stratified flows are not expected because they strongly depend on
gravity forces.

More recently, Damianides and Westwater [21] reported experimental data
with air-water flow in minitubes (1 up to 5 mm i.d.) and stated that gravitational
effects become irrelevant for i.d. between 1 and 2 mm. Experimental data on
two-phase-flows in microgravity conditions were first reported by the pioneer-
ing work of Heppner et al. [38] on board the KC-135 zero gravity aircraft. Data
under microgravity became more common in the late 1980s as a consequence of
an increase in accessibility for researchers to drop towers and parabolic flights.

Most of the authors agree with the existence of three main flow patterns in
microgravity, namely, bubble, slug and annular. Nevertheless, there is still dis-
agreement concerning flow pattern transitions. Eastman et al. [25], Karri and
Mathur [43] and Crowley et al. [20] attempted unsuccessfully to extend transi-
tional models and flow pattern maps existing in 1g to the microgravity environ-
ment. Lee [47], Zhao and Rezkallah [92], Reinarts [75] and Zaho and Hu [91]
approached the subject trying to explain the forces acting on the fluids during
the transitions. Zhao and Hu [91] succeeded in describing the slug-annular tran-
sition by developing flow pattern maps based on the Weber number. Dukler et
al. [22], Colin, Fabré and Dukler [17], Colin, Fabré and McQuillen [18] and Bous-
man [10] developed the so called semi-empirical void fraction model, which ex-
plains the flow pattern transitions as a consequence of the coalescence between
bubbles. McQuillen, Colin and Fabré [58] and Zhao [91] provided a remarkable
summary of the previous studies on flow patterns, flow pattern transitions and
other relevant topics concerning two-phase flows.
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With respect toward the bubble-slug transition, the semi-empirical void frac-
tion model is the most widely used. By using the drift-flux model and assem-
bling experimental data collected in microgravity (Colin et al. [17], Reinarts [74],
Bousman [10]) and Colin et al. [18] developed a model capable of predicting the
bubble-slug transition based upon the Suratman number. Recently, Sen [80] has
established that Su is the key dimensionless group in the bubble-slug transition
in microgravity, according to the analysis of the forces.

3.2.1 Suratman number based model

According to Colin et al. [17], bubble velocity can be reasonably well predicted
in microgravity by a drift-flux model and expressed by:

UG = C0(USL + USG) (3.28)

In their experiments, the void fraction distribution coefficient ranges between
1.15 and 1.3. Hereafter, we will assume a C0 = 1.2. Dividing by USG, Eq. 3.28
may be expressed as:

USL = USG
1− C0 α

C0 α
(3.29)

The authors consider the existence of a critical or transitional void fraction
value, αC, that corresponds to the required void fraction at which the bubble-
slug transition occurs. Thus, the bubble-slug transition may be expressed in
terms of a critical value of the void fraction.

Dukler et al. [22] registered a set of experimental data in microgravity in or-
der to clarify the mechanisms that give rise to flow pattern transitions. They
predict the bubble-slug transition based on a bubble diameter criterion, assum-
ing the transition occurs when the bubble diameter reaches the value of the tube
diameter. The transition is then explained as a consequence of the coalescence
phenomena. Coalescence events are related to the number of collisions between
bubbles. According to the authors, these events depend on the bubble packing
factor, which is not allowed to exceed 0.53. For the bubble-slug transition, an
αC = 0.45 is suggested, and Eq. 3.29 becomes:

USL = 1.22 USG (3.30)

In contrast, experiments reported by Colin et al. [17], Bousman [10] with
different i.d., and by Reinarts [74] with other fluids than air and water (namely
R12) showed that the bubble-slug transition took place for a critical void fraction
around 0.2.
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Taking into account the previous experimental data, Colin et al. [18] propose
an approach to predict the bubble-slug transition. According to this approach,
the transitional void fraction is related to the Suratman number. Two differ-
ent regimes were pointed out for the coalescence mechanism, corresponding to
two values of the critical void fraction. For low values of Su, the bubble-slug
transition is controlled by bubble packing, which is known as the inhibiting co-
alescence regime. At large Su values, the coalescence phenomenon is promoted
due to effective collisions between bubbles along their flow path. The authors
conclude that:

Su < 1.5 · 106 → αC = 0.45 (3.31)

Su > 1.7 · 106 → αC = 0.2

This model reconciles both values of the critical void fraction reported in
previous experimental work. Nevertheless, as stated by McQuillen et al. [58], it
does not give any insight into the mechanism of the coalescence or the influence
of the specific process used to generate the bubbles.

3.3 Bubble generation in a capillary dominated regime

Following the concept of cross-flow reported by Bhunia et al. [7], Pais et al. [70]
and Nahra et al. [63, 64], Carrera et al. [15] recently suggested a model for the pre-
diction of bubble size when the bubble generation and detachment occur under
capillary dominated conditions. The model is based on a mechanistic approach,
which takes into account the force balance during the bubble formation.

There are several forces acting in a two-phase system. Carrera et al. consider
inertia, buoyancy and surface tension forces to be the most significant of these
forces. As stated before, the competition between inertia, buoyancy and surface
tension forces can be evaluated by the Bond and Weber numbers, respectively
(see Section 2.7).

In microgravity conditions or when working with capillaries, the Bond num-
ber is assumed to be small enough and the effects of gravity become negligible in
comparison with the surface tension effects, thus the analysis can be considered
gravity independent. Under those circumstances, the Weber number becomes
a relevant dimensionless group that explains the interaction between the forces
in the mixture. When WeSG has a value slightly lower than 2 [16, 77], the flow
pattern is mainly dominated by the forces involved with surface tension, which
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Figure 3.5: Microgravity two-phase flow pattern map based on the super-
ficial Weber numbers [77].

includes bubble and slug flows, as shown in Fig. 3.5.

In the particular case of a T-junction, where gas is injected perpendicularly
into a liquid cross-flow capillary, Carrera et al. assume that bubble formation
and detachment are consequences of the balance between capillary forces and
the drag due to liquid cross-flow, taking into account that the drag can be large
even in the small flow limit when the forming bubble occupies the available
cross-section of the capillary. This force balance determines bubble size and
generation frequency and it can be settled by simplifying the component of the
capillary force along the liquid flowing direction:

Fc = π σ φc f (3.32)

f being a geometric factor. We assume here the simplest case, in which both
capillaries have the same circular cross-section. The drag force in the cross-flow
direction is given by:

FD = C ρL (UL
∗)2 φB

2
(

1 +O
(

1√
ReB

))
(3.33)

where φB is the characteristic diameter of a growing bubble, and C a constant
to be determined experimentally [55, 62]. The precise values of the geometrical
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factors f and C are not required in this analysis. UL
∗ is the liquid velocity, which

is increased due to the effective capillary cross-section reduction at the moment
of the bubble formation,

UL
∗ =

USL

1− (γ φ̄B)
2 (3.34)

where φ̄B is the normalized φB with the capillary diameter and γ is a geomet-
ric factor of the order of 1. This factor depends on the bubble size and gas/liquid
flow rates but will be considered as a constant for the sake of clarity. ReB, the
bubble Reynolds number, is defined as:

ReB =
ρL UL

∗ φB
µL

(3.35)

By balancing both forces, the authors obtain:

FD
Fc

=
C

π f
φ̄B We∗ (3.36)

where We∗ is the effective Weber number:

We∗ =
ρL UL

∗2 φB
σ

= WeSL
φ̄B(

1− (γ φ̄B)
2
)2 (3.37)

The key point of this model is that even for small flow rates, it is assumed
that φ̄B · We∗ exceeds the value of a critical Weber, Wec, for large values of UL

∗.
When that criteria is fulfilled, bubbles detach. According to the authors, the
detachment condition can then be written as:√

WeSL
Wec = 1− γ2 WeSL

Wec (3.38)

which, for a small flow rate, leads to

φ̄B =
1
γ
− 1

2γ2

√
WeSL
Wec +O

(
WeSL
Wec

)
(3.39)

where γ and Wec must both be determined experimentally (see Subsection
7.3.1.2).

Therefore, bubble size is expected to be basically determined by the capillary
diameter, being of the same order of it, and also to have a weak linear depen-
dence on the mean velocity of the liquid cross-flow through the square root of
the Weber number.
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Additionally, the authors also predict that a small size dispersion is expected
and can be controlled by managing the flow rates. Assuming that a range δWec

of the critical Weber number can produce a bubble size dispersion δφB and in-
troducing Wec + δWec and φB + δφB in Eq. 3.39, the authors obtain the bubble
size dispersion expressed as:

δφB
φc

=
1

4γ2

√
WeSL
Wec

δWec

Wec +O
(

WeSL
Wec

)
(3.40)

that shows how dispersion can be controlled by reducing We, i.e., the liquid
superficial velocity.

3.4 Numerical simulation

Different computational fluid dynamics methods have been recently used to
study the generation of bubbles and droplets. Qian and Lawal [73] used a com-
mercial CFD package to simulate the bubble formation in the squeezing regime
of a T-junction microchannel. Their study was focused on the investigation of
the effects of pressure, surface tension and shear stress action on the gas thread.
Kashid et al. [44] discussed CFD modelling aspects of internal circulations and
slug flow generation. The slug flow formation in a 120◦ Y-junction was simu-
lated and velocity profiles inside the slug were obtained.

More recently, De Menech et al. [59] carried out a numerical investigation by
means of a phase-field model of the breakup dynamics of streams of immiscible
fluids in a microfluidic T-junction. Three regimes of droplet formation (squeez-
ing, dripping and jetting) were identified and studied. In spite of the promising
results obtained in these recent studies, many other aspects in the flow character-
ization such as the bubble generation frequency or the void fraction distribution
were left unaddressed.

The numerical code JADIM (see Appendix A), which is used in this work,
has been developed at the Institut de Mécanique des Fluides de Toulouse (IMFT) and
applied to a variety of fluid dynamics problems [8, 9, 24, 48, 49, 50, 51, 52, 56].
The Volume of Fluid (VoF) modulus of JADIM is able to perform local analyses
of deformable two phase interfaces by resolving the Navier-Stokes equations for
incompressible fluids in non-stationary problems.





CHAPTER 4

Experimental setup

In this chapter we present a brief description of the experimental setup used
in this work. Section 4.1 describes all of its components and their respective
functions. Section 4.2 details the procedure followed during the realization of
the experiments, while also describing the image processing protocol, which
has been designed to obtain the experimental data analyzed in the following
Chapters.

4.1 Experimental setup

In order to study the generation and behavior of two-phase flows in microgra-
vity conditions, a new experimental setup has been designed. A sketch of it is
shown in Fig. 4.1. It is divided into four main parts, namely, the test section, the
air/water supply and the data acquisition and control systems.

4.1.1 Test section

A bubble generator, which has been previously reported [2, 3], is used in the
experiments reported in this work. It is made of methacrylate and generates the
two-phase flow mixture by means of a T-junction formed by two 1mm diame-
ter capillaries, in which water and air are injected axially (x-axis) and radially
(y-axis), respectively. Each inlet is fed by the air and water supply systems, re-
spectively. Generation and detachment of bubbles is provided by the liquid
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Figure 4.1: Experimental setup: test section (TS1: T-junction bubble gener-
ator, TS2: diffuser, TS3: light source), air supply system (G1: air bottle, G2:
filter, G3: pressure controller/meter, G4: choked orifice, G5: air mass flow
meter, G6: anti-return valve), water supply system (L1: water tank, L2: filter,
L3: pump, L4: water mass flow meter, L5: anti-return valve, L6: waste
bag), and data acquisition and control system (DA1: high speed camera, DA2
and DA3: power supplies, DA4: server,). Solid lines: electric connections,
dotted lines: gas tube, dashed lines: liquid tube and dash dotted line: gas-liquid
mixture.

cross-flow.

The axial capillary has a total length of 90 mm. To perforate the methacry-
late one 1 mm i.d. unthreaded drill bit is used. Nevertheless, to make a 90 mm
length and 1 mm diameter hole in a methacrylate block is not technically pos-
sible, due to the lateral vibration of the bit, which causes the methacrylate to
break or to be damaged, causing lack of transparency in the latter case. For a
1 mm drill bit, the maximum reachable depth, avoiding vibrations at its tip, is
roughly 15 mm. In order to overcome this problem, three independent sections
are mechanized separately, drilled in both opposite faces, and joined together
by means of cylindrical connectors in order to assure the right alignment of the
axial capillary. These connectors do not interfere with the flow. Fig. 4.2 shows a
sketch of the bubble generator, which points out the three independent mecha-
nized parts. The inlets and outlet are also mechanized with a threaded drill bit
to allow the screw-in attachment of the metallic connections from the tubing.
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Figure 4.2: Sketch of the bubble generator showing section A-B. Units are
in mm.

Component Ref. Function

T-junction TS1 Bubbles generation
Diffuser TS2 Homogenize light from the LEDs
LEDs TS3 Lighting system

Table 4.1: Test section elements and their function.

The bubble generator has been designed with an outer square cross-section
to avoid curved surfaces, which allows for recording the formation and detach-
ment of bubbles without optical distortions. To set the relative distance between
injector and camera, an appropriated x-axis stage has been also designed.

Exposure time of the high speed camera ranges from 80µs up to 120µs, for a
mixture superficial velocity of the order of 1m/s and 0.1m/s, respectively. Due
to the short exposure time better lighting conditions than provided by natural
light are required. To provide adequate illumination, rear lighting is supplied by
a light source with 308 ultra bright white Light Emission Diodes (LEDs) of 7000
mcd, which are placed in an hexagonal configuration to increase the ratio of the
number of LEDs per area. LEDs are a cold light source, and thus this lighting
does not significantly affect the thermal conditions of the experiments. Finally,
a 60◦ holographic diffuser sheet is also used to homogenize light in order to en-
hance the image at the gas-liquid interface.

Table 4.1 summarizes the test section elements and their function.

4.1.2 Air supply system

Air is driven through the capillary under constant mass flow rate from a pres-
surized synthetic air bottle, which has a volume of 5 liters and an internal pres-
sure of 200 bars. Although compressors are commonly used as air sources, they
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Component Ref. Function

Air bottle G1 Provide synthetic and filtered air
Gas filter G2 Avoid undesired particles
Pressure controller G3 Pressure control/measurement
Choked orifice G4 Control the air flow rate
Gas flow meter G5 Measure air flow rate
Anti-return valve G6 Avoid reversal flow

Table 4.2: Air circuit elements and their function.

could also introduce vibrations, whereas air bottles are vibration free and pro-
vide a more regular air flow rate. Two steps are followed in order to reduce the
pressure from the 200 bars inside the bottle to the required pressure at the bub-
ble generator inlet. First, a manometer reduces the pressure of 200 bars at the
bottle outlet. Pressure is thereby regulated manually from 0 up to 10 bars with
an uncertainty of less than 0.1 bars. One overpressure release valve is placed
at the manometer as a safety measure. To further reduce pressure, an accurate
Bronkhorstr Hi-Tec’s air mass pressure controller/meter regulates the pressure
at the manometer outlet with an uncertainty of less than 0.01 bars. Finally, to
obtain an accurate air mass flow rate, a choked orifice is placed after the pres-
sure controller. By knowing the pressure at the chock orifice inlet, it is possible
to know the pressure at the outlet and therefore the resulting gas flow rate. Ad-
ditionally, by maintaining the pressure constant at the chock orifice inlet the gas
flow rate stabilizes, avoiding possible fluctuations at the T-junction inlet.

The air volumetric flow rate is measured just before entering the T-junction
by a Bronkhorstr Hi-Tec’s air mass flow meter (F-201C9 series), which has an
operational range up to 80 ml/min. The uncertainties in the air flow rate mea-
surements are less than 0.5 ml/min. To avoid damages due to undesired parti-
cles, a HOKEr’s removable micron filter (6200 series) is placed at the outlet of
the manometer. To prevent reversed flow, specially the air-liquid mixture com-
ing from the T-junction, one anti-return valve (6100 series) is used. The tubing
selected for both the air and water systems is made of Teflon. This material of-
fers good resistance to internal pressure up to about 20 bars. Flow leakage is
avoided with Gyrolokr’s standard fittings.

Table 4.2 summarizes the air circuit elements and their function.
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Component Ref. Function

Liquid tank L1 Storage of the distilled water
Liquid filter L2 Avoid undesired particles
Liquid pump L3 Control the water flow rate
Liquid flow meter L4 Measure water flow rate
Anti-return valve L5 Avoid reversal flow
Residual tank L6 Storage of the mixture

Table 4.3: Water circuit elements and their function.

4.1.3 Water supply system

A water gear pump, which assures minimum fluctuation and constant flow,
is used to manage water inside the liquid circuit. The model selected is an
Ismatecr MCP-Z pump, able to inject water flow ranging from about 0.1ml/min
up to 100ml/min. An uncertainty less than 1 ml/min has been estimated for
the liquid pump. Distilled water is stored in a liquid tank from which water is
pumped. The tube connecting the water reservoir to the pump is immersed in
the tank to avoid air passing into the pump or the liquid flow meter. The water
level inside the tank must be checked regularly. A HOKEr ’s removable micron
filter is located at the pump inlet. Water flow rate is measured at the inlet of the
capillary by a Bronkhorstr Hi-Tec’s liquid flow mass meter (L30 series), with
an operational range up to 100 ml/min and uncertainties less than 0.5 ml/min.
One reverse valve is placed at the Liquid-flow outlet to protect it from reversal
flow. Residual air and water coming from the injector outlet are accumulated in
a residual tank that is connected to the main water tank, to which the water is
conducted.

Table 4.3 summarizes the water circuit elements and their function.

4.1.4 Data acquisition and control system

One high speed video camera Redlaker MotionXtra HG-SE with a Complemen-
tary Metal Oxide Semiconductor (CMOS) sensor is focused at the T-junction
to record the detachment and formation of the bubbles. Its recording velocity
ranges from 500 (with a maximum resolution of 1280x1024 pixels) up to 32000
frames-per-second. The power required by the light source is provided by a DC
regulated Blausonicr power supply with a maximum output of 30V and 5A.
Both air and water mass flow meters as well as the pressure controller/meter
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Component Ref. Function

CMOS camera DA1 Record videos
DC supply 1 DA2 Electrical power supply to LEDs
DC supply 2 DA3 Electrical power supply

to flow meters and pressure controller
Server DA4 Data storage and LabView control

Table 4.4: Data acquisition and control elements and their function.

are connected to a second DC regulated Blausonicr power supply.

One data acquisition computer controls and monitors the inputs coming
from the pump, both flow meters and the pressure controller/meter, thus allow-
ing the control of both gas and liquid volumetric flow rates. The inputs/outputs
of these equipments are shown in a graphical interface and stored by LabViewr.
The images are transferred into an image-processing computer via an IEEE1394
Firewire-Interface. A standard image software provided by the camera manu-
facturer is used for the image-processing.

Table 4.4 summarizes the data acquisition and control elements and their
function.

4.2 Description of the experiments

Experiments are performed on ground imposing constant liquid volumetric flow
rates ranging from 0.2 up to 80 ml/min while varying air volumetric flow rates
from 0.25 to 80 ml/min. To this end, the liquid pump has to be regularly cali-
brated to minimize experimental errors. Once the flows have stabilized, images
of the T-junction and the capillary are taken for each chosen pair of values QG
and QL by means of the high speed camera set at 4000 fps and a resolution of
640x512 pixels. Each video is composed of 1000 frames and hence, each video
lasts for 0.25 s. Fig. 4.3 shows an example of recorded data in which pressure at
the pressure controller/meter outlet and both gas and liquid flow rates at the T-
junction inlets are shown. In this example, QL is maintained constant while the
value of QG is changed for five different experiments. As can be noted, the time
during which QG and QL remain constant (typically of the order of 10 seconds)
is longer than the 0.25 s required for recording, in order to ensure stationary flow
conditions. Note also the short response time of the gas flow meter when vary-
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Figure 4.3: Recorded data during experiments: QL, QG and P.

ing the set point in the pressure controller.

The temperature is maintained at approximately 20◦C in all experiments.
Due to the short duration of the experiments, both the thermal effects of the
room temperature fluctuation and the increase in temperature due to the light
source provided by the LEDs can be neglected and the experiments are assumed
to be adiabatic. The cross-section averaged the air and water velocities, in other
words the superficial gas and liquid velocities, are obtained from the volumetric
flow rates (see Eqs. 2.8 and 2.9).

4.2.1 Image processing

With the objective of facilitating image analysis, the images are subjected to a
process of binarization. As a result, we obtain new images that are easier to
analyze, in which only bubbles can be visualized. Firstly, the background is sub-
tracted from the actual image (Fig. 4.4-a), in order to remove the illumination
heterogeneities that could have been produced by the lighting system. Addi-
tionally, the image contrast is also changed to achieve a more homogenized im-
age (Fig. 4.4-b). Due to the capillary curvature, shadows appear at the capillary
upper and bottom parts. Several image filters are used to soften them (Fig. 4.4-
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c). Finally, a segmentation tool allows us to choose which range of colors will
appear as black, leaving the remaining colors as white (Fig. 4.4-d).

(a)

(b)

(c)

(d)

Figure 4.4: Image processing protocol: (a) actual image, (b) background
subtraction and changes in contrast, (c) image filtering, (d) image segmen-
tation.

Analysis of the videos permits one to identify the flow pattern and classify
each experiment into bubble, slug, churn or annular flow regime. This task can
be susceptible to the subjectivity of the researcher, especially in the two former
flow regimes. Both bubble and slug flow patterns are defined as proposed by
Dukler et al. [22]. Under this definition, the transition between bubble and slug
flow patterns is considered to take place when the bubble diameter reaches the
value of the capillary diameter (see Subsection 3.2.1).

Due to the operative limitation of the gas and liquid flow meters, most of the
experiments recorded belong to bubble or slug flow patterns. Since gas flow me-
ters with higher operational limits are required for an accurate analysis of churn
and annular flow regimes, such analysis were not performed in this study.
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Figure 4.5: Bubble being detected by a rectangular AOI with a length of 1
pixel.

In addition, measurement of bubble generation frequency, bubble velocity,
as well as bubble, unit cell and liquid slug lengths are carried out by means of
the standard image software.

The software enables the user to active an Area of Interest (AOI) on the im-
age, which can have any shape and be placed anywhere. We use a rectangular
AOI with a length of 1 pixel, the minimum allowed by the software. Black ob-
jects are detected when entering the AOI (see Fig. 4.5) and the software automat-
ically records it on the datafile with a 1. Fig. 4.6 shows an example of several
bubbles detected during 100 ms (400 frames). The generation frequency, f , can
then be calculated by knowing the total number of tracked objects, the recording
speed and the number of frames by means of Eq. 4.1. The larger the number of
frames, the more accurate the results will be.

f =
# objects · # f ps

# f rames
(4.1)

The maximum generation frequency registered in our experiments is roughly
1200 bubbles per second (see Appendix B), almost four times smaller than the
recording speed. In each case, frequency aliasing is thus avoided, hence this
process is correctly resolved by the image acquisition system. 1000 Frames per
video results in being an appropriate number to accurately determine the fre-
quency. A macro was programmed to define the procedure from the original
images to the final data output. This macro automatically performs the entire
process of image processing, enhancement and bubble detection.

The analysis of the recorded images also allows the measurement of the gas
velocity. The gas is contained within the bubbles, and thus it is acceptable to
assume that the gas velocity is equal to the bubble velocity, which can be mea-
sured with the standard image software. To this end, the image must be cali-
brated, what we do through the capillary diameter. A tracking option permits
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Figure 4.6: Bubble detection by using the standard image software during
100ms (400 frames). USG=0.242m/s and USL=0.212m/s.
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Figure 4.7: Bubbles tracking and gas velocity estimation by using the
standard image software during 100ms (400 frames). USG=0.242m/s and
USL=0.212 m/s.
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Element Uncertainty

Manometer < 0.1 bars
Pressure controller < 0.01 bars
Gas flow meter < 0.5 ml/min
Liquid flow meter < 0.5 ml/min
Liquid pump < 1 ml/min
Image processing < 0.07 mmm

Table 4.5: Uncertainties from the experimental apparatus and the image
processing.

user to track all black objects, reporting the x coordinate of their geometrical
center. In bubbles longer than the capillary diameter, no movement is observed
in the y-axis. In smaller almost spherical bubbles this is the case only just after
the detachment until they reach the centerline. Therefore, we assume that the
velocity has its main component in the x direction. Fig. 4.7 shows the tracks of
several bubbles as an example. Once the bubble velocity is known, we can then
estimate the mean void fraction with Eq. 2.11.

Finally, the bubble, unit cell and liquid slug lengths are measured directly
from the images as defined in Fig. 2.2. The gas/liquid interface is often blurred
and overshadowed, particularly in those cases where the bubble velocity is high
(on the order of 1 m/s) and thus, some uncertainties appear. An error of ap-
proximately ±0.07 mm has been estimated when measuring the bubble interface,
which corresponds to an error of two pixels.

4.2.2 Analysis of the measurement errors

A simple analysis of the measurement errors has been performed. The intent of
this analysis was not to exhaustively study the measurement errors presented
at the time of taking measurements from each experiment, but to establish the
maximum error values as an error threshold. Therefore, this analysis can be
further improved, and a more exhaustive error analysis could be done for ob-
taining more accurate results in the analysis of the measurement errors. In any
case, the values obtained in this analysis have been found to be of lower order
of magnitude than their respective measured experimental data.

The uncertainties from the experimental apparatus, as well as from the image
processing, were taken into account in this analysis. Table 4.5 summarizes these
uncertainties. Table 4.6 shows the maximum error values estimated for all of the
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parameters measured from the experiments, where these errors are expressed
in absolute value. Therefore, a more accurate value, p0, for a given measured
parameter p could be expressed as:

p0 = p± εp (4.2)

εp being the maximum error found for that given parameter. The gas su-
perficial velocity error was estimated by adding the two contributions in uncer-
tainty from the pressure controller and the gas flow meter (less than 0.18 ml/min
and 0.5 ml/min, respectively). This addition gave a maximum uncertainty of
less than 0.68 ml/min, which corresponds to a superficial velocity of less than
1.4 · 10−2 m/s for a 1 mm i.d. capillary. In the case of the liquid superficial veloc-
ity, the liquid pump and the flow meter uncertainties were taken into account
(1 ml/min and 0.5 ml/min, respectively). This calculation provided a maximum
error of 1.5 ml/min, which corresponds to a maximum superficial velocity of
3.2 · 10−2 m/s.

The greater errors were generally found in those experiments with larger
bubble velocities. Time used when calculating the gas velocity was smaller in
those cases, thus causing the error associated to the gas velocity to increase. For
gas velocities of the order of 1 m/s, an uncertainty of typically 1 frame (when
tracking a bubble) causes a maximum inaccuracy in time of 0.1. The total gas
velocity error could be estimated as UG · 0.1m/s.

The maximum generation frequency errors were also found in these experi-
ments with larger superficial velocities, especially in those cases where a bubble
flow regimen with very small bubble sizes was observed. The interface became
harder to detect in these case, and the bubble tracking failed sometimes in de-
tecting very small bubbles. A maximum generation frequency error of 20 Hz
was estimated for the generation frequency.

Finally, the inaccuracy associated to the measurement of the lengths was es-
timated by taking into account the error when measuring the interface (0.07 mm,
as stated before). The maximum value could be obtained when this inexacti-
tude was done twice, namely when measuring the front and back part of a bub-
ble. Hence, the maximum error in the unit cell, bubble and slug of liquid length
were estimated to be 2x0.07 = 0.14 mm
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Parameter Maximum error εp

USG < 1.4 · 10−2 m/s
USL < 3.2 · 10−2 m/s
UG < UG · 0.1m/s
f < 20 Hz
LUC/LB/LLS < 0.14 mm

Table 4.6: Estimated uncertainties from the experiments.

4.3 Conclusions

A new experimental setup has been designed to perform the experiments re-
ported in this work. The experiments are carried out on ground with air and
water in conditions relevant for a microgravity environment. The gas and liq-
uid flow rates are accurately controlled and measured at the T-junction inlets by
means of the gas and liquid systems, respectively. Readable data from a pressure
controller/meter, gas and liquid flow meters and a liquid pump are monitored.
The gas and liquid superficial velocities are estimated from the gas and liquid
flow rates.

The data acquisition and control system provides high quality images of the
two-phase flow at 4000 fps , which can then be analyzed afterward. A first analy-
sis of the images permits their classification into bubble, slug, churn and annular
flow regimes. One standard image software allows to enhance the images, ex-
tracting the bubble generation frequency and velocity, as well as the lengths of
the bubble, unit cell and liquid slug. The mean void fraction can be estimated
from the bubble and gas superficial velocities.





CHAPTER 5

Flow pattern map, bubble velocity

and void fraction

In this chapter we present the several flow regimes observed in our experiments,
as well as some results regarding bubble velocity, mean void fraction and the
bubble-slug transition.

In Section 5.1 the experimental data used in this work are presented. Sec-
tion 5.2 describes an experimental pattern flow map obtained with our T-junction
in conditions relevant for a microgravity environment. We compare our results
in bubble velocity and mean void fraction with existing models such as the drift-
flux one in Section 5.3 and 5.4, respectively. We address questions regarding the
existence of a critical void fraction in order for the bubble-slug transition to oc-
cur in Section 5.5. The drift-flux and Suratman models are contrasted with our
data in order to determine the bubble-slug transition in our system.

5.1 Experimental data

More than 400 experiments have been performed during this work, of which 301
have been selected for analysis. The rest were discarded due to several errors
that occurred during those experiments. A total of roughly 400000 images have
been analyzed to obtain the results presented in this study.
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FP USG USL UG α Bo WeSL ReT CaT St
[m/s] [m/s] [m/s]

Bubble 0.005 0.308 0.711 0.016 0.139 1.315 598 0.008 0.023
0.950 1.698 3.073 0.249 0.139 40.03 2648 0.037 0.555

Slug 0.011 0.042 0.219 0.127 0.139 0.025 155 0.002 0.055
2.101 1.698 3.469 0.790 0.139 40.03 2950 0.041 0.465

Churn 0.950 0.022 1.156 0.570 0.139 0.007 973 0.014 0.075
2.101 0.743 3.080 0.794 0.139 7.66 2844 0.039 0.183

Table 5.1: Range of parameter values for each flow pattern.

As expected in microgravity conditions [22], bubble, slug, churn and annu-
lar flows have all been observed (see Fig. 5.1). Bubble and slug flow regimes
appeared in most of the experiments, with a total number of 105 and 170 cases,
respectively. Churn and annular flow regimes were detected in 24 and 2 experi-
ments, respectively. Therefore, this work in primarily focused on the discussion
of bubble and slug flow regimes, including the transition between them.

Table 5.1 summarizes the experimental data by showing the minimum and
maximum values of several relevant parameters found in the bubble, slug and
churn flow regimes. Note that the values of a given row do not correspond to
one single experiment. More detailed information on data collected during the
experiments can be found in Appendix B.

A Bond number with a value of 0.139 is found in all experiments, fulfilling
the criterion of Suo and Griffith [83] (see Eq. 3.27). It can then be assumed that
capillary forces dominate over buoyancy forces and in this way conditions rel-
evant for a microgravity environment are fulfilled. This fact is the key point of
the performance of the bubble generator in this work, making it gravity inde-
pendent.

In nominal conditions, the value of WeSL ranges from the order of 10−3 up to
10 whereas CaT ranges between 10−3 and 10−2 for the air/water mixture flow.
Therefore, capillary forces also dominate over inertial and viscous forces. Fi-
nally, the ReT ranges from the order 102 up to 103, with a maximum value of
about 3000. The limits of the laminar to turbulent transition regime are not well
delimited in the literature (see Section 3.1.3.2). Hereafter, we assume that the
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experiments have been developed into the laminar and/or the laminar to turbu-
lent transition regimes.

5.2 Flow pattern map

Gas flows in the capillary, being periodically distributed in bubble and slug flow
regimes. Whereas gas forms discrete bubbles inside the liquid phase in bubble
flow (Fig. 5.1-a), bullet-shaped bubbles occupy almost the entire minichannel
cross-section in slug flow (Fig. 5.1-b). Contrary to other experiments with dif-
ferent systems of bubble generation as reported by several authors, we have
not observed any pattern with mixed characteristics of bubble and slug flows
(that is, small bubbles dispersed into the liquid slug of two consecutive longer
bubbles). This is a consequence of performance of the bubble generator, which
under laminar conditions is characterized by small bubble size dispersion and
high regularity in bubble generation for both bubble and slug regimes [2, 3] (see
Section 3.3).

On the other hand, the liquid slug between consecutive bubbles becomes
highly unstable in churn flows (Fig. 5.1-c). In this case, the gas-liquid interface
constantly fluctuates as a consequence of being perturbed by the gas inertia and
the nose and tail of successive bubbles collapse in an oscillatory way. In annular
flow regime, gas flows at the center of the minichannel, forming a core region
(Fig. 5.1-d).

A flow pattern map based on the measured gas/liquid superficial velocities
is plotted in Fig. 5.2.

5.3 Bubble velocity

The bubble velocity is known to exceed the average speed of the mixture, and
is usually expressed using the drift-flux relationship considering zero-gravity
conditions as expressed by Eq. 3.28:

UG = C0(USL + USG) (5.1)

The behavior of gas velocity with respect to the mixture velocity is shown in
Fig. 5.3. Points correspond to experimental data of bubble, slug and churn flows.
The plotted linear fitting corresponds to Eq. 5.1.
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(a)

(b)

(c)

(d)

Figure 5.1: Flow generation at the T-junction and examples of gas/liquid
flow patterns: (a) bubble, (b) slug, (c) churn, and (d) annular flow regimes.

The linear relation and the value of C0 obtained are the same for both bubble
and slug flow regimes and coincide with their behavior in microgravity. As a
matter of fact, in microgravity both regimes present similar velocity and void
fraction profiles, with gas concentrating at the centerline and not at the wall,
therefore causing C0 to be greater than 1 (see Subsection 3.1.3.1). However, these
profiles are different in normal gravity, resulting in different C0 for each flow pat-
tern.

In churn flow, contrary to in bubble and slug flow regimes, the inertial ef-
fects become dominant and mask the superficial effects. The gas-liquid inter-
face deforms and the liquid slug destabilizes. Additionally, the breakup of the
gas thread that develops after the T-junction becomes also irregular. As a con-
sequence, regularity in bubble generation and size is lost. Nevertheless, it is in-
teresting to note that in those cases where it was possible to measure it, bubble
velocity in churn flows seems to also follow the tendency described by Eq. 5.1.
However, these examples are too scattered to reach any definitive conclusions.
No velocity was measured for the annular regime in any of the experiments.

The fitting of our experimental data with Eq. 5.1 gives rise to a value of
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Figure 5.2: Experimental flow pattern map based on the gas/liquid super-
ficial velocities.
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experimental data, line: linear fit (Eq. 5.1).
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C0=1.22, which agrees with the typical values found in microgravity conditions
(see Subsection 3.1.3.2). The fact that the same C0 was reached for all three
regimes shown in Fig. 5.3 confirms that our experiments were performed in
microgravity-related conditions, as expected due to the small Bond number at
which the experiments were carried out.

5.4 Void fraction

The mean void fraction has been estimated through the bubble velocity and the
gas superficial velocity by taking into account the definition of the true averaged
gas velocity described by Eq. 2.11:

α =
USG
UG

(5.2)

This expression provides a good method to estimate the void fraction from
experimental readable data. Rewriting Eq. 5.1 and combining it with Eq. 5.2, a
prediction of the mean void fraction as a function of the ratio between the gas
and liquid superficial velocities (pseudo void fraction) can be obtained:

α =
1

C0

1 +
1

USG
USL

−1

(5.3)

Mean void fraction values calculated with Eq. 5.2 are compared to the pre-
diction proposed by Eq. 5.3 in Fig. 5.4, showing a good agreement. As will be
discussed in the next Section, note that the bubble-slug transition seems to oc-
cur for α = 0.2. The scatter in the churn flows and the upper part of the slug
flow regime could be due to measurement uncertainties. The number of exper-
imental data for churn flow is not sufficient to precisely predict the mean void
fraction value at which the slug-churn transition occurs. Nevertheless, it is ex-
pected to occur for a void fraction ranging from 0.6 up to 0.8 [33].

5.5 Bubble-slug transition

The existence of a critical void fraction separating bubble and slug flow patterns
can be observed in Fig. 5.4, as it was predicted by Eq. 3.29 (see Section 3.2.1).
Bubble and slug regime data are mostly separated by one void fraction line at
α = 0.2, verifying the transition between flow regimes at that value. This is con-
firmed in Fig. 5.5, in which an enlargement of the bubble/slug region shown in
Fig. 5.2 is presented. The straight line separating bubble and slug flow regimes
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corresponds again to a void fraction equal to 0.2, further verifying the transition
at that value. By considering αC = 0.2, we thus obtain from Eq. 3.29:

USL = 3.16 · USG (5.4)

Slug flow regime points lying on the left of the transition line are not accu-
rately predicted by Eq. 5.4. This fact can be due to uncertainties in the classifi-
cation of the regimes as a consequence of some imprecision when applying the
Dukler’s criterion (see Section 4.2.1).

On the other hand, our experiments are associated to a value of Su equal
to 7.1 · 104, which corresponds to the inhibiting-coalescence regime according to
the model of Colin et al. [17]. This fact would imply a critical void fraction of
0.45 (see Subsection 3.2.1) instead of 0.2, which corresponds to the promoting-
coalescence regime. This discrepancy is the reason why the relation expressed
in Eq. 5.4 is different from that of Eq. 3.30 predicted by Dukler et al. [22]. Thus,
apparently no agreement exists between the Su model and our results.

However, the key to understanding these discrepancies is to realize that co-
alescence does not play any relevant role in the two-phase flow generated in
our bubble generator. Bubble and slug flows are generated as a consequence of
the entrance effect at the T-junction and not from the collision and packing of
previously generated bubbles. The T-junction used in our experiments inhibits
coalescence in the direction transversal to the liquid flow (y-axis) because it is
not possible to simultaneously generate two bubbles with the geometric center
at the same cross section. Thus, coalescence can only take place along the axis
parallel to the flow (x-axis). This occurs when a bubble places itself near the
centerline and increases its velocity sufficiently to overtake the next one (if this
second bubble is placed far from the centerline). This behavior has only been
observed in some experiments with high liquid superficial velocities, when the
Reynolds number increases and goes beyond the laminar regime, also causing
the dispersion in bubble size to increase.

Thus, since the role of coalescence is not relevant in this work, we conclude
that the model based upon the Suratman number cannot be applied to our
minichannel or any other equivalent tube. In this way, the disagreement with
respect to the Su model becomes irrelevant and further studies concerning the
mechanisms of bubble generation and detachment are required in order to gain
a better understanding of the bubble-slug transition in our system.

The influence of the channel length on the bubble-slug transition remains an
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open question. Due to the small length-to-diameter ratio of the observed part
of the minichannel (around 30), the influence of the entrance T-junction on the
developing flow patterns can be considered significant. Additional experiments
with larger length-to-diameter ratios should be performed in order to well estab-
lish the influence of the channel length on the bubble-slug transition.

5.6 Conclusions

In this chapter, we have carried out an experimental study on the bubble ve-
locity, mean void fraction and the transition between the bubble and slug flow
patterns for a broad range of gas and liquid flow rates. All types of pattern flows
(bubble, slug, churn and annular) that can be found in microgravity conditions
have been observed. Results in normal gravity and microgravity conditions did
not show significant differences due to the small value of the Bond number.

A flow pattern map in terms of the superficial gas and liquid velocities has
been obtained. It confirms the existence of a critical void fraction that character-
izes the bubble-slug transition.

Bubble velocity has been well predicted by using a drift-flux model under
the assumption of no drift velocity of the gas relative to the mean fluid velocity.
The experimentally estimated mean void fraction has confirmed the theoretical
prediction given by the drift-flux model.

The value of Su in our experiments and its corresponding critical void frac-
tion did not coincide with Colin et al.’s predictions. In fact, the large influence of
the entrance effects and the small relevance of coalescence in our system make
it different from the types of systems where the Su model’s predictions are ap-
plicable.





CHAPTER 6

Bubble generation frequency

This chapter discusses the phenomenon of bubble generation, focusing on the
generation frequency as one of the most relevant parameters of the process. We
also focus on the regimes found within a large range of gas and liquid flow rates
and, in particular in bubble and slug flow regimes, due to their high regularity.
A fitting of the experimental points provides an analytical expression for the fre-
quency generation.

In Section 6.1 an analysis of the bubble generation phenomenon is presented.
Some relevant parameters involved in its behavior are also presented. The study
of the normalized frequency, by means of the Strouhal number, is presented in
Section 6.2.

6.1 Frequency regimes

Under laminar conditions, with flow rates of the order of 1 ml/min, the bubble
generation is characterized in our bubble generator by small bubble size disper-
sion for both bubble and slug regimes (see Section 3.3). The bubble detachment
is very regular, in such a way that the generation frequency is very well defined
[2, 3]. Gas flows periodically distributed in bubble and slug regimes, as stated
in Section 5.2. However, in the large flow rates regime, this regularity is some-
times lost according to the irregular behavior inherent to the high gas inertia
flow regimes, namely churn and annular flow.
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Figure 6.1: Bubble frequency f as a function of the superficial gas velocity
USG for different superficial liquid velocities USL. Symbols: experimental
results, lines: fit (Eq. 6.4).

Fig. 6.1 shows the dependence of the bubble generation frequency on the su-
perficial gas velocity at different superficial liquid velocities. Points correspond
to slug (mainly) and bubble flow regimes, although churn and annular regimes
have also been observed at low USL and high USG. This parameter region cor-
responds to the lower right corner of the figure and explains why no frequency
was measured there due to the loss of bubble generation regularity in churn and
annular regimes.

Regardless of the liquid flow rate, the behavior of the frequency shows two
distinguishable regimes: a linear regime at low USG and a saturation regime at
higher USG values.

We can identify the first regime as the slow flow regime analyzed by Carrera
et al. [15] and summarized in Section 3.3, where the linear behavior is a conse-
quence of the bubble size being independent from the gas flow rate for small
fluxes. The physical idea is that in this regime, the detachment of the form-
ing bubble at the T-junction occurs when the liquid drag FD is large enough
to overcome capillary forces Fc. Moreover, Eq. 3.39 predicts a bubble size in-
dependent of USG in this regime, which corresponds to a generation frequency
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proportional to USG as seen in Fig. 6.1. Therefore, in the linear region, while the
liquid flow regulates the bubble size through the liquid drag, the bubble gen-
eration frequency is controlled by the gas flow. Hence, increasing the amount
of injected gas does not result in bigger sizes but in greater frequencies. More
results regarding the bubble length are provided in Section 7.3.2.

An appropriate parameter to quantitatively analyze this region is accord-
ingly the initial slope a, i.e., when USG tends to zero. This parameter is related to
the minimum bubble volume achievable for a given USL, which in this regime
is expected to depend only on the liquid flow, as previously stated. The initial
slope must then also be related to the minimum bubble length capable of being
generated for a given USL. Further discussions about this issue are developed in
Subsection 7.3.2.3.

By assuming a high regularity in bubble generation and small size disper-
sion, it is possible to obtain a prediction of the frequency at low gas flow rates
as follows:

f =
QG
VB

= a∗ QG = a∗ A USG = a USG (6.1)

where VB is the average bubble volume, and a∗ has been normalized with
A, the cross-sectional area. Fig. 6.2 shows an enlargement of the region corre-
sponding to the low values of gas injection. This graph has been plotted by us-
ing experimental data focused in this region (see Appendix B). It clearly shows
that although the frequency behavior is not perfectly linear, because the slope
changes as f approaches its saturation value, the approximation provided by
Eq. 6.1 is in good agreement with the actual behavior.

On the other hand, for large superficial gas velocities (above 0.4 m/s) there is
a limiting scale for the bubble generation, which explains the origin of the satu-
ration regime. This temporal scale is the time needed by the liquid flow to cross
a distance of the order of the capillary diameter, QL/φ3

c , proportional to USL/φc,
which hence should mark the minimum time necessary to form a bubble at the
T junction and then give the saturation frequency for the generation process [3].

Complementary to Eq. 6.1, one could consider the following expression:

f =
QL
VL

=
QL

A LLS
=

USL
LLS

(6.2)

where VL is the volume of liquid required for detaching a bubble, and thus
LLS being the characteristic length of the liquid slug. When USG increases, f
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also increases up to its saturation value fsat. At that point, the amount of liquid
required to generate a bubble is minimizes and therefore, LLS reaches the min-
imum value LL. Further increasing of the gas flow rate does not imply larger
generation frequencies, but instead larger bubbles. For each value of the super-
ficial liquid velocity:

fsat =
USL
LL
∼ USL

φc
(6.3)

By knowing the behavior of the frequency at the linear and saturation regime,
it is possible to define an analytical prediction of the frequency. Eq. 6.4 is defined
in that way as a simple function in order to smoothly connect the two desired
behaviors, a linear function and a constant saturation value. Such behavior thus
involves four parameters: the initial slope, the value of the saturation frequency,
the crossover point USG0, and the scale of the crossover region ε:

f (USG, USL) = fsat − a · ε · Ln
(

1 + exp
(

USG0 −USG
ε

))
(6.4)

USG0 is defined as the superficial gas velocity at the crossover point between
linear and saturation regimes, the point where a line starting at the origin with
a slope a intersects the horizontal line of the saturation region, and hence:
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fsat = a · USG0 (6.5)

Note that in case that small and monodispersed bubble sizes were the de-
sired feature of the bubble generator, the crossover to the saturation regime
would mark the optimal operation regime, because at that point the maximum
number of bubbles with a minimum total surface is achieved.

Of these parameters, two of them the initial slope and the saturation fre-
quency, carry a clear physical meaning and can be related to theoretical con-
siderations, as stated before. The length of the crossover region is of no clear
interest as long as it is small enough to allow both regimes to be observable
and has a negligible effect on the computed results for the other two, physically
more relevant, parameters. For the sake of clarity and due to the fact that ε did
not give any new physical insight, it has been chosen as the superficial velocity
corresponding to the characteristic volumetric flow rate of Q∗ = 1 ml/min, thus
being ε = Q∗/A = 1/(15 π)m/s. Results on fitted values of a and fsat did
not depend on the precise value chosen for ε. Regarding the value of the fitting
function at USG = USG0, note that this precise point is placed in the middle of
the crossover region and not in the saturation region. Hence the value there is
not expected to be fsat.

Eq. 6.4 thus provides a prediction for the bubble generation frequency at the
given values of USL and USG which is consistent with the existing theory for the
linear regime [15] and saturation regime according to experimental observations
[2, 3]. Specifically, for USG � USG0 it approaches exponentially the value fsat,
and its value is indistinguishable from fsat (i.e. the difference is exponentially
small) when USG − USG0 � ε. This is the desired behavior for this function.
Summarizing, this fitting curve is designed to match the theory in the following
aspects:

• (i) At USG � USG0, f (USG) = a · USG.

• (ii) At USG � USG0, f (USG) = fsat.

• (iii) For a given USL, VB does not vary at low USG (see Section 7.3.1).

As a final remark for this discussion, we would like to clarify that the linear
regime does not exclusively identify the bubble flow regime, just as the satura-
tion regime does not exclusively identify the slug flow regime. Both bubble and
slug flow regimes can be found indistinctly in the linear or saturation regime,
depending on the ratio USG/USL. Regarding the experimental data presented
in this work, most of the bubble and slug points have been found in the linear
and saturation regime, respectively, although not all of them.
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6.1.1 Saturation frequency

The saturation frequency has been computed for every superficial liquid velocity
considered, and the asymptotic saturation values are plotted in Fig. 6.3 together
with the fitting line. It is interesting to observe that a simple linear relation
holds in its dependence on USL. The linear regression of the experimental data
provides the fit:

fsat(USL) = 719.6 · USL + 14.4 ≈ 719.6 · USL (6.6)

The value of the fsat-intercept is due to experimental errors, such as the cali-
bration of the liquid pump, as discussed in Section 4.2. Moreover, one would
expect f to tend to zero when USL also does, instead of a constant value of
14.4Hz. This value thus will not be taken into account from now on. Under
that assumption, Eq. 6.6 can be newly written as:

fsat(USL) = 719.6 · USL =
USL
LL

(6.7)

where LL must necessarily be the characteristic length of the volume of liq-
uid required to generate a bubble, according with the theoretical prediction of
Eq. 6.3. Consistent with the assumption that the liquid volume must be constant
inside the saturation regime, LL is then found to be 1.39 · 10−3 m, regardless of
the amount of injected gas. This fact represents an interesting peculiarity of the
saturation regime. More detailed information about LL can be found in Subsec-
tion 7.4.

6.1.2 Crossover point

The crossover point was computed according to its definition for every super-
ficial liquid velocity considered, as shown in Fig. 6.4. Points were fitted taking
into account the following features:

• (i) At large values of USL, USG0 tends to a finite value different to zero.
Otherwise, a would behave in a different way than observed in the experi-
ments.

• (ii) At very low values of USL, fsat tends to zero and a to a constant value.
Thus USG0 tends to zero as well (Eq. 6.5).

The proposed fitting curve for the variation of the crossover point with USL
is:

USG0(USL) = 3.25
(

0.01 + (USL − 0.01)exp
(
−USL − 0.01

0.18

))
(6.8)
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Figure 6.3: Saturation frequency as a function of the superficial liquid ve-
locity. Symbols: experimental data, line: linear fit (Eq. 6.6).
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which has also been plotted in Fig. 6.4. This fitting curve tends to a horizontal
asymptote USG0 = 0.0325 m/s at large USL values. Eq. 6.8 thus provides an
estimation of the boundary between linear and saturation regions. As can be
seen by comparing Fig. 6.1 and Fig. 6.4, the linear region is smaller than the
saturation region, and therefore, most of the experiments performed in this work
belong to the latter region. It is interesting to note that when working with
values of USG above the maximum value shown in Fig. 6.4, it would only be
necessary to control the value of USL to accurately obtain the desired bubble
generation frequency for a given USG.

6.1.3 Initial slope of the linear regime

6.1.3.1 Fitting of the initial slope

The initial slope of the linear regime obtained from experimental data in Fig. 6.1
is shown in Fig. 6.5. Combining Eqs. 6.6 and 6.8 with

a(USL) =
fsat(USL)

USG0(USL)
(6.9)

we obtain the fitting curve shown in that figure. Both the experimental points
and the fit show an exponential behavior at low superficial liquid velocities
which turns to a linear tendency for higher USL. This linear asymptotic ten-
dency, which is also shown in the figure, can be expressed by (in the Fig. 6.5
units)

aasympt(USL) = 22141.5 · USL − 444.4 ≈ 22141.5 · USL (6.10)

Again, the value of the ordinate at the origin must be due to inaccuracies of
the experimental apparatus, since a negative value of a has no physical meaning.

6.1.3.2 Theoretical considerations

In addition to the fitting, we obtain another expression of a based on theoretical
considerations. From previous reasoning, we assume that

VB =
1
a∗

=
A
a
⇒ a =

A
VB

(6.11)

which leads to,

a =
π(φc)2/4
π(φB)3/6

=
3

2 φc φ̄3
B
⇒ ā =

3
2

1
φ̄3

B
(6.12)
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Figure 6.5: Initial slope at the linear region as a function of the superficial
liquid velocity. Symbols: experimental data, lines: fit (Eq. 6.9), asymptotic
tendency (Eq. 6.10), and theoretical prediction (Eq. 6.13).

where φB is the bubble equivalent diameter to a sphere, and both a and φB
are normalized with the capillary diameter. Taking into account the prediction
of φB for low values of USG provided by Carrera et al. (see Eq. 3.39), a predic-
tion of ā arises in terms of USL, as well as other parameters, namely the liquid
density, the surface tension at the interface, the capillary diameter as well as the
experimental fitting values γ and Wec:

ā =
3
2

(
1
γ
− 1

2γ2

√
WeSL
Wec

)−3

=
3
2

(
1
γ
− USL

2γ2

√
ρLφc

Wecσ

)−3

(6.13)

Eq. 6.13 in its non-normalized form has also been plotted in Fig. 6.5, in or-
der to be compared with the fitting gives by Eq. 6.9. For this purpose, values of
Wec = 10 and γ = 0.85 were used, which are in agreement with the experimen-
tal values found (see Subsection 7.3.1.2).

The main disagreement with the fitting provided by Eq. 6.9 arises for large
values of USL, so that the prediction of Eq. 6.13 is no longer valid from USL & 0.9
m/s. This divergence occurs as a consequence of considering γ as a constant. In
a more realistic approach and for larger values of USL, bubbles do not tend to
fill the capillary during the generation process due to the also larger FD. This
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causes γ to decrease, which would also decrease the actual value of a.

This prediction is otherwise very sensitive to its fitting parameters, Wec and
γ. This fact explains the discrepancy when USL tends to zero. In any case,
Eq. 6.13 provides a good prediction of a within its range of validity. Additionally,
Eq. 6.13 can be combined with Eq. 6.1 in order to provide a new prediction of
f for the linear regime, relating it to the superficial liquid velocity, the physical
parameters involved and the channel diameter:

f (USG, USL) = fsat −
3 · φc

2

(
1
γ
− USL

2γ2

√
ρLφc

Wecσ

)−3

·

· ε · Ln
(

1 + exp
(

USG0 −USG
ε

)) (6.14)

6.2 Dimensionless generation frequency

A particularly interesting approach is to obtain an expression of f in a dimen-
sionless form by introducing the Strouhal number into the analysis. To this end,
St must be defined by using the bubble generation frequency, the capillary di-
ameter, and the actual gas velocity, i.e. St = f · φc/UG.

Introducing Eq. 6.2 and Eq. 5.2 into the definition of the Strouhal number, we
obtain:

St =
f · φc

UG
=

φc

LLS

USL
UG

=
α

L̄LS

USL
USG

(6.15)

where LLS has been normalized in turn with φc. Taking into account Eq. 5.3
from the drift flux model, a simple dimensionless expression can be achieved to
predict the frequency of generation:

St =
1− C0 α

C0 L̄LS
(6.16)

6.2.1 Saturation regime

When introducing LLS=LL in Eq. 6.16, we impose the conditions that exist inside
the saturation regime. In this case Eq. 6.16 can be particularized as follows:
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St =
1− C0 α

C0 L̄L
(6.17)

Assuming a mean value of the void fraction coefficient distribution of 1.22,
accordingly to experimental observations (see Section 5.3), and the value of
L̄L=1.39 (see Subsection 6.1.1), we obtain the next expression of St for our ex-
periments:

St = 0.59 (1− 1.22 α) (6.18)

St as a function of the mean void fraction is plotted in Fig. 6.6. Both St and
α have been calculated using the values of f , UG and USG measured in the ex-
periments. For the sake of clarity, only points corresponding to the saturation
regime have been plotted in that figure, omitting the ones corresponding to the
linear region. The line corresponds to Eq. 6.18, which properly predicts the ten-
dency of the experimental points. As previously noted in Subsection 6.1.2, the
range occupied by the linear region is smaller than the saturation range, making
Eq. 6.18 very suitable for most of the flows studied here, in particular for the
slug flow regime.
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6.2.2 Linear regime

The linear region provides lower frequencies than its corresponding saturation
value for a given USL. Hence, Eq. 6.18 overpredicts the actual values in such
a case. Nevertheless, we can also particularize Eq. 6.16 for the linear regime.
Matching Eqs. 6.1 and 6.2, we obtain:

f =
USL
LLS

= a · USG (6.19)

and including again the relationship between USL/USG and α, we obtain the
following expression for the normalized liquid slug length in terms of the nor-
malized initial slope, the mean void fraction and the void fraction distribution
coefficient:

L̄LS =
USL

ā · USG
=

1
ā

(
1− C0 α

C0 α

)
(6.20)

Combining this last equation with Eq. 6.16, a new expression of the dimen-
sionless frequency for the linear region arises:

St = ā · α (6.21)

Fig. 6.7 shows St as a function of α in the linear regime. For a greater clarity,
only the experimental values of USL corresponding to 0.46 and 0.725 m/s have
been plotted. Lines correspond to Eq. 6.21 for both USL values, where their cor-
responding experimental initial slope a has been computed by using Eq. 6.9. As
can be seen, points corresponding to the linear regime are in good agreement
with the prediction of Eq. 6.21.

As a final remark, the intersection point of Eqs. 6.17 and 6.21 must corre-
spond to the crossover point for each given USL. By matching both equations,
we obtain:

α =
1

C0 (1 + ā L̄L)
(6.22)

By including the value of ā for a given USL, it is possible to obtain the mean
void fraction at which the crossover point is reached. Finally, by knowing USG0
by means of Eq. 6.8 for a given USL, the actual bubble velocity UG at that exact
point can also be estimated with Eq. 5.2:

α, USG0 ⇒ UG =
USG0

α
(6.23)
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Figure 6.7: Strouhal number vs. the mean void fraction for the linear
regime. Symbols: experimental data for USL values of 0.46 and 0.725 m/s,
lines: predictions of Eqs. 6.18 and 6.21.

6.3 Conclusions

In this chapter we have performed an analysis of the bubble generation fre-
quency. At different superficial gas velocities f presents a linear behavior fol-
lowed by a saturation state [2, 3], showing a good agreement with existing theo-
retical [15].

A new expression for the bubble generation frequency at given values of
USL and USG has been proposed. Fitting experimental data to this expression
has allowed for the obtaining of empirical predictions for the initial slope and
the saturation frequency while being consistent with the previously mentioned
theoretical considerations. Results obtained confirm the linear behavior of the
saturation frequency with the superficial liquid velocity. Additionally, another
expression of the initial slope has been obtained using the theoretical prediction
of the bubble diameter for low gas fluxes of Carrera et al [15]. Both expressions
of a are in good agreement for liquid superficial velocities smaller than approx-
imately 0.9 m/s. Some discrepancies arise when increasing the liquid flow rate
as a consequence of considering γ as a constant through the entire analysis.
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A new expression has been proposed for the crossover point between linear
and saturation regimes at different superficial liquid velocities. The variation of
the crossover point and the slope of the linear regime with the superficial liquid
velocity has been found to present a linear asymptotic tendency. For applica-
tions in which it is important to generate a large number of small bubbles (to
maximize the contact area between both phases), the optimum operation has
been observed to correspond to the region of crossover to saturation.

A new dimensionless expression of the frequency based on the Strouhal num-
ber has been derived. This expression can be particularized for both the linear
and saturation regions.



CHAPTER 7

Characteristic Lengths

In this chapter we analyze the geometry of the continuous and discontinuous
phases in both bubble and slug flow regimes. We have focused particularly on
these flow patterns due to their regular generation and small dispersion in bub-
ble size, as previously discussed.

The classical concept of unit cell, as defined in Section 2.8, is used to iden-
tify some relevant lengths of the two-phase flow. The unit cell length is stud-
ied in Section 7.2, whereas the bubble and liquid slug lengths are analyzed in
Section 7.3 and 7.4, respectively. In order to gain a better understanding, the
relationships between these characteristic lengths and several parameters (such
as the gas and liquid superficial velocities, bubble generation frequency and
mean void fraction) are analyzed. We conclude that the unit cell and the bub-
ble lengths can be predicted on the basis of a single relevant parameter, i.e. the
mean void fraction or the Strouhal number.

7.1 Introduction

Under the hypothesis of gas flowing and filling the whole capillary cross-section,
gas would occupy a cylindrical shape with no liquid film between it and the
walls (see Fig. 7.1-a). With this flow structure, gas would flow without being
dispersed into liquid. Assuming an uniform velocity and void fraction profiles,
C0 should be consistently equal to 1, according to Eq. 3.9, and the same velocity
UG = USL + USG should appear at any radial point of each cross-section.
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Figure 7.1: Bubble length when (left) filling the whole cross-section, and
(right) real situation.

Following a more realistic approach, bubbles are longitudinally deformed by
the liquid drag and entirely surrounded by liquid, not being in contact with the
walls (see Fig. 7.1-b). In order to model the liquid film, the bubble can be approx-
imated by a cylinder of length LB with a cross section AG. The actual gas-liquid
interaction causes a change in the radial velocity profile. Roughly, one could ap-
proximate the radial velocity profile as constant with a value C0(USL + USG)

in the section occupied by gas, while tending rapidly to zero when one ap-
proaches the walls. According to this second approach, liquid velocities are
significantly smaller when the liquid is close to the wall than gas or liquid veloc-
ities when flowing at the central section of area AG. The gas volumetric quality
(see Eq. 2.19) remains the same between the two cases, since the conditions of
gas and liquid injection are the same.

When analyzing lengths during this Chapter, sometimes it will be desirable
to analyze the simpler first case as a reference for the actual one. Henceforth, an
asterisk will be used as a superscript to refer to the first case.

7.2 Unit cell

7.2.1 Dependence of the unit cell length with the generation fre-
quency

The concept of unit cell is typically only used in slug flow. However, due to the
high regularity of the bubble flow generated in the T-junction, we can define the
unit cell in this regime as well. Therefore, we assume that each train of bubbles
can be represented, in both bubble and slug flow regime, by a unit cell composed
of one bubble and one liquid slug. Neither churn nor annular flows are suitable
for applying the unit cell definition in any case.
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The time spent to form a unit cell is the time between a bubble detachment
and the moment in which the following bubble arises. Therefore, the bubble
time formation is the inverse of the generation frequency. During this time the
unit cell moves a distance LUC at average velocity UG. It has been experimen-
tally observed that bubbles rapidly gain this velocity just after being generated,
maintaining it constantly thereafter. Therefore, the transient behavior between
the first steps of the bubble generation (gas entering the capillary with a velocity
USG) and the bubble detachment (with a velocity UG) can be considered negligi-
ble. The dimensionless unit cell length is then expected to be,

L̄UC =
UG
f φc

(7.1)

where LUC has been normalized with the capillary diameter. Assuming that
both previous cases (gas filling the whole cross-section and the actual one) have
the same bubble generation frequency, we deduce from Eq. 7.1 the following
relationship between L̄UC and L̄∗UC:

L̄UC = C0
(USL + USG)

f φc
= C0 L̄∗UC (7.2)

where it has been taken into account that the unit cell moves at a velocity
USL + USG in the first case. Being C0 greater than 1 in conditions relevant to mi-
crogravity, as stated in Section 3.1.3, the equation above shows that the unit cell
is longer in the real situation. Due to the changes in the velocity radial profile,
liquid close to the capillary walls is in a quasi stagnant situation. This causes an
effect equivalent to a reduction in capillary diameter, inducing larger velocities
and thus larger unit cell lengths than expected in the non actual approach.

Fig. 7.2 shows the measured L̄UC (see Subsection 2.8) as a function of UG/ f φc,
as well as the prediction given by Eq. 7.1. Note that UG/ f φc is the inverse of
the Strouhal number, as discussed in Subsection 6.2. The unit cell length LUC
was calculated as the distance between the tip of two consecutive bubbles. The
values of UG and f are also extracted from the experiments. A good agreement
is observed between experimental data and prediction, being valid for both bub-
ble and slug flow regimes.

7.2.2 Dependence of the unit cell length with the mean void
fraction

Taking into account Eq. 6.2, it is possible to deduce L̄UC as a function of the gas
velocity and the liquid superficial velocity as:
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Figure 7.2: Normalized unit cell length L̄UC as a function of UG/ f φc. Sym-
bols: experimental data, line: prediction given by Eq. 7.1

L̄UC =
UG
f φc

=
LLS
USL

UG
φc

= L̄LS
UG
USL

(7.3)

where LLS has been normalized with the capillary diameter. Finally, by using
Eq. 5.2 and Eq. 5.3, L̄UC can be expressed in terms of just one single variable, the
mean void fraction:

L̄UC = L̄LS
C0 (USL + USG)

USL
=

C0 L̄LS
1− C0 α

(7.4)

As can be observed from Eq. 7.4, L̄LS and C0 strongly determine the unit cell
lengths that can be generated with our bubble generator. Eq. 7.4 offers some
interesting analytical results. L̄UC can theoretically reach an infinite value when
α tends to 1/C0, which corresponds to the churn-annular transition [33]. Never-
theless, this last prediction could not be tested experimentally due to limitations
of the experimental setup, as discussed previously in Subsection 4.2.1. Moreover,
when α tends to zero, the unit cell reaches a minimum value equal to C0 · L̄LS.
On the other hand, LLS reaches a minimum value LL in the saturation regime, as
discussed in Section 6.1.1. For that regime, Eq. 7.4 becomes:

L̄UC =
C0 L̄L

1− C0 α
=

1.7
1− 1.22 α

(7.5)
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Figure 7.3: Normalized unit cell length L̄UC as a function of the mean void
fraction α. Symbols: experimental data, line: prediction given by Eq. 7.5.

where C0 and L̄L have been taken as 1.22 and 1.39, respectively, according to
results in previous Chapters. Therefore, L̄UC reaches a minimum possible value
of 1.7 when the mean void fraction tends to zero.

Fig. 7.3 shows the measured values of L̄UC as a function of the mean void
fraction. According to the assumption of LLS = LL, only experimental data cor-
responding to the saturation regime are plotted in the figure. L̄UC behavior is
well predicted by Eq. 7.5. The data scattering can be justified on the basis of
experimental errors associated to the experimental apparatus and the measure-
ment of the lengths.

7.3 Bubble

7.3.1 Equivalent diameter

When bubbles grow reaching a size close to the capillary diameter, they deform
longitudinally as a consequence of the increasing interaction with the capillary
wall, acquiring an elongated shape within the tube. When the bubble length
achieves a size several times the diameter of the capillary, bubbles acquire a
cylindrical main body with a bullet-shaped nose. These bubbles are frequently
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referred to as Taylor or Dimitrescu bubbles. In the case that the new boundary
conditions allow it, when bubbles leave the capillary, they try to readjust to a
spherical shape as a result of the surface tension action. Such a situation occurs
when a train of bubbles generated in a T-junction is injected into a large enough
cavity filled with quiescent fluid. Other additional phenomena can also arise.
For example, given that pressure is generally lower at the capillary exit than in-
side the capillary, gas also tends to expand and increase in volume.

In any case, taking into account the previous assumptions of high regularity
and consequently small size dispersion during the bubble generation, an equiv-
alent bubble diameter φB can be defined for each bubble. This diameter can
be estimated by means of the diameter of an equivalent sphere with the same
volume:

QG = VB f =
π φB

3

6
f ⇒ φB =

(
6
π

QG
f

)1/3
(7.6)

7.3.1.1 Dependence with the gas and liquid superficial velocities

Scaling the equivalent diameter with the capillary diameter and turning QG to
USG, a normalized expression of φB in terms of the gas superficial velocity and
the generation frequency can be obtained from Eq. 7.6:

φB =

(
6
π

A USG
f

)1/3
=

(
6 π

4 π

φc
3 USG
φc f

)1/3

⇒ φ̄B =

(
3
2

USG
f φc

)1/3
(7.7)

φ̄B is plotted in Fig. 7.4 as a function of the superficial gas velocity. Eq. 6.4
has been used in combination with Eq. 7.7 as a prediction of the experimental
data shown in this figure. The fitting of USG0 (see Eq. 6.8) has also been super-
imposed in this figure in order to distinguish the separation between the linear
and saturation regions. It is shown in this figure that bubble size increases as
a function of U1/3

SG , as expected. It can also be noted that bubble size reduces
when increasing USL. It can be explained since increasing USL also increases
drag, making easier the bubble detachment. Dimensionless sizes close to 1 are
obtained, which proves that it is possible to control the bubble size accurately,
getting bubbles of the order of the capillary diameter (see Section 3.3). Bub-
ble and slug flow regimes can then be distinguished in this figure by the value
φ̄B = 1.

Moreover, one would expect a constant bubble size for small USG and given
USL. For USG tending to zero and using Eq. 6.1, Eq. 7.7 becomes:
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Figure 7.4: Normalized equivalent diameter φ̄B as a function of the gas
superficial velocity USG for given USL. Symbols: experimental data, lines:
prediction of Eq. 7.7 by using Eq. 6.4, as well as USG0 from fitting of Eq. 6.8.

φ̄B =

(
3
2ā

)1/3
(7.8)

where a is normalized with φc. The initial slope being constant for a given
USL, as discussed in Subsection 6.1.3, indicates that φ̄B should also be constant.
However, this tendency is not clearly observed in Fig. 7.4 due to experimental
uncertainties, which are amplified in estimating φ̄B when both USG and f tend
to zero.

In order to express φ̄B in terms of gas and liquid superficial velocities, Eq. 7.7
can be rewritten by using Eq. 6.2 as:

φ̄B =

(
3 · L̄LS

2
USG
USL

)1/3

(7.9)

As long as most of the experimental points are inside the saturation regime
as shown in Fig. 7.4, and in order to simplify what is essentially a more complex
analysis, we assume the following approximation LLS ≈ LL = 1.39 · 10−3 m,
which is equivalent to imposing f ≈ fsat. Under this assumption, Eq. 7.7 can be
rewritten as:
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φ̄B ≈
(

3 · L̄L
2

USG
USL

)1/3

= 1.28
(

USG
USL

)1/3
(7.10)

Fig. 7.5 shows the normalized equivalent diameter calculated with Eq. 7.7, by
using the actual f measured from the experiments, as a function of the ratio of
superficial velocities USG/USL. As expected, slight dispersion appears over the
straight line (Eq. 7.10), corresponding these scattered data to the linear region,
in which f differs from fsat. Since f is lower than its corresponding fsat for these
points, their equivalent diameters are expected to be greater than the estimation
provided by 7.10.

We show in Fig. 7.6 the normalized equivalent diameter obtained using fsat
(Eq. 6.6) instead of the actual f . Experimental data fit well to Eq. 7.10 in this
second situation. Although Eq. 7.10 describes the behavior of φ̄B only in the
saturation region, the number of experimental data in the linear region is lower
than in the saturation region. In addition, the quantitative variations with data
of the linear region are small. Therefore, Eq. 7.10 turn out to be a simple enough
prediction for most of the flows studied in this work and is used as a general
prediction hereafter for these flows.

7.3.1.2 Dependence with the Weber number

In order to check the theoretical prediction available for the slow gas flow rate
regime (see Section 3.3), the normalized equivalent bubble diameter has been
plotted in Fig. 7.7 as a function of the square root of the nominal Weber number
of the liquid cross-flow based on the superficial velocity. It can be observed that
bubble size depends linearly on WeSL

1/2, as expected. Points corresponding to
the smaller gas flow rates (roughly up to 0.106 m/s) tend to superpose in the fig-
ure, which is consistent with the theoretical prediction that in this regime sizes
are independent of USG and depend on WeSL

1/2 just through USL.

From the fitting of these small gas flow rate data with Eq. 3.39 we can obtain
a value for the parameters of the theory, namely γ and Wec. Nevertheless, calcu-
lation of bubble sizes for small USG are again subject to larger uncertainties, and
the superposition of the points is not perfect. For this reason parameter values
range as follows: γ = 0.86 ±0.06 and Wec = 8.64 ±2.2. Line in Fig.7.7, which has
been plotted as a guide to the eye, corresponds to γ=0.85 and Wec=10. Again, it
is shown in Fig. 7.7 that sizes generated are values close to 1.
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prediction of Eq. 7.10.
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Figure 7.7: Normalized equivalent diameter φ̄B as a function of the square
root of the Weber number. Symbols: experimental data for different USG,
line: prediction of Eq. 3.39, with γ=0.85 and Wec=10.

7.3.2 Bubble length

7.3.2.1 Dependence with the gas and liquid superficial velocities

Once the relationship between the equivalent bubble diameter and the gas and
liquid superficial velocities is known, we can look for a prediction of the actual
bubble length, LB. In order to do this, two cases must be distinguished.

In the first one, the injected gas flow rate is smaller than the liquid one,
USG/USL � 1, and bubbles with an equivalent diameter smaller than the cap-
illary diameter, φ̄B < 1, are expected as shown in Fig. 7.6. This condition cor-
responds to the bubble flow regime. Consequently, these bubble are dispersed
inside the continuous liquid, being less affected by the boundary conditions im-
posed by the capillary walls. It has also been observed that bubbles may be
strongly deformed when the liquid drag is large enough, even for USL close to
zero. As a first approximation, we assume their shape as spherical, and the hy-
pothesis LB ≈ φB is adopted.

In the second case, when USG/USL � 1 bubble sizes are such that φ̄B > 1
(see Fig. 7.6), their shape being strongly affected by the capillary boundary con-
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ditions. We focus this second case on the slug flow regime. A crude assumption
that bubbles adopt a cylindrical shape can be made, thus assuming VB = A LB

∗

(see Fig. 7.1-a). Again, this scenario differs from reality, and does not take into
account the liquid film around the bubble, the bubble longitudinal deformation
due to the liquid drag and the local superficial distortions in its front and back
parts due to the gas inertia.

Adopting the simplistic approach above in any case, and by using Eq. 7.10,
we approximate the bubble length of the bubble and slug flow regimes with the
following expressions, respectively:

φ̄B < 1⇒ L̄B ≈ φ̄B = 1.28
(

USG
USL

)1/3
(7.11)

φ̄B > 1⇒ L∗B
π φc

2

4
=

π φB
3

6
⇒ L̄∗B =

2
3

φ̄3
B = 1.39

(
USG
USL

)
(7.12)

where LB has been normalized with the capillary diameter.

For the slug flow regime, a more accurate prediction than offered by Eq. 7.12
can be obtained when considering the liquid film around the bubble. In a more
realistic approach, when the bubbles are longitudinally deformed, we assume
them to have a cylindrical shape as before, but with a length LB > L∗B and a
cross-section area AG < A, rather than a cylinder filling the whole cross-section.

Assuming that the bubble volume remains constant in both cases, we obtain
the equivalency between LB and L∗B:

L∗B A = LB AG ⇒ L̄∗B = L̄B
AG
A

= αB L̄B (7.13)

where αB is the cross-sectional void fraction in the capillary part occupied by
the bubble, and both LB and L∗B have been normalized with the capillary diame-
ter.

Moreover, Eq. 3.20, which is developed by Revellin et al. [76] for the void
fraction distribution coefficient, can be rewritten as:

C0 =
αB USG

αB (αB USG + (1− αB)USL)
(7.14)

which leads to,
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C0 =
1

αB + (1− αB)
(

USL
USG

) (7.15)

In the slug flow regime, bubbles occupy almost entirely the cross-sectional
area, being αB � (1− αB). In addition, USG/USL is greater than 1 when the
bubble length is also at least 1 or 2 times larger than the diameter of the capillary.
These assumptions lead to αB � (1− αS)USL/USG , and therefore we assume for
the slug flow regime:

C0 ≈
1

αB
(7.16)

Taking into account Eqs. 7.13 and 7.16, a more realistic prediction than Eq. 7.12
is provided by Eq. 7.17 for the slug flow regime. Again, a value of C0=1.22 has
been adopted. As was observed in the unit cell analysis (see Eq. 7.2), the mod-
ification in the velocity profile also changes the geometry of the discontinuous
phase, with C0 in charge of making the move from the hypothetical situation in
which the gas fills the whole cross-section to the real one, as can be seen in the
following Eq.:

L̄B = C0 · L̄∗B = 1.7
(

USG
USL

)
(7.17)

Fig. 7.8 shows the experimentally measured lengths versus the ratio USG/USG.
The three theoretical predictions of Eqs. 7.11, 7.12 and 7.17 are plotted as well.

When USG/USL . 0.3, bubble lengths adjust well to the prediction of spher-
ical shapes corresponding to the bubble flow regime. The value USG/USL = 0.3
corresponds to bubble sizes smaller than the diameter of the capillary, which
suggests that bubbles start to deform longitudinally even before reaching the
size of the capillary, avoiding contact with the walls. Thus, Eq. 7.11 is not longer
valid.

Moreover, for USG/USL � 1 lengths coincide with the prediction of elon-
gated bubbles, more accurately for L̄B (Eq. 7.17) than for L̄∗B (Eq. 7.12). Eq. 7.17
fits the experimental values well for USG/USL & 2. We observe a large region
where a transition between bubbles smaller and larger than the capillary diame-
ter arises. The actual length of the bubbles are observed to be greater than those
estimated by Eq. 7.12 which underpredicts them, as expected. Eq. 7.17 also un-
derpredicts the experimental values because neither the deformation at the front
and back parts of the bubble nor the change of AG along it were considered. In
spite of that, Eq. 7.17 provides an improvement with respect to Eq. 7.12.
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Figure 7.8: Normalized bubble length L̄B as a function of the ratio
USG/USL. Symbols: experimental data, lines: predictions of Eqs. 7.11, 7.12
and 7.17.

7.3.2.2 Dependence with the mean void fraction

Bubble length can be expressed in terms of only one parameter, such as the mean
void fraction or the Strouhal number. Rearranging Eqs. 7.11 and 7.17 by using
Eq. 3.29, we obtain a new expression for L̄B for the bubble and slug flow regimes,
respectively:

φ̄B < 1⇒ L̄B ≈ φ̄B = 1.28
(

CO α

1− CO α

)1/3
(7.18)

φ̄B > 1⇒ L̄B = C0 L̄∗B = 1.7
(

CO α

1− CO α

)
(7.19)

In Fig. 7.9 the normalized bubble length is plotted versus the mean void frac-
tion. Predictions of Eqs. 7.18 and 7.19 fit well with the experimental data, more
accurately for the bubble flow regime due to the scattering of data for slug flow.
This dispersion is again assumed to be a consequence of inaccuracies during the
experimental data measurement.
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Figure 7.9: Normalized bubble length L̄B as a function of the mean void
fraction α. Symbols: experimental data, lines: theoretical predictions by
7.18 and 7.19.

On the other hand, taking into account the relationship between α and St
expressed by Eq. 6.16, the dependence of L̄B with respect to St arises:

φ̄B < 1⇒ L̄B = 1.28
(

1− C0 L̄LS St
C0 L̄LS St

)1/3

(7.20)

φ̄B > 1⇒ L̄B = 1.7
(

1− C0 L̄LS St
C0 L̄LS St

)
(7.21)

7.3.2.3 Dependence with the generation frequency

When the injected gas flows filling the whole cross-section a distance L∗B at a
velocity USG, the relationship with the time required for the formation of a single
bubble results:

L̄∗B =
USG
f φc

(7.22)

Again, it is crucial to include a distinction between bubbles smaller and
larger than the capillary diameter. Eq. 7.17 gives the relation between L̄∗B and
L̄B for the slug flow regime. For the bubble regime, an equivalent relationship
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Figure 7.10: Normalized bubble length L̄B as a function of the ratio
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can be obtained from matching the volumes of a spherical bubble and a cylinder
with volume A · L∗B:

π φB
3

6
= L∗B

π φc
2

4
⇒ L̄B ≈ φ̄B =

(
3
2

)1/3
L̄∗B

1/3 (7.23)

where the assumption L̄B ≈ φ̄B has been taken into account again as dis-
cussed in Subsection 7.3.2.1. Eq. 7.22 then becomes for the bubble flow:

φ̄B < 1⇒ L̄B =

(
3
2

)1/3 (USG
f φc

)1/3
(7.24)

On the oder hand, considering again the assumption L̄B = C0 · L̄∗B discussed
in Subsection 7.3.2.1, Eq. 7.22 then becomes for the slug flow:

φ̄B > 1⇒ L̄B = C0

(
USG
f φc

)
(7.25)

In Fig. 7.10, the normalized actual bubble lengths are plotted as a function
of USG/ f φc, where both USG and f were measured from the experiments. Pre-
dictions of Eqs. 7.22, 7.24 and 7.25 are plotted as well. Eq. 7.25 provides a better
prediction than Eq. 7.22, as expected. A transition between predictions given by
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Eqs. 7.24 and 7.25 is observed for values of about 0.4 . USG/ f φc . 3.

Furthermore, an interesting result relating the initial slope in the linear regime
a and L̄∗B can be derived from Eq. 7.22. Taking into account the assumption of
linear region for low gas fluxes provided by Eq. 6.1, Eq. 7.22 can be rewritten as:

L̄∗B =
1
ā

(7.26)

Once again, distinguishing between bubble and slug flow regime and using
their respective equivalences between L̄∗B and L̄B, Eq. 7.26 can be expressed for
both cases as, respectively:

L̄B =

(
3
2

)1/3(1
ā

)1/3
(7.27)

L̄B = C0
1
ā

(7.28)

Together with the fitting of a given by Eq. 6.9, Eqs. 7.27 and 7.28 provide a
prediction of the minimum LB reachable for a given USL.

7.3.2.4 Liquid film thickness

In order to complete the analysis of the geometry of bubbles, we also propose
here a rough estimation of the liquid film thickness δ for the slug flow regime.
Since

αB =
AG
A

=
φB

2

φc
2 ⇒ φ̄B =

√
αB (7.29)

the next expression can be achieved:

2 δ = φc − φB = φc (1−
√

αB)⇒ δ̄ =
1−√αB

2
(7.30)

where both φB as well as δ have been normalized with φc. Unfortunately it
was not possible to measure the thickness in our experiments. Being a circular
channel, the lighting system produced shadowed areas right at the top and bot-
tom part of the capillary, preventing the thickness measurements as discussed
in Section 4.2.1. However, through an average C0 = 1.22, αB can be estimated to
be approximatively equal to 0.82, leading to a δ value of about 47 µm. This value
agrees with available experimental values found in the literature [76].
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Figure 7.11: Normalized slug liquid length L̄LS as a function of USL/ f φc.
Symbols: experimental results, lines: prediction of Eq. 6.2; L̄L = 1.39 is also
marked.

7.4 Slug of liquid

7.4.1 Dependence of the length with the generation frequency

In Fig. 7.11 the slug of liquid length (normalized with the capillary diameter)
is plotted as a function of USL/ f φc. LLS, USL and f have been extracted from
the experiments. Two distinct behaviors can be observed: a linear tendency and
a clustering around L̄LS = 1.39. When f increases from zero up to the satura-
tion value fsat, LLS decreases until reaching its minimum value LL, as discussed
in Section 6.1.1. The linear tendency in Fig. 7.11 can then be identified as the
linear regime shown in Section 6.1, where LLS > LL, and follows the behavior
predicted by Eq. 6.2. The clustering must correspond to the saturation region,
where L̄LS reaches a value of L̄L = 1.39. This fact shows how inside this region
the volume of liquid required for the formation of bubbles remains constant and
equal to A · LL, regardless of the gas and liquid superficial velocities.

As stated before, bubble and slug flow patterns can be found in both the
linear and saturation regime. Most of the fluxes observed belong to the slug
flow type, explaining why there is also a greater presence of those points in the
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straight line of Fig. 7.11. The observed scattering around 1.39 can be assumed to
be a consequence of the difficulty when measuring the length of the liquid slug,
which is sometimes strongly distorted by both the nose and the deformation of
the rear part of the bubbles.

7.5 Conclusions

In this chapter, the geometry of the continuous and discontinuous phases has
been studied. Along the analysis, two different situations for the bubble and
slug flow patterns have been distinguished. The simplest hypothetical case in
which both phases fill the whole cross-section has been studied and compared
with the real case, in which the gas is dispersed into the liquid.

This study has focused on the analysis of the unit cell, bubble and liquid
slug lengths, as well as on the equivalent diameter of a bubble and the liquid
film thickness surrounding bubbles. The void fraction distribution coefficient,
which includes the effects of both non-uniform cross-sectional velocity and void
fraction distribution profiles, has been found to be the relevant parameter to un-
derstand the change from the hypothetical first case to the more realistic one.

The bubble equivalent diameter has been found to decrease linearly with the
Weber number based upon the liquid superficial velocity. Furthermore, results
are consistent with the prediction of independence of bubble size from gas flow
rate for small fluxes. Controllable bubble equivalent diameter of the order of
the capillary and reduced bubble size dispersion have been obtained. Minimum
values of CO · LLS and 1.39 · 10−3 m have been found for the unit cell and liquid
slug, respectively.

When possible, these characteristic lengths have been related to the gas and
liquid superficial velocities, the bubble generation frequency, the mean void frac-
tion and the Strouhal number, with the intent of gaining a better understanding
of their physical behavior. Finally, it has been concluded that the unit cell and
bubble lengths can be expressed in terms of a single relevant parameter, such as
the mean void fraction.



CHAPTER 8

Numerical simulation

In order to explore the behavior of the T-junction bubble generator in a wide
range of parameters, a reliable numerical code which can complement experi-
mental results is required. To achieve this, in this chapter we present a numerical
study of the formation of mini-bubbles in a 2D T-junction by means of the fluid
dynamics numerical code JADIM (see Appendix A). Numerical simulations are
carried out for different flow conditions, giving rise to results on the behavior
of bubble velocity, void fraction, bubble generation frequency and characteristic
lengths.

In Section 8.1 a dimensional analysis of the bubble generation phenomenon
is presented. The modelling of the T-junction is presented in Section 8.2. Nu-
merical results on the characteristics of the generated flows are presented and
compared to experimental data from previous chapters in Section 8.3.

8.1 Dimensional analysis of the phenomenon

The Buckingham’s π theorem is used here to identify the characteristic dimen-
sionless numbers that control bubble generation and have to be satisfied in the
numerical simulations. Ten independent parameters are considered in this anal-
ysis: the gas and liquid densities (ρG and ρL, respectively) and viscosities (µG
and µL, respectively), surface tension σ, capillary diameter φc (the T-junction
being formed by the connection of equal size capillaries), contact angle between
the capillaries and the gas-liquid interface θ (measured on the internal part of the
liquid), gravitational constant g, and gas and liquid superficial velocities (USG
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USL USG ReSL ReSG WeSL WeSG FP

0.106 0.242 106 24 0.16 0.81 S
0.106 0.344 106 34 0.16 1.64 S
0.318 0.081 318 8 1.40 0.09 S
0.318 0.242 318 24 1.40 0.81 S
0.318 0.337 318 34 1.40 1.58 S
0.531 0.068 531 7 3.92 0.06 B
0.531 0.236 531 24 3.92 0.77 B

Table 8.1: Superficial velocities [m/s], dimensionless numbers and flow
patterns observed in each experiment.

and USL, respectively). Experiments are conducted at a constant temperature
around 20◦C as explained in Section 4.2 and the system can be assumed adia-
batic. Therefore, the numerical simulation does not take into account thermal
effect either.

According to the π theorem there must be seven dimensionless parameters
since there are three independent physical quantities in the problem. We have
selected (ρL − ρG)/ρL, θ, Bo, ReSL, ReSG, WeSL and WeSG as appropriate di-
mensionless numbers in our study, according to the definitions proposed in Sec-
tion 2.7. Any other dimensionless number should be obtained from the combi-
nation of the previous ones. Typically, the Capillary number Ca = We/Re is
used to compare viscosity and surface tension effects at the interface.

Experiments presented in Chapters 5-7 are used as reference data for the com-
parison with the simulations reported here. The superficial velocities selected
for the comparison with numerical simulations ranged from 0.106 to 0.531 m/s
for water and from 0.081 to 0.344 m/s for air. We considered the following val-
ues of the physical properties: ρL ' 103 kg/m3, ρG ' 1.2 kg/m3, µL ' 10−3

Pa · s, µG ' 10−5 Pa · s and σ ' 0.072, N/m. According to these values, we ob-
tain ∆ρ/ρ ≈ 1 and Bo = 0.13. Shown in Table 8.1 are the values of USL, USG,ReSL,
ReSG, WeSL, WeSG, and the flow pattern observed in each experiment.

In order to carry out the numerical simulations, some changes in the val-
ues of two dimensionless parameters (ReSL and ReSG) had to be considered. If
the values that are used are the same as those in the experiments, the method
used for the calculation of the surface tension contribution in the momentum
equation, the Continuum Surface Force [12], generates the appearance of spuri-
ous currents (see next Section for detailed information). These currents induce
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USL USG ReSL ReSG WeSL WeSG FP

0.106 0.242 11 2 0.16 0.81 S
0.106 0.344 11 3 0.16 1.64 S
0.318 0.081 32 1 1.40 0.09 S
0.318 0.242 32 2 1.40 0.81 S
0.318 0.337 32 3 1.40 1.58 S
0.531 0.068 53 1 3.92 0.06 B
0.531 0.236 53 2 3.92 0.77 B

Table 8.2: Superficial velocities [m/s], dimensionless numbers and flow
patterns observed in each numerical simulation.

vortices at the interface without any physical meaning, destabilizing the simu-
lations and strongly distorting the interface, as reported by Dupont et al. [24].
Numerical instabilities produced by the spurious currents depend linearly on
the ratio σ/µ. For the flow conditions considered here, gas and liquid viscosi-
ties have to be increased one order of magnitude in the simulations in order to
avoid the spurious currents. Consequently, ReSL and ReSG have been decreased
one order of magnitude for the simulated flows and both experiments and sim-
ulations correspond to Reynolds numbers in the laminar regime.

In the simulations we consider g = 0 (thus, Bo = 0), while the values of WeSL
and WeSG are the same as in the experiments. We also use the same geometry of
the capillaries as well as the same gas and liquid surface velocities as in the ex-
periments. The latter was possible since the width of the capillary in the 2D sim-
ulations corresponds to the hydraulic diameter of the experimental T-junction.
Under this assumption, the dimensionless analysis remains valid and the two-
phase flow behavior in the simulations is expected to be similar to that which
is observed in the experiments. The surface velocities and the values of Re and
We, as well as the regime observed in each simulation, are shown in Table 8.2.
The corresponding range of the Capillary number is CaSL =0.015 − 0.074. With
regard to the contact angle used in the simulations, its value is chosen in agree-
ment with the observations of the experimental videos (See section 8.2.1).

8.2 Modelling of the T-junction

8.2.1 Mesh

Simulations are performed in a 2D domain with a 10 mm x 2 mm regular mesh.
The width of the gas and liquid capillaries is 1 mm. The mesh contains 600x180
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cells (see details in Fig. 8.1a-c), and a vertical diminishing is applied in order
to refine the mesh around the capillaries’ intersection area. The normalized
size with φc in HxW of the largest and smallest cells is 1.67 · 10−2 x 10−2 and
2.45 · 10−5 x 10−5, respectively.

A less refined mesh with 300x90 cells (twice the size of those in the larger
mesh) has been also tested. In this case, results did not show any significant
change for most of the gas and liquid surface velocities. Differences between
results obtained with each mesh are less than 0.5% in the bubble length and less
than 2.3% in the bubble generation frequency. Thus, both meshes provide bub-
bles with similar regularity and shape. In spite of these similarities, the least
refined mesh showed some numerical instabilities for the higher gas and liquid
velocities studied here. On the other hand, several tests performed with meshes
containing a number of cells larger than 600x180 did not show any changes in
the results.

Therefore, in this chapter we present the results obtained with the 600x180
cells mesh. The grid convergence discussion concerning the gas thread gener-
ation at the T-junction is presented in Section 8.2.3. The simulations are per-
formed with a time step ∆t = 10−5. Values of ∆t in the range 10−4 and 10−6 step
have been tested in oder to assure the convergence of the results since unsteady
simulations are presented.

8.2.2 Boundary conditions

Results have been found to be very sensitive to the conditions imposed on the
boundaries of the computational domain. These conditions are summarized in
Table 8.3 for each boundary defined in Fig. 8.2.

The successful generation of bubbles relies especially on a good selection of
boundary conditions associated to wall 1, since they determine the curvature of
the rear interface and therefore the bubble shape. In the case of wall 1, the con-
tact angle determines the attachment of the gas to the vertical capillary and in
turn the bubble shape and size (see Fig. 8.3). Fixing a 0◦ contact angle results in
a condition that is too restrictive, forcing the gas to remain attached at the upper
side of the wall and the rear interface of the bubble to tilt back excessively in
comparison with experiments. On the other hand, imposing a 90◦ contact angle
quickly stabilizes the gas at the lower corner of the wall resulting in unrealistic
interfaces.

We have used images obtained from the experiments in order to determine
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(a)

(b) (c)

Figure 8.1: Mesh used in the simulations. Details of the mesh at (a) the
T-junction zone, (b) the gas thread formation zone, and (c) zone at the bot-
tom of the bubble, where the vertical diminishing can be observed. The
boundary of the bubble is also plotted as a guideline to the eyes. It does
not correspond to the actual thickness of the interface (of about 3 grid cells)

the appropriate contact angle to impose on wall 1 (see Fig. 8.4). The capillary
curvature and the insufficient illumination at the triple point are disadvantages
for the quality of the measurements, as was discussed in Subsection 4.2.1. In ad-
dition, liquid drag and gas fluctuations after the breakup of the bubble caused
the contact angle to be dynamic. However, selecting a fixed value of θ=25◦, we
obtain a generation of bubbles whose shape is in good agreement with exper-
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Wall Boundary conditions

1 θ = 25◦

2 Gas inlet: imposed USG; hydrophobic: θ=180◦

3 θ = 45◦

4 Hydrophilic θ = 0◦ and wettability
5 Outlet
6 Hydrophilic θ = 0◦ and wettability
7 Liquid inlet: imposed USL
8 Hydrophilic θ = 0◦ and wettability

Table 8.3: Boundary conditions imposed on the system.

48

2

1 3

7 5

6

Figure 8.2: Boundaries of the system.

imental observations. We have also observed that small variations of (±15◦)
around the taken value do not seem to affect the results noticeably. One can ob-
serve in Fig. 8.3 the different interfaces obtained with θ=0, 25 and 90◦, where the
case with an intermediate value shows a more realistic shape.

Whit regards to wall 6, in order to prevent bubbles from attaching to it, hy-
drophilic (θ=0◦) and wet boundary conditions are imposed, as well as on walls
4 and 8. Walls 2 and 7 are defined as fluid inlets and wall 5 is defined as the fluid
outlet. The corresponding gas and liquid superficial velocities are thus imposed
on walls 2 and 7. In addition, wall 2 is considered hydrophobic in order to avoid
liquid rise 1 mm above the T-junction, in agreement with experimental observa-
tions. A 45◦ contact angle is imposed on wall 3 to force the forward inclination
of the frontal interface. Nevertheless, boundary conditions on this wall did not
show an impact in the results.

8.2.3 Gas squeezing

According to the experimental observations, bubble generation results from the
breakup of a gas thread that develops after the T-junction. The explanation for
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θ
θ

Figure 8.3: Influence of the contact angle imposed on wall 1 on the inter-
face shape, for USL=0.318 m/s and USG=0.182 m/s. Lines correspond to
the bubble contour for θ= 0, 25 and 90◦.

25º

Figure 8.4: Contact angle at wall 1 measured from experimental images.

the breakup is supported by different theories. Its cause can be explained by the
Plateau-Rayleigh instability [60] or by the effects of the flowing liquid from the
tip of the thread to the neck where pinch-off occurs [82].

In 2D, the surface tension has a stabilizing effect and opposes any deforma-
tion of the interface tending to create a bubble. This is in agreement with our
simulations since no natural pinch-off has been observed for the range of pa-
rameters covered by our study. An example is shown in Fig. 8.5 where a long
thread of gas generated after the T junction is clearly observed. It is found to
be very stable and remains after the bubble exits the computational domain. In
addition, the thread width has also been found to be grid independent when
refining the grid.

In order to be able to generate bubbles in 2D geometry, an artificial gas
squeezing mechanism has been introduced in JADIM. It consists of the removal
of the gas cells in the zone where the gas thread reaches a minimum thickness,
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Fig. 6: Thread generation without squeezing. USL=0.318 m/s and 
USG=0.182 m/s. 
 
In order to be able to analyze the bubble characteristics, an 
artificial gas squeezing mechanism was introduced in JADIM. 
It consisted in the removal of the gas cells in the zone where 
the gas thread reached a minimum imposed thickness (two 
cells), when the thread is parallel to the liquid flow direction to 
reduce the drag. This is in agreement with experimental 
observations which show that at this point drag is about to 
overcome capillary forces and squeeze the thread. It is 
shown in Fig. 7 the bubble thread before squeezing in both 
experiments and numerical simulations. The gas volume lost 
under the application of the artificial squeezing mechanism in 
the simulations is negligible. 
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Fig. 7: Comparison of the thread just before being squeezed in a) 
experiments and b) numerical simulations. 
 
After squeezing, the geometry of the injected gas jet is 
naturally adjusted as a result of the action of surface tension, 
generating the appropriate initial conditions for the following 
bubble. Although the initial geometry of the gas jet in the 
simulations had a strong influence on the first generated 
bubble, it did not seem to have any influence on successive 
bubbles. The second generated bubble had the same size as 
the following ones, fixing the periodicity of the process.  Thus, 
we can conclude that the initial geometry of the gas jet does 
not play any significant role in the generation of a train of 
bubbles. This turned out to be an essential feature for the 
numerical simulations, since no theoretical predictions or 
experimental data on the initial geometry were available. 
 
 
4.   Results and discussion 
 
A set of seven numerical simulations were performed by 
means of JADIM. We used the same injection conditions 
(liquid and gas superficial velocities) as in the experiments. It 
is shown in Tables 1 and 2 the injection conditions as well as 
the observed flow patterns in the experiments and 
simulations, respectively. Simulations successfully 
reproduced different trains of bubbles (see comparison with 
experiments in Figs. 8-10, where the generation of a single 
bubble is shown in each case), obtaining a regular periodicity 
in the bubble generation and regularity in bubble size, as will 
be discussed in Sections 4.2 and 4.3, respectively. As can be 
seen in these figures, the time required for the formation of a 
bubble is also different in the experiments and the numerical 
simulations as a result of providing different generation 
frequencies (Section 4.2). 
 

Both bubble and slug flow patterns were observed in the 
simulations, where the definition of each regime was done 
according to the classical criterion proposed by Dukler et al. 
[15]. The transition between bubble and slug flows is 
considered to take place when the bubble diameter reaches 
the value of the capillary diameter. 
 
For a given USG and small values of USL than proposed here 
a marginal churn pattern was also observed in the 
experiments [9], but it is not considered in this numerical 
study. We did not expect to observe annular or stratified flow 
patterns, due to the small values of USG and the capillary 
diameter (smaller than the critical diameter described in [16]), 
respectively. 
 
It is shown in Fig. 8 a slug flow obtained with USL=0.106 m/s 
and USG=0.344 m/s, in which a slight increasing in USG would 
make the flow to enter in the slug-churn transition region. 
Figs. 9 and 10 show examples of slug and bubble flows, 
obtained, with USL=0.318 m/s and USG=0.242 m/s, and 
USL=0.531 m/s and USG=0.068 m/s, respectively. It can be 
observed the clear similarities in the bubble shape in both 
patterns in experiments and numerical simulations. Bullet-
shaped bubbles rounded at the front and flattened at the rear 
were obtained in the slug flow. Bubbles generated in the 
bubble flow regime were deformed as a consequence of 
being longitudinally dragged by the continuous phase. 
Experimentally observed fluctuations at the back of the 
bubbles, following the breakup of the gas thread and the 
subsequent action of surface tension to reduce the interface 
were reproduced. It was also observed the tendency of 
bubbles to stay at the capillary centerline, which confirms the 
negligible role played by buoyancy in our regime of 
parameters. Some implications of the bubble positioning will 
be discussed in Section 4.1. 
 
A flow pattern map obtained from the experimental and 
numerical data is shown in Fig. 11. The same flow regimes 
were obtained in experiments and numerical simulations 
when the same superficial velocities were used. Hence, each 
point corresponds to one experiment and one simulation. The 
plotted line indicates the transition zone between bubble and 
slug regimes, which was empirically obtained from the 
experiments and correspond to a void fraction of 0.2. 
 

 
 
Fig. 11: Flow pattern map obtained from experimental and numerical 
data. Line: bubble-slug transition line. 

Figure 8.5: Thread generation without squeezing. USL = 0.318 m/s and
USG = 0.182 m/s.
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the following ones, fixing the periodicity of the process.  Thus, 
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not play any significant role in the generation of a train of 
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A set of seven numerical simulations were performed by 
means of JADIM. We used the same injection conditions 
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simulations, where the definition of each regime was done 
according to the classical criterion proposed by Dukler et al. 
[15]. The transition between bubble and slug flows is 
considered to take place when the bubble diameter reaches 
the value of the capillary diameter. 
 
For a given USG and small values of USL than proposed here 
a marginal churn pattern was also observed in the 
experiments [9], but it is not considered in this numerical 
study. We did not expect to observe annular or stratified flow 
patterns, due to the small values of USG and the capillary 
diameter (smaller than the critical diameter described in [16]), 
respectively. 
 
It is shown in Fig. 8 a slug flow obtained with USL=0.106 m/s 
and USG=0.344 m/s, in which a slight increasing in USG would 
make the flow to enter in the slug-churn transition region. 
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bubbles, following the breakup of the gas thread and the 
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were reproduced. It was also observed the tendency of 
bubbles to stay at the capillary centerline, which confirms the 
negligible role played by buoyancy in our regime of 
parameters. Some implications of the bubble positioning will 
be discussed in Section 4.1. 
 
A flow pattern map obtained from the experimental and 
numerical data is shown in Fig. 11. The same flow regimes 
were obtained in experiments and numerical simulations 
when the same superficial velocities were used. Hence, each 
point corresponds to one experiment and one simulation. The 
plotted line indicates the transition zone between bubble and 
slug regimes, which was empirically obtained from the 
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Fig. 11: Flow pattern map obtained from experimental and numerical 
data. Line: bubble-slug transition line. 

Figure 8.6: Comparison of the thread just before being squeezed in (a) ex-
periments and (b) numerical simulations.

at a time when the sign of the interface curvature changes. This is in agreement
with experimental observations which show that at this point the 3D instability
squeezes the thread. The bubble thread before squeezing in experiments (a) and
numerical simulations (b) is shown in Fig. 8.6. The gas volume lost under the
application of the artificial squeezing mechanism in the simulations is about a
few grid cells and is considered to be negligible compared to the bubble volume.

After squeezing, the geometry of the injected gas jet is naturally adjusted as
a result of the action of surface tension, generating the appropriate initial con-
ditions for the following bubble. Although the initial geometry of the gas jet in
the simulations have a strong influence on the first generated bubble, it does not
seem to have any influence on successive bubbles. The second generated bub-
ble has the same size as the following ones, fixing the periodicity of the process.
Thus, we can conclude that the initial geometry of the gas jet does not play any
significant role in the generation of a train of bubbles. This turns out to be an
essential feature of the numerical simulations, since no theoretical predictions
or experimental data on the initial geometry are available.

8.3 Results and discussion

A set of seven numerical simulations have been performed by means of JADIM.
We have used the same injection conditions (liquid and gas superficial velocities)
as in the experiments. Tables 8.1 and 8.2 show the injection conditions as well
as the observed flow patterns in the experiments and simulations, respectively.
Simulations successfully reproduce different trains of bubbles (see comparison
with experiments in Figs. 8.7-8.9, in which the process of generation of a sin-
gle bubble is shown in each case), obtaining a regular periodicity in the bubble
generation and regularity in bubble size, as is discussed in Sections 8.3.2 and
8.3.3, respectively. As can be observed, the time required for the formation of a
bubble is shorter in the numerical simulations than in the experiments, which is
discussed in Section 8.3.2.
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Figure 8.7: Slug flow close to the slug-churn transition in (left) experiments
and (right) numerical simulations. USL = 0.106 m/s and USG = 0.344 m/s.
Time (ms) is indicated in the upper right corner.
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Figure 8.8: Slug flow in (left) experiments and (right) numerical simula-
tions. USL = 0.318 m/s and USG = 0.242 m/s. Time (ms) is indicated in
the upper right corner.
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Figure 8.9: Bubble flow in (left) experiments and (right) numerical simula-
tions. USL = 0.531 m/s and USG = 0.068 m/s. Time (ms) is indicated in
the upper right corner.

Both bubble and slug flow patterns, defined as explained in Subsection 4.2.1,
are observed in the simulations. For a given USG and small values of USL such as
those proposed here, a marginal churn pattern has also been observed in the ex-
periments (see Section 5.2), but it is not considered in this numerical study. We
did not expect to observe annular or stratified flow patterns, due to the small
values of USG and the capillary diameter (see Eq. 3.27), respectively.

Fig. 8.7 shows a slug flow obtained with USL=0.106 m/s and USG=0.344
m/s. Slightly increasing the value of USG would cause the flow to enter into
the slug-churn transition region. Figs. 8.8 and 8.9 show examples of slug and
bubble flows obtained with USL=0.318 m/s and USG=0.242 m/s, and USL=0.531
m/s and USG=0.068 m/s, respectively. Clear similarities in the bubble shape in
both patterns in experiments and numerical simulations can be observed. Bullet-
shaped bubbles rounded at the front and flattened at the rear are simulated in
the slug flow. Bubbles generated in the bubble flow regime are deformed as
a consequence of being longitudinally dragged by the continuous phase. Ex-
perimentally observed fluctuations at the back of the bubbles are reproduced,
following the breakup of the gas thread and the subsequent action of surface
tension to reduce the interface. It has been also observed that the bubbles have
the tendency to stay at the capillary centerline, which confirms that buoyancy
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Figure 8.10: Flow pattern map obtained from experimental and numerical
data.

does not play any role in our numerical simulations.

A flow pattern map obtained from the experimental and numerical data is
shown in Fig. 8.10. The same flow regimes are obtained in experiments and nu-
merical simulations when the same superficial velocities are used.

8.3.1 Bubble velocity and void fraction

We estimate the bubble velocity in simulations, as well as in experiments as ex-
plained in Subsection 4.2.1, from the measurement of the displacement of the
front part of the bubble and the time employed in this displacement.

Fig. 8.11 shows the bubble velocity as a function of the mixture superficial
velocity. A linear behavior can be observed in both the experiments and the nu-
merical simulations, according to the drift-flux model (see Eq. 5.1).

Concerning 2D channel flows, the same trends as explained in Section 3.1.3.2
are expected for C0. For laminar flows, the inviscid numerical solution reveals
that C0=1.4 [65] and Navier Stokes simulations for laminar flow but in the limit
of both large Reynolds and Capillary numbers gives C0=1.37 [29]. This is in
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Figure 8.11: Bubble velocity as a function of the mixture superficial ve-
locity. Symbols: experimental and numerical data. Lines: linear fittings of
experimental and numerical data (Eq. 5.1).

agreement with the consideration of Nicklin et al. [66] that predicts C0=1.5 for
the laminar channel flow. The opposite limit for small Reynolds and Capillary
numbers is C0=1.

Fitting the simulation data gives a slope C0=1.21, which agrees with the value
reported in the literature since C0 is expected to range from 1 to 1.4 in 2D. The
fitting of the experimental data shown here gives a slope C0=1.08 which is also
in agreement with previously reported results in channels.

Figure 8.12 shows the mean void fraction as a function of the ratio between
gas and liquid superficial velocities. The mean void fraction is estimated as in
the experiments by means of Eq. 5.2. The theoretical prediction given by Eq. 5.3
is plotted for both experimental and numerical simulations data by using their
respective C0. The behavior of the void fraction obtained in the simulations
reproduces the experimental behavior and coincides with the theoretical pre-
diction. In agreement with the slightly larger UG observed in simulations in
comparison with experiments in Fig. 8.11, one can observe smaller void fraction
values in the simulations than in the experiments in Fig. 8.12.
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Figure 8.12: Void fraction as a function of the ratio between gas and liquid
superficial velocities. Symbols: experimental and numerical data. Lines:
theoretical prediction given by Eq. 5.3.

8.3.2 Bubble generation frequency

In order to ensure regularity in the formation of bubbles, we have generated
trains of bubbles containing at least four of them. The generation frequency has
been estimated by measuring the time required to generate these bubbles. The
first bubble of each train, which is strongly dependent on the initial geometry as
previously remarked, is not considered.

Fig. 8.13 shows the bubble frequency as a function of the superficial gas ve-
locity at USL=0.106, 0.318 and 0.531 m/s for both experimental and numerical
simulation data. Lines correspond to the fitting of the experimental data, shown
in Section 6.1. It can be observed that frequency increases with the superficial
liquid velocity. For each USL the simulations reproduced the behavior observed
in the experiments when USG was changed: a nearly linear regime at small USG,
and a zone with constant frequency at large USG.

Although the simulation data are qualitatively very similar to the experimen-
tal results, it can be observed that frequency values are always slightly larger in
the simulations. This is associated to the observation of smaller bubbles in the
simulations. This discrepancy could be explained by the fact that simulations
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Figure 8.13: Bubble frequency as a function of the superficial gas velocity
for different superficial liquid velocities. Symbols: experimental and simu-
lation results. Lines: fitting of the experimental data (Eq. 6.4).

were run in 2D and with liquid viscosities different than the experimental ones.
However, there is no clear evidence of which of these two effects plays a more
important role in this case.

Fig. 8.14 shows the saturation frequencies for both experiments and numeri-
cal simulations. To achieve this, the maximum frequencies observed in the sim-
ulations for each given USL in Fig. 8.13 have been assumed to correspond to the
saturation regime. The same values and fitting as plotted in Fig. 6.3 have been
used for the experimental data. A linear fit also hold for the simulation data,
providing the following expression:

fsat(USL) = 912.5 · USL (8.1)

Assuming that numerical simulations behave similarly to the experiments,
one would expect that the volume of liquid required to generate and detach a
bubble in the simulations would remain constant inside the saturation regime
as observed in the experiments. Under that assumption, from Eq. 8.1 we obtain
a value of LL equal to 1.09 · 10−3 m for the simulations, analogous to the value
1.39 · 10−3 m found in Subsection 6.1.1 for the experiments.
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Figure 8.14: Saturation frequency as a function of the superficial liquid
velocity. Symbols: experimental and numerical simulation data, solid line:
linear fitting of the experimental data (Eq. 6.6), dotted line: linear fitting of
the numerical simulation data (Eq. 8.1).

The dimensionless frequency, or Strouhal number, is represented in Fig. 8.15
as a function of the void fraction for both experiments and numerical simula-
tions. Lines represent the theoretical approximation for St in both saturation
and linear regimes, as expressed by Eqs. 6.17 and 6.21, respectively. Taking into
account the different values of C0 and LL found in this analysis for both ex-
periments and simulations (1.08 and 1.39 · 10−3 m, 1.21 and 1.09 · 10−3 m, respec-
tively), Eq. 6.17 can be rewritten in each case as follows: for the experiments,

St = 0.67 (1− 1.08 α) (8.2)

and for the numerical simulations

St = 0.75 (1− 1.21 α) (8.3)

For α > 0.2 experimental and numerical data show a linear behavior in accor-
dance with Eq. 8.2 and 8.3, respectively. Points with α < 0.2 correspond to the
linear regime. In the absence of more simulation data concerning the frequency
in the linear regime, we consider the initial slope to be the same in experiments
and numerical simulations as an approximation. In fact, accordingly to Fig. 8.13
one would expect no large differences between the experimental and simulation
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Figure 8.15: Strouhal number as a function of the void fraction. Sym-
bols: experimental and simulation data. Solid line: prediction for the ex-
periments in the saturation regime (Eq. 8.2), dotted line: prediction for the
simulations in the saturation regime (Eq. 8.3), dash dotted line: prediction
of Eq. 6.21 for USL = 0.531 m/s, and dash line: prediction of Eq. 6.21 for
USL = 0.318 m/s.

initial slopes for the values of USL used in this work. Therefore, same predic-
tions provided by Eq. 6.21 are plotted in Fig. 8.15 for experiments and simula-
tions, corresponding to a value of 0.531 and 0.318 m/s for the superficial liquid
velocity. Once again the similarity is noticeable between the experimental and
simulation data despite the differences between 3D and 2D cases. Discrepan-
cies with the predictions can be explained in terms of errors occurred during
the measurement of f , USG, USL and UG. In any case, both experimental and
numerical simulations tendencies are well reproduced.

8.3.3 Bubble and unit cell lengths

The bubble length has been directly measured from simulations and compared
to the experimental data. Bubble length, normalized with the capillary diameter
and considered as the gas displacement during the time required to generate
one bubble 1/ f , can be estimated as a first approximation from Eq. 7.22.

Fig. 8.16 shows the dimensionless measured bubble length in simulations
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Figure 8.16: Normalized bubble length as a function of USG/ f φc. Symbols:
experimental and numerical data. Solid line: prediction given by Eq. 7.22,
dotted line: prediction given by Eq. 7.24, and dash dotted line: prediction
given by 7.25.

and experiments as a function of USG / f φc. Although the values of C0 and LL
are different for both experimental and numerical simulations, predictions pro-
vided by Eqs. 7.22, 7.24 and 7.25 are also plotted as a reference in order to ana-
lyze the tendency of L̄B. As expected, it can be observed that bubble lengths are
underpredicted by Eq. 7.22 in both cases. This disagreement can be explained
again by the fact that Eq. 7.22 corresponds to the length that bubbles would have
in case they were to fill the whole capillary cross-section and were not longitu-
dinally deformed by the liquid drag. Fig. 7.1 shows the distinction between the
bubble length given by Eq. 7.22 and the actual bubble length which was mea-
sured in the simulations and experiments.

Data fits better to the tendency offered by Eqs. 7.24 and 7.25, agreeing with
the experimental results of Section 7.3.2.3. Nevertheless, more data from simu-
lations are again required for a more accurate verification of these predictions.
It can also be observed that the experimental bubble lengths are slightly greater
than the ones in the 2D simulations, which supports the fact that the generation
frequencies are smaller in the experiments.

According to Chapter 6, the bubble generation frequency is basically con-
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trolled by the gas and liquid flow rates, and hence must be LB. Fig. 8.17 shows
the dimensionless bubble length as a function of the liquid superficial velocity.
An increase in bubble size can be observed when increasing USG, and a decrease
in bubbles size when USL is increased. The behavior shown in Fig. 8.17 is in
agreement with recently reported results by Fu et al. [32].

A high regularity in the generation of bubbles and in the bubble size has
been observed in the simulations. The standard deviation obtained was smaller
than 0.1, two orders of magnitude smaller than the mean bubble length. There-
fore, we assumed that each train of bubbles could be represented by a unit cell
composed of one bubble and the liquid slug between two bubbles. The unit cell
length was calculated as the distance between the tip of two consecutive bub-
bles, as in the experiments, again expressed by Eq.7.1.

Fig. 8.18 shows the dimensionless measured unit cell length in simulations
and experiments as a function of UG/ f φ and the expected behavior given by
Eq. 7.1. In this case, both experiments and simulations coincide with the pre-
diction. When compared to those from the experiments, the smaller L̄UC are
consistent with the larger bubble generation frequencies and both the smaller
bubble and minimum liquid slug lengths given by the simulations.
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Figure 8.18: Dimensionless unit cell length as a function of UG/ f φc. Sym-
bols: experimental and numerical data. Line: theoretical prediction given
by Eq. 7.1.

8.4 Conclusions

We have presented a study of the formation of minibubbles in a T-junction by
means of the fluid dynamics numerical code JADIM. Numerical simulation re-
sults have been compared with previous experimental work.

A dimensional analysis based on the Buckingham’s π theorem has been car-
ried out in order to determine the dimensionless numbers dominating the gen-
eration and detachment of bubbles in the system. Simulations have been carried
out with the values of the gas and liquid superficial velocities used in the exper-
iments. Only viscosity had to be changed in simulations from the experimental
values in order to avoid the development of numerical spurious currents.

The numerical modelling of the T-junction requires an accurate selection of
boundary conditions and, in particular, of the contact angle between the gas-
liquid interface and the walls of the system. Considering that we aimed at re-
producing by means of numerical simulations in 2D the existing 3D experimen-
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tal results, we have focused on the squeezing process of the gas thread in the
T-junction. Since forces acting on the gas thread depend on the dimensionality,
an artificial squeezing mechanism based on the observation of the thread ori-
entation from the experimental images has been implemented in the numerical
code in order to eliminate the 2D effects.

The numerical generation of a train of bubbles in a mini-channel in condi-
tions relevant to microgravity has been satisfactorily obtained. In particular,
numerical simulations reproduce the bubble and slug flow patterns observed
experimentally.

We have obtained results on the behavior of bubble velocity, void fraction,
bubble generation frequency and bubble, minimum liquid slug and unit cell
lengths. A stable periodicity during the bubble generation and regularity in
bubble size have been observed. A linear and a saturation regime in the bubble
frequency as observed in the experiments have also been reproduced. Bubble
shape and bubble position in the capillary centerline agree with the behavior
observed in experiments.

Thus, since 2D simulations and 3D experimental results are very similar, we
can conclude that the squeezing process and, in particular, the orientation of the
gas thread in time, fully determine the characteristics of the generated flows. In
fact, we have shown that 2D numerical simulations can reproduce 3D flow char-
acteristics in other regimes of the T-junction, provided that an adequate squeez-
ing mechanism is implemented. In addition, when no artificial squeezing mech-
anism is applied in our simulations, one would expect to generate flows similar
to those which would be observed in 2D or quasi-2D experiments.

We conclude in this Chapter that JADIM is an appropriate tool for the nu-
merical study of two-phase flows generated in a T-junction.



CHAPTER 9

Conclusions and future work

In this last chapter we present a general overview of this work, outlining the
main conclusions achieved (Section 9.1) as well as describing necessary research
to be carried out in the future (Section 9.2).

9.1 Conclusions

This work has been a step in the direction of understanding the behavior of two-
phase flows in conditions relevant for a microgravity environment. We have
presented an extensive study of the bubble and slug flow regimes generated in
a 1 mm capillary T-junction for a broad range of gas and liquid flow rates. Exper-
iments have been carried out on ground with an air-water mixture. Adiabatic
conditions have been assumed for all of the experiments, and therefore thermal
exchange between phases or phase changes have been not considered. The T-
junction has been mainly operated in the capillary and laminar regimes.

The key conclusions for this work are:

• Experimental setup. A new experimental setup has been designed in or-
der to perform the experiments reported in this work, in which gas and
liquid flow rates at the T-junction inlets are accurately controlled, mea-
sured and monitored. The data acquisition system provides high quality
images, from which we have extracted the bubble generation frequency
and velocity, as well as the bubble, unit cell and liquid slug lengths. The
gas and liquid superficial velocities and the mean void fraction have also



110 9 Conclusions and future work

been estimated.

• Flow patterns. Bubble, slug, churn and annular flow patterns have been
observed in our experiments. A flow pattern map in terms of the super-
ficial gas and liquid velocities has been plotted. The bubble-slug transi-
tion has been analyzed, confirming the existence of a critical void fraction
equal to 0.2, which disagrees with the Suratman number model’s predic-
tions. The large influence of the entrance effects and the small relevance of
coalescence phenomena in our system has been concluded to be the cause
of this disagreement.

• Bubble velocity and void fraction. An experimental study on bubble ve-
locity and mean void fraction has been carried out. Both of them have
been well predicted by using the drift-flux model under the assumption of
no drift velocity of the gas relative to the mean fluid velocity. A value of
1.22 has been found for the void fraction distribution coefficient for most
of the experimental data.

• Bubble generation frequency. The bubble generation phenomenon has
been analyzed, focusing on the bubble and slug flow regimes. High bub-
ble generation frequencies up to about 1200 Hz with small size dispersion
have been achieved. The generation frequency presents a linear behavior
at small gas fluxes followed by a saturation state. Bubble and slug flow
regimes have been found to show both linear and saturation tendencies,
depending on the gas and liquid superficial velocities. A new expression
for the bubble generation frequency as a function of gas and liquid super-
ficial velocities has been proposed.

• Linear and saturation regime. The fitting of experimental results has al-
lowed for the obtaining of empirical predictions for the initial slope, the
crossover point and the saturation frequency, while being consistent with
previous theoretical considerations regarding the bubble generation under
surface tension dominated conditions. The variation of the initial slope
and the crossover point with the superficial liquid velocity have both been
found to present a linear asymptotic tendency. In addition, results ob-
tained have confirmed the linear behavior of the saturation frequency with
the superficial liquid velocity.

• Dimensionless generation frequency. A new dimensionless expression of
the generation frequency based on the Strouhal number has been derived.
This expression has been particularized in both the linear and saturation
regimes. The Strouhal number has been found to depend in turn on the
mean void fraction as a single relevant parameter.
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• Characteristic lengths. The geometry of the continuous and discontinu-
ous phases has been studied, distinguishing again between the bubble and
slug flow regimes. This study has focused on the analysis of the bubble,
unit cell and liquid slug lengths, as well as on the bubble equivalent diam-
eter and the liquid film thickness. These parameters have been related to
the gas and liquid superficial velocities, the bubble generation frequency,
the mean void fraction and the Strouhal number.

Bubble equivalent diameter decreases linearly with the Weber number
based upon the superficial liquid velocity. Furthermore, results are con-
sistent with the prediction of independence of the bubble size on gas flow
rate for small fluxes. Controllable bubble equivalent diameter of the order
of the capillary and reduced bubble size dispersion have been obtained.
Minimum values of CO · LLS and 1.39 · 10−3 m have been found for the unit
cell and liquid slug, respectively. Finally, it has been concluded that these
characteristic lengths can be expressed in terms of a single relevant param-
eter, such as the mean void fraction or the Strouhal number.

• Numerical simulations. The formation of minibubbles in a T-junction by
means of the fluid dynamics numerical code JADIM has been studied. Nu-
merical simulations results have been compared with our experimental
work. An artificial squeezing mechanism based on the comparison with
the experimental images has been implemented in the numerical code in
order to rid the simulations of 2D effects. The numerical generation of a
train of bubbles in a mini-channel in conditions relevant to microgravity
has been satisfactorily obtained. In particular, numerical simulations re-
produce well the bubble and slug flow patterns observed experimentally.
We have obtained results on the behavior of bubble velocity, void fraction,
bubble generation frequency and bubble, minimum liquid slug and unit
cell lengths.

A stable periodicity during the bubble generation and regularity in bub-
ble size have been observed in the numerical simulation. A linear and a
saturation regime in the bubble frequency as observed in the experiments
have been also reproduced. Bubble shape and bubble position in the cap-
illary centerline agree with the behavior observed in experiments. Bubble
and unit cell lengths have also shown the same tendencies as have been
observed in the experimental data. We have concluded that JADIM is an
appropriate tool for the numerical study of two-phase flows generated in
a T-junction.

• Gravity independence. As a final remark, we would like to note that ex-
periments carried out on the ground with small enough values for the
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Bond number can satisfactorily reproduce the conditions of a microgra-
vity relevant environment. By operating in the capillary regime, these on
ground experiments and numerical simulations could provide valuable in-
formation on the performance of two-phase flows for in-space systems for
both designers and researchers.

9.2 Future work

Further studies are still required in order to gain a more detailed understand-
ing on the behavior of two-phase flows in a low gravity environment. Some
remaining open questions are summarized below:

• In order to characterize the churn and annular flow patterns, other pa-
rameters regimes with larger gas and liquid flow rates must be explored.
More experiments are required to assess further issues concerning the slug-
churn transition as well as the churn-annular transition. For these reasons,
the design of a new experimental setup based on pressure controller/measures
as well as both gas and liquid mass flow meters with operational limits
larger than those used in this work must be achieved.

• Changes in fluids and the capillary geometry are needed in order to check
the effects of the gas and liquid physical properties as well as the capillary
hydraulic diameter in the parameters studied in this work.

• Although the mixture seems to be in steady conditions after the formation
in the T-junction, additional experiments with a large length-to-diameter
ratio should be performed in order to well establish the influence of the
channel length on the developing flow patterns and the bubble-slug tran-
sition.

• Different gas and liquid injection strategies, such as the exchange between
the gas and liquid inlets, must be analyzed and compared with the one
studied here. Further analyses are required regarding the effects of mov-
ing from a T-junction to a Y-junction or a flow focusing strategy.

• Future numerical simulations focused on full 3D simulations are required
in order to make a direct comparison with experiments possible, especially
concerning the pinch-off mechanism. This may allow for a future explo-
ration of parameter regimes for this system which are difficult to achieve
experimentally.
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• Finally, it would be highly desirable to check the validity of the results
of our experiments in real microgravity conditions, such as drop towers,
parabolic flights or sounding rockets.





APPENDIX A

Numerical Code JADIM

The implemented VoF method in JADIM consists of an Eulerian description of
each phase on a fixed grid, the interface between the two phases being calculated
using the transport equation of the local volume fraction of one of the phases.
The two fluids are assumed to be Newtonian and incompressible with no phase
change. Under isothermal conditions and in the absence of any surfactant the
surface tension is constant and uniform at the interface between the two fluids.
In such conditions, the velocity field U and the pressure P satisfy the classical
one-fluid formulation of the Navier-Stokes equations:

∇ · U = 0 (A.1)

∂U
∂t

+ U.∇U = −1
ρ
∇P +

1
ρ
∇.Σ + g + Fσ (A.2)

where Σ is the viscous stress tensor, and Fσ is the capillary contribution:

Fσ = −σ

ρ
(∇.n)nδI (A.3)

where n denotes by arbitrary choice the unit normal to the interface going
out from phase 1 and δI is the Dirac distribution associated to the interface. The
location of each phase is given by a scalar C (called volume fraction or color
function) which obeys the transport equation:

∂C
∂t

+ U.∇C = 0 (A.4)

This volume fraction is C = 1 (resp. C = 0) in cells filled with liquid (resp.
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gas) and 0 < C < 1 in cells cut by the interface. Local density and dynamic
viscosity are deduced from the value of C by a linear interpolation:

ρ = CρL + (1− C)ρG (A.5)

µ = CµL + (1− C)µG (A.6)

Compared to the classical VoF or Level Set methods [79, 81, 84], the specific
aspect of this approach concerns the technique used to control the stiffness of the
interface. In this approach no interface reconstruction or redistancing algorithm
are introduced. Interface location and stiffness are both controlled by an accu-
rate transport algorithm based on FCT (Flux-Corrected-Transport) schemes [90].
This method leads to an interface thickness of about three grid cells through the
implementation of a specific procedure for the velocity used to transport C in a
flow region of strong strain and shear [9].

The numerical description of the surface tension is one of the crucial points
for the study of systems where capillary effects control the interface shape. This
interfacial force is solved using the classical CSF (Continuum Surface Force)
model [12] and is distributed over grid points neighboring the interface:

Fσ = −σ

ρ
∇.
(
∇C
‖∇C‖

)
∇C (A.7)

The volumetric expression of the capillary term is composed of two terms:
one representing the curvature, ∇.(∇C/‖∇C‖), and the other representing the
location/orientation, ∇C, of the capillary forcing. A classical problem with this
formulation is the generation of spurious currents [46, 72] due to a sharp vari-
ation of C throughout the transition region between the two phases. In order
to decrease the intensity of spurious currents, a classical solution introduced by
Brackbill et al. [12] consists of the calculation of the surface curvature from a
smoothed density gradient while the discretization of the delta function uses a
non-smoothed density. In this code the spurious currents were characterized by
Dupont and Legendre [24] and their maximum magnitude was found to evolve
as ≈ 0.004σ/µ, in agreement with other codes using the Brackbill formulation.

The volume fraction C and the pressure P are volume-centered and the ve-
locity components are face-centered. Time advancement is achieved through a
third-order Runge-Kutta method for viscous stresses. Incompressibility is sat-
isfied at the end of each time step through a projection method. The overall
algorithm is second-order accurate in both time and space. For a detailed de-
scription see [9, 24].
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The Volume of Fluid (VoF) modulus of JADIM has been previously validated
and used for studies dealing with bubble dynamics in unbounded situations
[8, 9], droplets in rectangular mini-channels [78] and sliding drops on inclined
walls and in mini-channels [24]. The code is used in this study to simulate the
generation of mini-bubbles in a T-junction.
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Experimental data

Ref. USG USL UG α f LB LLS LUC FP
[m/s] [m/s] [m/s] [Hz] [mm] [mm] [mm]

S1-013 0.005 0.460 0.597 0.009 14 - - - B
S1-014 0.011 0.460 0.603 0.018 31 - - - B
S1-015 0.021 0.460 0.635 0.033 54 - - - B
S1-016 0.032 0.460 0.632 0.050 77 - - - B
S1-017 0.042 0.460 0.617 0.069 109 - - - B
S1-018 0.064 0.460 0.584 0.109 143 - - - B
S1-019 0.085 0.460 0.628 0.135 171 - - - S
S1-020 0.106 0.460 0.658 0.161 209 - - - S
S1-021 0.170 0.460 0.725 0.234 257 - - - S
S1-022 0.212 0.460 0.759 0.280 289 - - - S
S1-023 0.318 0.460 0.904 0.352 320 - - - S
S1-024 0.424 0.460 1.034 0.410 331 - - - S
S1-025 0.531 0.460 1.196 0.444 334 - - - S
S1-026 0.637 0.460 1.364 0.467 337 - - - S
S1-027 0.743 0.460 1.478 0.503 334 - - - S
S1-028 0.849 0.460 1.620 0.524 337 - - - S
S1-046 0.005 0.725 0.957 0.006 32 - - - B
S1-047 0.011 0.725 1.005 0.011 96 - - - B
S1-048 0.021 0.725 0.946 0.022 148 - - - B
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Ref. USG USL UG α f LB LLS LUC FP
[m/s] [m/s] [m/s] [Hz] [mm] [mm] [mm]

S1-049 0.032 0.725 1.031 0.031 204 - - - B
S1-050 0.042 0.725 1.039 0.041 232 - - - B
S1-051 0.064 0.725 1.127 0.056 300 - - - B
S1-052 0.085 0.725 1.109 0.077 360 - - - B
S1-053 0.106 0.725 1.096 0.097 408 - - - B
S1-054 0.170 0.725 1.027 0.165 480 - - - B
S1-055 0.212 0.725 1.103 0.192 500 - - - B
S1-056 0.318 0.725 1.244 0.256 516 - - - S
S1-057 0.424 0.725 1.336 0.318 532 - - - S
S1-058 0.531 0.725 1.513 0.351 520 - - - S
S1-059 0.637 0.725 1.151 0.553 524 - - - S
S1-060 0.743 0.725 1.830 0.406 528 - - - S
S1-061 0.849 0.725 1.873 0.453 512 - - - S
S1-062 0.955 0.725 1.963 0.486 520 - - - S
S2-003 0.043 0.212 0.242 0.177 48 1.32 4.19 5.51 S
S2-004 0.081 0.318 0.421 0.191 120 1.32 2.42 3.74 S
S2-005 0.066 0.424 0.518 0.127 120 0.90 3.39 4.29 S
S2-006 0.068 0.531 0.711 0.095 204 0.80 2.61 3.41 B
S2-007 0.068 0.637 0.845 0.080 308 0.64 2.29 2.93 B
S2-008 0.064 0.743 0.884 0.072 456 0.61 1.48 2.09 B
S2-009 0.059 0.849 0.983 0.060 656 0.51 1.16 1.67 B
S2-010 0.049 0.955 1.097 0.044 684 0.45 0.93 1.38 B
S2-011 0.042 1.061 1.260 0.034 660 0.46 1.70 2.16 B
S2-012 0.038 1.167 1.373 0.028 696 0.46 1.47 1.93 B
S2-013 0.036 1.273 1.629 0.022 736 0.40 2.70 3.10 B
S2-014 0.036 1.379 2.080 0.017 - 0.50 1.23 1.73 B
S2-015 0.032 1.485 2.040 0.016 - 0.40 3.23 3.63 B
S2-018 0.081 0.212 0.305 0.264 64 1.48 2.97 4.45 S
S2-019 0.106 0.318 0.423 0.251 120 1.29 2.19 3.48 S
S2-020 0.127 0.424 0.604 0.211 212 1.06 1.74 2.80 S
S2-021 0.110 0.531 0.760 0.145 280 0.86 1.84 2.70 B
S2-022 0.108 0.637 0.885 0.122 380 0.83 1.73 2.56 B
S2-023 0.102 0.743 1.005 0.101 508 0.73 1.77 2.50 B
S2-024 0.110 0.849 1.110 0.099 580 0.70 1.66 2.36 B
S2-025 0.098 0.955 1.283 0.076 644 0.56 1.87 2.43 B
S2-026 0.089 1.061 1.613 0.055 680 0.53 2.33 2.86 B
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Ref. USG USL UG α f LB LLS LUC FP
[m/s] [m/s] [m/s] [Hz] [mm] [mm] [mm]

S2-027 0.098 1.167 1.657 0.059 796 0.53 1.60 2.13 B
S2-028 0.093 1.273 1.924 0.049 868 0.50 2.00 2.50 B
S2-029 0.089 1.379 1.985 0.045 1000 0.53 2.07 2.60 B
S2-030 0.083 1.485 1.992 0.042 1058 0.50 1.30 1.80 B
S2-031 0.074 1.592 2.266 0.033 1178 0.46 1.50 1.96 B
S2-032 0.068 1.698 2.613 0.026 1290 0.46 1.57 2.03 B
S2-035 0.180 0.212 0.428 0.421 124 2.20 1.33 3.53 S
S2-036 0.182 0.318 0.527 0.346 180 1.53 1.43 2.96 S
S2-037 0.178 0.424 0.636 0.280 244 1.20 1.43 2.63 S
S2-038 0.178 0.531 0.767 0.233 332 1.00 1.36 2.36 S
S2-039 0.178 0.637 0.931 0.191 420 0.86 1.44 2.30 B
S2-040 0.176 0.743 1.069 0.165 488 0.86 1.37 2.23 B
S2-041 0.174 0.849 1.244 0.140 564 0.80 1.63 2.43 B
S2-042 0.172 0.955 1.384 0.124 616 0.76 1.74 2.50 B
S2-043 0.170 1.061 1.583 0.107 708 0.73 1.67 2.40 B
S2-044 0.168 1.167 1.872 0.090 812 0.63 1.30 1.93 B
S2-045 0.168 1.273 1.993 0.084 884 0.63 1.10 1.73 B
S2-046 0.172 1.379 2.092 0.082 984 0.70 1.83 2.53 B
S2-047 0.161 1.485 2.154 0.075 1048 0.63 1.93 2.56 B
S2-048 0.142 1.592 2.280 0.062 1112 0.46 1.87 2.33 B
S2-049 0.144 1.698 2.472 0.058 1212 0.60 1.26 1.86 B
S2-052 0.242 0.212 0.462 0.523 136 2.46 1.20 3.66 S
S2-053 0.242 0.318 0.589 0.411 200 1.80 1.26 3.06 S
S2-054 0.238 0.424 0.703 0.338 272 1.46 1.24 2.70 S
S2-055 0.236 0.531 0.828 0.284 348 1.23 1.23 2.46 B
S2-056 0.236 0.637 0.947 0.249 400 1.13 1.37 2.50 B
S2-057 0.233 0.743 1.071 0.218 468 0.96 1.34 2.30 B
S2-058 0.233 0.849 1.218 0.192 556 0.86 1.34 2.20 B
S2-059 0.233 0.955 1.423 0.164 632 0.86 1.97 2.83 B
S2-060 0.231 1.061 1.683 0.137 736 0.76 1.50 2.26 B
S2-061 0.227 1.167 1.840 0.123 780 0.80 1.56 2.36 B
S2-062 0.225 1.273 1.874 0.120 876 0.70 1.26 1.96 B
S2-063 0.223 1.379 2.214 0.101 1012 0.73 1.57 2.30 B
S2-064 0.221 1.485 2.254 0.098 1068 0.63 1.37 2.00 B
S2-065 0.216 1.592 2.461 0.088 1212 0.63 1.23 1.86 B
S2-066 0.214 1.698 2.522 0.085 1256 0.56 0.94 1.50 B
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Ref. USG USL UG α f LB LLS LUC FP
[m/s] [m/s] [m/s] [Hz] [mm] [mm] [mm]

S2-069 0.295 0.212 0.549 0.537 148 2.90 1.13 4.03 S
S2-070 0.293 0.318 0.661 0.443 208 2.06 1.24 3.30 S
S2-071 0.291 0.424 0.781 0.372 284 1.73 1.17 2.90 S
S2-072 0.286 0.531 0.886 0.323 368 1.46 1.10 2.56 S
S2-073 0.286 0.637 0.997 0.287 432 1.16 1.17 2.33 S
S2-074 0.286 0.743 1.136 0.252 484 1.13 1.23 2.36 S
S2-075 0.286 0.849 1.242 0.231 552 1.06 1.20 2.26 S
S2-076 0.284 0.955 1.397 0.204 620 1.10 1.40 2.50 S
S2-077 0.284 1.061 1.592 0.179 692 1.10 1.53 2.63 B
S2-078 0.282 1.167 1.699 0.166 788 1.00 1.63 2.63 B
S2-079 0.280 1.273 1.888 0.148 884 0.86 1.57 2.43 B
S2-080 0.274 1.379 2.073 0.132 1028 0.73 1.17 1.90 B
S2-081 0.274 1.485 2.320 0.118 1064 0.70 1.50 2.20 B
S2-082 0.272 1.592 2.533 0.107 1220 0.60 0.96 1.56 B
S2-083 0.267 1.698 2.743 0.097 1288 0.66 1.14 1.80 B
S2-086 0.340 0.212 0.558 0.609 152 2.84 0.97 3.81 S
S2-087 0.337 0.318 0.687 0.491 216 2.15 1.13 3.28 S
S2-088 0.335 0.424 0.794 0.422 292 1.78 1.09 2.87 S
S2-089 0.333 0.531 0.906 0.368 372 1.50 0.93 2.43 S
S2-090 0.333 0.637 1.021 0.326 420 1.40 1.10 2.50 S
S2-091 0.331 0.743 1.129 0.293 496 1.28 1.09 2.37 S
S2-092 0.329 0.849 1.249 0.263 564 1.21 1.19 2.40 S
S2-093 0.329 0.955 1.360 0.242 620 1.10 1.33 2.43 S
S2-094 0.327 1.061 1.508 0.217 708 1.21 1.25 2.46 B
S2-095 0.327 1.167 1.612 0.203 796 0.93 1.50 2.43 B
S2-096 0.325 1.273 1.816 0.179 900 0.84 1.28 2.12 B
S2-097 0.320 1.379 2.135 0.150 1012 0.96 1.17 2.13 B
S2-098 0.323 1.485 2.246 0.144 1048 0.76 1.37 2.13 B
S2-099 0.318 1.592 2.427 0.131 1184 0.70 1.53 2.23 B
S2-100 0.318 1.698 2.612 0.122 1272 0.70 1.33 2.03 B
S2-103 0.384 0.212 0.673 0.570 156 3.36 1.07 4.43 S
S2-104 0.380 0.318 0.785 0.484 224 2.56 1.07 3.63 S
S2-105 0.397 0.424 0.903 0.440 292 2.03 1.13 3.16 S
S2-106 0.376 0.531 0.957 0.392 376 1.60 1.10 2.70 S
S2-107 0.373 0.637 1.157 0.323 428 1.76 1.14 2.90 S
S2-108 0.373 0.743 1.262 0.296 500 1.53 1.13 2.66 S
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Ref. USG USL UG α f LB LLS LUC FP
[m/s] [m/s] [m/s] [Hz] [mm] [mm] [mm]

S2-109 0.371 0.849 1.394 0.266 564 1.43 1.33 2.76 S
S2-110 0.371 0.955 1.547 0.240 640 1.40 1.06 2.46 S
S2-111 0.365 1.061 1.675 0.218 708 1.33 1.07 2.40 S
S2-112 0.367 1.167 1.786 0.206 796 1.16 1.44 2.60 S
S2-113 0.367 1.273 2.040 0.180 896 1.10 1.40 2.50 B
S2-114 0.365 1.379 2.299 0.159 992 1.10 1.43 2.53 B
S2-115 0.363 1.485 2.301 0.158 1084 0.96 1.04 2.00 B
S2-116 0.363 1.592 2.472 0.147 1188 0.83 1.27 2.10 B
S2-117 0.361 1.698 2.788 0.129 1244 0.70 0.96 1.66 B
S2-120 0.473 0.212 0.782 0.605 164 3.90 1.00 4.90 S
S2-121 0.473 0.318 0.902 0.525 228 2.96 1.14 4.10 S
S2-122 0.471 0.424 1.050 0.448 300 2.50 1.13 3.63 S
S2-123 0.469 0.531 1.160 0.404 368 2.13 1.13 3.26 S
S2-124 0.471 0.637 1.048 0.450 436 1.93 1.27 3.20 S
S2-125 0.469 0.743 1.423 0.330 520 1.80 1.03 2.83 S
S2-126 0.469 0.849 1.514 0.310 572 1.70 1.16 2.86 S
S2-127 0.469 0.955 1.667 0.281 628 1.66 1.24 2.90 S
S2-128 0.469 1.061 1.832 0.256 700 1.50 1.30 2.80 S
S2-129 0.469 1.167 1.954 0.240 784 1.38 1.23 2.61 S
S2-130 0.469 1.273 2.160 0.217 892 1.09 1.61 2.70 S
S2-131 0.465 1.379 2.206 0.211 1000 1.09 1.13 2.22 S
S2-132 0.460 1.485 2.280 0.202 1096 1.06 1.26 2.32 B
S2-133 0.460 1.592 2.320 0.198 1176 1.09 1.39 2.48 B
S2-134 0.458 1.698 2.308 0.199 1280 0.77 0.97 1.74 B
S2-137 0.637 0.212 0.920 0.692 160 5.36 1.04 6.40 S
S2-138 0.639 0.318 1.101 0.580 232 4.06 1.07 5.13 S
S2-139 0.639 0.424 1.373 0.465 304 3.56 1.14 4.70 S
S2-140 0.637 0.531 1.461 0.436 368 3.10 1.10 4.20 S
S2-141 0.637 0.637 1.520 0.419 444 2.60 1.13 3.73 S
S2-142 0.637 0.743 1.691 0.377 516 2.36 1.27 3.63 S
S2-143 0.637 0.849 1.946 0.327 584 2.06 1.24 3.30 S
S2-144 0.637 0.955 1.877 0.339 648 1.96 1.16 3.12 S
S2-145 0.637 1.061 2.000 0.318 700 2.10 1.40 3.50 S
S2-146 0.637 1.167 2.168 0.294 784 1.90 0.23 2.13 S
S2-147 0.632 1.273 2.257 0.280 892 1.66 1.40 3.06 S
S2-148 0.630 1.379 2.296 0.275 956 1.53 1.47 3.00 S
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Ref. USG USL UG α f LB LLS LUC FP
[m/s] [m/s] [m/s] [Hz] [mm] [mm] [mm]

S2-149 0.630 1.485 2.440 0.258 1092 1.50 1.13 2.63 S
S2-150 0.630 1.592 2.536 0.249 1164 1.43 1.07 2.50 S
S2-151 0.632 1.698 2.652 0.238 1232 1.16 1.27 2.43 S
S2-153 0.950 0.042 1.200 0.792 - - - - C
S2-154 0.950 0.106 1.156 0.822 96 - - - C
S2-155 0.950 0.212 1.360 0.699 168 8.26 0.87 9.13 S
S2-156 0.950 0.318 1.524 0.623 240 5.90 0.96 6.86 S
S2-157 0.950 0.424 1.641 0.579 304 4.80 1.06 5.86 S
S2-158 0.950 0.531 1.987 0.478 376 3.70 1.10 4.80 S
S2-159 0.950 0.637 1.917 0.496 448 3.40 0.83 4.23 S
S2-160 0.950 0.743 2.057 0.462 520 2.83 1.07 3.90 S
S2-161 0.950 0.849 1.693 0.561 560 2.90 0.93 3.83 S
S2-162 0.950 0.955 2.316 0.410 624 2.60 1.13 3.73 S
S2-163 0.950 1.061 2.383 0.399 688 2.63 1.03 3.66 S
S2-164 0.950 1.167 2.514 0.378 784 2.36 1.30 3.66 S
S2-165 0.950 1.273 2.600 0.365 848 2.16 1.20 3.36 S
S2-166 0.950 1.379 2.629 0.362 936 1.86 0.97 2.83 S
S2-167 0.950 1.485 2.785 0.341 1024 1.80 1.30 3.10 S
S2-168 0.950 1.592 2.899 0.328 1088 1.83 1.33 3.16 S
S2-169 0.950 1.698 3.073 0.309 1184 1.23 0.70 1.93 B
S2-172 1.099 0.106 1.385 0.794 104 - - - C
S2-173 1.097 0.212 2.084 0.526 168 - - - C
S2-174 1.099 0.318 1.844 0.596 240 7.43 0.70 8.13 C
S2-175 1.099 0.424 1.928 0.570 304 6.70 0.40 7.10 C
S2-176 1.099 0.531 1.990 0.552 384 4.43 0.90 5.33 S
S2-177 1.099 0.637 2.167 0.507 448 3.96 0.84 4.80 S
S2-178 1.099 0.743 2.243 0.490 520 3.46 0.94 4.40 S
S2-179 1.099 0.849 2.366 0.465 576 3.26 0.97 4.23 S
S2-180 1.099 0.955 2.400 0.458 640 3.03 0.93 3.96 S
S2-181 1.099 1.061 2.578 0.426 686 2.93 0.97 3.90 S
S2-182 1.099 1.167 2.698 0.407 776 2.43 1.17 3.60 S
S2-183 1.099 1.273 2.960 0.371 888 2.36 0.97 3.33 S
S2-184 1.099 1.379 3.074 0.358 944 2.13 1.07 3.20 S
S2-185 1.099 1.485 3.017 0.364 1016 2.13 1.40 3.53 S
S2-186 1.099 1.592 3.215 0.342 1128 2.03 1.33 3.36 S
S2-187 1.099 1.698 3.256 0.338 1208 1.80 1.10 2.90 S
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Ref. USG USL UG α f LB LLS LUC FP
[m/s] [m/s] [m/s] [Hz] [mm] [mm] [mm]

S2-212 2.101 0.531 2.236 0.940 - - - - C
S2-213 2.101 0.637 2.492 0.843 - - - - C
S2-214 2.101 0.743 2.862 0.734 516 - - - C

Ref. USG USL f FP Ref. USG USL f FP
[m/s] [m/s] [Hz] [m/s] [m/s] [Hz]

S1-001 0.005 0.308 10 B S2-034 0.182 0.106 68 S
S1-002 0.011 0.308 20 S S2-050 0.246 0.042 28 S
S1-003 0.021 0.308 37 S S2-051 0.242 0.106 76 S
S1-004 0.032 0.308 53 S S2-067 0.297 0.042 28 S
S1-005 0.042 0.308 53 S S2-068 0.297 0.106 80 S
S1-006 0.053 0.308 70 S S2-084 0.344 0.042 28 S
S1-007 0.064 0.308 83 S S2-085 0.344 0.106 88 S
S1-008 0.085 0.308 107 S S2-101 0.384 0.042 32 S
S1-009 0.106 0.308 127 S S2-102 0.384 0.106 92 S
S1-010 0.212 0.308 190 S S2-118 0.477 0.042 - S
S1-011 0.318 0.308 217 S S2-119 0.471 0.106 96 S
S1-012 0.424 0.308 227 S S2-135 0.641 0.042 - S
S1-029 0.005 0.615 32 B S2-136 0.639 0.106 92 S
S1-030 0.011 0.615 52 B S2-152 0.950 0.022 - C
S1-031 0.021 0.615 104 B S2-170 1.101 0.022 - C
S1-032 0.032 0.615 136 B S2-171 1.101 0.042 - C
S1-033 0.042 0.615 160 B S2-188 1.634 0.022 - C
S1-034 0.064 0.615 224 B S2-189 1.634 0.042 - C
S1-035 0.085 0.615 236 B S2-190 1.634 0.106 - C
S1-036 0.106 0.615 276 B S2-191 1.634 0.212 - C
S1-037 0.170 0.615 352 B S2-192 1.634 0.318 - C
S1-038 0.212 0.615 380 S S2-193 1.634 0.424 312 C
S1-039 0.318 0.615 424 S S2-194 1.634 0.531 392 C
S1-040 0.424 0.615 444 S S2-195 1.634 0.637 448 C
S1-041 0.531 0.615 444 S S2-196 1.634 0.743 512 S
S1-042 0.637 0.615 444 S S2-197 1.634 0.849 560 S
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Ref. USG USL f FP Ref. USG USL f FP
[m/s] [m/s] [Hz] [m/s] [m/s] [Hz]

S1-043 0.743 0.615 436 S S2-198 1.634 0.955 632 S
S1-044 0.849 0.615 440 S S2-199 1.634 1.061 720 S
S1-045 0.955 0.615 436 S S2-200 1.634 1.167 792 S
S1-063 0.005 0.836 72 B S2-201 1.634 1.273 904 S
S1-064 0.011 0.836 124 B S2-202 1.634 1.379 944 S
S1-065 0.021 0.836 184 B S2-203 1.634 1.485 1048 S
S1-066 0.032 0.836 308 B S2-204 1.634 1.592 1104 S
S1-067 0.042 0.836 392 B S2-205 1.634 1.698 1192 S
S1-068 0.064 0.836 468 B S2-206 2.101 0.022 - A
S1-069 0.085 0.836 556 B S2-207 2.101 0.042 - A
S1-070 0.106 0.836 556 B S2-208 2.101 0.106 - C
S1-071 0.170 0.836 600 B S2-209 2.101 0.212 - C
S1-072 0.212 0.836 604 B S2-210 2.101 0.318 - C
S1-073 0.318 0.836 608 B S2-211 2.101 0.424 - C
S1-074 0.424 0.836 604 S S2-215 2.101 0.849 568 S
S1-075 0.531 0.836 600 S S2-216 2.101 0.955 624 S
S1-076 0.637 0.836 588 S S2-217 2.101 1.061 716 S
S1-077 0.743 0.836 604 S S2-218 2.101 1.167 796 S
S1-078 0.849 0.836 620 S S2-219 2.101 1.273 868 S
S2-001 0.065 0.042 20 S S2-220 2.101 1.379 944 S
S2-002 0.062 0.106 37 S S2-221 2.101 1.485 1060 S
S2-016 0.112 0.042 20 S S2-222 2.101 1.592 1132 S
S2-017 0.100 0.106 44 S S2-223 2.101 1.698 1200 S
S2-033 0.185 0.042 24 S
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