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Introduction

This thesis deals with three possible applications of stochastic calculus: modelling
prices by supply and demand in a financial market where there is an informed trader,
turbulence and financial models using ambit processes and the asymptotic analysis of
certain power variation processes.

In Part I, basic facts and techniques of mathematics used in the latter chapters are
presented, such as Lévy processes, enlargement of filtrations, filtering techniques and
dynamic programming approach of stochastic optimal control.

In Part II, markets with the presence of the insider are studied. Such markets with
asymmetric information have a great literature. We will take, as a base, Kyle’s model,
introduced in [Kyl85], an order-driven market of a risk-free bond and a risky asset.
We can distinguish between two different approaches of pricing: endogenously and
exogenously given prices. When prices are given exogenously, the price process of the
assets are given and the participants try to maximize their profit. In real markets the
prices are given endogenously, t.i. they are determined by supply and demand. In this
case, all buyers and sellers display the price at which they are willing to buy or sell a
security, and also the amount that they are willing to buy or sell. They are called bid
and ask prices. When those requirements meet, trading is done. In the models studied
in Part II, only the amount of bids and asks are set by the participants and designated
specialists, the market makers set the prices of the assets. In this case, the equilibrium
sought is one maximizing the profit of the informed trader in a way that the market
makers set a rational pricing rule satisfying market efficiency conditions. A detailed
description of these markets can be found in Chapter 2. Briefly, the following is studied
in this Part.

We shall assume that there are three kinds of traders on the market: noise traders
(or liquidity traders) who trade for hedging reasons, an informed trader (or insider),
who is aware of the privilege information about the risky asset, such as the underlying
value or the price to be announced later, and the market makers, who clear the market
setting the prices according to the total demand of the noise traders and the informed
trader. The demand of the insider is a function of the price and the information pos-
sessed by her, and the price of the risky asset is a function of the total demand, so
the presence of the insider does have an impact on the market, the stock price also
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depends on her strategy. Thus, an equilibrium is sought, and generally, sufficient and
necessary conditions are found, and the informed trader’s strategy in equilibrium is
described, as well. An important property of the model is that, in equilibrium, the
insider is inconspicuous, t.i. the total demand being the demand of the noise traders’
and insider’s together, is of the same distribution on the market makers’ information,
as the demand of the noise trader on its own filtration, as it is without the presence
of the insider. Kyle’s model is constructed in three steps: first, a single-auction equi-
librium model is described where at time 0 the insider learns some privileged infor-
mation: the price of the risky asset at time 1, that is to be announced right after the
trading. In this case, the noise traders’ demand is given by a Gaussian variable. Then,
an N -period model is described, in which the insider learns the same information as
before, but there are N auctions at discrete times before the announcement, with the
noise traders’ cumulative demand following a discretization of a Brownian motion. Fi-
nally, a continuous model is described and also obtained as the limit of the N -period
model, as N tends to infinity. This continuous model is studied in [Bac92] and suffi-
cient and necessary conditions were found using a perturbation method, and also the
originally used dynamic programming approach is presented. As in the model before,
in the continuous one, the noise traders’ cumulative demand is given by a Brownian
motion. There come several possible extensions of the model regarding the kind of
information possessed, the time horizon and the noise traders’ demand, as well, as the
participants on the market. The original models are presented in Chapter 2, and their
extensions and related models in Chapter 3. In particular, allowing the noise traders’
demand to be a Lévy process is studied in Section 3.1, a general model with possi-
bly random deadline and a more complex information structure, with applications of
enlargements of filtrations and filtering techniques, is studied in Section 3.2, with gen-
eral results as well, as its applications to find the insider’s strategy in special cases:
models already introduced and studied. A summary of other related model can be
found in Section 3.3. Section 3.1 and Section 3.2 summarize the results of [Cor14b]
and [Cor14a], respectively, which can be found in the appendices. Extensions covered
by these two generalizations and other related continuous models deal with differ-
ent types of dynamic information [Dan10, CS10, CcD11, CcD13b], a weaker sense of
equilibrium, [Wu99,KHOL10,Dan10], risk-averse insiders [Cho03] and different tech-
niques to find optimal strategies [CcD11,CcD13b]. Possible extensions of the discrete
model considering more than one insiders [NT06] and more than one signals [Jai99]
are also presented.

Part III is dedicated to the recent research about ambit processes. The notion of
ambit processes was introduced in [BNS07]. Since than, many properties and appli-
cations have been studied. Ambit fields are stochastic fields {Y (t, x)} in space-time,
where t ∈ R, x ∈ Rn, with the values of (t, x) depending on what happened prior to
time t in a certain subset of Rn (meaning that in the model the future cannot influence
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the past). Then, an ambit process is Yt := Y (t, x(t)), where x(t) is a curve in Rn. One
particular case, used in the short-rate model, for example, is

Xt =

∫ t

−∞
g(t− s)W (ds) t ≥ 0,

where W is a Gaussian white noise in Rn, and g ∈ L2(R+). It is important to note
the dependence of the path of the ambit process in the behavior of the weight func-
tion g near 0. Applications of ambit processes are presented: stochastic modelling in
turbulence, models in energy markets are studied [CFV14], and a short rate model de-
scribing bond prices [CFSV13]. In the latter model, option prices and the completeness
of the market are also studied, in particular a fractional version of the Cox-Ingersoll-
Ross model together with a numerical method that can be applied, in case there is no
exact formula for the price.

In Part IV, the power variations of processes of the form dZt = us−dSαs are con-
sidered, where α ∈ (0, 2], (Sαt )t≥0 is an α-stable Lévy process, and where, roughly
speaking, the power variation is defined as limit of

V
(p)
t (Π) =

m∑

k=1

∣∣Xtk −Xtk−1

∣∣p ,

with Π being a partition on the period [0, t] and with X being a stochastic process.
Note, that with p = 2 it coincides with the well known quadratic variation. Af-
ter reviewing the existing results for α-stable processes in Section 5.2, Section 5.3
summarizes the new results that is contained in [CF10], relaxing the conditions of
the trajectories of u having a finite q-variation on any finite interval for some q <
α/max {0, α− 1} to having ∫ t

0

|us|α ds <∞,

showing that the same theorems describing its asymptotic behavior and the same Cen-
tral Limit Theorem hold (Theorems 5.2.1, 5.2.2 and 5.2.3).

The thesis is organized as follows. Part I contains the basic facts and techniques
of mathematics used in the latter parts. Part II deals with the markets with asymmet-
ric information, Chapter 2 presents the basic models by Kyle and Back, and Chapter
3 presents the new results of Kyle’s model with Lévy noise: [Cor14b] and a General
Model: [Cor14a], and also a short summary of other related models. Part III is ded-
icated to ambit processes. Chapter 4 introduces ambit fields and processes and bond
markets, summarizes the new results of some applications of ambit processes on en-
ergy markets and turbulence: [CFV14], and on a short rate model: [CFSV13]. In Part
IV, power variation processes are introduced and new results of [CF10] are summarized
in Section 5.3. Finally, the above mentioned articles are included in the appendices.





Part I

Basic facts and techniques





Chapter 1

Theory

In this Chapter, we do a short review of theories used in the thesis: the Lévy processes,
initial and progressive enlargements of filtrations, filtering techniques and a dynamic
programming approach of stochastic optimal control.

1.1 Lévy Processes
Assume that in all the definitions and results, the stochastic process (Xt)t≥0 is defined
on R, even though most of the definitions and results are well-defined and hold for
processes on Rn, as well.

Definition 1.1.1 (Definition 1.6 in [Sat99]) A real valued stochastic process (Xt)t≥0

defined on a probability space (Ω,F , P ) is called a time-homogeneous Lévy process,
if the following conditions are satisfied:

(a) it has independent increments, that is, for any n ≥ 1 and 0 ≤ t0 < t1 < · · · < tn,
the random variables Xt0 , Xt1 −Xt0 , . . . , Xtn −Xtn−1 are independent,

(b) X0 = 0 almost surely,

(c) the distribution of (Xs+t −Xs)t≥0 does not depend on s,

(d) it is stochastically continuous, that is for any ε > 0 : limt→0P (|Xs+t −Xs| > ε) =
0,

(e) as a function of t, Xt is right continuous with left limits almost surely (càdlàg).

We refer to 4.2 in Chapter II in [JS00] to remark that the stochastic continuity
condition follows from the others if all of them are satisfied, t.i. if (a), (b), (c) and (e)
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hold, then it implies that (d) holds, as well. Various generalizations of the previous
type are used, such as Lévy process in law: if it satisfies (a)–(d), time in-homogeneous
Lévy process or additive process: if it satisfies (a), (b), (d) and (e) and additive process
in law: if it satisfies (a), (b) and (d).

Denote the convolution of two distributions µ1 and µ2 by

µ1 ∗ µ2(B) =

∫ ∫

R×R
1B(x+ y)µ1(dx)µ2(dx),

and the n-fold convolution of µ1, . . . µn by µn∗n . A distribution µ is infinitely divisible
if, for any n positive integer, there exists a distribution µn, so that µ = µn∗n . Denote
the law (distribution) of a random variable X by L (X) and define the characteristic
function of a distribution µ by Φµ (·) : R→ C as

Φµ (z) :=

∫

R
eizxµ (dx) , z ∈ R.

Theorem 1.1.1 (Theorem 9.1 and Corollary 11.6 in [Sat99]) If (Xt)t≥0 is an addi-
tive process in law, then for any t ≥ 0, L (Xt) is infinitely divisible. If µ is an infinitely
divisible distribution, then there exists, unique in law, a Lévy process in law (Xt)t≥0,
such that L (X1) = µ.

Theorem 1.1.2 (Lévy-Khintchine representation, Theorem 8.1 in [Sat99]) If µ is in-
finitely divisible, then

Φµ (z) = exp

{
−1

2
Az2 +

∫

R

(
eizx − 1− izx1{|x|≤1} (x)

)
ν (dx) + iγz

}
,

where A ≥ 0, ν is a measure on R, satisfying

ν ({0}) = 0 and
∫

R

(
|x|2 ∧ 1

)
ν (dx) <∞,

and γ ∈ R. This representation by (A, ν, γ) is unique. Conversely, for any choice of
(A, ν, γ) satisfying the conditions above, there exists an infinitely divisible distribution
µ having this characteristic function.

Let (Xt)t≥0 be a Lévy process corresponding to an infinitely divisible distribution
µ, as in Theorem 1.1.1, then it has the following characteristic function

ΦXt (z) = E
[
eizXt

]
= (Φµ (z))t

= exp

{
t

(
−1

2
Az2 +

∫

R

(
eizx − 1− izx1{|x|≤1} (x)

)
ν (dx) + iγz

)}
.
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The triple (A, ν, γ) is called the generating triplet. In particular, A is called the Gaus-
sian variance (matrix, in case of d-dimensional processes), ν the Lévy measure of µ
(or of the corresponding Lévy process). The value of γ depends on the choice of the
term izx1{|x|<1} (x) in the integrand as it is a term to make it ν-integrable and does not
have such a meaning as A or ν. Note, that if ν = 0, then µ is Gaussian, and in case of
having A = 0, we say that µ is purely non-Gaussian.

Let c(·) be a measurable, bounded function of O(1/|x|) as |x| → ∞ and 1 + o(|x|)
as x→ 0, and define γc and rewrite the characteristic function as

γc = γ +

∫

R
x(c(x)− 1{|x|≤1}(x))ν(dx),

ΦXt (z) = exp

{
t

(
−1

2
Az2 +

∫

R

(
eizx − 1− izxc(x)

)
ν (dx) + iγcz

)}

Then, the triplet (A, ν, γc)c is called a generating triplet, as well, with the chosen
c. If we omit writing c, then we refer to c(x) = 1{|x|≤1}, if ν satisfies

∫
|x|≤1
|x| ν (dx) <

∞, then we can use c(·) ≡ 0 and we call γ0 the drift, and if ν satisfies
∫
|x|>1
|x| ν (dx) <

∞ (or equivalently
∫
R |x|µ (dx) < ∞, see Theorem 6.1 in [Sat99]), then we can use

c(·) ≡ 1 and call γ1 the center of µ, which, for such ν, equals γ0 and the mean of µ.
A Lévy process is called non-trivial, if µ is non trivial (not concentrated to a point).

It is a

• Brownian motion if (A, ν, γ0)0 = (1, 0, 0)0, with Φµ (z) = exp
{
−1

2
z2
}

• Poisson processes if (A, ν, γ0)0 = (0, cδ1, 0)0 where δa is the distribution on R
concentrated on a ∈ R, with Φµ (z) = ec(e

iz−1),

• Compound Poisson process if (A, ν, γ0)0 = (0, cσ, 0) with c > 0 and σ being a
distribution on R with σ({0}) = 0,

• Γ-process with the parameters c and α if (A, ν, γ0)0 = (0, ν, 0), where ν(dx) =
c1(0,∞)(x)x−1e−αxdx, and in this case, we have

Φµ (z) = exp

{
c

∫ ∞

0

(
eizx − 1

) e−αx
x

dx

}
.

For details of the above mentioned examples and calculations, see Chapter 2 in [Sat99].
If a Lévy process is not time-homogeneous, then it determines a system of triplets

{(At, νt, γt) : t > 0}, where each (At, νt, γt) is the generating triplet of L (Xt). Con-
sider an additive process X· on the probability space (Ω,F , P ). Let Ω0 ∈ F such that
P (Ω0) = 1 and for every ω ∈ Ω0, the function Xt (ω) is right-continuous in t ≥ 0
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and has left limits in t > 0. Denote the Borel σ-algebra of a set A by B (A). For the
definition of the Poisson random measure, see Definition 19.1 in [Sat99]. Then, we
have the Lévy-Itô decomposition as follows:

Theorem 1.1.3 (Theorem 19.2 in [Sat99]) Let (Xt)t≥0 be an additive process defined
on the probability space (Ω,F , P ) with he generating triplet (At, νt, γ (t))t≥0 and de-
fine the measure ν̃ on H by ν̃ ((0, t]×D) = νt (D) for D ∈ B (R). Define, for
B ∈ B (H) and Ω0 as above,

J (B,ω) =

{
# {t : (t,Xt (ω)−Xt− (ω)) ∈ B} for ω ∈ Ω0,
0 for ω 6∈ Ω0.

Then, the following hold.

1. {J (B) : B ∈ B (H)} is a Poisson random measure on H with intensity ν̃

2. There is a Ω1 ∈ F with P (Ω1) = 1 such that, for any ω ∈ Ω1,

X1
t = lim

ε↓0

∫

(0,t]×(ε,1]

[xJ (d (s, x) , ω)− xν̃ (d (s, x))]

+

∫

(0,t]×(1,∞)

xJ (d (s, x) , ω)

is defined for all t ∈ [0,∞) and the convergence is uniform in t on any bounded
interval. The process (X1

t )t≥0 is an additive process on R with the generating
triplet (0, νt, 0)t≥0.

3. Define
X2
t (ω) = Xt (ω)−X1

t (ω) for ω ∈ Ω1.

There is Ω2 ∈ F with P (Ω2) = 1 such that, for any ω ∈ Ω2, X2
t (ω) is contin-

uous in t. The process (X2
t )t≥0 is an additive process on R with the generating

triplet (At, 0, γ (t))t≥0.

4. The processes (X1
t )t≥0 and (X2

t )t≥0 are independent.

Theorem 1.1.4 (Theorem 19.3 in [Sat99]) Suppose that the additive process in The-
orem 1.1.3 satisfies ∫

|x|≤1

|x| νt (dx) <∞ for all t > 0.

Let γ0 (t) be the drift of Xt. Then, there is a Ω3 ∈ F with P (Ω3) = 1 such that, for
any ω ∈ Ω3,

X3
t (ω) =

∫

(0,t]×(0,∞)

xJ (d (s, x) , ω)
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is defined for all t ≥ 0. The process (X3
t )t≥0 is an additive process on R such that

E
[
eizX

3
t

]
= exp

{∫

R

(
eizx − 1

)
νt (dx)

}
.

Define
X4
t (ω) = Xt (ω)−X3

t (ω) , for ω ∈ Ω3.

Then, for any ω ∈ Ω2 ∩ Ω3, X4
t (ω) is continuous in t and (X4

t )t≥0 is an additive
process on R such that

E
[
eizX

4
t

]
= exp

{
−1

2
z2At + iγ0 (t) z

}
.

The two processes (X3
t )t≥0 and (X4

t )t≥0 are independent.

In the context of Theorem 1.1.4, (X3
t )t≥0 and (X4

t )t≥0 are called the jump part and
the continuous part of (Xt)t≥0, respectively. The processes (X1

t )t≥0 and (X2
t )t≥0 are

called so, as well, but they do depend on the choice of the representation (for more
details, see Remark 8.4 in [Sat99]).

Definition 1.1.2 (Definition 13.1 in [Sat99]) An infinitely divisible probability mea-
sure µ on R is called (strictly) stable, if, for any a > 0, there are b > 0 and c ∈ R
(c = 0 in case of strictly stable) such that

[Φµ (z)]a = Φµ (bz) eicz.

It is called semi-stable (strictly semi-stable), if for some a > 0 with a 6= 0, there are
b > 0 and c ∈ R (c = 0 in case of strictly stable) satisfying the previous equation.

Definition 1.1.3 (Definition 13.2 in [Sat99]) Let Xt, t ≥ 0 be a Lévy process. It is
called a stable, strictly stable, semi stable or strictly semi-stable process if the distri-
bution of X1 is, respectively, stable, strictly stable, semi stable or strictly semi-stable.

If µ is stable, then it is infinitely divisible, and the corresponding Lévy process is
such that, for any a > 0, there are b > 0 and c ∈ R such thatXat and bXt+ct are of the
same distribution (with c = 0 if µ is strictly stable). If µ is nontrivial, then b is uniquely
determined by a, and there is an α = (1/ loga b) ∈ (0, 2], equivalently b = a1/α.
The corresponding nontrivial Lévy process is called (strictly) α-stable process. The
characteristic exponent of such a process is

Ψ (iz) = −c |z|α
(

1− iβ tan
πα

2
sgn z

)
+ iτz
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if α 6= 1 and

Ψ (iz) = −c
(
|z|+ iβ

2

π
z log |z|

)
+ iτz,

for α = 1, where c > 0, β ∈ [−1, 1] and τ ∈ R. (α, β, τ, c) are called the parameters
of the non-Gaussian stable distribution or Lévy process. For instance, with parameter
(1/2, 1, 0, c), the density of µ can be written as

(2π)−1/2 ce−c
2/(2x)x−3/21(0,∞) (x) .

1.2 Enlargement of filtrations
Consider two filtrations F = (Ft)t and H = (Ht)t. Let the first one represent the
already known information and the latter one some new information. Then, we can
define the enlarged filtration G = (Gt)t with Gt = Ft ∨ Ht. For several research,
we are interested in the Doob-Meyer decomposition with respect to the enlarged fil-
tration in function of F and H, and also to know, when an F-semimartingale remains
so with respect to G. We distinguish between two cases: if Ht = σ(R) for some
random variable, it is called initial enlargement, as (all) the new information did ar-
rive at time 0. When it does not hold, it is called progressive enlargement. In the
following, some important results are summarized. For a more detailed discussion,
see [Cor14a], [Jeu80], [Jeu85], [Man06] and [CV11].

Initial enlargement of filtrations

Consider a stochastic basis (Ω,F ,F,P) aF-measurable random variableLwith values
in (R, B (R)). Let Gt := ∩s>t (Ft ∨ σ(L)) and G = (Gt). Then, we have the following
results.

Proposition 1.2.1 Let η be the law of L. Then, Qt(ω, dx) � η(dx) if and only if for
all t, there exists a σ-finite measure ηt in (R, B (R)) such that Qt(ω, ·) � ηt where
Qt(ω, dx) is a regular version of the law of L|Ft.

Proposition 1.2.2 If Qt(ω, dx) � η(dx), then there exists a B(R)⊗Ft-measurable
process qxt (ω) such thatQt(ω, dx) = qxt (ω)η(dx) and, for fixed x, qxt is an F-martingale.

Theorem 1.2.1 Let M be a continuous local F-martingale and consider kxt (ω) such
that

〈qx,M〉t =

∫ t

0

kxs q
x
s−d〈M,M〉s,
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then

M −
∫ ·

0

kLs d〈M,M〉s

is a G-martingale.

Example 1.2.1 With Mt being a Brownian motion and L = M1, we can get

qxt (ω) ∼
1

(1− t)1/2
exp

{
− 1

2(1− t)(Mt(ω)− x)2 +
x2

2

}
,

by Itô’s formula, we get

dtq
x
t = qxt

x−Mt

1− t dMt, so

kxs =
x−Mt

1− t ,

and M −
∫ ·

0
M1−Ms

1−s ds is an FM ∨ σ(M1) martingale, and by the Lévy theorem, it is
a standard G := FM ∨ σ(M1)-Brownian motion and since B1 is G0-measurable, it is
independent of W .

Example 1.2.2 If the filtration F is generated by a Brownian motion B, then for any
F-martingale dMt = σtdBt and d〈M,M〉t = σ2

t dt. Assuming that qxt (ω) = hxt (Bt)
and that h ∈ C1,2, we have dtq

x
t = ∂hxt (Bt)dBt, and

kxt =
∂ log hxt (Bt)

σt
.

Example 1.2.3 Let Y be the Brownian semimartingale

Yt = Y0 +

∫ t

0

σ(Ys)dBs +

∫ t

0

b(Ys)ds,

and assume that Y1|Ft ∼ π(1− t, Yt, x)dx, with π smooth. Then, we can get

Yt = Y0 +

∫ t

0

σ(Ys)dB̃s +

∫ t

0

b(Ys)ds+

∫ t

0

∂ log π

∂y
(1− s, Ys, Y1)σ2(Ys)ds,

where B̃ is an F ∨ σ(Y1)-Brownian motion.

Example 1.2.4 Let B a Brownian motion and τ = inf{t > 0, Bt = −1}, it is known
that

P [τ ≤ s|Ft] = 2Φ

(
− 1 +Bt√

s− t

)
1{τ∧s>t} + 1{s<τ∧t},
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where Φ is the cumulative distribution function of a standard normal distribution.
Then, it can be shown (see [Cor14a] for details) that

Bt −
∫ t∧τ

0

(
1

1 +Bs

− 1 +Bs

τ − s

)
ds, t ≥ 0,

is a G-martingale.

Progressive enlargement of filtrations

In the progressive enlargement of filtrations, we have G = (Gt) with Gt = Ft ∨ Ht,
where H = (Ht) is another filtration. For the case where Ht = σ(1{τ≤t}) with τ , see
for instance [Jeu80], [Jeu85], [Man06].

Let V0 be a zero mean normal random variable, (W 1,W 2) is a 2-dimensional Brow-
nian motion independent of V0, σs a deterministic function andHt = σ(Vt) with

Vt = V0 +

∫ t

0

σsdW
1
s ,

Proposition 1.2.3 Assume that V ar(V1) = 1 and that
∫ t

0

ds

V ar(Vs)− s
<∞ for all 0 ≤ t < 1,

then

Bt = W 2
t +

∫ t

0

Vs −Bs

V ar(Vs)− s
ds, 0 ≤ t ≤ 1

is a Brownian motion with B1 = V1.

1.3 Filtering techniques
In this Section, some important results of filtering techniques are presented. Let

(
Ω, (Ft)t≥0 , P

)

be a filtered probability space. Consider the two-dimensional Gaussian process (θt, ξt)0≤t≤T
satisfying

dθt = [a0 (t, ξ) + a1 (t, ξ) θt] dt+ b1 (t, ξ) dW1 (t) + b2 (t, ξ) dW2 (t) ,

dξt = [A0 (t, ξ) + A1 (t, ξ) θt] dt+B (t, ξ) dW2 (t) , (1.1)

where W1 (·) and W2 (·) are two independent Brownian motions on (Ft)t≥0. (θt)t∈[0,T ]

is a process inaccessible for observation. The observed values are (ξt)t∈[0,T ]. Assume
that the measurable functionals ai (t, x) , Ai (t, x) , bj (t, x) , B (t, x), where i = 0, 1
and j = 1, 2, are non-anticipative, meaning that they are measurable with respect to
the σ-algebra generated by the functions continuous on [0, T ]. Denote the conditional
expectation and variance of θ by mt = E[θt|F ξt ] and γt = E[(θt −mt)

2|F ξt ].
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Theorem 1.3.1 (Theorem 12.1 in [Lip01]) Assume that for any x continuous func-
tion on [0, T ] and for i = 0, 1, the functions |ai (·, x)|, |Ai (·, x)|, b2

i (·, x), A2
i (·, x),

and B2 (·, x) have finite integrals on [0, T ], |a1 (·, x) | < L and |A1 (·, x) | < L (for
some L), B2 (·, x) ≥ C > 0 for some C, for any x, y functions continuous on [0, T ],
there exist L1, L2 ∈ R and a K (s) nondecreasing, right-continuous function with
values in [0, 1] such that

|B (t, x)−B (t, y)|2 ≤ L1

∫ t

0

|xs − ys|2 dK (s) + L2 |xt − yt|2 ,

B2 (t, x) ≤ L1

∫ t

0

(
1 + x2

s

)
dK (s) + L2

(
1 + x2

t

)
,

and
∫ T

0

E
[
a4

0 (t, ξ) + b4
1 (t, ξ) + b4

2 (t, ξ)
]

dt < ∞,

E
[
θ4

0

]
< ∞.

If the conditional distribution of θ0|ξ0 is Gaussian N(m0, γ0), then mt and γt satisfy

dmt = [a0 (t, ξ) + a1 (t, ξ)mt] dt

+
b2 (t, ξ)B (t, ξ) + γtA1 (t, ξ)

B2 (t, ξ)
[dξt − (A0 (t, ξ) + A1 (t, ξ)mt) dt]

and

γ′t = 2a1 (t, ξ) γt + b2
1 (t, ξ)−

(
b2 (t, ξ)B (t, ξ) + γtA1 (t, ξ)

B (t, ξ)

)2

subject to the conditions m0 = E (θ0|ξ0) and γ0 = E
[∣∣(γ0 −m0)2

∣∣ ξ0

]
.

In a particular case, we have:

Theorem 1.3.2 (Theorem 12.2 in [Lip01]) Let θ = θ (ω) be a random variable with
Eθ2 <∞. Assume that ξ has the dynamics

dξt = [A0 (t, ξ) + A1 (t, ξ) θ] dt+B (t, ξ) dW2 (t) ,

where the coefficients A0, A1, B satisfy the conditions of Theorem 1.3.1, and the con-
ditional distribution of θ|ξ0 is Gaussian. Then, mt and γt are given by

mt =
m0 + γ0 +

∫ t
0
A1(s,ξ)
B2(s,ξ)

[dξs − A0 (s, ξ) ds]

1 + γ0

∫ t
0

(
A1(s,ξ)
B(s,ξ)

)2

ds
,

γt =
γ0

1 + γ0

∫ t
0

(
A1(s,ξ)
B(s,ξ)

)2

ds.
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1.4 Stochastic Optimal Control
In this section, the problems and solutions are defined on R, however, they can be
easily extended to Rn. We refer to [Bjö98] for a more detailed discussion. Assume,
we have the following optimization problem on the finite time horizon [0, T ], where
T ∈ R. Let µ (t, y, x) and σ (t, y, x) real deterministic functions defined for any t ≥ 0
and y, x ∈ R, and assume that the dynamics of a process Yt is given by

dYt = µ (t, Yt, Xt) dt+ σ (t, Yt, Xt) dWt with Y0 = 0, (1.2)

also called controlled SDE, where W· is a Brownian motion. Y and X are called the
state process and control process (or law), respectively. Suppose that Xt is of the form
Xt = g (t, Yt) for some deterministic function g. Then, in fact we can use the notation
X (t, Yt) for the control process. We will call X (t, y)t≥0,y∈R admissible, if for any
t ≥ 0 and y ∈ R, there is a unique solution of the SDE

dYs = µ (s, Ys, X (s, Ys)) ds+ σ (s, Ys, X (s, Ys)) dWt with Yt = y. (1.3)

Denote the set of admissible control processes by X .
Consider the real valued functions F (t, y, x) and Φ (y) well defined for any t ≥ 0,

y, x ∈ R, and define the value function for a control process by

J0 (X) = E

[∫ T

0

F (t, Yt, Xt) dt+ Φ (YT )

]
, (1.4)

where Y· is the solution of (1.2) with Y0 = y0. Its optimal value is given by J̃0 =

supX∈X J0 (X). If there is a control process X̃ ∈ X , such that J0

(
X̃
)

= J̃0, then we
call it an optimal control process (or law).

A control problem P (t, y) is defined for fixed t ≥ 0, y ∈ R, as the problem to
maximize

Et,x

[∫ T

t

F (t, Yt, Xt) dt+ Φ (YT )

]

given the dynamics by (1.3). Note that the original optimization problem is, then,
P (0, y0). Then, given this dynamics, the value function is defined as

J (t, y,X) = E

[∫ T

t

F (t, Yt, Xt) dt+ Φ (YT )

]
,

and the optimal value function, the expected utility over the interval [t, T ], is given by
J(t, y) = supX∈X J (t, y,X).

Assume that there exists an optimal control process and that J (·, ·) is continuously
differentiable with respect to the the first and twice continuously differentiable with
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respect to the second variable. Let t ≥ 0, y ∈ R and h ≥ 0 be fixed such that
t + h < T , X̃ be an optimal control process, and X be a fixed, arbitrary control
process, and define

X∗ (s, x) =

{
X (s, x) if (s, x) ∈ [t, t+ h]× R
X̃ (s, x) if (s, x) ∈ [t+ h, T ]× R

Then, we will observe the difference between the optimal X̃ and the just defined X∗

to derive a PDE for the dynamics of the value function. Using the optimal low, the
expected utility coincides with the optimal one: J

(
t, y, X̃

)
= V (t, x). Using X∗,

over the interval [t, t+ h], it is given by

Et,y

[∫ t+h

t

F (s, Ys, Xs) ds

]
,

and over the interval (t+ h, T ], as we start from the state Y X (t+ h), where the su-
perscript X of Y refers to the fact that until time t+ h, the control process X has been
used, is given by

Et,y
[
J
(
t+ h, Y X

t+h

)]
,

so the total expected utility is given by

J∗ (t, y) = Et,y

[∫ t+h

t

F (s, Ys, Xs) ds+ J
(
t+ h, Y X

t+h

)]

for which, because of the optimality of X̃ , we have

J (t, y) ≥ J∗ (t, y) . (1.5)

Then, by Itô’s formula, we get

J
(
t+ h, Y X

t+h

)
= V (t, y) +

∫ t+h

t

(
∂tJ

(
s, Y X

t+h

)
+ ∂yyJ

(
s, Y X

t+h

))
ds

+

∫ t+h

t

∂yJ
(
s, Y X (s)

)
σ (s, Ys, Xs) dWs.

Then, taking the expectation, and using (1.5) and assuming sufficient integrability,
we get

Et,y

[∫ t+h

t

(
F
(
s, Y X

s , Xs

)
+ ∂tJ

(
s, Y X

t+h

)
+ ∂yyJ

(
s, Y X

t+h

))
ds

]
≤ 0,
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where, dividing by h and letting it tend to 0, assuming enough regularity so that we
can change the order of the expectation and differentiation and using Yt = y, we get

F (t, y,X (t, y)) + ∂tJ (t, y) + ∂yyJ (t, y) ≤ 0,

which hold for any X , and equality holds if and only if X = X̃ , so we have got the
following equation:

∂tJ (t, y) + sup
X∈X

F (t, y,X (t, y) + ∂yyJ (t, y)) = 0,

with the boundary condition J (T, y) = Φ (y) .

As (t, y) was fixed but arbitrary, the above PDE must be satisfied for (t, y) ∈ (0, T )×R.
It is called the Hamilton-Jacobi-Bellman equation. So, under the assumptions made
earlier, the above PDE is satisfied and the supremum is reached by X = X̃ . This
is a necessary condition. Also, a so called Verification Theorem can be proved saying
that if some J ′ is sufficiently integrable and solves the above Hamilton-Jacobi-Bellman
equation with the boundary condition and the supremum is reached by an admissible
strategy X ′, then the optimal value function J to the control problem coincides with
J ′ and the strategy is optimal, making it be a sufficient condition.

A possible generalization is the following controlled SDE:

Yt = µ (t, Yt, Xt) dt+ σ (t, Yt, Xt) dWt

Y0 = y0.

on a fixed interval [0, T ], considering a stopping time τ = inf {t ≥ 0 : Yt = c}∧T , for
some c ∈ R, meaning the first time when Y hits the level c, with the control problem
of maximizing

E

[∫ τ

0

F
(
s, Y X

s , Xs

)
ds+ Φ

(
τ, Y X

τ

)]
.

It can be shown that the same equations and the Verification Theorem hold, in this
case, as well, with the boundary condition J (c, y) = Φ (c, y).



Part II

Equilibrium models with asymmetric
information





Chapter 2

Introduction

In Part II, order-driven market models are studied with the presence of insiders. Con-
sider a market of a risk-less bond and a risky asset. The price of the risky asset will
depend on the incoming market orders in the following way. First, market participants
place their orders, displaying the amount of risky asset they want to buy or sell. Then,
some market specialist, the so called market makers set the prices, at which trading
will be done. Such models with endogenously given prices are the order driven mar-
kets. Another approach is having the prices given either exogenously described by
their dynamics depending on their trajectory or their recent values, but not on the mar-
ket orders. The markets studied throughout this Part are order driven markets, based on
two models presented in [Kyl85] and [Bac92]. These original models and their exten-
sions presented in this Part. A more realistic (limit order) model is studied in [BB04],
in which buyers and sellers set not only the amount of assets they are willing to buy,
but also the price at which they are willing to trade, called bid and ask prices. In this
case, trading is done when those requirements meet.

In the models studied in these Chapters, there are three types of participants:

• Noise traders or Liquidity traders, who trade for liquidity or hedging reasons,

• Informed traders or Insiders, who are aware of some privilege information about
the risky asset and try to maximize their profit, and

• Market makers, who set the price and clear the market.

Denote the noise traders’ cumulative demand by Z, the informed trader’s cumulative
demand byX , the total demand by Y = X+Z and the prices set by the market makers
by P in all the models presented in this Part. The market is order driven, so the presence
of the insider does have a impact on the market, the stock price also depends on her
strategy. We will start, in this Chapter, from the discrete model introduced in [Kyl85],
and see how to get from the single auction model to a continuous one (described and
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studied in [Bac92], as well) through a discrete, sequential auction model. In Chapter
3, its extensions and related models are presented. In all these models the private
information is the price V right after an announcement to be made, or some equivalent
quantity, and the market consist of a bank account with interest rate 0 and a risky
asset. In the single auction model, the demand of the noise traders is a normal random
variable, in the sequential one it is a discrete version of a Brownian motion and in the
continuous model it is a Brownian motion. Its extension to Lévy processes are studied,
as well. Let W denote the wealth of the insider (introduced and calculated later).
Then, the insider tries to maximize her expected profit conditioned on V . The market
efficiency condition says that the prices, set by the market makers, have to coincide
with the expectation of V , conditioned on the market makers’ information: Y .

We will refer to the model presented in [Kyl85] as Kyle’s model and to the one
presented in [Bac92] as Back’s model. In the following, Kyle’s and Back’s original
models can be found in Section 2.1, an extension allowing the noise traders’ demand
to be a Lévy process is studied in Section 3.1 summarizing the results of [Cor14b],
a general framework including random announcement time and different structures of
the private information is presented in Section 3.2 with the results of [Cor14a], and
finally some related models are presented in Section 3.3, including more insiders on
the market [NT06], more than one signal [Jai99], a risk-averse insider [Cho03,Cor14b]
and a concept of a weaker equilibrium [Wu99, KHOL10, Dan10].

2.1 Models
In this Section, the previously mentioned models are presented. First, the discrete
models can be found: the one-period and the N-period equilibrium model, then a bridge
to the continuous case, and finally, the continuous model is solved. Afterwards, the
original approaches of Kyle and Back are mentioned and referred.

2.1.1 Kyle’s and Back’s Models

Consider a market with two assets: we have a risk asset S and a bank account with
interest rate r equal to zero. We consider N trading periods: 0 ≤ t1 ≤ t2 ≤ · · · ≤ tN
and a liquidation value of the asset, V , which is announced just after time tN . We
repeat the behavior and the information of the three kinds of agents:

1. Let the noise traders’ (aggregate) demand process be denoted by (Zk)0≤k≤N ,
suppose that ∆Zk = Zk − Zk−1 are independent, identically distributed random
variables of law N(0, σ2

u∆tk), ∆tk = tk − tk−1, Z is independent of V and
Z0 = 0. We also assume that V ∼ N(p0, σ

2
l ).
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2. Let the informed trader’s (aggregate) demand process be denoted by (Xk)0≤k≤N
with X0 = 0, at time tk it is supposed he knows the value of V and (Pj)0≤j≤k−1 ,
he tries to maximize his wealth.

3. The market makers clear the market fixing a rational price

Pk = E(S1|Yj, 0 ≤ j ≤ k), k = 1, .., N

where Y = X + Z. The process Y· is the information that the market makers
have. Note that (Pk) is an (Fk)- martingale, where Fk = σ(Yj, 0 ≤ j ≤ k).

The optimality and rationality conditions are the following:

Definition 2.1.1 Given a demand process Y, a pricing rule

Pk = H(k, Yj, 0 ≤ j ≤ k), k = 1, .., N

is rational if

H(k, Yj, 0 ≤ j ≤ k) = E(V |Yj, 0 ≤ j ≤ k), k = 1, .., N

Definition 2.1.2 Given a pricing rule H , a trading strategy X is optimal if it maxi-
mizes the value of insider’s portfolio.

Definition 2.1.3 An equilibrium is a pair (H,X) such that X is optimal given H and
H is rational given X.

We may have several equilibriums, then it is convenient the following definition

Definition 2.1.4 If (H,X) is an equilibrium for any X then H is an equilibrium pric-
ing rule.

The value of insider’s portfolio at time tk is given by

Wk =
k∑

i=1

Gi

where Gi is the gain in the period (i− 1, i], that is the new value of the portfolio minus
the initial value and minus what she spends in getting the new position:

Gi = XiPi −Xi−1Pi−1 − (Xi −Xi−1)Pi

= Xi−1(Pi − Pi−1),
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so

WN =
N∑

i=1

Xi−1(Pi − Pi−1).

Once the announcement is made, there is a new gain, say GN+, given by

GN+ = (V − PN)XN ,

so the total gain WN+ is given by

WN+ = (V − PN)XN +
N∑

i=1

Xi−1(Pi − Pi−1)

= V XN − PNXN +
N∑

i=1

Xi−1Pi −
N∑

i=1

Xi−1Pi−1

= V XN +
N∑

i=1

Xi−1Pi −
N∑

i=1

XiPi

= V XN −
N∑

i=1

Pi(Xi −Xi−1) =
N∑

i=1

(V − Pi)(Xi −Xi−1). (2.1)

Note that Xk is measurable with respect to the σ-field Gk−1 = σ(V, P1, ..., Pk−1). If
we consider the total portfolio of insider plus noise traders we have that its value, say
Λ, is given by

Λ =
N∑

i=1

(V − Pi)(Yi − Yi−1),

and

E(Λ) = E

[
N∑

i=1

(V − Pi)(Yi − Yi−1)

]

=
N∑

i=1

E[(E(V |Fi)− Pi)(Yi − Yi−1)]

= 0,

if the price is a rational price. So, in these conditions the gain of the market makers is
zero in average and the insider’s gain is due to the losses of the noise traders.
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Equilibrium in one period

Consider now that N = 1, then

W1+ = (V − P1)X1

with X1 a measurable function of V . First we consider linear strategies

X1 = α + βV

and we look for rational price rules

P1 = E(V |Y1) = E(V |α + βV + Z1)

= p0 +
Cov(V, βV + Z1)

Var(βV + Z1)
(β(V − p0) + Z1)

= p0 +
βσ2

l

β2σ2
l + σ2

u

(β(V − p0) + Z1)

= µ+ λY1,

so, in this situation, prices are also linear with

µ = p0
σ2
u

β2σ2
l + σ2

u

− λα (2.2)

λ =
βσ2

l

β2σ2
l + σ2

u

(2.3)

The insider wants to maximize

E(W1+|V ) = E((V − P1)X1|V )

= (V − µ− λX1)X1,

µ+ λX1 = µ+ λα + λβV

= p0
σ2
u

β2σ2
l + σ2

u

+ λβV,

V − µ− λX1 =
(V − p0)σ2

u

β2σ2
l + σ2

u

,

so

E(W1+|V ) =
(V − p0)σ2

u

β2σ2
l + σ2

u

(α + βV ),

and there is not equilibrium, since E(W1+|V ) is not bounded, but note that we are
trying to maximize the portfolio’s wealth for different pricing rules.
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Assume however that µ and λ are really constants which do not depend on the
particular value of insider’s demand. Then, we have to maximize

E(W1+|V ) = E((V − P1)X1|V )

= (V − µ− λX1)X1,

with respect to X1, so the optimal value is

X1 =
V − µ

2λ
.

We obtain that the optimal strategy is linear, that is, if we start with a linear pricing
rule the optimal strategy in the set of all strategies is linear and we have

α = − µ

2λ
and β =

1

2λ
.

Now the coherent values of µ and λ with rational pricing rules should satisfy (2.2) and
(2.3), so

µ = p0 and λ =
σl

2σu
.

Then
X1 =

σu
σl

(V − p0).

We also have that the optimal wealth is given by

E(W1+|V ) =
σu (V − p0)2

2σl
,

and
E(W1+) =

σuσl
2
.

It is also worth to point that

Var(V − P1) = Var(V ) + Var(P1)− 2Cov(V, P1)

= σ2
l + λ2(β2σ2

l + σ2
u)− 2λβσ2

l

= σ2
l + λβσ2

l − 2λβσ2
l =

σ2
l

2

and
Cov(V − P1, P1) = 0,

so V − P1 and P1 are independent.
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Equilibrium with N periods

Here, we present a way of finding equilibriums that reflects the dynamic programming
method used in the continuous model in [Bac92]. We assume that pricing rules are
linear in the demand process, more precisely

Pn =
n∑

i=1

λ
(n)
i ∆Yi = λ(n)

n ∆Yn +
n−1∑

i=1

(
λ

(n)
i − λ(n−1)

i

)
∆Yi

= λn∆Yn + Pn−1 + rn(∆Y1,∆Y2, ...,∆Yn−1), (2.4)

where λn := λ
(n)
n . Define

Wn := sup
X
E

[
N∑

i=n

(V − Pi)(Xi −Xi−1)

∣∣∣∣∣Gn−1

]
, n = 1, ..., N,

where X is the set of (admissible, because we need the wealth process to be well
defined) (Gn)-previsible strategies (that is Xn is Gn−1-measurable). Then

Wn = sup
X
E

[
N∑

i=n+1

(V − Pi)(Xi −Xi−1) + (V − Pn)(Xn −Xn−1)

∣∣∣∣∣Gn−1

]

= sup
X
E [Wn+1 + (V − Pn)(Xn −Xn−1)|Gn−1] , n = 1, ..., N

Then we can solve this backwards,

WN = sup
X
E((V − PN)(XN −XN−1)|GN−1)

= sup
X
E((V − PN−1 − λN∆YN − rN)∆XN)|GN−1)

= sup
X

(V − PN−1 − λN∆XN − rN)∆XN),

and the optimal strategy is

∆XN =
V − PN−1 − rN

2λN
,

and the optimal wealth value

WN =
(V − PN−1 − rN)2

4λN
.

If the pricing rule (2.4) is rational it must satisfy

0 = E(V − PN |FN−1) = E(V − PN−1 − λN∆YN − rN |FN−1)

= E(V − PN−1 − λN∆XN − rN |FN−1) = E

(
V − PN−1 − rN

2

∣∣∣∣FN−1

)

= −rN
2
.
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Then, assume that rn = 0 and that

Wn = αn−1(V − Pn−1)2 + δn−1,

Note that rN = 0 and that αN−1 = 1
4λN

. Now,

Wn−1 = sup
X
{E [Wn + (V − Pn−1)(Xn−1 −Xn−2)|Gn−2]} ,

E(Wn|Gn−2) = αn−1E((V − Pn−1)2 |Gn−2) + δn−1

= αn−1E((V − Pn−2 − λn−1∆Yn−1 − rn−1)2|Gn−2) + δn−1

= αn−1(V − Pn−2 − λn−1∆Xn−1 − rn−1)2

+αn−1λ
2
n−1σ

2
u∆tn−1 + δn−1,

so

Wn−1 = sup
X

(αn−1(V − Pn−2 − λn−1∆Xn−1 − rn−1)2

+αn−1λ
2
n−1σ

2
u∆tn−1 + δn−1

+(V − Pn−2 − λn−1∆Xn−1 − rn−1)∆Xn−1),

and we have that the optimal strategy is given by

∆Xn−1 =
1− 2λn−1αn−1

2λn−1(1− λn−1αn−1)
(V − Pn−2 − rn−1),

again, by the rationality pricing condition, rn−1 = 0 and

Wn−1 =
1

4λn−1(1− λn−1αn−1)
(V − Pn−2)2 + αn−1λ

2
n−1σ

2
u∆tn−1 + δn−1,

so

αn−2 =
1

4λn−1(1− λn−1αn−1)
,

δn−2 = αn−1λ
2
n−1σ

2
u∆tn−1 + δn−1.

Note that the second order condition is

λn−1(1− λn−1αn−1) > 0.

Since the pricing rule is rational

E(V − Pn−1|Fn) = Pn − Pn−1 = λn∆Yn,
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we have

E(V − Pn−1|Fn) = E(V − Pn−1|∆Yn)

=
Cov(V − Pn−1,∆Xn)

Var(∆Yn)
∆Yn

=
βnσ

2
n−1

β2
n∆tnσ2

n−1 + σ2
u

∆Yn,

where σ2
n :=Var(V − Pn) and βn∆tn := 1−2λnαn

2λn(1−λnαn)
, n = 1, ..., N , where we take by

definition αN = 0. Then

λn =
βnσ

2
n−1

β2
n∆tnσ2

n−1 + σ2
u

.

So summarizing we have the following equations for the parameters

αn−1 =
1

4λn(1− λnαn)
, (2.5)

δn−1 = αnλ
2
nσ

2
u∆tn + δn,

λn =
βnσ

2
n−1

β2
n∆tnσ2

n−1 + σ2
u

, (2.6)

βn∆tn =
1− 2λnαn

2λn(1− λnαn)
, (2.7)

n = 1, ..., N , where we take by definition δN = 0. It is easy to show that we also have
that

σ2
n = σ2

n−1(1− λnβn∆tn), n = 1, ..., N. (2.8)

Bridge to the continuous model

From (2.7), by multiplying by λn, we get

βn∆tnλn =
1− 2αnλn

1 + (1− 2αnλn)
. (2.9)

From (2.6), by multiplying by ∆tnβn, we get

βn∆tnλn =
β2
nσ

2
n−1∆tn

β2
n∆tnσ2

n−1 + σ2
u

, (2.10)

which implies

1− 2αnλn =
β2
nσ

2
n−1∆tn
σ2
u,

(2.11)
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because both (2.9) and (2.10) can be written in the form of z/(1 + z) with z being
equal to either side of (2.11). By substituting the equation for α (2.5) in (2.7), we get

βn∆tn = 2αn−1(1− 2αnλn). (2.12)

Using the fact that by (2.5), we know

αn
αn−1

= 4αnλn(1− αnλn),

we get
αn − αn−1

αn−1

= −(1− 4αnλn + 4α2
nλ

2
n) = −(1− 2αnλn)2. (2.13)

Now, define

φn :=
4α2

nσ
2
n

σ2
u

.

In (2.11), by substituting βn∆tn as in (2.12), we get

1 = 2αn−1(1− 2αnλn)2αn−1

σ2
n−1

∆tnσ2
u

,

so

1− 2αnλn =
∆tn
φn−1

. (2.14)

Also, by (2.11), it is easy to check that

(
1 +

∆tn
φn−1

)−1

=
σ2
u

βn∆tnσ2
n−1 + σ2

u

=
σ2
n

σ2
n−1

. (2.15)

Then, (2.13) and the definition of φn imply

αn
αn−1

=
αn − αn−1

αn−1

+ 1 = 1− ∆t2n
φ2
n

. (2.16)

By multiplying (2.15) and (2.16), we get an equation for φn that can be simplified to

φn − φn−1 = −∆tn −
∆t2n
φn−1

+
∆t3n
φ2
n−1

. (2.17)

These cubic equations have to be solved subject to a boundary condition φN = 0.
Equivalently,

0 = φ3
n−1 − (∆tn + φn)φ2

n−1 −∆t2nφn−1 + ∆t3n.
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Because of the positivity of φ, we obtain φN−1 = ∆tN . Also, we know that

φn − φn−1

∆tn
= −1− ∆tn

φn−1

+
∆t2n
φ2
n−1

.

Therefore, if we show that we have a solution with ∆tn
φn−1

tending to zero, then, in every
step only one solution makes economic sense and this satisfies

− 5

4
<
φn − φn−1

∆tn
< −1 (2.18)

and
φn − φn−1

∆tn
→ −1 as

φn
∆tn

→∞, (2.19)

which imply that, for the continuous version of φ, we have

φ(t) = 1− t, (2.20)

and the convergence is uniform on [0, 1]. Since we can write

σ2
n − σ2

n−1

σ2
n−1

= − ∆tn
1− tn

+ o(|∆t|),

for the continuous version we have

(σ2(t))′

σ2(t)
= − 1

1− t ,

with uniform convergence on intervals not containing t = 1. Its solution is

σ2(t) = (1− t)σ2
0.

The continuous model

In the following, the continuous version of Kyle’s model is solved. Note that in
[Bac92], the price at time t depends only on Yt, while in Kyle’s model, and also in
the one presented here, it depends on the history (Ys)0≤s≤t through the price pressure
λ. We consider the same market of a risky asset S and a bank account with interest rate
r equal to zero with the trading continuous in time. The trading period is [0, 1]. There
is to be a public release of information at time 1, revealing the value of the risky asset
V (assumed to be a random variable with finite expectation and with distribution func-
tion F ), at which price it will trade afterwards, t.i. at time 1+. The price of the stock
at time t is denoted by Pt and the filtration generated by it by FP

(
FPt
)

0≤t≤1
where
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FPt = σ(Ps, 0 ≤ s ≤ t). Let Z be the aggregate demand process of the noise traders,
a Brownian motion with a fixed volatility σ : dZt = σdBt, where (Bt)t≥0 is a standard
Brownian motion independent of V . Let X be the demand process of the informed
trader, as she knows the value of V from the beginning, as well as {Ps : 0 ≤ s ≤ t},
X has to be adapted to the augmented filtration (completed with P-null sets)

FV,P :=
(
FV,Pt

)
0≤t≤1

,

where
FV,Pt := σ(V, Ps, 0 ≤ s ≤ t),

generated by the random variable V and the process P . Because of the independency
of Z· and V , Z is an FV,Z-Brownian motion, as well. The informed trader tries to
maximize her final wealth and the market makers set the rational price, given by

Pt = E(V |Ys, 0 ≤ s ≤ t), t ∈ [0, 1]

where Y = X + Z is the total demand market makers observe. Note that (Pt) is an
FY -martingale, where FY =

(
FYt
)

0≤t≤1
and FYt = σ(Ys, 0 ≤ s ≤ t). Here and in

the sequel we always consider P-augmented filtrations. Note that FY = FP and that
FV,P = FV,Y = FV,X+Z .

Definition 2.1.5 Assume that λ is a positive smooth function, H ∈ C1,2 and H(t, ·)
is strictly increasing for every t ∈ [0, 1]. Denote the class of pairs (H,λ) above by H.
An element ofH is called a pricing rule.

Suppose that market makers fix prices through a pricing rule

Pt = H(t, ξt), t ∈ [0, 1]

with

ξt :=

∫ t

0

λ(s)dYs

where λ is called price pressure. We also write ξ(t, Yt) for ξt.Assume thatX is adapted
to the filtration FV,Z , and that consequently FY ⊆ FV,Z , in such a way that if Xt =
f(Ys, 0 ≤ s ≤ t, V ) for certain measurable function f we can write Xt = g(Zs, 0 ≤
s ≤ t, V ) for another measurable function g.

Definition 2.1.6 Denote, by X , the set of FV,Z-adapted processes X satisfying

dXt = θtdt (2.21)
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for some measurable θ· and such that ∀ (H,λ) ∈ H

E

(∫ 1

0

U

(
t,

∫ t

0

λsd (Xs + Zs)

)2
)

dt <∞ (2.22)

for both cases U = H and U = ∂
∂y
H . The elements of X are called the strategies. We

assume that X ≡ 0 is a strategy in X .

The final wealth W of the insider, just after the announcement, can be written in
the following way, analogously to the discrete version (2.1),

W1+ =

∫ 1

0

(V − Pt−)dXt − [P,X]1, (2.23)

with Xt− denoting the limit lims↑tXs. Assume that X is an FV,P -semimartingale (so
that the integral can be seen as an Itô integral) and that P is an FV,P -semimartingale
(to ensure the quadratic covariation [P,X] is finite). The definitions of the rationality,
optimality and equilibrium are as follows.

Definition 2.1.7 Given a trading strategyX (and total demand Y = X+Z), the price
process P is rational, if

Pt = E(V |Ys, 0 ≤ s ≤ t), t ∈ [0, 1]

Definition 2.1.8 A strategy X is called optimal with respect to a price process P if it
maximizes E(W1+).

Definition 2.1.9 Let (H, λ) ∈ H and X ∈ X . The triple (H,λ,X) is an equilibrium,
if the price process P· := H(·, ξ(·, Y )) is rational, given X , and the strategy X is
optimal, given P .

In Back’s original model, a dynamic programming approach as introduced in Sec-
tion 1.4 is used to find and describe the equilibria. It is presented later in Subsection
2.1.2. In the following, a perturbation method is used to find the equation correspond-
ing to our problem. We have the following necessary condition for optimal strategies:

Proposition 2.1.1 An admissible triple (H,λ,X) such that X is locally optimal for
the insider, satisfies

V − E(H(t, ξt)|Ht)− λ(t)E

[∫ 1

t

∂2H(s, ξs)dXs

∣∣∣∣Ht

]
= 0, a.s, (2.24)

for a.a. 0 ≤ t ≤ 1, and the strategy does not jump at 1, leading the price to V .
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Proof. Denote the filtration generated by V and by Ps : 0 ≤ s ≤ t by Ht and assume
that the total wealth of the insider is given by (2.23). Consider

J(X) := E (W1+) = E

(∫ 1

0

(V −H(t, ξt))dXt − [P,X]1

)
.

Suppose that X is (locally) optimal. Then, for all β such that X· + ε
∫ ·

0
βsds is

admissible, with ε > 0 small enough, we have

0 =
d

dε
J(X· + ε

∫ ·

0

βsds)

∣∣∣∣
ε=0

=
d

dε
E

(∫ 1

0

[
V −H

(
t,

∫ t

0

λ(s) (dXs + εβsds+ dZs)

)]
(dXt + εβtdt)

)∣∣∣∣
ε=0

= E

(∫ 1

0

[V −H(t, ξt)] βtdt

)
+ E

(∫ 1

0

−∂2H(t, ξt)

(∫ t

0

λ(s)βsds

)
dXt

)

= E

(∫ 1

0

(
(V −H(t, ξt))− λ(t)

∫ 1

t

∂2H(s, ξs)dXs

)
βtdt

)
.

Since we can take βt = 1[u,u+h](t) αu, with αu Hu-measurable and bounded, we have

E

(∫ u+h

u

(
E((V −H(t, ξt))|Ht)− λ(t)E

(∫ 1

t

∂2H(s, ξs)dXs

∣∣∣∣Ht

))
dt

∣∣∣∣Hu

)
= 0

(2.25)
and this means that the process:

Mt :=

∫ t

0

(
E(V |Hu)− E(H(u, ξu)|Hu)− λ(u)E

[∫ 1

u

∂2H(s, ξs)dXs

∣∣∣∣Hu

])
du

is an H-martingale. Hence, knowing that E(V |Hu) = V , this implies (2.24) for a.a.
0 ≤ t ≤ 1, in particular H (1, ξ1) = V . And since by the definition of X andH

V −H(t, ξt)− λ(t)E

(∫ 1

t

∂2H(s, ξs)dXs

∣∣∣∣Ht

)

= V −H(t, ξt)− λ(t)

∫ 1

t

E (∂2H(s, ξs)θs|Ht) ds

−λ(t)
∑

t≤s≤1

E (∂2H(s−, ξs−)∆Xs|Ht)

= 0

And also, we have ∫ 1

t

E (∂2H(s, ξs) |θs||H0) ds <∞,
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then

lim
t→1

E

(
E

(∫ 1

t

∂2H(s, ξs)|θs|ds
∣∣∣∣Ht

)∣∣∣∣H0

)
= 0,

and E
(∫ 1

t
∂2H(s, ξs)|θs|ds

∣∣∣Ht

)
converges in L1 to zero, and since it is a positive

super-martingale it converges almost surely to zero. The same reasoning holds for the
term

λ(t)
∑

t≤s≤1

E(∂2H(s−, ξs−)∆Xs|Ht).

so, since λ(t) is continuous, we get V = H(1−, ξ1−), a.s. Now if we consider a locally
optimal strategy with a jump at the end with respect to another without jump we have

∆J(X) = E [(V −H(1−, ξ1−))∆X1 −∆H1∆X1]

= −E (∆H1∆X1) < 0,

since H(1, ·) is strictly increasing. Therefore, an optimal strategy does not jump at
the end and V = H(1, ξ1).

Then, apart from equation (2.24), we have the following characteristics in equilib-
rium:

Proposition 2.1.2 Consider an admissible triple (H,λ,X). If (H, λ,X) is a local
equilibrium, then Yt is a local martingale and λ· ≡ λ is constant, and the following
equation holds

0 = ∂1H(t, ξt) +
1

2
∂22H(t, ξt)λ

2σ2 a.s. on [0, 1]. (2.26)

Remark 2.1.1 Note, that Yt = Zt+
∫ t

0
θsds being a local martingale implies by Lévy’s

characterization that it is a Brownian motion on its filtration, as Y0 = 0 and [Y ]t =
[Z]t = σ2t.

Proof of Proposition 2.1.2. By using Itô’s formula for H(t,ξt)
λ(t)

, we have

E

(∫ 1

t

1

λ(s)
∂2H(s, ξs)dξs |Ht

)

= E

(
H(1, ξ1)

λ(1)

∣∣∣∣Ht

)
− H(t, ξt)

λ(t)

−E
(∫ 1

t

(
− λ

′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+ +

1

2
∂22H(s, ξs)λ(s)σ2

)
ds

∣∣∣∣Ht

)
,
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since X is of the form (2.21) and d[Y,Y ]s
ds

= d[Z,Z]s
ds

= σ2. Since X is locally optimal,
given (H, λ), by the equation (2.24) and knowing that an optimal strategy leads to price
to the final value: H(1, ξ1) = V from Proposition 2.1.1, we can write:

0 = V − λ(t)E

(
V

λ(1)

∣∣∣∣Ht

)

+λ(t)

∫ 1

t

E

(
− λ

′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+

1

2
∂22H(s, ξs)λ(s)σ2

∣∣∣∣Ht

)
ds.

Hence, we have

0 = V

(
1

λ(t)
− 1

λ(1)

)

+

∫ 1

t

E

(
− λ

′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+

1

2
∂22H(s, ξs)λ(s)σ2

∣∣∣∣Ht

)
ds.

By identifying the predictive and martingale parts, we have that

0 =
λ′(t)

λ2(t)
V − λ′(t)

λ2(t)
H(t, ξt) +

∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2 (2.27)

Now, since we are in a local equilibrium, prices are rational given X , so by taking
conditional expectations with respect to Ft and using E(V |Ft)− E(H(t, ξt)|Ft) = 0,
we have

∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2 = 0,

consequently

Pt = H (t, ξt) = H (0, ξ0) +

∫ t

0

λs∂2H(s, ξs−)dYs (2.28)

so,

dYt =
dPt

λt∂2H(t, ξt−)

and, since Pt is a martingale and λt∂2H(t, y) > 0, we have that Y· is a local martingale.
Finally, from (2.27) we have that

λ′(t)

λ2(t)
V − λ′(t)

λ2(t)
H(t, ξt) = 0,

then V 6= H(t, ξt) implies that λ′(t) = 0, which together with (2.27) imply (2.26).
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In equilibrium, the pricing rule (H,λ) satisfies (2.26). Consider, now, only pricing
rules satisfying

0 = ∂1H (t, y) +
1

2
∂22H (t, y)λ2

tσ
2 = 0. (2.29)

We have the following necessary and sufficient conditions for equilibria. Considering
a wider set of admissible trading strategies, relaxing the condition (2.21), we find that
even in that set, the optimal ones are, indeed, of form (2.21).

Theorem 2.1.1 Consider an admissible triple (H,λ,X) with (H,λ) satisfying (2.29).
Then, it is an equilibrium, if and only if

(i) λ (t) ≡ λ0,

(ii) H (1, ξ1) = V a.s.,

(ii) [Xc, Xc] ≡ 0,

(iv) X has not jumps,

(v) Y is a local martingale.

Proof. Denote throughout this proof the derivative with respect to the variables v, t
and y by ∂0, ∂1 and ∂2 respectively. Set

i (v, y) =

∫ H−1(1,·)(v)

y

v −H (1, x)

λ0

I (v, t, y) = E [i (V, y + λ0 (Z1 − Zt)) |V = v] = E [i (v, y + λ0 (Z1 − Zt))] ,

and note, that since (H (t, λ0Zt))t and I (v, t, Zt)t are martingales, andZ is a Brownian
motion, so it has independent increments, we have

H (t, y) = E [H (1, λ0Z1) |λ0Zt = y] = E [H (1, y + λ0 (Z1 − Zt))] ,
I (v, t, y)t = E [i (v, λ0Z1) |λ0Zt = y] = E [i (v, y + λ0 (Z1 − Zt))] , and
∂2I (v, t, y) = E [∂2i (v, y + λ0 (Z1 − Zt))]

= E

[
−v −H (1, y + λ0 (Z1 − Zt))

λ0

]
= −v −H (t, y)

λ0

(2.30)

where derivative can be taken under the integral sign, since E [H (1, λ0Z1)] < ∞ and
H (1, ·) is monotone. Then,

0 = ∂12I (v, t, y) +
1

2
∂222I (v, t, y)λ0σ

2, so

C (v, t) = ∂1I (v, t, y) +
1

2
∂22I (v, t, y)λ0σ

2, (2.31)



38 Chapter 2. Introduction

with C (v, t) being a constant with respect to y, in fact being zero for a.a. t ∈ [0, 1],
since I (v, t, Zt)t is a martingale. Then, by Itô’s formula, we get

I (v, 1, ξ1) = I (v, 0, 0) +

∫ 1

0

∂1I (v, t, ξt) dt

+

∫ 1

0

∂2I (v, t, ξt−) dξt +
1

2

∫ 1

0

∂22I (v, t, ξt) d [ξc, ξc]t

+
∑

0≤t≤1

[∆I (v, t, ξt)− ∂2 (v, t, ξt−) ∆ξt] ,

where
d [ξc, ξc]t = λ2

0d [Xc, Xc]t + 2λ2
0d [Xc, Zc]t + λ2

0σdt,

so by (2.31), we have

I (v, 1, ξ1) = I (v, 0, 0) +

∫ 1

0

(Pt− − v) (dXt + dZt)

+
1

2

∫ 1

0

∂22I (v, t, ξt)λ
2
0d [Xc, Xc]t

+

∫ 1

0

∂22I (v, t, ξt)λ
2
0d [Xc, Zc]t

+
∑

0≤t≤1

[∆I (v, t, ξt)− ∂2 (v, t, ξt−)λ0∆Yt] .

Then, subtracting [P,X]1 from both sides, we get
∫ 1

0

(v − Pt−) dXt − [P,X]1 − I (v, 0, 0)

= −I (v, 1, ξ1) +

∫ 1

0

(Pt− − v) dZt

+
1

2

∫ 1

0

∂22I (v, t, ξt)λ
2
0d [Xc, Xc]t +

∫ 1

0

∂22I (v, t, ξt)λ
2
0d [Xc, Zc]t

+
∑

0≤t≤1

[∆I (v, t, ξt)− ∂2 (v, t, ξt−)λ0∆Xt]− [P,X]1 .

Note that I (v, 0, 0) is a lower bound for all strategies. We will show that taking the
conditional expectation for V = v the right hand side (so the left hand side, as well),
is non-positive.

Note, that
[P,X]1 = [P c, Xc]1 +

∑

0≤t≤1

∆Pt∆Xt,
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where Itô’s formula implies that the continuous local martingale part of P is
∫
∂2H (t, ξt) dξct ,

so by (2.30),

[P c, Xc]1 =

[∫
∂2H (t, ξt) dξct , X

c

]

1

=

∫ 1

0

∂2H (t, ξt) d [ξc, Xc]t

=

∫ 1

0

∂22I (v, t, ξt)λ
2
0d [Xc, Xc]t +

∫ 1

0

∂22I (v, t, ξt)λ
2
0d [Xc, Z]t

and

λ0∂2I (v, t, ξt−) ∆Xt + ∆Pt∆Xt = (Pt− − v) ∆Xt + ∆Pt∆Xt

= (Pt − v) ∆Xt = λ0∂2I (v, t, ξt) ∆Xt.

Then, substituting them for [P,X]1 on the right hand side, it simplifies to

= −I (v, 1, ξ1) +

∫ 1

0

(Pt− − v) dZt

+
1

2

∫ 1

0

∂22I (v, t, ξt)λ
2
0d [Xc, Xc]t +

+
∑

0≤t≤1

[I (v, t, ξt)− I (v, t, ξt−)− ∂2 (v, t, ξt−)λ0∆Xt] .

We have the following results:

1. Since

λ0∂22I (V, 1, ξ1) = ∂2H (V, 1, ξ1) > 0 and
λ0∂2I (V, 1, ξ1) = −V +H (1, ξ1) ,

so by (ii), we have the maximum value of −I (V, 1, ξ1) for the strategy, and by
its definition and (ii), we have I (V, 1, ξ1) = 0.

2. The process
∫ 1

0
(Pt− − v) dZt is a FP,V -martingale and becomes zero when tak-

ing the expectation.

3. Because of H being increasing monotone, and (2.30), ∂22I > 0 and the measure
d [Xc, Xc] ≥ 0, so

−1

2

∫ 1

0

∂22I (v, t, ξt)λ
2
0d [Xc, Xc]t ≤ 0,

and it reaches its maximum if and only if [Xc, Xc] = 0.
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4. The convexity of I , ∂22I > 0 implies that

(v, t, x+ h)− I (v, t, x)− ∂2 (v, t, x+ h)h ≤ 0,

so is the last term, and it reaches its maximum if and only if X does not have
jumps (iv).

5. (2.22) and (v) imply that the prices are rational.

We will need the following Lemma:

Lemma 2.1.1 Assume that a process G is FY -adapted and

Gt = Mt +

∫ t

0

αsds,

where M is an FZ,V -martingale and α is FZ,V -adapted. Let H be a filtration such
that FY ⊆ H ⊆ FZ,V . Then

Gt = Nt +

∫ t

0

E [αs |Hs ] ds,

where N is an H-martingale.

Proof. First, I show that E [Mt |Ht ] is an H-martingale. Let s ≤ t ≤ 1, then since
Hs ⊆ FZ,Vs

E [E [Mt |Ht ]|Hs] = E [Mt |Hs ] = E
[
E
[
Mt

∣∣FZ,Vs

]∣∣Hs

]
= E [Ms |Hs ] ,

since M is an FP,V -martingale. Then, consider

Gt −Gs = Mt −Ms +

∫ t

s

αudu.

We have

E [Gt −Gs|Hs] = E [Mt −Ms|Hs] +

∫ t

s

E [αu|Hs] du

= E
[∫ t

s

E [αu|Hu] du

∣∣∣∣Hs

]
,

so

E
[
Gt −Gs −

∫ t

s

E [αu|Hu] du

∣∣∣∣Hs

]
= 0,

hence, Nt := Gt −
∫ t

0
E [αu|Hu] du is an H-martingale.

Then, the following conditions characterizes optimal strategies:
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Proposition 2.1.3 Let (X,H, λ) be a triplet with the pricing rule of classH that satis-
fies (2.29) and the strategy X ∈ X satisfying in (2.21). Then the following conditions
are equivalent:

i) The process (H(t, ξt)) is an FY -martingale.
ii) E

[
θt| FYt

]
= 0, and

iii) The process Yt is an FY -martingale (Brownian motion).

Proof. By Itô’s formula, we have

H(t, ξt) = H (0, 0) +

∫ t

0

λsθs∂2H (s, ξs) ds

+

∫ t

0

[
∂1H (s, ξs) +

1

2
λ2
sσ

2∂22H(s, ξs)

]
ds

+

∫ t

0

∂2H(s, ξs−)λsdBs

= Mt +

∫ t

0

[
∂1H (s, ξs) +

1

2
λ2
sσ

2∂22H(s, ξs)

]
ds

+

∫ t

0

λsθs∂2H (s, ξs) ds.

where M is an FZ,V -martingale. Then, using Lemma 2.1.1, for some FY -martingale
N , we can write H as

H(t, ξt) = Nt +

∫ t

0

[
∂1H (s, ξs) +

1

2
λ2
sσ

2∂22H(s, ξs)

]
ds

+

∫ t

0

λsE(θs|FYs )∂2H (s, ξs) ds

= Nt +

∫ t

0

λsE(θs|FYs )∂2H (s, ξs) ds,

Then, the equivalency of i) and ii) holds since, (H(t, ξt)) is an FY -martingale if and
only if E(θs|FYs ) = 0. Then, we also know that Yt = Zt +

∫ t
0
θsds. and that we can

get Y , by Lemma 2.1.1, as

Yt = Ut +

∫ t

0

E(θs|FYs )ds

where U is an FY -martingale, so ii) and iii) are equivalent.
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Then, we have proved that having a pricing rule satisfying (2.29), the necessary
and sufficient conditions for an equilibrium are that the insiders’ a strategy is of form
(2.21) leading the price to its final price (equivalently, leading the total demand to
H−1(1, λ0·)(V ) and that (Yt)t) is anF Y -Brownian motion (or equivalently, E

[
θt| FYt

]
=

0).
Then, we have that (supposing that λ ≡ 1)

H (t, y) = E [h (y + Z1 − Zt)] ,

Xt = (1− t)
∫ 1

0

h−1 (V )− Zs
(1− s)2 ds =

∫ t

0

V − Ys
1− s ds

is an equilibrium, where h = F−1 ◦N , with N being the normal distribution function
of zero mean and variance σ2.

2.1.2 Original approach
In [Kyl85], the already introduced discrete models and a continuous model are studied.
In the single auction model, equilibrium is found with the linear regression formulas,
which is extended to the N -period model recursively by backward induction. Also,
it is shown that the continuous model is the limit of the N -period model as N tends
to infinity. In [Bac92], the continuous model is studied and a dynamic programming
method is used to find the equilibrium. Supposing that the insider’s strategy is of the
form dXt = θtdt, J is of the form

J(V, t, y) = sup
θ,Yt=y

E

[∫ 1

t

(V − Pu)θudu
∣∣∣∣F

Z,V
t

]
,

which, by splitting the integral into two parts: from t to t+ h and t+ h to 1, implies

0 = sup
θ,Yt=y

E

[∫ t+h

t

(V − Pu)θudu+ J(V, t+ h, Yt+h)− J(V, t, Yt)

∣∣∣∣F
Z,V
t

]
.

Then, by Itô’s formula and taking the limit as h → 0 and denoting by ∂1 and ∂2 the
differentiation with respect to the variables t and y, respectively, we get

0 = sup
θ

{
(V − Pt)θt + ∂1J + ∂2Jθt + +

1

2
∂22Jσ

2
t

}
,

which, being linear in θ, implies

∂2J = H − V and ∂1J +
1

2
σ2
t ∂22J = 0.
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This can be extended to the case of having jumps in the noise traders’ demand, as
considered in [Cor14b], with Z given by

dZt = µtdt+ σtdBt + dLt, t ∈ [0, 1] with Z0 = 0,

where B is a Brownian motion, independent of V , and µ, σ : [0, 1]→ R are determin-
istic, càdlàg functions, and L is a pure jump Lévy process independent of V , which
can be expressed by

Lt =

∫ t

0

∫

R
xM̃(dt, dx),

where M̃(dt, dx) = M(dt, dx) − vt(dx)dt is the compensated Poisson random mea-
sure associated with L, and with intensity vt(dx). The conditional value function is
defined as earlier, and when splitting the integral into two parts, using the fact that

dξ(t, θ) = λtθtdt+ λtµtdt+ λtσtdBt + λtdLt,

by Itô’s formula we get

J(t+ h, ξ(t+ h, θ)) = J(t, ξ(t, θ))

+

∫ t+h

t

[
∂1J + λs(µs + θs)∂2J +

1

2
λ2
sσ

2
s∂22J

]
ds

+

∫ t+h

t

∂2JλsσsdBs +

∫ t+h

t

∂2JλsdLs

+
∑

t≤s≤t+h
[∆J(s, ξ(s, θ))− ∂2J∆ξ(s, θ)] .

Since ∆ξ(t, θ) = λs∆Ys = λs∆Zs, we have

E

[ ∑

t≤s≤t+h
∆J(s, ξ(s, θ))− ∂2∆ξ(s, θ)

∣∣∣∣∣F
P,V
t

]

= E

[ ∑

t≤s≤t+h
J (s, ξ(s−, θ) + λs∆Zs)− J (s, ξ(s−, θ))− λs∂2J∆Zs

∣∣∣∣∣F
P,V
t

]

=

∫ t+h

t

∫

R
E
[
J(s, ξs− + λsu)− J(s, ξs−)− uλs∂2J

∣∣∣FP,Vt

]
νs(du)ds.

Therefore, we obtain the Hamilton-Jacobi-Bellman (HJB) equation:

0 = sup
θ

{
(V −H)θt + ∂1J + ∂2Jλtθt + ∂2Jλtµt +

1

2
∂22Jλ

2
tσ

2
t

+

∫

R
(J(t, y + λtu)− J(t, y)− uλt∂2J(t, y))νt(du)

}
,
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which is linear in θ, so we obtain

λt∂2J(t, y) = H(t, y)− V

for every (t, y) ∈ (0, 1]× R and

∂1J+λtµt∂2J+
1

2
λ2
tσ

2
t ∂22J+

∫

R
(J (t, y + λtu)− J (t, y)− uλt∂2J (t, y)) νt (du) = 0

for ∀(t, y) ∈ (0, 1) × R, where the t = 1 case follows from the continuity of ∂2J and
H .



Chapter 3

Extensions and related models

In this Chapter, two extensions of Kyle’s and Back’s model are presented, as well, as
some related models. First, a model allowing jumps in the noise traders’ demand and
considering also risk-averse insiders, following [Cor14b], then a general model with
examples as particular cases (already studied ones) can be found, following [Cor14a].
Finally other related models are summarized.

3.1 Kyle’s model with the presence of Jumps
In this Section, the model studied in [Cor14b] is presented, in which the noise traders’
demand is allowed to have jumps, modeled by a Lévy-process, and the risk-aversion
of the insider is considered, as well. It is shown that with the informed trader being
risk neutral, the price pressure is constant over time, and there is no equilibrium in the
presence of jumps. Also, an approximation is studied. Finally, it is shown that the
insider being risk-averse, equilibrium may exist only if the jump part as well, as the
drift part of the noise traders’ process Z, equal 0, in which case we have the model
already studied in [Cho03], presented in Subsection 3.3.2.

3.1.1 The model
Consider the same market with the two assets and the same participant over the period
[0, 1] as they are considered in [Bac92]. Suppose, also, that the bank account has
an interest rate of r equal to zero. The public announcement is made at time 1, and it
reveals the value of the risky asset, at which price it will trade afterwards (that is to say,
at time 1+), denoted by V and assumed to be a random variable with finite expectation.
The market is continuous in time and order driven. The informed trader is assumed to
be aware of the V at time 0. All random variables are defined in a complete probability
space (Ω,F ,P) .
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As before, price of the stock at time t is denoted by Pt and FP=
(
FPt
)

0≤t≤1
where

FPt = σ(Ps, 0 ≤ s ≤ t). Let Z be the noise traders’ aggregate demand process with
possible drift and jumps given by

dZt = µtdt+ σtdBt + dLt, t ∈ [0, 1], Z0 = 0, (3.1)

where B is a Brownian motion, independent of V , and µ, σ : [0, 1]→ R are determin-
istic, càdlàg functions, and L is an pure jump Lévy process independent of V and B.
Assume also that the process L can be expressed by

Lt =

∫ t

0

∫

R
xM̃(dt, dx),

where M̃(dt, dx) = M(dt, dx) − vt(dx)dt is the compensated Poisson random mea-
sure associated with L, and with intensity vt(dx).

Then, denote
FV,P :=

(
FV,Pt

)
0≤t≤1

,

where
FV,Pt := σ(V, Ps, 0 ≤ s ≤ t)

and suppose that the market makers ”clear” the market by fixing a competitive or ra-
tional price, given by

Pt = E(V |Ys, 0 ≤ s ≤ t), t ∈ [0, 1]

where Y = X+Z is the total demand that market makers observe. In this case, the def-
initions of optimality, rationality and equilibrium are as follows (the set of admissible
strategies X and pricing rulesH are defined later)

Definition 3.1.1 Given a trading strategyX (and total demand Y = X+Z), the price
process P is rational, if

Pt = E(V |Ys, 0 ≤ s ≤ t), t ∈ [0, 1]

Definition 3.1.2 A strategy X is called optimal with respect to a price process P if it
maximizes E(W1+).

Definition 3.1.3 Let (H,λ) ∈ H and X ∈ X . The triple (H, λ,X) is an equilibrium,
if the price process P· := H(·, ξ(·, Y )) is rational, given X , and the strategy X is
optimal, given P .
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3.1.2 The equilibrium
The Perturbation method is used to characterize the equilibria. We suppose that market
makers fix prices through a pricing rule

Pt = H(t, ξt) where ξt := ξ(t, Yt) =

∫ t

0

λ(s)dYs,

with t ∈ [0, 1], where, the pressure λ· is a positive smooth function, H ∈ C1,2 and
H(t, ·) is strictly increasing for every t ∈ [0, 1]. Note, that FY = FP , FV,P = FV,Y =
FV,X+Z and that we can assume that X is FV,Z-adapted, and that consequently FY ⊆
FV,Z , in such a way that if Xt = f(Ys, 0 ≤ s ≤ t, V ) for certain measurable function
f we can write Xt = g(Zs, 0 ≤ s ≤ t, V ) for another measurable function g.

Definition 3.1.4 Denote the class of such pairs (H, λ) above by H. An element of H
is called a pricing rule.

As shown in [Bac92] and [Cho03], in equilibrium, the optimal strategies are of the
form

dXt = θtdt. (3.2)

Definition 3.1.5 Denote, by X , the set of càdlàg FV,P -predictable processes with

(A1) X ∈ X satisfying Xt = Mt + At +
∫ t

0
θsds, where M is a continuous FV,P -

martingale, A is a càdlàg, finite variation predictable process with

At =
∑

0≤s≤t
(Xs −Xs−)

and θ is a càdlàg, FV,P -adapted process. And for all X ∈ X and (H,λ) ∈ H,
P-a.s, a.a. 0 ≤ t ≤ 1 we have:

(A2) E
(∫ 1

0
(∂2H (t−, ξt−))2 (d [Z,Z]t + d [M,M ]t)

)
<∞,

(A3) E
(∫ 1

0
∂2H (t, ξt) |θt| dt

)
<∞,

(A4) E
(∑1

0 ∂2H (t−, ξt−) |∆Xt|
)
<∞ with ∆Xt = Xt −Xt−,

(A5)
∫
R

(
H (t, ξt− + λtu)−H (t, ξt−)− uλt ∂H∂y (t, ξt−)

)
νt (du) <∞,

(A6) 0 ∈ X .
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Then, by the Perturbation method, considering the total wealth being

J(X) := E (W1+) = E

(∫ 1

0

(V −H(t, ξt))dXt − [P,X]1

)

and by Itô’s formula, the following necessary conditions have been found.

Proposition 3.1.1 Consider an admissible triple (H, λ,X). If it is a local equilibrium,
then we have:

(i) V −H(t, ξt)− λ(t)E
[∫ 1

t

∂2H(s, ξs−)dXs

∣∣∣∣F
V,Z
t

]
= 0, a.s, a.a. 0 ≤ t ≤ 1.

(ii) V = P1 = H(1, ξ1) = H(1−, ξ1−) = P1− a.s., ,

(iii) 0 = ∂1H(t, ξt) + λtµt∂2H(t, ξt) +
1

2
λ2
tσ

2
Y,t∂22H(t, ξt)

+

∫

R
(H (t, ξt− + λtu)−H (t, ξt−)− uλt∂2H (t, ξt−)) νt (du) , a.s, a.a. 0 ≤ t ≤ 1.

(iv) Y −
∫ ·

0

µtdt is a local martingale

(v) If V 6= Pt a.s.on [0, 1), then λ(t) = λ0 ,

where σ2
Y,t := d[Y c,Y c]s

ds
.

Note, that while in [Bac92], it is assumed a priori that in equilibrium, the prices
tend to the price at time 1+, in this case, as it was shown also in [ABØ07], it follows
from the optimality of the insider’s strategy. In equilibrium, the pricing satisfies (iii)
from Proposition 3.1.1. Then, restricting the set of pricing rules, we have the following
necessary and sufficient conditions for equilibria.

Theorem 3.1.1 Consider an admissible triple (H, λ,X) with (H,λ) satisfying for a.a.
0 ≤ t ≤ 1 and y ∈ R

0 = ∂1H(t, y) + ∂2H(t, y)λ(t)µt +
1

2
∂22H(t, y)λ(t)2σ2

t

+

∫

R

(
H (t, y + λ(t)u)−H (t, y)− uλ(t)

∂H

∂y
(t, y)

)
νt (du) , (3.3)

then (H, λ,X) is an equilibrium, if and only if :

(i) λ(t) = λ0,

(ii) H(1, ξ1) = V a.s.
(iii) [Xc, Xc] ≡ 0,
(iv) X has not jumps

(v) X + Z −
∫ ·

0

µsds is a local martingale. (3.4)
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Then, by Itô’s formula and Lemma 2.1.1, it can be shown that Proposition 2.1.3
holds in this model, as well:

Proposition 3.1.2 Let X be an admissible strategy in X and (H,λ) be a pricing rule
of classH that satisfies (3.3). Then the following conditions are equivalent:

i) The process (H(t, ξt)) is an FY -martingale.
ii) E

[
θt| FYt

]
= 0, and

iii) The process
(
Yt −

∫ t

0

µsds

)
is an FY -martingale.

In this case, as well, as in the model in [Bac92], in equilibrium, Itô’s formula
applies that H(1, ·) defines H(·, ·) by

H(t, y) = E[H(1, y + λZ1 − λZy)].

Restricting the set of pricing rule to the ones satisfying (3.3) and considering only
strategies of the form X· =

∫ ·
0
θsds, Proposition 3.1.2 implies that if λ ≡ λ0 > 0 and

if the strategy leads the price to V and E
[
θt
∣∣FYt

]
= 0, then the pricing rule is rational

and (H,λ,X) is an equilibrium. Then, for such X and H satisfying 3.3 with some
constant λ > 0, the necessary and sufficient conditions are the following: the total
demand minus the noise traders’ drift is a martingale, and the strategy drives the total
demand at the announcement, t.i:

1.
(
Yt −

∫ t
0
µsds

)
is an Fy-martingale, and

2. Y1 = H−1(1, λ·)(V )

3.1.3 Examples

Four different cases are considered: Back’s original model, drift or jumps in the noise
traders demand, and the risk averse informed trader.

Back’s original model

With σ· ≡ σ, µ· ≡ 0 and without jumps, we have the results of the continuous model
presented in 2.1, with the optimal strategy given by

θt =
Y1 − Yt
1− t .
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With a drift in the noise traders’ demand

First, suppose that the noise traders’ demand Z does not have a jump component. Then
the equilibrium strategy is given by

θt =
Y1 − Yt −

∫ 1

t
µsds∫ 1

t
σ2
sds

σ2
t

With a the presence of jumps

This is the main result of [Cor14b]:

Theorem 3.1.2 If the demand of the liquidity traders Z has a jump component (i.e.
L 6= 0), then there is not equilibrium.

It is shown by reaching a contradiction when supposing rational prices: the jump part
of the noise traders’ process cannot be independent of the information to be released at
the end of the trading period. What can be done in this case is an approximation in the
following way. Although a jump inX· makes it suboptimal, if there were a jump just at
the same moment when there is a jump in the noise traders’ demand, mathematically
speaking:

X ′t = −Lt− +

∫ t

0

V − Ys
1− s ds,

then it would lead us to the continuous version of the model. This strategy is not
admissible, but −Lt− can be approximated by

Lj,εt =
1

ε

∫ t

t−ε
Ljsds,

where Ljs is the pure jump part of L. Then, the approximated strategy converges with
probability 1 and also in L1 to the X ′t. In case of L being a process that may have
infinite activity, a moving average process can be used to approximate it, that has the
same properties needed in this context.

Risk-averse insider

Finally, markets with risk-averse insiders are studied, as well, using the Hamilton-
Jacobi-Bellman Equations as mentioned in Subsection 2.1.2. If the insider wants to
maximize

E(u (W1+)) = E(γeγW1+), where γ < 0,
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then the value function is given by

J(t, y) := sup
θ̃:ξ(t,θ̃)=y

E
[
γ exp

{
γ

∫ 1

t

(V − Pl)θ̃ldl
}∣∣∣∣F

Z,V
t

]
,

and we can get the corresponding HJB Equations

0 = sup
θ

{
Jγ(V −H)θt +

∂J

∂t
+ λtθt

∂J

∂y
+
∂J

∂y
λtµt +

1

2
λ2
tσ

2
t

∂2J

∂y2

+

∫

R
(J(t, y + λtu)− J(t, y)− uλt

∂J

∂y
(t, y))νt(du)

}
,

which is linear in θ, so we can get two equations as in the risk-free case, and by
differentiating them, it is shown that there can not exist an equilibrium if either the
drift part, or the jump part differs from zero in the noise traders’ demand process. In
case of both being zero, we are in the same situation as in [Cho03].

3.2 A general model
In this Section, a general model is presented allowing the pricing function to depend
on the trajectory of the total demand, the announcement time to be random, and a more
general set-up of the framework is studied. The private information owned only by the
insider is the fundamental value of the stock at the time of the transactions. Two cases
are distinguished: when the informed trader knows the (random) announcement time,
and when she does not. It is shown that in the first case, the market is efficient, t.i. the
market prices converge to the fundamental prices. In the case of her not knowing the
exact announcement time, the prices become more stable as the announcement time
is approaching, its sensitivity is decreasing as the probability of the announcement
time is increasing. Explicit insider’s strategies are calculated with the tools if initial
and progressive enlargements of filtrations and filtering techniques. This model covers
various extensions of Back’s original model, which are included as Examples.

3.2.1 The model

The (order driven) market consists of the same three types of traders, as before. Trading
is continuous in time over [0,∞). There is to be a release of information at a possibly
random time τ . The information released at τ is the fundamental value of the stock,
denoted by the process V·. Denote the price process by Pt, and assume that they do not
coincide until the announcement, and that just afterwards they do: Pt 6= Vt if t ≤ τ
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and Pt = Vt if t > τ . The insider’s cumulative demand is denoted by the process X·,
and her information by H = (Ht)t≥0 with

Ht = σ(Ps, ηs, τ : 0 ≤ s ≤ t)

in case she has knowledge of the time of release of information, and

Ht = σ(Ps, ηs, τ ∧ s : 0 ≤ s ≤ t)

in case she does not, but she will know it when it happens. Either way, she observes
the market prices P and, in addition, she has access to some signal process η related
to the firm value. The fundamental value is assumed to be a martingale with respect to
H:

Vt = E(f(ητ )|Ht), t ≥ 0,

where f is a non-negative deterministic function. Assume that the process V is con-
tinuous and that σ2

V (t) := d[V,V ]t
dt

is well defined. Assume that the noise traders’ cumu-
lative demand process, denoted by Z, is a continuous H-martingale, independent of V
and η and that σ2

t = d[Z,Z]t
dt is also well defined. Denote the cumulative demand of the

informed trader by X and total demand by Y = Z + X . Then, the definition of the
optimality is as follows.

Definition 3.2.1 A strategy X is called optimal with respect to a price process P if it
maximizes E(Wτ+).

Assume the market makers’ information flow is given by the total demand and by
knowing if the announcement time has been reached

Ft = σ(Ys, τ ∧ s, 0 ≤ s ≤ t).

Definition 3.2.2 The market prices are rational if

Pt = E(Vt|Ys, τ ∧ s, 0 ≤ s ≤ t), t ≥ 0.

Let us suppose that Pt is given by Pt = H(t, ξt), t ≥ 0 with ξt := ξ(t, Yt) =∫ t
0
λ(s)dYs, where λ ∈ C1 is a strictly positive deterministic function, H ∈ C1,2,

and H(t, ·) is strictly increasing for every t ≥ 0. Denote the class of such pairs (H,λ)
above by H. An element of H is called a pricing rule.

Definition 3.2.3 Let (H,λ) ∈ H and consider a strategy X . The triple (H, λ,X) is an
(a local) equilibrium, if the price process P· := H(·, ξ·) is rational, given X , and the
strategy X is (locally) optimal, given (H, λ).
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Note that τ is a stopping time with respect to the filtration generated by

(σ(τ ∧ s, 0 ≤ s ≤ t))t ,

so it is a stopping time for the insider and for the market makers, as well. τ will
be assumed to be bounded if known by the insider, and independent of (V, P, Z) if
unknown.

3.2.2 The equilibrium
In the following, necessary and sufficient conditions are presented in the model just
introduced. If we write the value function as (for detailes see the [Cor14b] or [Cor14a])

Wτ+ = XτVτ −
∫ τ

0

Pt−dXt − [P,X]τ

=

∫ τ

0

(Vt− − Pt−) dXt +

∫ τ

0

Xt−dVt + [V,X]τ − [P,X]τ ,

where Pt− = lims↑t Ps a.s., then the insider tries to maximize

J(X) := E (Wτ+)

= E
(∫ τ

0

(Vt −H(t−, ξt−))dXt +

∫ τ

0

Xt−dVt + [V,X]τ − [P,X]τ

)
,

over all admissible (H,λ,X) with (H,λ) ∈ H satisfying

(A1) Xt = Mt + At +
∫ t

0
θsds, where M is a continuous H-martingale, A a finite

variation predictable process with At =
∑

0<s≤t (Xs −Xs−), and θ a càdlàg,
H-adapted, process.

(A2) E
(∫ τ

0
(∂2H(s, ξs))

2 (σ2
sds+ d[M,M ]s)

)
<∞.

(A3) E
(∫ τ

0
∂2H(s, ξs)|θs|ds

)
<∞.

(A4) E (
∑τ

0 ∂2H(s−, ξs−)|∆Xs|) <∞,

(A5) E
(∫ τ

0
|Xs|2 σ2

V (s)ds
)
<∞.

where ∂i indicates the derivative w.r.t. the i-th argument. Note that the martingale
part of X· cannot have jumps, as it has to be H-predictable.

By (A5) and considering only two already mentioned kinds of stopping times τ :
either bounded, or independent of (V, P, Z), E

(∫ τ
0
XtdVt

)
= 0 implies

J(X) := E (Wτ+) = E

(∫ τ

0

(Vt −H(t, ξt))dXt + [V,X]τ − [P,X]τ

)
.
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Then, by applying the Perturbation method, it can be shown, that in equilibrium, for
a.a. t ≥ 0, we have

0 = E(1[0,τ ](t)Vt|Ht)− E(1[0,τ ](t)H(t, ξt)|Ht)

−λ(t)E

(∫ ∞

t

1[0,τ ](s)∂2H(s, ξs)dXs

∣∣∣∣Ht

)
, a.s., (3.5)

which implies

Vt −H(t, ξt)− λ(t)E

(∫ τ

t

∂2H(s, ξs)dXs

∣∣∣∣Ht

)
= 0, a.s. t ∈ [0, τ ], (3.6)

or equivalently for a.a. ω ∈ {τ ≥ t}, since τ is anH·-stopping time.
Now, suppose that τ is known to the insider. Then, it can be shown that optimal

strategies lead the market price to the fundamental price making the market efficient,
as it was first observed in [ABØ07], and found in case of Z having jumps in [Cor14b],
and also in the model of [Cc07].

Proposition 3.2.1 If τ is known to the insider and (H,λ,X) is admissible with X
locally optimal, then the market is efficient, i.e.

Vτ = Pτ = H(τ, ξτ ) = H(τ−, ξτ−) = Pτ− a.s..

The following necessary conditions have been found:

Proposition 3.2.2 Consider an admissible triple (H, λ,X). If (H,λ,X) is a local
equilibrium, then we have:

(i) H(τ, ξτ ) = Vτ a.s.,

(ii)
∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2

Y,t = 0 a.s.on [0, τ),

(iii) Y is a local martingale,
(iv) If Vt 6= Pt a.s.on [0, τ), then λ(t) = λ0,

where σ2
Y,s := d[Y,Y ]s

ds
.

Following (ii) from Proposition 3.2.2, restricting the set of pricing rule to the ones
satisfying

0 = ∂1H(t, y) +
1

2
∂22H(t, y)λ(t)2σ2

t , a.a. 0 ≤ t ≤ 1, y ∈ R, (3.7)

and assuming that the process σ2
t is deterministic (so that Z is of independent incre-

ments, and since it does not have jumps, it is Gaussian, as well), we have the following
sufficient conditions:
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Theorem 3.2.1 Consider an admissible triple (H, λ,X) with (H, λ) satisfying (3.7).
Then (H,λ,X) is an equilibrium, if and only if:

(i) λ(t) = λ0,

(ii) H(τ, ξτ ) = Vτ ,

(iii) [Xc, Xc]t ≡ 0,
(iv) X + Z is a local martingale without jumps.

When τ is unknown to the insider, assume that τ is independent of (V, P, Z) and
that P (τ > t) > 0 for all t ≥ 0. Then, in equilibrium, we have following necessary
conditions:

Proposition 3.2.3 Consider an admissible triple (H,λ,X). If (H, λ,X) is a local
equilibrium, then we have:

(i) Y is a local martingale,
(ii) If Vt 6= Pt a.s.on [0, τ), then λ(t) = cP (τ > t), a.a. t ≥ 0 (c > 0) .

Here, we can observe that when the (risk-neutral) insider does not know the release
time of information, she would trade early in order to use her piece of information
before the announcement time comes. This behavior would continue unless the price
pressure decreases over time providing more favorable trading also at a later time,
similarly to risk-averse case in [Cho03] (with deterministic release time), where in
equilibrium, a risk-adverse insider would do most of his trading early to avoid the risk
that the prices get closer to the asset value, unless the trading conditions become more
favorable over time.

3.2.3 Examples
In this subsection, various already known extensions of the Kyle-Back model are stud-
ied as special cases of the just presented model, using techniques of enlargements of
filtration and also filtering theory to explicitly compute the insider’s optimal strategy.

The application of enlargements of filtration

Since optimal strategies are of the form dXt = θtdt, the total demand observed by the
market makers is given by

Yt = Zt +

∫ t

0

θ(YT ;Yu, 0 ≤ u ≤ s)ds, 0 ≤ t ≤ T. (3.8)
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We know that Z has to be adapted to FY,η and it is also a FY,η-martingale, and also that
in equilibrium, Y is a local martingale. Thus, (3.8) is the Doob-Meyer decomposition
of Y when we enlarge the filtration FY with the process η. As in our case, Z is fixed,
and we look for Y , we need a strong solution of (3.8). In the following, one can find
how the initial and progressive enlargements of filtration techniques can be used to find
optimal strategies.

Example 3.2.1 We are in the situation of Back’s original model, introduced in [Bac92],
if we choose

• Z to be Brownian motion with variance σ2,

• τ = 1, and

• V· ≡ V1 having a continuous cumulative distribution function and being inde-
pendent of Z.

Then, we can use the results of Example 1.2.1. We need V1 = H(1, Y1), and that Y1 is
of standard normal distribution with zero mean and variance σ2. It is possible, because
we can choose freely H(1, ·) without loss of generality, as the boundary condition of
(3.7). Then, we have that

Yt = Zt +

∫ t

0

Y1 − Ys
1− s ds

is a Brownian motion with variance σ2, so the prices are rational and the equilibrium
strategy is

Xt =

∫ t

0

Y1 − Ys
1− s ds, 0 ≤ t < 1.

Example 3.2.2 We get the model of [ABØ07] with

• Zt =
∫ t

0
σsdWs where W· is a Brownian motion, σ is a deterministic function,

• τ = 1, and

• V· ≡ Y1 being a Gaussian random variable with mean 0 and variance
∫ 1

0
σ2
sds

and independent of Z.

Then, using the results of Example 1.2.2, we have that with

Xt =

∫ t

0

Ys − Y1∫ 1

t
σ2
udu

σ2
sds,

being the strategy, Y = X + Z is of the same law as Z.
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Example 3.2.3 We have the model of [CcD11], if we take

• dZt = σ(Yt)dWt, with W· being a Brownian motion,

• τ = 1, and

• V· ≡ ξ1, where ξt =
∫ t

0
σ(ξs)dBs, and independent of Z.

Then, by the results in the Example 1.2.3, denoting the transition density of ξ· by
G(t, y, z), we have that

dYt = σ(Yt)dWt + σ2(Yt)
∂yG(1− t, Yt, ξ1)

G(1− t, Yt, ξ1)
dt,

is a martingale.

Example 3.2.4 To have the model of [Cc07], denote the first time Y hits −1 by τ̄ , t. i.
τ̄ = inf{t ≥ 0 : Yt = −1} and set

• Z to be a Brownian motion,

• τ = τ̄ ∧ 1, and

• ηt ≡ τ̄ , Vt = 1τ̄>1.

Then, we can use the results of Example 1.2.4 and get that the optimal strategy is

Xt =

∫ t

0

(
1

1 + Ys
− 1 + Ys

τ̄ − s

)
1[0,τ̄ ](s)ds.

Example 3.2.5 Consider a model with the insider receiving a continuous signal, as
in [BP98], [Wu99] and [Dan10]. Set

• Z to be a Brownian motion,

• τ = 1, and

• ηt = η0 +
∫ t

0
σsdWs, where σs is deterministic, η0 is a zero mean normal random

variable, W is a Brownian motion, both independent of Z

Assuming Var(η1) = Var(η0)+
∫ 1

0
σ2
sds = 1, Proposition 1.2.3 implies that the optimal

strategy is given by

Xt =

∫ t

0

ηs − Ys
Var(ηs)− s

ds, 0 ≤ t ≤ 1.
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The application of filtering techniques

Suppose that V· ≡ V0 = V , so in equilibrium, we have rational prices: Pt = E
[
V
∣∣FYt

]

with dynamics, by (2.28),

dPt = λt∂H(t, ξt)dYt

= λta(t, P·)(dZt + θ(t, V, P·)dt),

for some function a. For V being Gaussian, optimal strategies can by calculated using
the results of Theorem 1.3.1. This method can be generalized to having a signal being
a (measurable) function of a Gaussian random variable, or to letting it depend on the
time: Vt, and also to having a random announcement time τ being a stopping time on
market makers’ filtration.

Example 3.2.6 The market with random announcement time considered in [CS10] is
as follows. Let Bv and Bz be independent Brownian motions and σv (·) and σz (·) be
deterministic functions, and set

• dZt = σz (t) dBz
t with Z0 = 0,

• τ of exponential distribution with scale parameter µ, and

• dVt = σv (t) dBv
t with V0 of normal distribution.

Consider strategies of the form dXt = βt (Vt − Pt) dt, where β· is a deterministic
function. Then, we have

dPt = λtβt (Vt − Pt) dt+ λtσz (t) dBz
t .

Denoting E
(
Vt|FYt

)
by mt and the filtering error by Σt following the notation of the

filtering techniques, we have

dmt =
Σtβt

λtσ2
z (t)

(dPt − λtβt (mt − Pt) dt) and

Σ′t = σ2
v (t)− (Σtβt)

2

σ2
z (t)

.

Then, rationality of prices is just Pt = mt, so we need Σtβt = λtσ
2
z (t) or equivalently

βt = λtσ
2
z (t) /Σt to satisfy the first equation, which implies that the second one is of

the form Σ′t = σ2
v (t)− σ2

z (t)λ2
t , so

Σt = Σ0 +

∫ t

0

σ2
v (s) ds−

∫ t

0

σ2
z (s)λ2

sds.
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Then, we get

Yt = Zt +

∫ t

0

Vs −
∫ s

0
λudYu

Σs

ds,

which is the Doob-Meyer decomposition of the martingale Y in the filtration generated
by (Z, V ), so the optimal strategy is given by

θt =
Vt −

∫ t
0
λudYu

Σt

Then, if τ is an exponential random variable with parameter µ, in equilibrium, (3.6)
can be written as

0 = Vt −H (t, ξt)− λt
(∫ ∞

t

e−µ(s−t)∂2H (s, ξs) dXs

∣∣∣∣Ht

)
,

which, together with Vt 6= H (t, ξt) implies λt = λ0e
−µt.

Assume σ2
z (t) ≡ σ2

z . In this case, we obtain βt = σ2
zλ0e

−µt/Σt with

Σt = Σ0 +

∫ t

0

σ2
v (s) ds− σ2

z (s)
λ2

0

2µ

(
1− e2µt

)
.

To fix λ0, we can impose, for instance, limt→∞Σt = 0 or to take T such that Σt = 0
for all t ≥ T . In the first case, we get

0 = Σ0 +

∫ ∞

0

σ2
v (s) ds− σ2

z

λ2
0

2µ
and

λ0 =

√
2µ
(
Σ0 +

∫∞
0
σ2
v (s) ds

)

σ2
z

.

In this case, if σ2
v (·) is constant, there is no solution. In the second one, we get Pt = Vt

for all t ≥ T and, for σ2
v (·) being a constant σ2

v , we get

0 = Σ0 + σ2
vT − σ2

z

λ2
0

2µ

(
1− e−2µT

)
= Σ0 + σ2

vT − σ2
z

λ2
T

2µ

(
e2µT − 1

)
.

Then, assuming a smooth transition from the strategy, we have σ2
v − σ2

zλ
2
t = 0, equiv-

alently λt = λT = σv
σz

for all t ≥ T , and

dPt = λtdYt = λtdXt + λtdZt = dVt for all t ≥ T,

so the insider’s strategy is given by

dXt =
σz
σv

dVt − dZt

and T is the solution of

Σ0 + σ2
vT =

σ2
v

2µ

(
e2µT − 1

)
.
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Example 3.2.7 The market of a defaultable stock with the insider allowed to have
information of the ”future” is studied in [CcD13a] as follows. Let the time horizon
be 1 and consider a defaultable stock with the default time δ being the first time a
Brownian motion B· hits the barrier −1, t.i.: δ = inf {t ≥ 0 : Bt = −1}. It is not
known by the insider, but is a stopping time for every trader. Assume that she observes
Br(t) at time t, where r (·) is an increasing function with r (t) > t for r ∈ (0, 1) and
r (0) = 0, r (1) = 1. So, she observes the default time in advance, at time r−1 (δ) < δ.
Let τ̄ = r−1 (δ) = inf

{
t ≥ 0 : Br(t) = −1

}
. So, we have that

• Z is a Brownian motion,

• τ = δ ∧ 1, and

• ηt = Br(t) and Vt = 1{τ̄>t}E
[
f (B1)|Br(t)

]
, where f (B1) is the payoff of the

insider in case of no default.

Then, the release time is r (τ̄). Since τ̄ and δ are predictable stopping times, it can
be shown that λ· is constant in equilibrium and that the optimal strategy moves prices
to the fundamental price: limδn↑δ Pδn = Vδ, where (δn) is any increasing sequence of
stopping time that tends to δ. As from time τ̄ to V (τ̄), the insider already knows the
default time, her strategy can be calculated as in the other models and we have

Ys = Ws +

∫ s

0

(
1

1 + Yu
− 1 + Yu
V (τ̄)− u

)
ds.

To get the insider’s strategy until time τ , enlargement of filtration and filtering tech-
niques are used in [CcD13b].

3.3 Other related models

In this Section, various models related to Kyle’s discrete model and to Back’s contin-
uous one are presented.

3.3.1 Discrete models

We consider two possible extension of this model. First, a model with more insiders
on the market, then a model in which the market makers also observe a signal are
presented. We refer to [CS10] for a discussion of a discrete model of infinite horizon
with random deadline.
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More than one insider

In [NT06], a single auction equilibrium is considered as it is in [Kyl85] with noise
traders, market makers and N ≥ 1 risk-neutral insiders on the market. Let Z and
V be independent and have finite second moment. After observing V , the informed
traders simultaneously decide what to trade: their strategies are measurable functions
V 7→ Xn(V ), and the total demand is given by Y =

∑N
n=1Xn + Z.

As earlier, the pricing rule P depends on the order flow and the expected profit of
the insiders is Wn = (V − P )Xn. To make sure that this is well-defined, we consider
only strategies and prices with finite second moment:

X = {Xn|E
[
X2
n(V )

]
<∞)},

P = {P |∀(X1, . . . , XN) ∈ XN : E(P 2) <∞},
where X and P are the sets of admissible strategies and prices, respectively. Then,
(X1, . . . , XN) ∈ X n is optimal, if for any X̃ ∈ X strategy,

E(Wn) = E((V − P )Xn) ≥ E
[(
V − P̃

)
X̃(V )

]
n = 1, . . . , N, where

P̃ = P

(∑

m 6=n
Xm(V ) + X̃(V ) + Z

)
,

and P is rational, if E[V − P |Y ] = 0.
Assume, the pricing rule is linear, as well. Then, we have that if a (P,X1, . . . , XN)

is an equilibrium in the model (Z, V,N), then in the model (a+ bZ, c+dV,N) (where
a, b, c, d are constants), (c + dP, bX1, . . . , bXN) is an equilibrium. Hence, we can
restrict our study to distributions with zero mean and unit variance. Sufficient and
necessary conditions are found for existence of a linear equilibrium:

Lemma 3.3.1 (Lemma 2 in [NT06]) Suppose that we have

0 = E[Z] = E[V ] and
1 = Var[Z] = Var[V ].

Then, a linear equilibrium in the model (Z, V,N) exists if and only if

0 = E[Z
√
N − V |Z + V

√
N ] = 0.

The condition for the equilibrium is equivalent to

E[(Z
√
N − V )eit(Z+V

√
N)] = 0, ∀ ∈ R,

as we know that, for two random variables ξ1 and ξ2, E(ξ1|ξ2) = 0 holds if and only if
E(ξ1f(ξ2)) = 0 holds for any bounded and measurable function f , which is equivalent
to having E(ξ1e

itξ2) = 0 for all real t, as the set of these exponential functions form a
generator on the space of the measurable functions. It has been proved by many that it
can be true for two distinct values of N only if V and Z are normally distributed.
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More than one signal

In [Jai99], a single auction model is considered like Kyle’s one, but we assume that
the market makers, as well, have a signal about the final price. While the informed
trader knows the final value of the stock V , the market makers observe V + ε, where
ε ∼ N(0, σ2), independent of Z and V . Then,X is an optimal strategy, if it maximizes
the expected profit E(W ) = E((V − P )X) and P is rational, if P = E[V |Y, V + ε].

Since the insider’s strategy and the price function are linear, it can be shown that
(V,X+Z, V +ε) are jointly normally distributed and by the linear regression formulas,
one can find the following equilibrium (denote the mean and the variance of the random
variables by µ· and σ2

· ).

Proposition 3.3.1 (Proposition 1 in [Jai99]) Let

µ1 =
σ2
V

σ2
V + 2σ2

ε

and

µ2 =
σV σ

2
ε

σZ(σ2
V + 2σ2

ε)
,

Then, (X,P ) form a linear equilibrium, where

X =
(1− µ1)(V − µV )

2µ2

and

P = (1− µ1)µV + µ1(V + ε) + µ2(X + Z).

In this model, the stock price reveals more than half of the information possessed
by the insider, and this amount varies with the variance of V and ε. As a consequence
of it, we find that ε has the effect of reducing the insider’s profit, since the expected
profits can be calculated in this case, as

W1 =
((1− µ1)(V − µV ))2

4µ2

=
((V − µV )σ2

ε)
2σZ

σV (σ2
V + 2σ2

ε)
2
.

while the expected profit in Kyle’s model can be written as

W2 =
(V − µV )2σZ

2σV
> W1.

3.3.2 Continuous models
In this section, I will review some models related to Back’s continuous model. In the
following, one can find models for a risk-averse informed trader [Cho03], relaxing
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the conditions of the independence of insider’s signal of the noise traders’ demand
[ABØ07], and for a weaker sense of equilibrium [Wu99, KHOL10, Dan10].

We refer to the following related models: more risky assets including exogenously
given prices are studied in [Las04b, Las04a], an option on the market is considered
in [Bac93], Kyle’s model is obtained as the limit of a limit order market in [BB04], a
non-Gaussian generalization is studied and solved with filtering techniques in [CcD11]
and the use of filtering techniques and enlargements of filtrations are developed in
[CcD13b], with applications to insider trading.

Risk-averse insider

Assume, we have the model studied in Section 3.1 without jumps and with zero drift
and that the insider is risk-averse, using a negative exponential utility function of the
form u(W ) = γeγW with γ < 0. Then, in [Cho03], the corresponding Hamilton-
Jacobi-Bellman equation is calculated:

sup
α

{
[λ(t)∂2J+γ(V −H)J ]α + ∂1J +

1

2
σ2λ2(t)∂22J

}
= 0.

Since it is linear in α, it is equivalent to the following two equations:

0 = λ(t)∂2J + (V −H)γJ

0 = ∂1J +
1

2
σ2λ2(t)∂22J.

It is shown that if there is a solution to these equations, then the pricing rule has
to be linear: H(t, ξ) = p0 + qξ, and that [λ(t)−1]′ = γσ2∂2H(t, ξ) is a necessary
condition. It is shown (see Proposition 4 in [Cho03]) that there exists an equilibrium
only if V is normally distributed. Let V ∼ N(m,Σ), Γ = −γΣ/2, ν =

√
Γ/σ2 and

define

H(t, y) = m+ y

Xt =

∫ t

0

V − Ps
λ(1)(1− s)ds

λ(1) =
√
ν2 + Γ2 − Γ2,

λ(t) =
λ(1)

γσ2λ(1)(1− t) + 1
.

Then, (H, λ,X) is an equilibrium. Important properties of this equilibrium are that this
price pressure is decreasing over time, and as γ tends to 0, the price pressure tends to
the price pressure of the risk-neutral case, and it follows that the risk averse equilibrium
converges to the risk neutral equilibrium.
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Independence of the additional information

The independence of the private information of the demand of noise traders are re-
leased in [ABØ07]. Consider the model studied in Section 3.1 without jumps and with
zero drift. Perturbation method is used to find equilibria and necessary and sufficient
conditions. Forward integral (first defined in [GRV03]), an extension of the Itô integral,
is used to calculate integrals to anticipating (non-adapted) functions.

It is found, as in [Bac92] and [Cor14b], that in equilibrium the law of Y coincides
with the law of Z, and Y becomes a Brownian bridge starting at 0 and ending in V .
Important results of this model compared to Back’s model were:

• without assuming the independence of V and Z·, the problem could be solved

• without assuming a priori (as it is in [Bac92]), the price at the end of the trading
period is V

• without assuming so, the strategy turns out to be inconspicuous

• existence of a pricing rule was not assumed a priori

Weak equilibria

In [KHOL10], a weak formulation of equilibrium is considered. A general model
is studied and applied to some examples with the privileged information being the
maximum of the total demand Y , the time Y reaches its maximums or Y1−. Note that
while in the Kyle-Back model the insider knows P1+, equivalently Y1+, in this case she
knows Y1−. In [Dan10] and in [Wu99], models with increasing amount of information
are considered. A weaker sense of equilibrium is considered defining rational prices
as Pt = E

[
P1−|FYt

]
with P1− and P1 being of the same law and defining the expected

combined profit of the informed and the uninformed traders as

E

[
(h(S1, 1)− h((Ys)s<1, 1−))Y1 +

∫ 1−

0

Ytdh((Ys)s<1, s ≤ t)

]

is minimal.
Three related models are studied: noisy information, t.i. instead of V , the insider

observes V + ε, where ε is a zero mean Gaussian random variable independent of V ;
delayed information, meaning that until some time t0 ∈ (0, 1), the informed trader
does not have any extra information; and two insiders on the market with different
degrees of information.
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Chapter 4

Ambit Processes and their applications

In Part III, ambit processes and their applications are studied. I present the recent
articles: [CFV14] summarizing the research done so far about ambit processes and
[CFSV13] about a short rate model using ambit processes.

4.1 Introduction
Ambit processes are used to model spheres of influence, especially in turbulence,
electricity prices, risk management and derivative pricing. It was first introduced
in [BNS07], and applied in [BNBV10a,BNBV10b,BNCP11,CFV14,CFSV13]. First,
consider a partial differential operator

Lf =
∂2f

∂t2
− ∂2f

∂x2
, with Lu = ϕ, u(0, x) = 0,

then there is a function G on (R+,R) such that the solution can be written as

u(t, x) =

∫

R+×R
G(t− s, x− y)ϕ(s, y)dsdy.

Now, consider that φ = W , an L2-noise in R+ × R, t.i.

W : B(R+ × R) −→ L2(Ω,F ,P)

A 7−→ W (A),

such that W (∅) = 0 a.s and for all disjoint and bounded sets A1, A2,... in B(R+ × R),
W (Ai) are independent and

W (∪∞i=1Ai) =
∞∑

i=1

W (Ai), a.s.
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and where the convergence of the series is in L2(P). Then it is natural to consider that
the solution of the proposed differential equation is given by

u(t, x) =

∫

R+×R
G(t− s, x− y)W (ds, dy).

That is how the relation of one point to others of the space-time set is described, and
this is the motivation for its definition:

Definition 4.1.1 A tempo-spatial ambit field is defined as

Y (t, x) =

∫

A(t,x)

g(t,x)(s, ξ)σ(s, ξ)W (ds, dξ) +

∫

B(t,x)

q(t,x)(s, ξ)a(s, ξ)dsdξ,

where t ≥ 0, x ∈ Rn, and µ ∈ R, ξ ∈ Rn, W is a σ-finite, L2-valued measure, g(t,x)(·)
and q(t,x)(·) are deterministic kernels, σ(·, ·) ≥ 0 and a(·, ·) are predictable random
fields and A(t, x) ⊆ Rn+1 and B(t, x) ⊆ Rn+1 are ambit sets. Then, Xt = Yt(x(t)),
for a curve x(t) is an ambit process.

As mentioned before, ambit sets can be seen as areas of influence, with the only condi-
tion being that future cannot influence the past: as the ambit field Y (t, x) depends on
an ambit set containing points prior to time t. If W is a Gaussian noise, then Y (t, y)
is called a Brownian semi-stationary field (BSS), and if it is a Lévy noise, then Lévy
semi-stationary field (LSS). A detailed discussion and applications are included in the
next Section, summarizing the results of [CFV14].

The ambit fields used in practice are of the form

Y (t, x) = µ+

∫

A(t,x)

gx(t− s, ξ)σ(s, ξ)W (ds, dξ)

+

∫

B(t,x)

qx(t− s, ξ)a(s, ξ)dsdξ, t ≥ 0, x ∈ Rn,

where A(t, x) = A + (t, x) and B(t, x) = B + (t, x) with A and B containing only
negative time coordinates (because of the causality principle). The part

Xt :=

∫

A(t,x)

gx(t− s, ξ)σ(s, ξ)W (ds, dξ)

is called the core of Y , and σ the intermittency, volatility or modulating field or process.
Consider the following specific case.

Xt =

∫ t

−∞
g(t− s)W (ds), (4.1)
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whereW is a Gaussian white noise in R, σ an adapted càdlàg process and g ∈ L2(R+).
An important fact is that X is not necessarily a semi-martingale, because g′ may not
be square integrable in the neighborhood of 0. We can get, by formal differentiation

dXt = g(0+)dW (t) +
(∫ t

−∞
g′(t− s)W (ds)

)
dt,

and also that the necessary and sufficient condition for Xt to be a semi-martingale, are
g(0+) <∞ and g′ ∈ L(R+).

4.2 Applications of Ambit processes
In this section, we present the results of [CFV14] summarizing the research done so
far about ambit processes. We start with models of turbulence. We refer to [Hed12,
BNS07, BNS09] for a description of the approach studied in the article. The main
component of velocity is described by

Yt = µ+

∫ t

−∞
g(t− s)σsW (ds) +

∫ t

−∞
q(t− s)asds,

where µ is a constant, W is a Gaussian white noise on R, g and q are nonnegative
deterministic functions on R, with g (t) = q (t) = 0 for t ≤ 0, and σ and a are adapted
càdlàg processes. Now, consider that q(·) ≡ 0, and that

∫ t

−∞
g2(t− s)σ2

sds <∞, a.s.

and also that the function g is continuously differentiable on (0,∞), |g′| is non-increasing
on (b,∞) for some b > 0 and g′ ∈ L2((ε,∞)) for any ε > 0. Moreover, we assume
that for any t > 0

Ft =

∫ ∞

1

(g′(s))2σ2
t−sds <∞, a.s..

See [BNCP11], for a discussion of this conditions. Realized multipower variation
plays an important role when estimating σ, therefore, define it by

[nt]−k+1∑

i=1

k∏

j=1

|∆n
i+j−1Y |pj , where ∆n

i Y = Y i
n
− Y i−1

n
, and p1, . . . , pk ≥ 0 ,

for some fixed number k ≥ 1.



70 Chapter 4. Ambit Processes and their applications

Suppose that Y is observed at time points ti = i/n, i = 1, . . . , [nt] and that G is
given by (4.1), as well. We are interested in the asymptotic behavior of the functionals

V (Y, p1, . . . , pk)
n
t =

1

nτ
p+
n

[nt]−k+1∑

i=1

k∏

j=1

|∆n
i+j−1Y |pj , p1, . . . , pk ≥ 0 ,

where ∆n
i Y = Y i

n
− Y i−1

n
and τ 2

n = R̄(1/n) with R̄(t) = E[|Gs+t − Gs|2], t ≥ 0

and when n goes to infinity. Its asymptotic behavior is described by a Central Limit
Theorem (see Theorem 1 in [CFV14]).

A bond market with a bond (as introduced later in Section 4.3.1) is modeled with

rt =

∫ t

−∞
g(t− s)σsW (ds) + µt (4.2)

where W is an (Ft)-Gaussian noise in R under the risk neutral probability, P∗ ∼
P, g is a deterministic function on R+, g ∈ L2((0,∞)), and σ ≥ 0 and µ are also
deterministic, under the assumption

∫ t

−∞
g2(t− s)σ2

sds <∞ a.s.

which ensures that rt is well defined. For the summary of the results, see Section 4.3.
Ambit processes can be used to model Energy markets in the following way. Due to

the properties of such markets (the fact that electricity spots cannot be stored in most of
the cases, the possible presence of arbitrage and other empirical experience, discussed
in more details in [CFV14]), we model spot and forward prices in the following way.

In the log-spot price Y· is modeled by means of the Lévy Semi-stationary Processes
(LSS), i.e.,

Yt := µ+

∫ t

−∞
g(t− s)σsdLs +

∫ t

−∞
q(t− s)asds,

where µ is a constant, (Lt)t∈R is a two-sided Lévy process, g and q are non-negative
deterministic functions on R, with g(t) = 0 = q(t) for t ≤ 0, and σ· and a· are two
càdlàg processes.

Consider a forward contract of delivering electricity at time T , for a predetermined
price Ft(T ), the forward price, fixed today but payable at T with no other cash flow
at t < T . It is fixed in such a way that the price of the contract, at the issue time t, is
zero. Then by definition

0 = EP∗

[
exp

{
−
∫ T

t

rudu

}
(exp{YT} − Ft(T ))

∣∣∣∣Ft
]
.
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Then, it is shown that the price is of the form

Ft(T ) = C(T ) exp

{∫ t

−∞
g(T − s)dWs −

1

2

∫ t

−∞
g2(T − s)ds

}
. (4.3)

When modeling forward prices, instead of deducing it from the spot price, the
forward price is modeled directly, supposing

logFt(x) :=

∫

A(t,x)

g(ξ, t− s, x)σs(ξ)L(dξ, ds),

where the spatial component in this formula models the time to maturity, i.e., x :=
T−t, the ambit set is given byA(t, x) := At := {(ξ, s) : ξ > 0, s ≤ t}, and the kernel
g may be chosen in order to capture the so-called Samuelson effect (see [Sam65]).
Traditionally, the forward price is modeled as a semi-martingale such that there is
an equivalent martingale measure under which the price dynamics becomes a (local)
martingale. According to Corollary 1 in [BNBV10a], (Ft(T ))t∈R is an FL-martingale
if and only if the kernel g is deterministic and does not depend on t. For instance, one
can consider

logFt(T − t) =

∫

At

exp{−α(ξ + T − s)}σs(ξ)W (dξ, ds), (4.4)

where α > 0 andW a homogeneous Gaussian Lévy basis. Such rather strong condition
rules out many interesting more general ambit fields, however, it still includes some
CARMA and standard models.

4.3 A short rate model using ambit processes
In this section, I summarize the results of the paper [CFSV13]. First, find an introduc-
tion to the short rate models in general, then the results of the model of Bonds using
ambit processes are presented.

4.3.1 Interest rate models
For a detailed discussion about interest rate models, see [Bjö98], whose line is followed
in this introduction. A bond is a financial security that promises to pay a fixed, known
income stream in the future. They can be characterized by their maturity date, face, par
or principal value, coupon rate and number of coupon payments/year. We differentiate
between zero coupon bonds, that pay no interest and coupon bonds, that pay fixed
coupon at known times. Denote the underlying short term interest rate process by rt.
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Definition 4.3.1 A zero coupon bond with maturity date T , is a contract which guar-
antees the holder 1 dollar to be paid on the date T . The price at time t of a bond with
maturity date T is denoted by P (t, T ).

Assume that there exists a market for zero coupon bonds for every T > 0, P (t, t) =
holds for any t and that for each fixed t, the bond price P (t, T ) is differentiable with
respect to T . Let us fix S and T with t ≤ S ≤ T . Then the rate of return over the
interval [S, T ] can be obtained as follows: at time t, we sell a zero coupon bond with
maturity S, which will give us P (t, S) dollars, what we use to buy P (t, S)/P (t, T )
bonds with maturity T , so that the net investment at t equals zero. Then time S we are
obliged to put 1 dollar, and at time T we receive P (t, S)/P (t, T ) dollars, meaning that
the investment of 1 dollar at time S has yielded P (t, S)/P (t, T ) dollars at time T . The
simple forward rate (or LIBOR rate) is the solution of the equation

1 + (T − S)L =
P (t, S)

P (t, T )
,

and the continuously compounded forward rate R is the solution of the equation

eR(T−S) =
P (t, S)

P (t, T )
.

Then, we can define the following rates:

• the simple forward rate for [S, T ]

L(t, S, T ) =
P (t, T )− P (t, S)

(T − S)P (t, T )

• the simple spot rate for [S, T ]

L(S, T ) = L(S, S, T ) =
P (S, T )− 1

(T − S)P (S, T )

• the continuously compounded forward rate for [S, T ]

R(t, S, T ) = − logP (t, T )− logP (t, S)

T − S

• the continuously compounded forward spot rate for [S, T ]

R(t, S, T ) = R(S, S, T ) = − logP (t, T )

T − S



4.3. A short rate model using ambit processes 73

• the instantaneous forward rate with maturity T , the limit of the continuously
compounded forward rate as S tends to T

f(t, T ) = −∂ logP (t, T )

∂

• the instantaneous short rate at time t

r(t) = f(t, t)

Then, we can define the money account as

Bt = exp

{∫ t

0

r(s)ds

}
,

and also can observe from the definitions that we have

P (t, T ) = P (t, s) exp

{
−
∫ T

s

f(t, u)du

}
= exp

{
−
∫ T

t

f(t, u)du

}
,

Consider short rate dynamics like

drt = a(t)dt+ b(t)dW (t),

bond price dynamics like

dP (t, T ) = P (t, T )m(t, T )dt+ P (t, T )V (t, T )dW (t)

and forward rate dynamics like

df(t, T ) = α(t, T )dt+ σ(t, T )dW (t),

where W is a Brownian motion. In case of allowing W to be vector valued, so are
v(t, T ) and σ(t, T ). Assume thatm(t, T ), v(t, T ), α(t, T ) and σ(t, T ) are continuously
differentiable in T , and that all processes are smooth enough to allow us differentiate
under the integral and to change the order of integration. Denote the derivative of
any function f(·) with respect to the variable T by fT (·) = ∂f

∂T
(·). Then we have the

following relations between the dynamics just introduced:

• given the dynamics of P (t, T ) as above, for the forward rate dynamics, we have
α and σ given by

{
α(t, T ) = vT (t, T )/v(t, T )−mT (t, T ),
σ(t, T ) = −vT (t, T ),
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• given the dynamics of f(t, T ) as above, for the short rate dynamics, we have a
and b given by {

a(t) = fT (t, t) + α(t, t),
b(t) = σ(t, t),

• given the dynamics of f(t, T ) as above, P (t, T ) satisfies

dP (t, T ) = P (t, T )

{
r(t) + A(t, T ) +

1

2
‖S(t, T )‖2dt+ P (t, T )S(t, T )dW (t)

}

where ‖·‖ stands for the Euclidian norm and
{
A(t, T ) = −

∫ T
t
α(t, s)ds, fT (t, t) + α(t, t),

B(t, T ) = −
∫ T
t
σ(t, s)(t, s)ds.

Modeling the prices’ dependence on the short rate of interest, consider the follow-
ing SDE form:

dr(t) = µ(t, r(t))dt+ σ(t, r(t))dW (t), (4.5)

with the necessary regularity assumptions on µ and σ to have a strong solution. Assume
that there exists a market of zero-coupon bonds for any T , there is no arbitrage on the
market, r follows the dynamics above and the price process B of the money account is
given by

dB(t) = r(t)B(t)dt,

and that the price of a bond has the form

P (t, T ) = F (t, r(t), T ). (4.6)

Considering a zero-coupon bond that is priced P (t, T ) at time t < T to deliver
P0(T, T ) = 1 at time T, in case of rt being deterministic, we have

P (t, T ) = e−
∫ T
t rsds 0 ≤ t ≤ T,

and in case of rt being an Ft-adapted random process, it is given by

P (t, T ) = E∗
[
e−

∫ T
t rsds

∣∣∣Ft
]

0 ≤ t ≤ T

under a risk-neutral measure P∗. Then, it can be shown that the process

P̃ (t, T ) = e−
∫ T
t rsdsP (t, T )
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is a martingale under P∗. Assume that

drt = µ(t, rt)dt+ σ(t, rt)dBt,

where (Bt) is a standard Brownian motion under P∗. Then, knowing that rt is of the
form (4.5) and F is given by (4.6), by Itô’s formula, omitting writing the third variable
of F , we have

xF (t, x) =
∂F

∂t
(t, x) + µ(t, x)

∂F

∂x
(t, x) + σ2(t, x)

∂2F

∂x2
(t, x), t, x ∈ R, t ≥ 0

with the boundary condition F (T, x) = 1, x ∈ R, which implies

dP (t, T )

P (t, T )
= rtdt+ σ(t, rt)

∂ logF

∂x
(t, rt)dBt.

In case of a Vasicek model, t.i. rt given as

drt = (a− brt)dt+ σdBt,

we get
dP (t, T )

P (t, T )
= rtdt−

σ

b

(
1− e−b(T−t)

)
dBt,

and generally, the pricing formula is often of the form

P (t, T ) = eA(T−t)+C(T−t)rt .

The most important models of short rate are:

• Vasicek
drt = (b− art)dt+ σdBt

• Cox-Ingersoll-Ross (CIR)

drt = a(b− rt)dt+ σ
√
rtdBt

• Dothan
drt = artdt+ σrtdBt

• Black-Derman-Toy
drt = θtrtdt+ σtdBt

• Ho-Lee
drt = θtdt+ σdBt
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• Hull-White (extended Vasicek)

drt = (θt − atrt)dt+ σtdBt

• Hull-White (extended CIR)

drt = (θt − atrt)dt+ σt
√
rtdBt.

The model possesses an Affine Term Structure, if F is given (4.6) and of the form

F (t, rt, T ) = eA(t,T )−B(t,T )rt ,

where A and B are deterministic functions. Then, it can be shown that the following
equation must hold

At(t, T )− (1 +Bt(t, T ))rt − µ(t, rt)B(r, T ) +
1

2
σ2(t, r)B2(t, T ) = 0.

Also, the boundary condition F (T, r, T ) = 1 implies A(T, T ) = B(T, T ) = 0. Then,
it can be shown that in case of µ and σ having the form

{
µ(t, r) = α(t)r + β(t),

σ(t, r) =
√
γ(t)r + δ(t),

then, the following equations satisfy:

{
Bt(t, T ) + α(t)B(t, T )− 1

2
γ(t)B2(t, T ) = 1,

B(T, T ) = 0

and {
At(t, T ) = β(t)B(t, T )− 1

2
γ(t)B2(t, T ),

A(T, T ) = 0

Another model or method proposed by Heath-Jarrow-Morton (HJM) chooses the
entire forward rate curve as state variable. It is described as follows. Assume that, for
a fixed T > 0, the (instantaneous) forward rate f(·, T ) has the following dynamics:

df(t, T ) = α(t, T )dt+ σ(t, T )dW (t), and f(0, T ) = f ∗(0, T ),

where W is a d-dimensional Brownian motion and α(·, T ) and σ(·, T ) are adapted
processes. Then, we have the following results:
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Theorem 4.3.1 (HJM drift condition) Assume that the family of forward rates is given
as above and that the induced bond market is arbitrage free. Then, there exist a d-
dimensional column-vector process

λ′(t) = [λ1(t), . . . , λd(t)]
T

with, for all T ≥ 0 and t ≤ T

α(t, T ) = σ(t, T )

∫ T

t

σ(t, s)Tds− σ(t, T )λ(t),

where AT denotes the transpose of A.

If the dynamics of f is given under a martingale, then, the bond prices are given by

p(0, T ) = exp

{
−
∫ T

0

f(0, s)ds

}
= EQ

[
exp

{
−
∫ T

0

r(s)ds

}]
,

where r(t) = f(t, t). Then, we have:

Theorem 4.3.2 (HJM drift condition) Under the martingale measureQ, the processes
α and σ must satisfy the following relation for every t and T ≥ t:

α(t, T ) = σ(t, T )

∫ T

t

σ(t, s)Tds.

4.3.2 Results

In the following, bond markets are studied with short rates evolving as

rt =

∫ t

−∞
g(t− s)σsW (ds),

where g is a real-valued, deterministic function, so is σ ≥ 0 and W is a stochastic
Wiener measure. The aim was to extend popular market models like the Vasicek model
to these markets. Forward rates and bond prices are calculated with the result of having

P (t, T ) = exp

(
A(t, T )−

∫ t

−∞
σuc(u; t, T )W (du)

)
, with

A(t, T ) =
1

2

∫ T

t

σ2
uc

2(u;u, T )du−
∫ T

t

µsds,
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and it satisfies the HJM conditions and α and σ are given by

σ(t, T ) = σtg(T − t),
α(t, T ) = σ2

t g(T − t)c(t; t, T ) with

c(u; t, T ) =

∫ T

t

g(s− u)ds, t ≥ u.

Then, it is shown that

P̃ (t, T ) :=
P (t, T )

exp
{∫ t

0
rsds

}

= P (0, T ) exp

(
−
∫ t

0

σuc(u;u, T )W (du)− 1

2

∫ t

0

σ2
uc

2(u;u, T )du

)
.

Therefore,
dP̃ (t, T ) = −P̃ (t, T )σtc(t; t, T )W (dt), t ≥ 0.

LetX be a P ∗-square integrable, FT -measurable payoff. Consider the (Ft)-martingale

Mt := EP ∗ (X|Ft) , t ≥ 0,

then by an extension of Brownian martingale representation theorem we can write

dMt = HtW (dt),

whereH is an adapted square integrable process. Having (φ0
t , φ

1
t ) being a self-financing

portfolio built with a bank account and a T -bond, its value process is given by

Vt = φ0
t e

∫ t
0 rsds + φ1

tP (t, T ),

and, by the self-financing condition, the discounted value process Ṽ·, satisfies

dṼt = φ1
tdP̃ (t, T ).

So, if we take

φ1
t = − Ht

P̃ (t, T )σtc(t; t, T )

we can replicateX . In particular the bond with maturity T ∗ can be replicated by taking

P (t, T ∗)c(t; t, T ∗)

P (t, T )c(t; t, T )

bonds with maturity time T ≥ T ∗.
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Then, consider a bond with maturity T̄ > T, where T is the maturity time of a call
option for this bond with strike K. Its price is given by (see [Bjö98], Chapter 19)

Π(t;T ) = P (t, T̄ )P T̄ (P (T, T̄ ) ≥ K|Ft)−KP (t, T )P T (P (T, T̄ ) ≥ K|Ft)

and is shown to equal

Π(t;T ) = P (t, T̄ )Φ(d+)−KP (t, T )Φ(d−), where

d± =
log P (t,T̄ )

KP (t,T )
± 1

2
Σ2
t,T,T̄

Σt,T,T̄

, and

Σ2
t,T,T̄ :=

∫ T

t

σ2
uc(u;T, T̄ )2du.

It can be straightforwardly applied to the case g(t) = e−bt, σu = σ, µ = a (Vasicek
model) getting

P (t, T ) = exp (A(t, T ) + aB(t, T )− rtB(t, T )) , with

A(t, T ) =
σ2

2

∫ T

t

B(u, T )2du− a(T − t)

B(t, T ) =
1

b
(1− e−b(T−t))

Here
c(u; t, T ) =

1

b

(
e−b(t−u) − e−b(T−u)

)
, u ≤ t ≤ T,

and

var

(
− 1

T − t logP (t, T )

)
=

σ2

2b3

(1− e−b(T−t))2

(T − t)2 ∼ T−2,

when T →∞. The corresponding instantaneous forward rates are given by

f(t, T ) = − σ
2

2b2

(
1− e−b(T−t)

)2
+ σe−b(T−t)(rt − a) + a.

var (f(t, T )) = σ2

∫ t

−∞
e−2b(T−u)du =

σ2

2b
e−2b(T−t) ∼ e−2bT ,

when T → ∞. Moreover the volatility of the forward rates is given by σ(t, T ) =
σe−b(T−t) and this is not too realistic.
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Also, consider the case of

g(t− u) = e−b(t−u)

∫ t−u

0

ebsβsβ−1ds.

Then, we have that

c(u; t, T ) = c(0; 0, T − u)− c(0; 0, t− u), with

c(0; 0, x) = e−bx
∫ x

0

ebssβds.

Then

var

(
− 1

T − t logP (t, T )

)
∼

1

T 2

∫ t

0

c(0; 0, T − u)2du ∼ T 2β−2,

when T →∞. In fact

c(0; 0, x) = e−bx
∫ x

0

ebssβds = xβ
∫ x

0

e−bs(1− s

x
)βds,

and by the monotone convergence theorem

lim
x→∞

∫ x

0

e−bs(1− s

x
)βds =

∫ ∞

0

e−bsds =
1

b
.

Moreover

var (f(t, T )) =

∫ t

−∞
σ2
ug

2(T − u)du ∼ T 2β−2.

Since for x ≥ 0

g(x) = e−bx
∫ x

0

ebsβsβ−1ds = βxβ−1

∫ x

0

e−bs(1− s

x
)β−1ds

= βxβ−1

(∫ x/2

0

e−bs(1− s

x
)β−1ds+

∫ x

x/2

e−bs(1− s

x
)β−1ds

)
,

and

lim
x→∞

∫ x/2

0

e−bs(1− s

x
)β−1ds =

∫ ∞

0

e−bsds =
1

b
,

∫ x

x/2

e−bs(1− s

x
)β−1ds ≤ e−bx/2

∫ x

x/2

(1− s

x
)β−1ds

= xe−bx/2
∫ 1/2

0

vβ−1dv =
xe−bx/2

β2β
→ 0,
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when x→∞. Also observe that the volatility of the forward rates σ(t, T ) = σ2g(T −
t) ∼ T β−1, when T → ∞ , that is more realistic than the exponential decay in the
Vasicek model. For β ∈ (−1/2, 0) consider the memory function

g(x) = e−bxxβ + β

∫ x

0

(e−b(x−u) − e−bx)uβ−1du,

and then
g(x) ∼ xβ−1

when x→∞. In such a way that we obtain analogous asymptotic results to the previ-
ous case.

Ambit processes as noises of SDE are considered, as well, supposing we have
processes like

W g
t =

∫ t

−∞
g(s, t)W (ds),

where g(s, t) is a real-valued, deterministic function, continuously differentiable with
respect to the second variable, equals 0 for s > t and satisfies

∫ t

−∞
g2(s, t)ds <∞.

Stochastic calculus with respect to these processes is developed, as well, using the
kernel Kg

t (·)(s, t) given by

Kg
t (f)(s, t) :=

∫ t

s

(f(u, t)− f(s, t)) ∂ug(s, u)du+ f(s, t)g(s, t).

Prices of defaultable zero coupon bonds are studied, as well. Knowing that the arbitrage-
free price is given by

D(t, T ) = 1{τ>t}E
(

1{τ>T}e
−

∫ T
t rsds

∣∣∣Gt
)
, 0 ≤ t ≤ T,

where the expectation is taken with respect to a risk-neutral probability and the fil-
tration (Gt)t≥0 is the information available on the market. Then, an extension of the
Vasicek model is

drt = b(a− rt)dt+ σdW (t),

dλt = b̆(ă− λt)dt+ σ̆dW̆ (t),

whereW and W̆ are correlated Brownian motions, and the price of a zero coupon bond
is

D(t, T ) = 1{τ>t} exp

(
A(t, T )−

∫ t

−∞
(σuc(u; t, T )W (du) + σ̆uc̆(u; t, T ))W̆ (du)

)
,
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where

A(t, T ) =
1

2

∫ T

t

(
σ2
uc

2(u; t, T ) + σ̆2
uc̆

2(u; t, T ) + 2ρσuσ̆uc(u; t, T )c̆(u; t, T )
)

du

−
∫ T

t

(µu + µ̆u) du.

and ρ is the correlation coefficient between W and W̆ .
An analogous of a CIR model is considered, supposing, to avoid negative short

rates, that

rt =
d∑

i=1

(∫ t

0

g(t− s)σsdWi(s)

)2

+ r0, t ≥ 0, r0 > 0.

where (Wi))1≤i≤d is a Brownian motion in Rd. Then P (0, T ) can be rewritten as


1 +

∞∑

n=1

(2T )n

n!

∫ 1

0

· · ·
∫ 1

0

∣∣∣∣∣∣∣

R (s1, s1) · · · R (s1, sn)
...

...
R (sn, s1) · · · R (sn, sn)

∣∣∣∣∣∣∣
ds1 · · · dsn




−d/2

,

where the integrand is called Fredholm determinant and

R (u, v) = σTuσTvc2(Tu, Tv;T (u ∨ v), T ) with

c2(u, v; t, T ) =

∫ T

t

g(s− u)g(s− v)ds.

Then, for rt being a Bessel process, as well, as for the classical CIR model, price can be
given explicitly and for cases, when a closed formula has not been found, a numerical
method is presented using Nyström-type approximation for the Fredholm determinant.
The computation cost of the approximation is of order O(m3) and a simple Matlab
code is given, as well. Finally, the characterization of the dynamics of such an rt is
developed.
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Power Variation of stable processes





Chapter 5

Power Variation for α-stable processes

In this Part, I present an introduction to Power Variation processes Stable processes,
and then the details of [CF10].

5.1 Introduction
Originally, quadratic variation and power variation were introduced in the context of
studying the path behavior of stochastic processes, but recently it has been introduced
for statistical inference for integrals based on Brownian motion, as done in [BNS03],
[BNGS04] and [Woe05], for integrated processes and Itô integrals (see [CNW07] and
[BNS02] respectively) and more general Lévy processes in [Woe03].

Let (Xt)0≤t≤T be a stochastic process and p any natural number. Then, the p-th
power variation is defined as

[nt]∑

i=1

∣∣∣X t
n
−X t−1

n

∣∣∣
p

.

The realized p-th variation process of (Xt) is defined as follows. Let

Π = {t0, t1, . . . , tm} where 0 = t0 ≤ t1 ≤ · · · ≤ tm = t

be a partition of [0, t]. Then, the p-th variation of X over Π is

V
(p)
t (Π) =

m∑

k=1

∣∣Xtk −Xtk−1

∣∣p .

If V (p)
t (Π) converges as max1≤k≤m |tk − tk−1| tends to 0, then it is the realized p-th

variation process. For p = 2 and any X square-integrable martingale, t.i. for such X
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right continuous martingale that satisfies EX2
t <∞ for every t ≥ 0, it coincides with

the original definition of quadratic variation: V (2)
t = At, where X2

t = Mt + At is the
Doob-Meyer decomposition of X2

t with Mt being a right-continuous martingale and A
is predictable and increasing (see Theorem 5.8. from [KS91]).

5.2 Stable processes
Let (Sαt )t≥0 be an α-stable Lévy process with α ∈ (0, 2) defined on a complete prob-
ability space (Ω,F , P ) where Fαt denotes the σ-field generated by {Sαs : 0 ≤ s ≤ t}
and the null sets. As defined and seen in Section 1.1, Sα is a process with stationary,
independent increments and càdlàg, which can be characterized by

E
[
eiuS

α
t
]

= exp

{
t

∫ [
eiux − 1− iuh (x)

]
ν (dx)

}
,

where h = 1[1,2) (α) 1|·|<1 (x), and the Lévy measure ν (dx) is of the form

ν (dx) = rx−1−α1x>0 (x) + q (−x)−1−α 1x<0 (x) ,

with r, q ≥ 0, r + q > 0 and where r = q = 1 if α = 1. It follows that Sα is
self-similar: Sα is of the same law as t−1/αSαt , and that it has all the moments of the
order less than α, and for α < 1 all the sample paths are of bounded variation, while
for α > 1, they are of unbounded variation [Sat99]. Define the p-variation (or strong
variation) of a real valued function on the interval [a, b] as

Varp (f, [a, b]) := sup
π∈P

{
n∑

i=1

|f (ti)− f (ti−1)|p
}1/p

,

where P denotes the partitions of the interval:

P = {{a = t0 < t1 < · · · < tn = b} : n ∈ N} .

It is known that for a pure jump Lévy process, the p-variation is finite for p > β, where
β is the Blumenthal-Getoor index defined as

β = inf
γ≥0

∫
1 ∧ |x|γ ν (dx) <∞,

so in this case, it is finite for p > α. For continuous processes, if f is α-Hölder
continuous, then it has a finite 1/α-variation on any finite interval. Also, from [You36],
we know that the Riemann-Stieltjes integral

∫ b
a
fdg exists if f, g ∈ C and have finite

p-variation and q-variation (respectively) on [a, b] and 1
p

+ 1
q
> 1. Moreover,
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∣∣∣∣
∫ b

a

fdg − f (a) (g (b)− g (a))

∣∣∣∣ ≤ cp,qVarp (f, [a, b]) Varq (f, [a, b]) ,

where

cp,q = ζ

(
1

q
+

1

p

)
with ζ (x) =

∑

n≥1

1

nx
.

Consider stochastic processes of the form
∫ t

0

us−dSαs ,

where the stochastic integral is a pathwise refinement-Riemann-Stieltjes integral if
α ≥ 1, and is a Lebesgue-Stieltjes integral if α < 1. From [You36], the refinement-
Riemann-Stieltjes integral exists, if the trajectories of (ut)t≥0 have a finite q-variation
on any finite interval for some q < α/max {0, α− 1}. Denote the uniform conver-
gence in probability on [0, T ] by u.c.p., and the supremum norm on [0, T ] by ‖·‖∞.
Write

V n
p (Z)t =

[nt]∑

i=1

∣∣∣Z i
n
− Z i−1

n

∣∣∣
p

,

for any p > 0 real, n ∈ N, and for any stochastic process (Zt)t≥0. For p > α, it
has been proved [Lep76,HM76] that the non-normed power variation tends to the p-th
power of the absolute values of the jumps of Z, so we are only interested in the case of
p < α, where the non-normed power variation leads to an infinite limit. The following
theorem is proved in [CNW07] about the convergence of such a process, normalized
in an appropriate way:

Theorem 5.2.1 (Theorem 1 in [CNW07]) Suppose that (ut)t≥0 is a stochastic pro-
cess with càdlàg trajectories and, if α ≥ 1, with bounded q-variation on any finite
interval, where q < α

α−1
. Set

Zt =

∫ t

0

us−dSαs

and (Yt)t≥0 is a stochastic process which satisfies

m−1+p/αV m
p (Y )t

u.c.p.−→ 0

as m tends to infinity. Then, for any p < α,

m−1+p/αV m
p (Z + Y )t

u.c.p−→ cp

∫ t

0

|us|p ds,

as m tends to infinity.
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The condition for Y is satisfied if it is Hölder continuous of order γ ∈ (1/α, 1], and
also for some semimartingales with jumps: assume that Y has a Blumenthal-Getoor
index β and that it has a canonical representation

Y = Y0 +B (h) + Y c + h ∗ (µ− ν) + (x− h (x)) ∗ µ,

where Y c denotes the continuous local martingale, µ the jump measure and ν its com-
pensator. Assume that 〈Y c〉 = 0, and in addition, if β < 1, then B (h) + (x− h) ∗ ν,
as well. Then, it can be shown that the condition is satisfied for α > max {β, p}.

The following theorem shows that the properly normalized fluctuations of the power
variation, for p ∈ (0, α/2) have Gaussian asymptotic distribution. Denote

v2
p = Var (|Sα1 |p) ,

for any p ∈ (0, α/2). Then:

Theorem 5.2.2 (Theorem 2 in [CNW07]) Fix 0 < p < 1
α

and assume 0 < α < 2,
then (

Sαt , n
−1/2+p/αV n

p (Sα)t − cptn1/2
) L→ (Sαt , vpWt) ,

as n tends to infinity, where (Wt)t∈[0,T ] is a Brownian motion independent of the pro-
cess Sα, and the convergence is in the space D ([0, T ])2 equipped with the Skohorod
topology.

Condition 5.2.1 Assume that, for γ > 0, u satisfies

1√
n

n∑

j=1

||u|γ (ηn,j)− |u|γ (χn,j)| a.s.→ 0

as n tends to infinity, for any (ηn,j) and (χn,j) such that

0 ≤ χn,1 ≤ ηn,1 ≤
1

n
≤ χn,2 ≤ ηn,2 ≤

2

n
≤ · · · ≤ χn,n ≤ ηn,n ≤ T.

Under this condition, the following central limit theorem can be proved:

Theorem 5.2.3 (Theorem 3 in [CNW07]) Let Sα be an α-stable Lévy process with
α ∈ (0, 2). Fix 0 < p < α/2 and suppose that (ut)t∈[0,T ] is a càdlàg stochastic
process, measurable with respect to FαT , satisfying Condition 5.2.1 with γ = p and
if α ≥ 1, with bounded q-variation with q < 2p. Furthermore, we assume that the
stochastic process Y satisfies

m−1/2+p/αV m
p (Y )t

u.c.p−→ 0



5.3. Extensions 89

as m tends to infinity. Setting Zt =
∫ t

0
us−dSαs , we obtain

(
Sαt , n

−1/2+p/αV n
p (Z + Y )t − cp

√
n

∫ t

0

|us−|p ds

)
L→
(
Sαt , vp

∫ t

0

|us−|p dWs

)
,

as n tends to infinity, where (Wt)t∈[0,T ] is a Brownian motion independent of FαT , and
the convergence is in D ([0, T ])2.

If u is independent of Sα, then it leads to

n−1/2+p/αV n
p (Z + Y )t − cp

√
n
∫ t

0
|us−|p ds

∫ t
0
|us−| 2pds

L→ N (0, 1)

The condition on Y is satisfied if its Hölder continuous of the order bwith p (b− 1/α) >
1/2, and also if it is a jump semimartingale with Blumethal-Getoor index β and α

2
>

p > αβ
2(α−β)

.

5.3 Extensions
Consider stochastic processes of the same form as before: dZt = us−dSαs , where
α ∈ (0, 2], (Sαt )t≥0 is an α-stable Lévy process defined on (Ω,F , P ), where (Ft)t≥0 is
a right continuous increasing family of P -complete sub-σ-fields of F , and the integral
is an Itô integral. Instead of assuming that the trajectories of u have a finite q-variation
on any finite interval for some q < α/max {0, α− 1}, now it is generalized to having

∫ t

0

|us|α ds <∞.

Then, we have Sα0 = 0 almost surely and for every 0 ≤ s ≤ t, λ ∈ R

E
[
eiλ(Sαt −Sαs ) |Fs

]
= e−(t−s)|λ|α .

Note, that it is of independent increments, α-self-similar, i. e., (Sαat) ∼
(
a1/αSαt

)
for

a > 0, and for α = 2, Sα equals
√

2 times a Brownian motion. Suppose, that u is an
(Ft)-adapted càdlàg process such that

∫ t

0

E [|us|α] ds <∞,

then, the integral
∫ t

0
us−dSαs is well defined. Also, by [GM83], we have, for all λ > 0,

P

(∣∣∣∣
∫ t

0

us−dSαs

∣∣∣∣
p

> λ

)
≤ C

λα/p

∫ t

0

E [|us|α] ds,
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(where C stands for a generic constant) which implies ( [CF10]), that for p < α,

E

[∣∣∣∣
∫ t

0

us−dSαs

∣∣∣∣
p]
≤ Cp

(∫ t

0

E [|us|α] ds

)p/α
.

For the case p > α, it is known (see [Lep76] and [HM76]) that the non-normed power
variation tends to the p-th power of the absolute values of the jumps of Z. For the case
p < α, the following can be shown:

Theorem 5.3.1 (Theorem 1 in [CF10]) Under these assumptions, Theorem 5.2.1 holds.

As before, for the case of 0 < p < α/2, we have the following result.

Theorem 5.3.2 (Theorem 2 in [CF10]) Under these assumptions, Theorem 5.2.2 holds.

Condition 5.3.1 Assume that for some γ ∈ (0, 1), u satisfies

1√
n

[nT ]∑

i=1

E

[
sup

t,s∈[(i−1)/n,i/n]

|ut − us|γ
]
→ 0

as n tends to infinity.

Then, the following Central Limit Theorem can be proved:

Theorem 5.3.3 (Theorem 3 in [CF10]) Under these assumptions, supposing that Con-
dition 5.3.1 holds (omitting Condition 5.2.1), Theorem 5.2.3 holds writing (Zt)t≥0 in-
stead of (Zt + Yt)t≥0.
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Kyle-Back’s model with Lévy noise



Kyle-Back’s model with Lévy noise

José Manuel Corcuera∗, Giulia Di Nunno†,
Gergely Farkas ‡, Bernt Øksendal §

February 27, 2014

Abstract

The continuous-time version of Kyle’s model [7], known as the
Back’s model [2], of asset pricing with asymmetric information, is
studied. A larger class of price processes and a larger classes of noise
traders’ processes are studied. The price process, as in Kyle’s model,
is allowed to depend on the path of the market order. The process of
the noise traders’ is considered to be an inhomogeneous Lévy process.
The solutions are found with the use of a perturbation method. With
the informed agent being risk-neutral, the price pressure is constant
over time, and there is no equilibirium in the presence of jumps. If the
informed agent is risk-averse, there is no equilibirium in the presence
of either jumps or drift in the process of the noise traders’.

Keywords: Market microstructure; insider trading; stochastic con-
trol; Lévy processes; semimartingales.

1 Introduction

Models of markets with the presence of an insider, that is to say, a trader
who has some kind of additional information, have a great literature. In
the approaches, we can distinguish two fundamentally different ones. One
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approach is considering the market with a bond and some stocks with prices
given exogenously by their dynamics. The other one follows the idea of [7]
where the price of the risky asset is led by the demand of the informed
trader through some pricing rule. In the second case, the aim is to find or
characterize an equilibrium where the informed agent maximizes her profits
and the prices are set in a competitive way. In between one can find the
model described in [9], where a bond and two risky assets are considered,
one risky asset with prices given exogenously and one priced as it is in [7]
(and [2]). A more general model is studied in [10], where more risky assets
are involved. Following the Kyle-Back approach, [5] find equilibrium in the
market of zero coupon bonds with default, and so does [3] in a market with
options. Also the present paper follows the Kyle-Back approach but considers
a time continuous trading where the noise traders’ dynamics are allowed to
have jumps. We study the existence of equilibria in this market model in
presence of an insider taking advantage of asymmetric information, and we
also consider different types of insider attitude to risk: risk neutral and risk-
adverse.

The paper is organized as follows. In the next Section, the model is
described and we formulate the wealth process. In the third Section, one can
find an analysis of equilibrium and of its existence.

2 The Model and Equilibrium

We consider a market with two assets: we have a risky asset S and a bank
account with interest rate r equal to zero for the sake of simplicity. The
period in which the participants trade is [0, 1]. There is to be a public release
of information at time 1. The announcement reveals the value of the risky
asset, at which price it will trade afterwards (that is to say, at time 1+). This
value is denoted by V and it is assumed to be a random variable with finite
expectation. The market is continuous in time and order driven. There are
three kinds of traders. Noise or liquidity traders, who trade for liquidity or
hedging reasons, the informed trader or insider, who is aware of the privilege
information at time 0, and market makers, who set the price and clear the
market.

All random variables are defined in a complete probability space (Ω,F ,P) .
We denote the price of the stock at time t by Pt and FP=

(
FPt
)
0≤t≤1 where

FPt = σ(Ps, 0 ≤ s ≤ t) augmented with the P-null sets, here and in the
sequel we always consider P-augmented filtrations. With Z we indicate the
aggregate demand process of the noise traders. The model we consider is
an extension of the one in [2], where Z is a Brownian motion with a fixed

2



volatility, to a more general set of processes. In [1] the authors consider a
noise trader’s demand with time-varying volatility. In this paper we consider
processes that may have a drift and jumps, as well. More precisely we assume
that

dZt = µtdt+ σtdBt + dLt, t ∈ [0, 1], Z0 = 0. (1)

where B is a Brownian motion, independent of V , and µ, σ : [0, 1] → R
are deterministic, càdlàg functions, and L is a pure jump Lévy process inde-
pendent of V and B. We also assume that the process L can be expressed
by

Lt =

∫ t

0

∫

R
xM̃(dt, dx),

where M̃(dt, dx) = M(dt, dx)−vt(dx)dt is the compensated Poisson random
measure associated with L, and with intensity vt(dx).

Let X be the demand process of the informed trader and let FV,P denote
her flow of information:

FV,P =
(
FV,Pt

)
0≤t≤1

,

as, at time t, she knows V , as well as {Ps : 0 ≤ s ≤ t}, thus, X has to be
adapted to the filtration FV,P , with

FV,Pt := σ(V, Ps, 0 ≤ s ≤ t),

generated by the random variable V and the process P . Because of the
independency assumed before, B is an FV,Z-Brownian motion and L is an
FV,Z-pure jump Lévy process as well. The informed trader tries to maximize
her final wealth, that is, she is risk-neutral (one may find a model with risk
averse informed traders in [6] and we also study them in Subsection 2.6).
Denoting by W· the wealth process corresponding to the insider’s portfolio,
we have the following definition for optimality:

Definition 1 A strategy X is called optimal with respect to a price process
P if it maximizes E(W1+).

Moreover, the market makers ”clear” the market by fixing a competitive
or rational price, given by

Pt = E(V |Ys, 0 ≤ s ≤ t), t ∈ [0, 1] (2)

where Y = X+Z is the total demand that market makers observe. Note that
(Pt) is an FY -martingale, where FY =

(
FYt
)
0≤t≤1 and FYt = σ(Ys, 0 ≤ s ≤ t).

Formally:
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Definition 2 Given a trading strategy X (and total demand Y = X + Z),
the price process P is rational, if it satisfies (2).

In the original model of Kyle, the current price depends on the past
demand, while in Back’s one it is supposed to be Markovian, depending
only on the current total demand. [6] shows that Back’s results hold in the
original settings with the current price depending on the whole path. We also
consider this case. Suppose that market makers fix prices through a pricing
rule, in terms of formulas,

Pt = H(t, ξt), t ∈ [0, 1]

with

ξt :=

∫ t

0

λ(s)dYs

where λ, the so-called price pressure, is a positive smooth function, H ∈ C1,2

and H(t, ·) is strictly increasing for every t ∈ [0, 1]. We also write ξ(t, Yt)
for ξt. Note that FP = FY and consequently FV,P = FV,Y = FV,X+Z ⊆ FV,Z ,
where for the last inclusion we assume that any strategy that is a measurable
function of V and Y can be rewritten in terms of V and Z. Also we have
that FZ ⊆ FV,Y , so FV,Z = FV,P .

Remark 3 It is important to remark that the effect of the total demand in
prices is due not only to the function λ but also to the function H. In fact,
as we shall see later, in the equilibrium

dPt =
∂H(t, ξt)

∂y
λ(t)dYt,

and some authors call market depth to the quantity

1
∂H(t,Zt)

∂y
λ(t)

.

So, to say that market depth is constant is not equivalent to say that price
pressure is constant. Only if the equilibrium pricing rule is linear, both results
are equivalent. See [4].

Definition 4 Denote the class of such pairs (H,λ) above by H. An element
of H is called a pricing rule.
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Then, we can define the equilibrium in the class of the above pricing rules,
and over a set of admissible strategies X introduced in the next Section in
Definition 6:

Definition 5 Let (H,λ) ∈ H and X ∈ X . The triple (H,λ,X) is an equi-
librium, if the price process P· := H(·, ξ(·, Y )) is rational, given X, and the
strategy X is optimal, given P .

2.1 Optimal strategies

The final wealth W1+ of the insider, just after the announcement, is computed
as follows. Consider first a discrete model where trades are made at times
i = 1, 2, . . . N . If at time i− 1, there is an order of buying Xi −Xi−1 shares,
its cost will be Pi(Xi−Xi−1), so, there is a change in the bank account given
by

−Pi(Xi −Xi−1).

Then the total change is

−
N∑

i=1

Pi(Xi −Xi−1),

and due to the announcement, just after the final time N , by the liquidation
of the assets, there is the extra income: XNV . So, the total wealth generated
is

WN+ = −
N∑

i=1

Pi(Xi −Xi−1) +XNV

= −
N∑

i=1

Pi−1(Xi −Xi−1)−
N∑

i=1

(Pi − Pi−1)(Xi −Xi−1) +XNV

=
N∑

i=1

(V − Pi−1)(Xi −Xi−1)−
N∑

i=1

(Pi − Pi−1)(Xi −Xi−1),

where, without loss of generality, we assume X0 = 0. Analogously, in the
continuous model,

W1+ =

∫ 1

0

(V − Pt−)dXt − [P,X]1, (3)

where (and throughout the whole article) Xt− denotes the left limit lims↑tXs.
We require that X is an FV,P -semimartingale, so that the integral can be seen
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as an Itô integral, and to ensure the quadratic covariation [P,X] is finite we
also assume that P is an FV,P -semimartingale.

Then we look for the optimal mean wealth of the insider, given by

J(X) := E (W1+) = E
(∫ 1

0

(V −H(t, ξt))dXt − [P,X]1

)
, (4)

over all admissible (H,λ,X), meaning that (H, λ) ∈ H and X ∈ X defined
as:

Definition 6 Denote, by X , the set of càdlàg FV,P -predictable processes with

(A1) X ∈ X satisfying Xt = Mt + At +
∫ t
0
θsds, where M is a continuous

FV,P -martingale, A is a càdlàg, finite variation predictable process with

At =
∑

0≤s≤t
(Xs −Xs−)

and θ is a càdlàg, FV,P -adapted process. And for all X ∈ X and
(H, λ) ∈ H, P-a.s, a.a. 0 ≤ t ≤ 1 we have:

(A2) E
(∫ 1

0
(∂2H (t−, ξt−))2 (d [Z,Z]t + d [M,M ]t)

)
<∞,

(A3) E
(∫ 1

0
∂2H (t, ξt) |θt| dt

)
<∞,

(A4) E
(∑1

0 ∂2H (t−, ξt−) |∆Xt|
)
<∞ with ∆Xt = Xt −Xt−,

(A5)
∫
R

(
H (t, ξt− + λtu)−H (t, ξt−)− uλt ∂H∂y (t, ξt−)

)
νt (du) <∞,

(A6) 0 ∈ X .

Where we write ∂i to indicate the derivative w.r.t the ith argument.

Remark 7 Note that, since (Xt)0≤t≤1 has to be a càdlàg FV,P -predictable
process, its martingale part cannot have jumps.

Remark 8 Remember that FV,P = FV,Z .
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2.2 The optimality condition

Proposition 9 Suppose that X is (locally) optimal and that the insider’s
wealth J is defined by (4). Then

V −H(t, ξt)−λ(t)E
[∫ 1

t

∂2H(s, ξs−)dXs

∣∣∣∣F
V,Z
t

]
= 0, a.s, a.a. 0 ≤ t ≤ 1.

(5)

and

V = P1 = H(1, ξ1) = H(1−, ξ1−) = P1− a.s. . (6)

Proof. For all β such that X· + ε
∫ ·
0
βsds is admissible, with ε > 0 small

enough, by the local optimality of X·, we have

0 =
d

dε
J(X· + ε

∫ ·

0

βsds)

∣∣∣∣
ε=0

=
d

dε
E
(∫ 1

0

[
V −H

(
t,

∫ t−

0

λ(s) (dXs + εβsds+ dZs)

)]
(dXt + εβtdt)

)∣∣∣∣
ε=0

= E
(∫ 1

0

[V −H(t, ξt)] βtdt

)
+ E

(∫ 1

0

−∂2H(t, ξt−)

(∫ t

0

λ(s)βsds

)
dXt

)

= E
(∫ 1

0

(
(V −H(t, ξt))− λ(t)

∫ 1

t

∂2H(s, ξs−)dXs

)
βtdt

)
.

Since we can take βt = 1[u,u+h](t) αu, with αu being FV,Zu -measurable and
bounded, we have

E
(∫ u+h

u

(
E((V −H(t, ξt))| FV,Zt )− λ(t)E

(∫ 1

t

∂2H(s, ξs−)dXs

∣∣∣∣F
V,Z
t

))
dt

∣∣∣∣FV,Zu

)
= 0

(7)

and this means that the process:

Mt :=

∫ t

0

(
E(V |FV,Zu )− E(H(u, ξu)|FV,Zu )− λ(u)E

[∫ 1

u

∂2H(s, ξs−)dXs

∣∣∣∣FV,Zu

])
du

is an FV,Z-martingale and this implies that, for a.a. 0 ≤ t ≤ 1,

V −H(t, ξt)− λ(t)E
[∫ 1

t

∂2H(s, ξs−)dXs

∣∣∣∣F
V,Z
t

]
= 0, a.s, (8)
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Then, (A1) and (A3) imply

V −H(t, ξt)− λ(t)E
(∫ 1

t

∂2H(s, ξs−)dXs

∣∣∣∣F
V,Z
t

)

= V −H(t, ξt)− λ(t)

∫ 1

t

E
(
∂2H(s, ξs)θs| FV,Zt

)
ds

−λ(t)
1∑

t

E
(
∂2H(s, ξs−)∆Xs| FV,Zt

)

= 0

And also by (A3), we have

∫ 1

t

E (∂2H(s, ξs) |θs|) ds <∞,

then

lim
t→1

E
(
E
(∫ 1

t

∂2H(s, ξs)|θs|ds
∣∣∣∣F

V,Z
t

))
= 0,

and E
(∫ 1

t
∂2H(s, ξs)|θs|

∣∣∣FV,Zt

)
converges in L1 to zero, and since it is a

positive supermartingale it converges almost surely to zero. Analogously for
the term

λ(t)
1∑

t

E(∂2H(s, ξs−)∆Xs|FV,Zt ).

So, since λ(t) is continuous V = H(1−, ξ1−), a.s.. Moreover, if we consider
a locally optimal strategy with a jump at the end with respect to another
without jump we have

∆J(X) = E [(V −H(1−, ξ1−))∆X1 −∆H1∆X1]

= −E (∆H1∆X1) < 0,

since H(1, ·) is strictly increasing. So an optimal strategy does not jump at
the end and V1 = H(1, ξ1).

Remark 10 Note that the property (6) was observed in [1].

Now we can prove the following Proposition of necessary conditions for
an equilibrium:
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Proposition 11 Consider an admissible triple (H,λ,X). If it is a local
equilibrium, then we have:

(i) V −H(t, ξt)− λ(t)E
[∫ 1

t

∂2H(s, ξs−)dXs

∣∣∣∣F
V,Z
t

]
= 0, a.s, a.a. 0 ≤ t ≤ 1.

(ii) H(1, ξ1) = V a.s., ,

(iii) 0 = ∂1H(t, ξt) + λtµt∂2H(t, ξt) +
1

2
λ2tσ

2
Y,t∂22H(t, ξt)

+

∫

R
(H (t, ξt− + λtu)−H (t, ξt−)− uλt∂2H (t, ξt−)) νt (du) , a.s, a.a. 0 ≤ t ≤ 1.

(iv) Y −
∫ ·

0

µtdt is a local martingale

(v) If V 6= Pt a.s.on [0, 1), then λ(t) = λ0 ,

where σ2
Y,t := d[Y c,Y c]s

ds
.

Proof. (i) and (ii) are just the Proposition 9. (iii) By using Itô’s formula

on H(t,ξt)
λ(t)

, we have

E
(∫ 1

t

1

λ(s)
∂2H(s, ξs−)dξs

∣∣∣FV,Zt

)

= E
(
H(1, ξ1)

λ(1)

∣∣∣∣F
V,Z
t

)
− H(t, ξt)

λ(t)

−E
(∫ 1

t

(
− λ

′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+

1

2
∂22H(s, ξs)λ(s)σ2

Y,s

)
ds

∣∣∣∣F
V,Z
t

)

−E
(∑

t≤s≤1

(
∆H(s, ξs)

λ(s)
− ∂2H(s, ξs−)∆ξs

λ (s)

)∣∣∣∣F
V,Z
t

)
,

where σ2
Y,s := d[Y c,Y c]s

ds
. Since X is locally optimal, given (H,λ), by (i) and

since Z −
∫ ·
0
µsds is an FV,Zt -martingale, we can write:

0 = V − λ(t)E
(

V

λ(1)

∣∣∣∣F
V,Z
t

)

+λ(t)

∫ 1

t

E
(
− λ

′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+

1

2
∂22H(s, ξs)λ(s)σ2

Y,s +
∂2H(s, ξs)µs

λ(s)

∣∣∣∣F
V,Z
t

)
ds

+λ(t)
∑

t≤s≤1
E
((

∆H(s, ξs)

λ(s)
− ∂2H(s, ξs−)∆ξs

λ (s)

)∣∣∣∣F
V,Z
t

)
,
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where, denoting {s ∈ A : ∆Xs 6= 0} and {s ∈ A : ∆Zs 6= 0} by DX
A and DZ

A ,
respectively, for any A ⊆ R, we get

∑

s∈DZ
[t,1]

E
((

∆H(s, ξs)

λ(s)
− ∂2H(s, ξs−)∆ξs

λ (s)

)∣∣∣∣F
V,Z
t

)

=
∑

s∈DZ
[t,1]

E
((

H(s, ξs− + λ (s) ∆Ys)

λ(s)
− H (s, ξs−)

λ (s)
−∆Ys∂2H (s, ξs)

)∣∣∣∣F
V,Z
t

)

=

∫ 1

t

∫

R
E
[
H (s, ξs + λ (s)u)−H (s, ξs−)

λ (s)
− u∂2H (s, ξs)

∣∣∣∣F
V,Z
t

]
νs (du) ds

Hence, we have

0 = V

(
1

λ(t)
− 1

λ(1)

)

+E
(∫ 1

t

(
− λ

′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+

1

2
∂22H(s, ξs)λ(s)σ2

Y,s +
∂2H(s, ξs)µs

λ(s)

)
ds

∣∣∣∣F
V,Z
t

)

+E



∑

s∈DX
[t,1]

∆H(s, ξs)

λ(s)
− ∂2H(s, ξs−)∆ξs

λ (s)




+

∫ 1

t

∫

R
E
[
H (s, ξs + λ (s)u)−H (s, ξs−)

λ (s)
− u∂2H (s, ξs)

∣∣∣∣F
V,Z
t

]
νs (du) ds.

By identifying the predictive and martingale parts we have that

0 =
λ′(t)

λ2(t)
V − λ′(t)

λ2(t)
H(t, ξt) +

∂1H(t, ξt)

λ(t)

+
1

2
∂22H(t, ξt)λ(t)σ2

Y,t + ∂2H(t, ξt)µt

+
∆H(t, ξt)

λ(t)
− ∂2H(t, ξt−)∆ξt

λ (t)

+

∫

R

[
H (t, ξt− + λ (t)u)−H (t, ξt−)

λ (t)
− u∂2H (t, ξt)

]
νt (du) .

Then a.a t ∈ [0, 1] and P-a.s., the continuous and jump parts of the r.h.s of
the previous equation will be equal to zero.

0 =
λ′(t)

λ2(t)
V − λ′(t)

λ2(t)
H(t, ξt) +

∂1H(t, ξt)

λ(t)

+
1

2
∂22H(t, ξt)λ(t)σ2

Y,t + ∂2H(t, ξt)µt

+

∫

R

[
H (t, ξt− + λ (t)u)−H (t, ξt−)

λ (t)
− u∂2H (t, ξt)

]
νt (du) , (9)
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and

∆H(t, ξt)

λ(t)
− ∂2H(t, ξt−)∆ξt

λ (t)
= 0. (10)

Now, since we are in an equilibrium, prices are rational given X, so by taking
conditional expectations w.r.t. FYt and using E(V |FYt )−E(H(t, ξt)|FYt ) = 0,
we have

0 =
∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2

Y,t + ∂2H(t, ξt)µt

+

∫

R

[
H (t, ξt− + λ (t)u)−H (t, ξt−)

λ (t)
− u∂2H (t, ξt)

]
νt (du) .

(iv) Consequently

Pt = H (t, ξt) = H (0, ξ0) +

∫ t

0

λs∂2H(s, ξs−) (dYs − µsds)

+




∑

t∈DZ
[0,t]

(
∆H(s, ξs)

λ(s)
− ∂2H(s, ξs−)∆ξs

λ (s)

)

−
∫ t

0

∫

R

[
H (s, ξs− + λ (s)u)−H (s, ξs−)

λ (s)
− u∂2H (s, ξs)

]
νs (du)

}
,

so, denoting the second term by Nt

dYt − µtds =
dPt − dNt

λt∂2H(t, ξt−)

and, since Pt and Nt are martingales and λt∂2H(t, y) > 0, we have that
Y −

∫ ·
0
µtdt is a local martingale.

(v) Finally, from (9) we have that

λ′(t)

λ2(t)
V − λ′(t)

λ2(t)
H(t, ξt) = 0,

then V 6= H(t, ξt) implies that λ′(t) = 0.

2.3 Characterization of the equilibrium

In this section we will study sufficient conditions for an equilibrium. We shall
assume that the pricing rules satisfy

0 = ∂1H(t, y) + ∂2H(t, y)µt +
1

2
∂22H(t, y)λ(t)2σ2

t

+

∫

R

(
H (t, y + λ(t)u)−H (t, y)− uλ(t)

∂H

∂y
(t, y)

)
νt (du) , a.a. 0 ≤ t ≤ 1, y ∈ R,

(11)
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where σt is defined in (1). Note that this condition is close to the condition
(iii) in Proposition 11, that is a necessary condition for the equilibrium.
Then we have the following Theorem:

Theorem 12 Consider an admissible triple (H,λ,X) with (H,λ) satisfying
(11) then (H,λ,X) is an equilibrium, if and only if :

(i) λ(t) = λ0,

(ii) H(1, ξ1) = V a.s.

(iii) [Xc, Xc] ≡ 0,

(iv) X has not jumps

(v) X + Z −
∫ ·

0

µsds is a local martingale.

Proof. Set

i(v, y) :=

∫ H−1(1,·)(v)

y

v −H(1, x)

λ0
dx,

and

I(v, t, y) : = E(i(V, y + λ0(Z1 − Zt))|V = v)

= E(i(v, y + λ0(Z1 − Zt))).

Here, we write ∂i to indicate the derivative w.r.t the ith + 1 argument.
First note that

E(H(1, y + λ0(Z1 − Zt)) = H(t, y).

In fact, by (11) and (A2), (A5) and (A6) (H(t, λ0Zt))0≤t≤1 is a martingale,
so, since Z has independent increments, we have that.

H(t, y) = E(H(1, λ0Z1)|λ0Zt = y) = E(H(1, y + λ0(Z1 − Zt)).

(I(v, t, Zt))0≤t≤1 is also an FZ- martingale:

I(v, t, y) = E(i(v, y + λ0(Z1 − Zt)))
= E( i(v, λ0Z1)|λ0Zt = y),

and we have that

∂2I(v, t, y) = E (∂1i(v, y + λ0(Z1 − Zt)))

= E
(
−v −H(1, y + λ0(Z1 − Zt)

λ0

)
= −v −H(t, y)

λ0
. (12)
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We can take the derivative under the integral sign becauseH(1, ·) is monotone
and E(H(1, λ0Z1)) <∞. Now,

0 = ∂12I(v, t, y) + ∂22I(v, t, y)µt +
1

2
∂222I(v, t, y)λ20σ

2
t

+

∫

R
(I (v, t, y + λ0u)− I (v, t, y)− uλ0∂2I (v, t, y)) νt (du) ,

consequently

C(v, t) = ∂1I(v, t, y) + ∂2I(v, t, y)µt +
1

2
∂22I(v, t, y)λ20σ

2
t (13)

+

∫ t

0

∫

R
(I (v, s, y + λ0u)− I (v, s, y)− uλ0∂2I (v, s, y)) νs (du) ds,

where C(v, t) is a constant that can depends on v and t but not on y. Now
since (I(v, t, Zt))0≤t≤1 is a martingale it turns out that C(v, t) = 0 a.a. t ∈
[0, 1]. Consider now any admissible strategy X, then, by using Itô’s formula
we have

I(v, 1, ξ1) = I(v, 0, 0) +

∫ 1

0

∂1I(v, t, ξt)dt

+

∫ 1

0

∂2I(v, t, ξt−)dξt +
1

2

∫ 1

0

∂22I(v, t, ξt)d[ξc, ξc]t

+
∑

0≤t≤1
(∆I(v, t, ξt)− ∂2I(v, t, ξt−)∆ξt) ,

since, by construction, ξ0 = 0 and since dξt = λ0dYt by (i). Now we have
that

d[ξc, ξc]t = λ20d[Xc, Xc]t + 2λ20d[Xc, Zc]t + λ20σ
2
t dt.

Then using (13), we get :

I(v, 1, ξ1) = I(v, 0, 0) +

∫ 1

0

(Pt− − v)(dXt + dZt − µtdt)

+
1

2

∫ 1

0

∂22I(v, t, ξt)λ
2
0d[Xc, Xc]t

+

∫ 1

0

∂22I(v, t, ξt)λ
2
0d[Xc, Zc] +

∑

0≤t≤1
(∆I(v, t, ξt)− ∂2I(v, t, ξt−)λ0∆Yt)

13



Subtracting [P,X]1 from both sides and substituting, we obtain

∫ 1

0

(v − Pt−)dXt − [P,X]1 − I(v, 0, 0)

= −I(v, 1, ξ1) +

∫ 1

0

(Pt− − v) (dZt − µtdt)

+
1

2

∫ 1

0

∂22I(v, t, ξt−)λ20d[Xc, Xc]t +

∫ 1

0

∂22I(v, t, ξt−)λ20d[Xc, Zc]

+
∑

t∈DZ
[0,1]

((∆I(v, t, ξs)− ∂2I(v, t, ξs−)λ0∆Zt)

−
∫ 1

0

∫

R
(I (v, t, y + λ0u)− I (v, t, y)− uλ0∂2I (v, t, y)) νt (du) dt

)

+
∑

t∈DX
[0,1]

(∆I(v, t, ξt)− ∂2I(v, t−, ξt−)λ0∆Xt)− [P,X]1.

Now it is important to note that I(v, 0, 0) is, fixing V = v, a lower bound for
any strategy. Then, we will show that by taking the conditional expectation
of the left hand side for V = v and seeing that it is non-positive by evaluating
the right hand side.

First we have that

[P,X]1 ≡ [P c, Xc]1 +
∑

0≤t≤1
∆Pt∆Xt,

then Itô’s formula for H shows that the continuous local martingale part of
P is

∫
∂2H(t, ξt)dξ

c
t , so by (12) we obtain

[P c, Xc]1 =

[∫
∂2H(t, ξt)dξ

c
t , X

c

]

1

=

∫ 1

0

∂2H(t, ξt)d [ξc, Xc]t

=

∫ 1

0

∂22I(v, t, ξt)λ
2
0d [Xc, Xc]t +

∫ 1

0

∂22I(v, t, ξt)λ
2
0d [Xc, Z]t ,

and

λ0∂2I(v, t, ξt−)∆Xt + ∆Pt∆Xt = (Pt− − v)∆Xt + ∆Pt∆Xt

= (Pt − v)∆Xt = λ0∂2I(v, t, ξt)∆Xt.
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Substituting them for [P,X]1 in the right hand side of the equation, it sim-
plifies to

−I(v, 1, ξ1) +

∫ 1

0

(Pt − v) (dZt − µtdt)−
1

2

∫ 1

0

∂22I(v, t, ξt)λ
2
0d[Xc, Xc]t

+
∑

t∈DZ
[0,1]

((∆I(v, t, ξs)− ∂2I(v, t, ξs−)λ0∆Zt)

−
∫ 1

0

∫

R
(I (v, t, y + λ0u)− I (v, t, y)− uλ0∂2I (v, t, y)) νt (du) dt

)

+
∑

t∈DX
[0,1]

(I(v, t, ξt)− I(v, t, ξt−)− λ0∂2I(v, t, ξt)∆Xt) .

Now the result follows from the following points.

1. We know that λ0∂22I(V, 1, ξ1) = ∂2H(V, 1, ξ1) > 0 and that λ0∂2I(V, 1, ξ1) =
−V + H(1, ξ1) so by hypothesis (ii) we have a maximum value of
−I(V, 1, ξ1) for our strategy and, according to the definition of I and
condition (ii), I(V, 1, ξ1) = 0.

2. The processes
∫ ·
0
(Pt − V ) (dZt − µtdt) and

∑

t∈DZ
[0,·]

((∆I(V, t, ξt)− ∂2I(V, t, ξt−)λ0∆Zt)

−
∫ ·

0

∫

R
(I (V, t, y + λ0u)− I (V, t, y)− uλ0∂2I (V, t, y)) νt (du) dt

)

are FP,V -martingale, so they vanish when we take expectations.

3. By (12) and H being increasing monotone, we have that ∂22I > 0, and
the measure d[Xc, Xc] ≥ 0, so

−1

2

∫ 1

0

∂22I(v, t, ξt)λ
2
0d[Xc, Xc]t ≤ 0,

and we obtain the maximum value for our strategy if and only if
[Xc, Xc] = 0.

4. ∂22I > 0 (convexity) implies that

I(v, t, x+ h)− I(v, t, x)− ∂2I(v, t, x+ h)h ≤ 0.

15



So,

∑

t∈DZ
[0,1]

(I(v, t, ξt− + λ0∆Xt)− I(v, t, ξt−)− ∂2I(v, t, ξt)λ0∆Xt) ≤ 0,

and it reaches its maximum if and only if ∆Xt = 0, that is what we
assume at (iv).

5. Assumption (v) together with condition (A2) and (A5) guarantee the
rationality of prices.

Remark 13 In [2], it is proved that, in equilibrium, the pricing rule is of
the form

H(t, y) = E [H (1, y + ξ1 − ξt)] . (14)

In [6], and in our case, as well, we find that in equilibrium, the price pressure
λ is constant and the pricing rule is of the form (14), as (H, λ) is a solution
of (9) and Itô’s formula applied to H(t, λZt) implies

H(t, y) = E [H (1, λZ1)|λZt = y]

= E [H (1, λZ1 − λZt + λZt)|λZt = y]

= E [H (1, λZ1 − λZt + y)] .

We have seen that provided that (11) is satisfied, the equilibrium strate-
gies are of the form

X =

∫ ·

0

θsds.

Then, the following propositions give conditions on θ to be an equilibrium
strategy.

Proposition 14 Let (H, λ) be a pricing rule of class H that satisfies (11)
and X =

∫ ·
0
θsds a strategy in X . Then the following conditions are equiva-

lent:

i) The process (H(t, ξt)) is an FY -martingale.

ii) E
[
θt| FYt

]
= 0.

iii) The process

(
Yt −

∫ t

0

µsds

)
is an FY -martingale.

16



For its proof, we will need the following Lemma:

Lemma 15 Assume that a process G is FY -adapted and

Gt = Mt +

∫ t

0

αsds, t ≥ 0

where M is an FZ,V -martingale and α is FZ,V -adapted with mathbbE(|αs|) <
∞ for all s ≥ 0. Let H be a filtration such that FY ⊆ H ⊆ FZ,V . Then

Gt = Nt +

∫ t

0

E [αs |Hs ] ds, t ≥ 0

where N is an H-martingale.

Proof. First, we show that E [Mt |Ht ] is an H-martingale. Let s ≤ t,
then since Hs ⊆ FZ,Vs

E [E [Mt |Ht ]|Hs] = E [Mt |Hs ] = E
[
E
[
Mt

∣∣FZ,Vs

]∣∣Hs

]
= E [Ms |Hs ] ,

since M is an FZ,V -martingale. Then, consider

Gt −Gs = Mt −Ms +

∫ t

s

αudu.

We have

E [Gt −Gs|Hs] = E [Mt −Ms|Hs] +

∫ t

s

E [αu|Hs] du

= E
[∫ t

s

E [αu|Hu] du

∣∣∣∣Hs

]
,

so

E
[
Gt −Gs −

∫ t

s

E [αu|Hu] du

∣∣∣∣Hs

]
= 0,

hence, Nt := Gt −
∫ t
0
E [αu|Hu] du is an H-martingale.
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Proof of Proposition 14. Let (H, λ) be a pricing rule, then Itô’s
formula says

H(t, ξt) = H (0, 0) +

∫ t

0

λsθs
∂H

∂y
(s, ξs) ds

+

∫ t

0

[
∂H

∂t
(s, ξs) +

∂H

∂y
(s, ξs)λsµs +

1

2
λ2sσ

2
s

∂2H

∂y2
(s, ξs)

]
ds

+

∫ t

0

∂H

∂y
(s, ξs−) (λsσsdBs + λsdLs)

+
∑

0≤s≤t

[
∆H(s, ξs)−

∂H

∂y
(s, ξs−)∆ξs

]

= Mt +

∫ t

0

[
∂H

∂t
(s, ξs) + λsµs

∂H

∂y
(s, ξs) +

1

2
λ2sσ

2
s

∂2H

∂y2
(s, ξs)

]
ds

+

∫ t

0

(H(s, ξs− + λsu)−H(s, ξs−)− uλs
∂H

∂y
(s, ξs−))νs(du)ds

+

∫ t

0

λsθs
∂H

∂y
(s, ξs) ds.

where M is an FZ,V -martingale. Then, by Lemma 15 we know that H can
be rewritten as

H(t, ξt) = Nt +

∫ t

0

[
∂H

∂t
(s, ξs) +

∂H

∂y
(s, ξs)λsµs +

1

2
λ2sσ

2
s

∂2H

∂y2
(s, ξs)

]
ds

+

∫ t

0

(H(s, ξs− + λsu)−H(s, ξs−)− uλs
∂H

∂y
(s, ξs−))νs(du)ds

+

∫ t

0

λsE(θs|FYs )
∂H

∂y
(s, ξs) s

= Nt +

∫ t

0

λsE(θs|FYs )
∂H

∂y
(s, ξs) ds,

where N is an FY -martingale. Then, (H(t, ξt)) is an FY -martingale if and
only if

E(θs|FYs ) = 0,

which proves that i) and ii) are equivalent. Also, we know that

Yt = Zt +

∫ t

0

θsds,
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so

Yt −
∫ t

0

µsds = Rt +

∫ t

0

θsds,

where R is an FZ,V -martingale. Then we can write, by Lemma 15,

Yt −
∫ t

0

µsds = Ut +

∫ t

0

E(θs|FYs )ds

where U is an FY -martingale which proves that ii) and iii) are equivalent.
Then, we have the following proposition.

Proposition 16 Suppose, (H,λ) ∈ H is a solution of (11) with λ = λ0 > 0,
X =

∫ ·
0
θsds, H(1, ξ1) = V and such that E

[
θt| FYt

]
= 0, then the pricing

rule is rational, that is

H(t, ξt) = E[V |FYt ], 0 ≤ t ≤ 1,

and (H,λ,X) is an equilibrium.

Proof. By the previous proposition H(t, ξt) is an FY -martingale. Then

H(t, ξt) = E(H(1, ξ1)|FYt ) = E(V |FYt ),

therefore prices are rational. That (H,λ,X) is an equilibrium follows from
the previous proposition and Theorem 12.

2.4 Existence of equilibrium

From Theorem 12 we have seen that, assuming (11) with λt = λ0 > 0, neces-
sary and sufficient conditions to have an equilibrium are to have a strategy∫ ·
0
θsds ∈ X satisfying:

1. the process
(
Yt −

∫ t
0
µsds

)
is an FY -martingale, where Yt =

∫ t
0
θsds+Zt

is the total demand.

2. it drives the total demand to the value R := H−1 (1, λ0·) (V ) , that is
Y1 = R.

First we have a simple case:
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Proposition 17 If the demand of the liquidity traders, Z, has not a jump
component, then the equilibrium strategy is such that

θt =
Y1 − Yt −

∫ 1

t
µsds∫ 1

t
σ2
sds

σ2
t

Proof. If Ȳt := Yt−
∫ t
0
µsds =

∫ t
0
σsdB̃s, where B̃ is a Brownian motion,

then

Ȳt −
∫ t

0

Ȳ1 − Ȳt∫ 1

s
σ2
udu

σ2
sds, 0 ≤ t ≤ 1,

is a process identical in law to
∫ ·
0
σsdB̃s and independent of Y1.

Theorem 18 If the demand of the liquidity traders Z has a jump component
(i.e. L 6= 0), then there is not equilibrium.

Proof. Let Y be the total demand in an equilibrium, then we have

Mt := Yt−
∫ t

0

µsds =

∫ t

0

σsdBs+Lt+

∫ t

0

θs(Y1;Yu, 0 ≤ u ≤ s)ds, 0 ≤ t ≤ 1

so the r.h.s. is the Doob-Meyer decomposition of the FY -martingale M in
the filtration FY,Y1 , since

∫ ·
0
σsdBs + L· is an FY,Y1-martingale. Now, we can

decompose the martingale M in its continuous and jump components,

M c
t =

∫ t

0

σsdBs + Γt,

Md
t = Lt + Λt.

These two equalities give us the FY,Y1-Doob-Meyer decompositions of M c and
Md respectively, with Γt + Λt =

∫ t
0
θs(Y1;Yu, 0 ≤ u ≤ s)ds. Note that we

have

Md
t − Lt =

∫ t

0

∫

R
x (δ(ds, dx)− υt(dx)ds) = Λt,

where
(∫ t

0

∫
R xδ(ds, dx)

)
is the FY -predictable compensator of the integer

random measure in the process Md. So Λ is FY -predictable and does not
depend on Y1. Moreover Md

t −Lt is an FY -martingale and consequently Λ ≡ 0,
a.s..
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So, if there is only jump part in the demand of liquidity traders, i.e. Z ≡ L
Mt = Yt = Lt and R = L1 contradicting the hypothesis of independence
between L and V . Therefore there is not equilibrium.

If, on the contrary, we have a continuous part in Z then the argument
above yields

M c
t =

∫ t

0

σsdBs +

∫ t

0

θs(Y1;Yu, 0 ≤ u ≤ s)ds, (15)

and

Md
t = Lt.

Note that, since B is independent of L, (15) is the Doob-Meyer decomposition
of M c in the filtration (σ(Y1;Yu, 0 ≤ u ≤ s;Lu, 0 ≤ u ≤ 1)) .

To have optimality we need M c
1 = R − L1 −

∫ 1

0
µsds. Now, by the

Dambis-Dubins-Schwarz theorem (see [11], Thm. V.1.6. and Prop.V.1.11),
M c

t ∼
∫ t
0
σsdB̃s for certain Brownian motion B̃, then M c

1 is Gaussian and by
hypothesis V and L are independent (so R and L as well), then, since L is
not Gaussian, this is not possible (see Thm 2.3 in [8]) .

Therefore, in any case of Z with and without continuous component we
obtain that L cannot be independent of R if we want to have rational prices.
Hence there is not equilibrium.

2.5 Equilibrium limit strategy in case of jumps and
diffusion term in the noise traders’ process

As we have seen, in case of the noise process having jumps, there is not
equilibrium. Here, for the sake of simplicity, we take σt ≡ 1 and µt ≡ 0.
In order to move prices to the final value V, or equivalently to move Yt to
Y1 = H−1(1, λ0·)(V ) a strategy would be the one having jumps just after the
same moment when the noise traders’ demand does:

X ′t = −Lt− +

∫ t

0

Y1 − Ys
1− s ds.

It would kill the jumps of Z. The problem is that the time ”just after” does
not exist and this strategy has to be seen as a limit of càdlàg strategies that
are now feasible but not optimal:

X ′t = −Lt−ε +

∫ t

0

Y1 − Ys
1− s ds.
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The drawback of this strategy would be the fact that it has jumps and con-
sequently, as we have seen in Theorem 12, it is suboptimal.

However, we could assume pricing rules satisfying

0 = ∂1H(t, y) +
1

2
∂22H(t, y)λ0,

and to compensate the jumps of noise traders, that is that of L, by jumping
in the oppposite way, but this can only be done in an approximate or limit
way.

Another approximate equilibrium could be obtained by assuming pricing
rules of the form

0 = ∂1H(t, y) +
1

2
∂22H(t, y)λ0

+

∫

R

(
H (t, y + λ0u)−H (t, y)− uλ0

∂H

∂y
(t, y)

)
νt (du) , a.a. 0 ≤ t ≤ 1, y ∈ R,

that compensate the jumps of L, and to avoid jumps in X and at the same
time moving the prices to V. To get this we can approximate X ′t by something
smoother as follows. Suppose the following integrals exist and are finite and
denote the pure jump Lt part and its compensator by

Ljt : =

∫ t

0

∫

R
xM(dt, dx) and

Lct : =

∫ t

0

∫

R
xvt(dx)dt,

respectively and also denote

Lj,εt :=
1

ε

∫ t

t−ε
Ljsds,

an absolutely continuous function that ”absorves” the jump in ε time, and
set

Lεt = Lj,εt − Lct .

Note that if there is no jump in [t− ε, t], then Lj,εt = Ljt . So, we can introduce
the following suboptimal solution:

Xε
t = −Lεt +

∫ t

0

Y1 − Ys
1− s ds,
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using which we have that for fixed t,

|X ′t −Xε
t | = |Lεt − L′t| =

∣∣∣∣
1

ε

∫ t

t−ε
Ljsds− Ljt

∣∣∣∣→ 0

a.s. as ε→ 0, since the fact that L· does not have a jump at t is of probability
one, implies that 1

ε

∫ t
t−ε L

j
sds tends to Ljt with probability 1, and also in L1,

since

E
[∣∣∣∣

1

ε

∫ t

t−ε
Ljsds− Ljt

∣∣∣∣
]
≤ E

[
1

ε

∫ t

t−ε

∣∣(Ljs − Ljt
)∣∣ ds

]

=
1

ε

∫ t

t−ε
E
[∣∣(Ljs − Ljt

)∣∣] ds

≤ max
t−ε≤s≤t

E
[∣∣Ljs − Ljt

∣∣]→ 0

In case of L· being a process that may have infinite activity, introduce
the moving average process of L·,

Lεt =
1

ε

∫ t

t−ε
Lsds,

which has the same convergence properties as the one before.

2.6 When the insider is risk averse

In this section we study the case of a risk-averse insider. We restrict our-
selves to the case of exponential utility. We are going to follow the dynamic
programming approach and to obtain the Hamilton-Jacobi-Bellman (HJB)
Equations as done in [6], not the Perturbation method presented in Subsec-
tion 2.2.

Assume that the insider wants to maximize E(u (W1+)) = E(γEγW1+),
where γ < 0. We define the value function as

J(t, y) := sup
θ̃:ξ(t,θ̃)=y

E
[
γ exp

{
γ

∫ 1

t

(V − Pl)θ̃ldl
}∣∣∣∣F

Z,V
t

]
,

where we assume that E
[
γ exp

{
γ
∫ 1

t
(V − Pl)θ̃ldl

}∣∣∣FZ,Vt

]
is a measurable

function of ξ(t, θ̃) :=
∫ t
0
λsdY

θ̃
s =

∫ t
0
λs

(
dZs + θ̃ds

)
. Then, adding and sub-

tracting γ exp γ
∫ 1

t+h
(V − Pl)θ̃ldl under the expectation, we have
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J(t, y) = sup
θ̃:ξ(t,θ̃)=y

E
[
γ exp

{
γ

∫ 1

t

(V − Pl)θ̃ldl
}(

1− exp

{
−γ
∫ t+h

t

(V − Pl)θ̃ldl
})

+γ exp

{
γ

∫ 1

t+h

(V − Pl)θ̃ldl
}∣∣∣∣F

Z,V
t

]
,

= sup
θ̃:ξ(t,θ̃)=y

E
[
γ exp

{
γ

∫ 1

t

(V − Pl)θ̃ldl
}(

1− exp

{
−γ
∫ t+h

t

(V − Pl)θ̃ldl
})

+J(t+ h, ξ(t+ h, θ̃))
∣∣∣FZ,Vt

]
.

So, subtracting J(t, y), we can apply Itô’s formula to the difference J(t +
h, ξ(t+ h, θ̃))− J(t, ξ(t, θ̃)). Moreover note that

lim
h→0

(
1− exp

{
−γ
∫ t+h
t

(V − Pl)θ̃ldl
})

h
= γ(V − Pt)θ̃t.

Hence, we get the following HJB equations, where of course Pt = H(t, ξt).

0 = sup
θ

{
Jγ(V −H)θt +

∂J

∂t
+ λtθt

∂J

∂y
+
∂J

∂y
λtµt +

1

2
λ2tσ

2
t

∂2J

∂y2

+

∫

R
(J(t, y + λtu)− J(t, y)− uλt

∂J

∂y
(t, y))νt(du)

}
.

Since the equation is linear in θ, we get the following two equations:

λt
∂J

∂y
(t, y) = J (t, y) γ (H(t, y)− V ) ∀(t, y) ∈ (0, 1]× R, (16)

and for all (t, y) ∈ (0, 1)× R

0 =
∂J

∂t
+ λtµt

∂J

∂y
+

1

2
λ2tσ

2
t

∂2J

∂y2

+

∫

R

(
J (t, y + λtu)− J (t, y)− uλt

∂J

∂y
(t, y)

)
νt (du) . (17)

Differentiating (16) by y we have

∂2J

∂y2
=

1

λ2t
Jγ

[
λt
∂H

∂y
+ (H − V )2 γ

]
,
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which plugged in to (17) implies

0 =
∂J

∂t
+ (H − V ) γJµt +

1

2
Jγσ2

t

[
λt
∂J

∂y
+ (H − V )2 γ

]

+

∫

R

(
J (t, y + λtu)− J (t, y)− uλt

∂J

∂y
(t, y)

)
νt (du) . (18)

Denote
∫
R

(
J (t, y + λtu)− J (t, y)− uλt ∂J∂y (t, y)

)
νt (du) by I(t, y). By dif-

ferentiating the previous equation by y, we get

0 =
∂J

∂t∂y
+
∂H

∂y
γJµt +

(H − V )2 γ2Jµt
λt

+
1

2
γσ2

t

{
(H − V ) γJ

λt

[
λt
∂H

∂y
+ (H − V )2 γ

]
+ J

[
λt
∂2H

∂y2
+ 2 (H − V )

∂H

∂y
γ

]}

+Iy(t, y), (19)

so

∂J

∂t∂y
= −Jγµt

(
∂H

∂y
+

(V −H)2 γ

λt

)

+J
γσ2

t

2

(
3γ (V −H)

∂H

∂y
+
γ2

λt
(V −H)3 − λt

∂2H

∂y2

)
− Iy(t, y).

While differentiating (16) by t, we get

λ′t
∂J

∂y
+

∂J

∂t∂y
λt =

∂H

∂t
γJ + (H − V ) γ

∂J

∂t
.

Inserting this expression together with (16) into (17), we get

∂J

∂t∂y
= J

[
(V −H)2

γ2

λt
µt +

γ3σ2
t

2λt
(V −H)3 +

γ2σ2
t

2
(V −H)

∂H

∂y

+
γ

λt

∂H

∂t
+ γ

λ′t
λ2t

(V −H)

]
+
γ (H − V )

λt
I (t, y) . (20)

Subtracting (20) from (19), we obtain

0 = −Jγµt
∂H

∂y
+
∂H

∂t
+

1

2
σ2
t λ

2
t

∂2H

∂y2
− λt (V −H)

[(
1

λt

)′
+ γσ2

t

∂H

∂y

]

+
γ (H − V )

λt
I(t, y)− Iy(t, y).
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Also, (16) implies

∂J
∂y

J
=

(H − V ) γ

λt
.

Hence we have that

J = exp

{
γ

λt

∫ y

0

(H − V ) du

}
c2 (t) =: He (t, y) c2 (t)

Jy =
∂He

∂y
= He γ

λt
(H − V ) c2 (t) .

and

I (t, y) = c2 (t)

∫

R
(He (t, y + λtu)−He (t, y)− uγHe (H (t, y)− V )) νt (du) .

So,

γ (H (t, y)− V )

λt
I(t, y) = c2 (t)

γ

λt

∫

R
[(H (t, y)− V )He (t, y + λtu)

− (H (t, y)− V )He (t, y)

−uHeγ (H (t, y)− V )2
]
νt (du)

and

Iy (t, y) = c2 (t)
γ

λt

∫

R
[He (t, y + λtu) (H (t, y + λtu)− V )

−He (t, y) (H (t, y)− V )

−uγHe (t, y) (H (t, y)− V )2 + uλtH
e (t, y)Hy (t, y)

]
νt (du) .

Therefore,

γ (H − V )

λt
I(t, y)− Iy(t, y) = −c2 (t)

γ

λt

∫

R
[He (t, y + λtu) (H (t, y + λtu)−H (t, y))

−uλtHe (t, y)
∂H

∂y
(t, y)

]
νt (du) .

Hence, we get the following equation for H. If there is solution (J,H, λ)
satisfying the HJB Equations, (H, λ) has to satisfy

0 = −He (t, y) c2 (t) γµt
∂H

∂y
+
∂H

∂t
+

1

2
σ2
t λ

2
t

∂2H

∂y2

−λt (V −H)

[(
1

λt

)′
+ γσ2

t

∂H

∂y

]

−c2 (t)
γ

λt

∫

R
[He (t, y + λtu)H (t, y + λtu)−H (t, y)He (t, y + λtu)

−uλtHe (t, y) (t, y)] νt (du) . (21)
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We remark that the equation differs in two terms from the one in [6]: the
first term is given by the presence of the drift µ and the last term which is
given because of the jumps. If there are no jumps and drift, a solution can
be found as done in [6].

Suppose that we have drift and diffusion part but that there are no jumps
in the noise traders’ process. The last equation reduces to

0 = −He (t, y) c2 (t) γµt
∂H

∂y
+
∂H

∂t
+

1

2
σ2
t λ

2
t

∂2H

∂y2

−λt (V −H)

[(
1

λt

)′
+ γσ2

t

∂H

∂y

]
.

Then

He (t, y) c2 (t) γµt
∂H

∂y
+ λt (V −H)

[(
1

λt

)′
+ γσ2

t

∂H

∂y

]

cannot depend on V , equivalently, by differentiating with respect to V , we
have

He (t, y)
γ

λt
yc2 (t) γµt

∂H

∂y
= λt

[(
1

λt

)′
+ γσ2

t

∂H

∂y

]
(22)

where, for µt 6= 0, the right hand side is strictly increasing in V , while the
the left hand side does not depend on it, which is a contradiction. Hence, we
can have a solution only if µt ≡ 0 which implies

(
1

λt

)′
+ γσ2

t

∂H

∂y
= 0.

Note that this is the same situation as in [6]. With analogous reasoning, one
can show that, allowing jumps and drift only we arrive to a contradiction.

In fact the equation (21) has the form

0 = −He (t, y) c2 (t) γµt
∂H

∂y
+
∂H

∂t
+

−λt (V −H)

(
1

λt

)′

−c2 (t)
γ

λt

∫

R
[He (t, y + λtu) (H (t, y + λtu)−H (t, y))

−uλtHe (t, y)
∂H

∂y
(t, y)

]
νt (du) ,
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therefore,

−He (t, y) c2 (t) γµt
∂H

∂y
− λt (V −H)

(
1

λt

)′

−c2 (t)
γ

λt

∫

R
[He (t, y + λtu) (H (t, y + λtu)−H (t, y))

−uλtHe (t, y)
∂H

∂y
(t, y)

]
νt (du) ,

does not depends on V . Then, by differentiation with respect to V , we obtain

0 = He (t, y) c2 (t)
γ2

λt
yµt

∂H

∂y
− λt

(
1

λt

)′

+c2 (t)
γ2

λ2t

∫

R
[(y + λtu)He (t, y + λtu) (H (t, y + λtu)−H (t, y))

−uλtyHe (t, y)
∂H

∂y
(t, y)

]
νt (du) .

or equivalently,

λ2t
c2 (t) γ2

(
1

λt

)′
= yHe (t, y)µt

∂H

∂y

+
1

λt

∫

R
[(y + λtu)He (t, y + λtu) [H (t, y + λtu)−H (t, y)]

−uλtyHe (t, y)
∂H

∂y
(t, y)

]
νt (du) .

By differentiating again with respect to V , we obtain

0 = y2He (t, y)µt
∂H

∂y

+
1

λt

∫

R

[
(y + λtu)2He (t, y + λtu) [H (t, y + λtu)−H (t, y)]

−uλty2He (t, y)
∂H

∂y
(t, y)

]
νt (du)

0 = y2µt
∂H

∂y

+
1

λt

∫

R

[
(y + λtu)2HE exp {−γV u} [H (t, y + λtu)−H (t, y)]

−uλty2
∂H

∂y
(t, y)

]
νt (du) ,
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where HE denotes exp
{
γ
λt

∫ y+λtu
y

Hdw
}
> 0. So again, we have an equation

with the left hand side is independent of V , but the right hand side is strictly
decreasing in V .

Note that we obtain the same results having only jumps, with the drift
part being zero. So in the risk-averse case we can expect to find a solution
to the existence of an equilibrium only in the case in which the noise trader’s
demand process presents only a diffusion part.
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1 Introduction

Models of financial markets with the presence of an insider or informational asymmetries have a large

literature, see e.g Karatzas and Pikovsky (1996), Amendiger et. al. (1998), Imkeller et. al. (2001), Corcuera

et. al. (2004), Biagini and Øksendal (2005), (2006), Kohatsu-Higa (2007), Di Nunno et. al. (2006, 2008),

Biagini et. al. (2012) and the references therein. In most of these models prices are fixed exogenously, i.e.

the insider does not affect the stock price dynamics, and the privileged information is a functional of the

stock price process: the maximum, the final value, etc. As pointed by Danilova (2010), in an equilibrium

situation market prices are determined by the demand of market participants, so in such a situation the

privileged information cannot be a functional of the stock price process because this implies the knowledge

of future demand and it is unrealistic. Then the privileged information is exogenous like the value of the

fundamental price, or some signal of it, or the announcement time of the release of the fundamental price,

which evolves independently of the demand. The questions considered in this paper deal with the existence

of an equilibrium and the properties of the insider’s optimal strategies. Moreover another question studied is

the effi ciency of the market, namely the conditions in which market prices converge to the fundamental one.

These problems have been addressed in different works, with different degrees of generality, and with very

different types of insider’s privileged information. Starting from the seminal papers of Kyle (1985) and Back

(1992), we can now refer to more recent publications such as Back and Pedersen (1998), Cho (2003), Lasserre

(2004a, 2004b), Aase et. al. (2012a), (2012b), Campi and Çetin (2007), Danilova (2010), Caldentey and

Stacchetti (2010) and Campi et. al. (2012).

The present paper extends the previous contributions in different ways. Indeed we consider prices determined

by the demand of the market participants and their knowledge about the fundamental value of the asset.

Specifically we consider the very general case in which an insider has access to some signal related to the firm

value, which is in fact released at some stopping time. We first consider the case where the insider knows

the random time of release of information and then the case where this is also unknown to her. We study

these two situations in the same framework with the purpose of analyzing equilibrium and effi ciency of the

market. In this study we show that the presence of the insider can be beneficial to the market. In fact, if

the insider knows the random release time, then the market is effi cient. However, if this time of release is

unknown also to the insider, then the market is not fully effi cient, nevertheless there exists an equilibrium

where the sensitivity of prices is decreasing in time according with the probability that the announcement

time is greater than the current time. In other words, prices are becoming more and more stable as the

announcement time is approaching.
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As far as we know this generality of the insider’s information together with the presence of a random time

of release has never been studied before. Moreover, our contribution includes also very general dynamics for

the demand process. In fact the insider’s demand is allowed to be a general semimartingale. In this setting

we also prove that, in the case when the insider knows the release time, market effi ciency is reached if and

only if the insider’s demand is a finite variation process with continuous trajectories.

The present paper includes also various examples in which we give explicit insider’s optimal strategies. Here

we show how our results, coupled with the mathematical tools of enlargement of filtrations (both initial

and progressive) allow to finding the insider’s optimal strategy in various cases presented in the literature,

but here treated in a unified framework. We remark that, to allow for applications, we have improved

various results in the theory of progressive enlargement of filtrations, these results have also independent

mathematical interest.

The paper is structured as follows. In the next section we describe the model that gives rise the stock prices.

In the third section we discuss the insider’s optimal strategies. In section four and five we discuss what

happens when the release time is known to the insider or not, respectively. In section six we review the

results about the enlargement of filtration problem and provide new ones. Finally we apply these results to

find explicit equilibrium strategies.

2 The model and equilibrium

We consider a market with two assets, a stock of a firm and a bank account with interest rate r equal to zero

for the sake of simplicity. With abuse of terminology we will just write prices even though they are sometimes

“discounted”prices. The trading is continuous in time over the period [0,∞) and it is order driven. There is

a (possibly random) release time τ where the fundamental value of the stock is revealed. The fundamental

value process, that we shall define in a precise way later, is denoted by V . We shall denote the market price

of the stock at time t by Pt. Just after the revelation time the market price and the fundamental value will

coincide. So, in principle, it is possible that Pt 6= Vt if t ≤ τ and Pt = Vt if t > τ. Note that if V is continuous

Pτ+ = Vτ .

We take for granted that all the processes mentioned below are defined in the same, complete, probability

space (Ω,F ,P) and that the filtrations are complete and right-continuous.

There are three kinds of traders. A large number of liquidity traders, who trade for liquidity or hedging

reasons, an informed trader or insider, who has privileged information about the firm and can deduce the

fundamental price, and the market makers, who set the price and clear the market.
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Let X be the demand process of the informed trader. At time t, her information is given by Ht and her flow

of information is given by the filtration H = (Ht)t≥0. Hence X is an H-predictable process. The informed

trader, like any other trader, observes the market prices P and, in addition, she has access to some signal

process η related to the firm value. Moreover, she will have some knowledge about the random time τ . In

the sequel we will consider two cases:

• Ht = σ(Ps, ηs, τ , 0 ≤ s ≤ t), i.e. the informed trader has knowledge of the time of release of information

• Ht = σ(Ps, ηs, τ ∧ s, 0 ≤ s ≤ t), i.e. the informed trader has no knowledge of this release time, but she

will instantly know when it happens.

In both cases, the insider has access to the fundamental value and, in terms of the insider’s information flow,

this is assumed to be a martingale of form:

Vt = E(f(ητ )|Ht), t ≥ 0.

where f is a non-negative deterministic function. The explicit presence of f gives more flexibility in the

relationship between the type of signal and the fundamental price, see Example 28 and Remark 10. Moreover

we assume that the process V is continuous and that σ2
V (t) := d[V,V ]t

dt is well defined.

The informed trader is assumed risk-neutral and she aims at maximizing her expected final wealth. Let W

be the wealth process corresponding to insider’s portfolio X.

Definition 1 A strategy X is called optimal with respect to a price process P if it maximizes E(Wτ+).

Let Z be the aggregate demand process of the liquidity traders. We recall that these are a large number of

traders motivated by liquidity or hedging reasons. They are perceived as constituting noise in the market,

thus also called noise traders. From the insider’s perspective we assume that Z is an H-martingale, inde-

pendent of η and V . Moreover, we are going to assume that Z is a continuous H-martingale, even though

some of the following calculations can be carried through in the case of jumps. For later use we also assume

that σ2
t := d[Z,Z]t

dt is well defined.

Market makers clear the market giving the market prices. They rely on the information given by the total

aggregate demand Y := X+Z which they observe and, just like the noise traders, they instantly know about

the time of release of information when that occurs. Hence their information flow is: F = (Ft)t≥0, where

Ft = σ(Ys, τ ∧ s, 0 ≤ s ≤ t). Due to the competition among market makers, the market prices are rational,
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or competitive, in the sense that

Pt = E(Vt|Ft), t ≥ 0.

Finally we suppose that market makers give market prices through a pricing rule, which consists of a formula,

here assumed of the form:

Pt = H(t, ξt), t ≥ 0

involving

ξt :=

∫ t

0

λ(s)dYs,

where λ ∈ C1 is a strictly positive deterministic function, H ∈ C1,2, and H(t, ·) is strictly increasing for

every t ≥ 0. Note that Ft = σ(Ps, τ ∧ s, 0 ≤ s ≤ t), for all t. We have the following definition.

Definition 2 Denote the class of such pairs (H,λ) above by H. An element of H is called a pricing rule.

Remark 3 It is important to remark that the effect of the total demand in prices is due not only to the

function λ but also to the function H. In fact, as we shall see later, in the equilibrium

dPt =
∂H(t, ξt)

∂y
λ(t)dYt,

and some authors give the name market depth to the quantity

1
∂H(t,Zt)

∂y λ(t)
.

So, to say that market depth is constant is not equivalent to say that λ(t) is constant. Only if the equilibrium

pricing rule is linear, the two statements are equivalent. See Back and Pedersen (1998).

Remark 4 We remark that the random release time τ is actually a stopping time with respect to the filtration

S = (St)t≥0, where St = σ{τ ∧ s, 0 ≤ s ≤ t}. Indeed, for all t, {τ ≤ t} ∈ St:

{τ ≤ t} =
∞⋂
n=1

{
τ < t+

1

n

}
=
∞⋂
n=1

{
τ ∧ (t+

1

n
) < t+

1

n

}
∈
∞⋂
n=1

St+ 1
n

= St.

For the last equality we only need S to be complete since the process (τ ∧ t)t≥0 is continuous. Hence τ is

actually a stopping time for the insider and the market makers in the market.

In the sequel we are going to consider two cases corresponding to the above different insider’s information
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flows. In the first case, we will assume that τ is bounded, in the second case, we will assume that τ is

independent of (V, P, Z).

We introduce the following definition.

Definition 5 Let (H,λ) ∈ H and consider a strategy X. The triple (H,λ,X) is an (a local) equilibrium, if

the price process P· := H(·, ξ·) is rational, given X, that is

Pt = E(Vt|Ft),

and the strategy X is (locally) optimal, given (H,λ).

3 Insider’s optimal strategies

To illustrate the relationship among the processes V, P,X, and W we first consider a multi-period model

where trades are made at times i = 1, 2, . . . N, and where τ = N is random. If at time i − 1, there is an

order of buying Xi −Xi−1 shares, its cost will be Pi(Xi −Xi−1), so, there is a change in the bank account

given by

−Pi(Xi −Xi−1).

Then the total (cumulated) change at τ = N is

−
N∑
i=1

Pi(Xi −Xi−1),

and due to the convergence of the market and the fundamental prices just after time τ = N , there is the

extra income: XNVN . So, the total wealth Wτ+ (i.e. just after τ) is

Wτ+ = −
N∑
i=1

Pi(Xi −Xi−1) +XNVN

= −
N∑
i=1

Pi−1(Xi −Xi−1)−
N∑
i=1

(Pi − Pi−1)(Xi −Xi−1) +XNVN

Consider now the continuous time setting where we have the processes X,P, and V, and we take N trading

periods, where N is random and the trading times are: 0 ≤ t1 ≤ t2 ≤ ... ≤ tN = τ , then we have

Wτ+ = −
N∑
i=1

Pti−1(Xti −Xti−1)−
N∑
i=1

(Pti − Pti−1)(Xti −Xti−1) +XtNVtN ,
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so if the time between trades goes to zero we will have

Wτ+ = XτVτ −
∫ τ

0

Pt−dXt − [P,X]τ

=

∫ τ

0

Xt−dVt +

∫ τ

0

Vt−dXt + [V,X]τ −
∫ τ

0

Pt−dXt − [P,X]τ

=

∫ τ

0

(Vt− − Pt−) dXt +

∫ τ

0

Xt−dVt + [V,X]τ − [P,X]τ (1)

where (and throughout the whole article) Pt− = lims↑t Ps a.s.. We recall that V is continuous, hence

Vτ = Vτ+, and that X is an H-adapted (in fact predictable) càdlàg process. In addition we require that X

is an H-semimartingale, so that the stochastic integrals above can be seen as Itô’s integrals. Moreover, note

that, because of the pricing rule, P is an H-semimartingale.

In this section we discuss the characterization of an insider’s optimal strategy in equilibrium in terms of

fundamental value and insider information. Namely, we consider a process X that is optimal in the sense

that it maximizes

J(X) := E (Wτ+) = E
(∫ τ

0

(Vt −H(t−, ξt−))dXt +

∫ τ

0

Xt−dVt + [V,X]τ − [P,X]τ

)
,

for some pricing rule (H,λ) ∈ H. We characterize the admissible triplets (H,λ,X) as those processes X

(that include, by hypothesis, the process X ≡ 0) and price functions (H,λ) ∈ H satisfying:

(A1) Xt = Mt + At +
∫ t

0
θsds, where M is a continuous H-martingale, A a finite variation H-predictable

process with At =
∑

0<s≤t (Xs −Xs−), and θ a càdlàg, H-adapted, process.

(A2) E
(∫ τ

0
(∂2H(s, ξs))

2 (
σ2
sds+ d[M,M ]s

))
<∞ .

(A3) E
(∫ τ

0
∂2H(s, ξs)|θs|ds

)
<∞.

(A4) E
(∑τ

0 ∂2H(s−, ξs−)|∆Xs|
)
<∞, ∆Xs := Xs −Xs−.

(A5) E
(∫ τ

0
|Xs|2 σ2

V (s)ds
)
<∞ , where σ2

V (s) := d[V,V ]s
ds .

∂i indicates the derivative w.r.t. the i argument.

Remark 6 Note that, since (Xt)t≥0 is a càdlàg H-predictable process, its martingale part cannot have

jumps, see Corollary 2.31 in Jacod and Shiryaev (1987).
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3.1 The optimality condition

In the sequel we will consider two kinds of stopping times: τ bounded, or τ independent of (V, P, Z). In

both cases, by the assumption (A5), we have that E(
∫ τ

0
XtdVt) = 0. Hence,

J(X) := E (Wτ+) = E
(∫ τ

0

(Vt −H(t, ξt−))dXt + [V,X]τ − [P,X]τ

)
.

Suppose that X is (locally) optimal. Then, for all β such that X· + ε
∫ ·

0
βsds is admissible, with ε > 0 small

enough, we have

0 =
d

dε
J(X· + ε

∫ ·
0

βsds)

∣∣∣∣
ε=0

=
d

dε
E
(∫ τ

0

(Vt −H(t,

∫ t−

0

λ(s)(dXs + εβsds+ dZs)))(dXt + εβtdt)

)∣∣∣∣
ε=0

= E
(∫ τ

0

(Vt −H(t, ξt))βtdt

)
+ E

(∫ τ

0

−∂2H(t, ξt−)

(∫ t

0

λ(s)β(s)ds

)
dXt

)
= E

(∫ τ

0

(
(Vt −H(t, ξt))− λ(t)

∫ τ

t

∂2H(s, ξs−)dXs

)
βtdt

)
.

Since we can take βt = 1(u,u+h](t) αu, with αu Hu-measurable and bounded, we have

E

(∫ u+h

u

(
E(1[0,τ ](t) (Vt −H(t, ξt))

∣∣Ht)− λ(t)E
(∫ ∞

t

1[0,τ ](s)∂2H(s, ξs−)dXs

∣∣∣∣Ht))dt

∣∣∣∣∣Hu
)

= 0 (2)

and this means that the process Mt, t ≥ 0:

Mt :=

∫ t

0

(
E(1[0,τ ](u)Vu|Hu)− E(1[0,τ ](u)H(u, ξu)|Hu)− λ(u)E(

∫ ∞
u

1[0,τ ](s)∂2H(s, ξs−)dXs|Hu
)

du

is an H-martingale. In particular this implies that, for a.a. t ≥ 0,

E(1[0,τ ](t)Vt|Ht)− E(1[0,τ ](t)H(t, ξt)|Ht)− λ(t)E(

∫ ∞
t

1[0,τ ](s)∂2H(s, ξs−)dXs|Ht) = 0, a.s.. (3)

Since τ is an H-stopping time, then for a.a. t and for a.a. ω ∈ {τ ≥ t}, or equivalently a.s. on the stochastic

interval [0, τ ] , we can write

Vt −H(t, ξt)− λ(t)E
(∫ τ

t

∂2H(s, ξs−)dXs

∣∣∣∣Ht) = 0. (4)

As a summary we have the following necessary condition to help identifying good candidates as insider’s

optimal strategies.
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Proposition 7 An admissible triple (H,λ,X) such that X is locally optimal for the insider, satisfies equation

(3) or, equivalently, it satisfies equation (4) a.s. in [0, τ ].

In the sequel we study two different cases of knowledge of τ from the insider’s perspective. First the case in

which the insider knows τ , the exact time of release of information about the firm value, then we study the

case when the insider does not know τ .

4 Case when τ is known to the insider

Let σ(τ) be the σ-algebra generated by τ . Then we consider the case in which σ(τ) ⊆ H0. At any time t,

the insider relies on the information given by:

Ht = σ(Ps, ηs, τ , 0 ≤ s ≤ t).

Moreover, we assume that τ is bounded, so the analysis here below is consistent with the one of the previous

section.

Recall that Vτ− = Vτ = Vτ+ = Pτ+. However, the relationship between V and P up to τ is a matter of

study. Our first observation is that optimal strategies lead the market price to the fundamental one, making

the market be effi cient. In fact we have the following

Proposition 8 If τ is known to the insider and (H,λ,X) is admissible with X locally optimal then the

market is effi cient, i.e.

Vτ = Pτ = H(τ , ξτ ) = H(τ−, ξτ−) = Pτ− a.s..

Proof. By the assumptions (A1) and (A2), equation (4) can be rewritten:

Vt −H(t, ξt)− λ(t)E(

∫ τ

t

∂2H(s−, ξs−)dXs|Ht)

= Vt −H(t, ξt)− λ(t)E(

∫ τ

t

∂2H(s, ξs)θsds|Ht)

−λ(t)E(

τ∑
t

∂2H(s−, ξs−)∆Xs|Ht)

= Vt −H(t, ξt)− λ(t)

∫ τ

t

E(∂2H(s, ξs)θs|Ht)ds

−λ(t)

τ∑
t

E(∂2H(s−, ξs−)∆Xs|Ht)

= 0, a.s. on [0, τ ].
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Now by the assumption (A3) we have that

∫ τ

t

E (∂2H(s, ξs)|θs| : |H0) ds <∞, a.s. on [0, τ ]

then

lim
t↑τ
E
(
E
(∫ τ

t

∂2H(s, ξs)|θs|ds
∣∣∣∣Ht)∣∣∣∣H0

)
= 0, a.s..

and E
(∫ τ
t
∂2H(s, ξs)|θs|

∣∣Ht) ds converges in L1 to zero (where the expectation is taken with respect to the

conditional probability, fixed τ) and since it is a positive supermartingale it converges almost surely to zero.

Analogously for the term

λ(t)
τ∑
t

E(∂2H(s−, ξs−)∆Xs|Ht).

So, since λ(t) is continuous, then Vτ = Vτ− = H(τ−, ξτ−) = Pτ−, a.s.. On the other side, we recall that

Vτ = Vτ+ = Pτ+ = H(τ+, ξτ+), a.s..

Remark 9 In Aase, Bjuland and Øksendal (2012a) it was already observed that market effi ciency, that is

the convergence of market prices to the fundamental ones, is a consequence of the optimality of the insider’s

strategy. Here we obtain an extension of this result for a more general framework.

Remark 10 This effi ciency situation is also the case in Campi and Çetin (2007). In our notation they have

the signal η = τ̄ , with τ̄ an H-stopping time, Vt = 1{τ̄>1} and the release time is τ = τ̄ ∧ 1. So, τ ∈ H0 and

it is bounded. Then, they obtain

1{τ̄>1} −H(τ̄ ∧ 1, ξτ̄∧1) = 0, a.s..

They also assume that τ̄ is the first passage time of a standard Brownian motion that is independent of Z.

Remark 11 If we take Vt ≡ V and τ ≡ 1 then we are in Back’s framework (1992). There it is shown that

market prices converge to V when t→ 1.

Proposition 12 Consider an admissible triple (H,λ,X) then if (H,λ,X) is a local equilibrium, we have:

(i) H(τ , ξτ ) = Vτ a.s., ,

(ii)
∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2

Y,t = 0 a.s.on [0, τ)

(iii) Y is a local martingale

(iv) If Vt 6= Pt a.s.on [0, τ), then λ(t) = λ0 ,
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where σ2
Y,s := d[Y,Y ]s

ds

Proof. (i) It is just Proposition 8. (ii) By using Itô’s formula on H(t,ξt)
λ(t) , we have

E
(∫ τ

t

1

λ(s)
∂2H(s, ξs−)dξs |Ht

)
= E

(
H(τ , ξτ )

λ(τ)

∣∣∣∣Ht)− H(t, ξt)

λ(t)

−E
(∫ τ

t

(
− λ
′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+

1

2
∂22H(s, ξs)λ(s)σ2

Y,s

)
ds

∣∣∣∣Ht)

−E

 ∑
t≤s≤τ

(
∆H(s, ξs)

λ(s)
− ∂2H(s, ξs−)∆Xs

)∣∣∣∣Ht
 ,

where σ2
Y,s := d[Y,Y ]s

ds . Now X is locally optimal, given (H,λ) , by the equation (4) and the Proposition 8 we

can write:

0 = Vt − λ(t)E
(

Vτ
λ(τ)

∣∣∣∣Ht)
+λ(t)

∫ τ

t

E
(
− λ
′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+

1

2
∂22H(s, ξs)λ(s)σ2

Y,s

∣∣∣∣Ht)ds

+λ(t)
∑
t≤s≤τ

E
((

∆H(s, ξs)

λ(s)
− ∂2H(s, ξs−)∆Xs

)∣∣∣∣Ht)

Hence, we have

0 =
Vt
λ(t)

− Vt
λ(τ)

+

∫ τ

t

E
(
− λ
′(s)

λ2(s)
H(s, ξs) +

∂1H(s, ξs)

λ(s)
+

1

2
∂22H(s, ξs)λ(s)σ2

s

∣∣∣∣Ht)ds

+
∑
t≤s≤τ

E
((

∆H(s, ξs)

λ(s)
− ∂2H(s, ξs−)∆Xs

)∣∣∣∣Ht) .
By identifying the predictive and martingale parts we have that

0 =
λ′(t)

λ2(t)
Vt −

λ′(t)

λ2(t)
H(t, ξt) +

∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2

Y,t

+
∆H(t, ξt)− ∂2H(t, ξt−)∆ξt

λ(t)
, a.s. on [0, τ ] . (5)

Then a.s on [0, τ ], the continuous and jump parts of the r.h.s of the previous equation will be equal to zero.

So
∆H(t, ξt)− ∂2H(t, ξt−)∆ξt

λ(t)
= 0, a.s. on [0, τ ]
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and

0 =
λ′(t)

λ2(t)
Vt −

λ′(t)

λ2(t)
H(t, ξt) +

∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2

Y,t.

(iii) Now, since we are in a local equilibrium, prices are rational, given X, so by taking conditional expect-

ations w.r.t Ft we have

0 =
λ′(t)

λ2(t)
(E(Vt|Ft)− E(H(t, ξt)|Ft)) +

∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2

Y,t

=
∂1H(t, ξt)

λ(t)
+

1

2
∂22H(t, ξt)λ(t)σ2

Y,t, (6)

consequently

dPt = dH(t, ξt) = λt∂2H(t, ξt−)dYt,

and, since P· is a martingale and λt∂2H(t, y) > 0, we have that Y is a local martingale. (iv) Finally, from

(5) we have that
λ′(t)

λ2(t)
Vt −

λ′(t)

λ2(t)
H(t, ξt) = 0

then Vt 6= H(t, ξt) implies that λ
′(t) = 0.

4.1 Characterization of the equilibrium

In this subsection we shall give suffi cient conditions to guarantee that (H,λ,X) is an equilibrium. We shall

assume that the pricing rules satisfy

0 = ∂1H(t, y) +
1

2
∂22H(t, y)λ(t)2σ2

t , a.a. 0 ≤ t ≤ 1, y ∈ R, (7)

and note that this condition is close to condition (ii) in Proposition 12. that is a necessary condition for the

equilibrium. We shall also assume that σ2
t = σ2(t), deterministic, in such a way that Z is a process with

independent increments (since it has not jumps it is in fact a Gaussian process). Then we have the following

suffi cient condition for the equilibrium:

Theorem 13 Consider an admissible triple (H,λ,X) with (H,λ) satisfying (7), then (H,λ,X) is an equi-
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librium, if and only if:

(i) λ(t) = λ0,

(ii) H(τ , ξτ ) = Vτ

(iii) [Xc, Xc]t ≡ 0,

(iv) X + Z is a local martingale without jumps .

Proof. Assume (i)-(iv). The proof follows the same steps as in Corcuera et. al. (2014). Set

i(v, y) :=

∫ H−1(1,·)(v)

y

v −H(1, x)

λ0
dx,

and

I(v, t, y) := E(i(Vt, y + λ0(Z1 − Zt))|Vt = v)

= E(i(v, y + λ0(Z1 − Zt))), t ∈ [0, 1].

Note that in this proof, we write ∂i to indicate the derivative w.r.t the ith + 1 argument.

First note that

E(H(1, y + λ0(Z1 − Zt)) = H(t, y).

In fact, by (7) and (A2) (also for X ≡ 0) , (H(t, λ0Zt))0≤t≤1 is a martingale, so, since Z has independent

increments, we have that

H(t, y) = E(H(1, λ0Z1)|λ0Zt = y) = E(H(1, y + λ0(Z1 − Zt)).

(I(v, t, Zt))0≤t≤1 is also an FZ- martingale (where FZ is the filtration generated by Z):

I(v, t, y) = E(i(v, y + λ0(Z1 − Zt)))

= E( i(v, λ0Z1)|λ0Zt = y),
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and we have that

∂2I(v, t, y) = E (∂1i(v, y + λ0(Z1 − Zt)))

= E
(
−v −H(1, y + λ0(Z1 − Zt)

λ0

)
= −v −H(t, y)

λ0
. (8)

We can take the derivative under the integral sign because H(1, ·) is monotone and E(H(1, λ0Z1)) <∞ and,

from (7) we obtain

∂12I +
1

2
∂222Iλ

2
0σ

2
t = 0

so

∂1I +
1

2
∂22Iλ

2
0σ

2
t = C(t, v).

Now since (I(v, t, Zt))0≤t≤1 is a martingale, it turns out that C(v, t) = 0 a.a. t ∈ [0, 1]. Then we obtain that

∂1I +
1

2
∂22Iλ

2
0σ

2
t = 0. (9)

Now, consider any admissible strategy X, by using Itô’s formula, we have

I(Vτ , τ , ξτ ) = I(V0, 0, 0) +

∫ τ

0

∂0I(Vt, t, ξt)dVt +

∫ τ

0

∂1I(Vt, t, ξt)dt

+

∫ τ

0

∂2I(Vt, t, ξt−)dξt +
1

2

∫ τ

0

∂22I(Vt, t, ξt)d[ξc, ξc]t

+

∫ τ

0

∂02I(Vt, t, ξt)d[ξc, V ]t +
1

2

∫ τ

0

∂00I(Vt, t, ξt)σ
2
V dt

+
∑

0≤t≤τ

(
∆I(Vt, t, ξt)− ∂2I(Vt, t, ξt−)∆ξt

)
.

By construction, ξ0 = 0, by (i) dξt = λ0dYt. Now we have that

d[ξc, ξc]t = λ2
0d[Xc, Xc]t + 2λ2

0d[Xc, Z]t + λ2
0σ

2
tdt.

Also by (8) and the fact that V and Z are independent,

∂02I(Vt, t, ξt)d[ξc, V ]t = − 1

λ0
d[ξc, V ]t = −d[X,V ]t,
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then using (8) and (9), and the fact that Z has not jumps, we get

I(Vτ , τ , ξτ ) = I(V0, 0, 0) +

∫ τ

0

∂0I(Vt, t, ξt−)dVt +

∫ τ

0

(Pt− − Vt)(dXt + dZt)

+
1

2

∫ τ

0

∂22I(Vt, t, ξt−)λ2
0d[Xc, Xc]t − [X,V ]τ +

1

2

∫ τ

0

∂00I(Vt, t, ξt)σ
2
V dt

+

∫ τ

0

∂22I(Vt, t, ξt)λ
2
0d[Xc, Zc] +

∑
0≤t≤τ

(
∆I(Vt, t, ξt)− ∂2I(Vt, t, ξt−)λ0∆Xt

)

Subtracting [P,X]τ from both sides and rearranging the terms, we obtain

∫ τ

0

(Vt − Pt−)dXt − [P,X]τ + [X,V ]τ −
(
I(V0, 0, 0) +

1

2

∫ τ

0

∂00I(Vt, t, ξt)σ
2
V dt

)
= −I(Vτ , τ , ξτ ) +

∫ τ

0

∂0I(Vt, t, ξt−)dVt +

∫ τ

0

(Pt− − Vt)dZt

+
1

2

∫ τ

0

∂22I(Vt, t, ξt−)λ2
0d[Xc, Xc]t +

∫ τ

0

∂22I(Vt, t, ξt−)λ2
0d[Xc, Zc]

+
∑

0≤t≤τ

(
∆I(Vt, t, ξt)− ∂2I(Vt, t, ξt−), λ0∆Xt

)
− [P,X]τ . (10)

We have that

[P,X]τ = [P c, Xc]τ +
∑

0≤t≤τ
∆Pt∆Xt.

Then Itô’s formula for H shows that the continuous local martingale part of P is
∫
∂H
∂y (t, ξt)dξ

c
t , so by using

(8), we obtain

[P c, Xc]τ =

[∫
∂1H(t, ξt)dξ

c
t , X

c

]
τ

=

∫ τ

0

∂1H(t, ξt)d [ξc, Xc]t

=

∫ τ

0

∂22I(Vt, t, ξt)λ
2
0d [Xc, Xc]t +

∫ τ

0

∂22I(Vt, t, ξt)λ
2
0d [Xc, Z]t ,

and

λ0∂2I(Vt, t, ξt−)∆Xt + ∆Pt∆Xt = (Pt− − Vt)∆Xt + ∆Pt∆Xt

= (Pt − Vt)∆Xt = λ0∂2I(Vt, t, ξt)∆Xt.

Substituting the above relationships in the right-hand side of the equation (10), we obtain that

−I(Vτ , τ , ξτ ) +

∫ τ

0

∂0I(Vt, t, ξt)dVt +

∫ τ

0

(Pt − Vt)dZt −
1

2

∫ τ

0

∂22I(Vt, t, ξt)λ
2
0d[Xc, Xc]t

+
∑

0≤t≤τ

(
I(Vt, t, ξt)− I(Vt, t, ξt−)− λ0∂2I(Vt, t, ξt)∆Xt

)
.
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Now it is important to note that ∂00I(v, t, y) does not depend on y and so ∂00I(Vt, t, ξt) does not depend of

ξ. Then I(V0, 0, 0) + 1
2

∫ τ
0
∂00I(Vt, t, ξt−)σ2

V dt is actually fixed ω, a lower bound for any strategy. Then we

will show that, taken the expectation, the right-hand side of (10) is non-positive. The result follows from

the following points.

1. We know that λ0∂22I(Vτ , τ , ξτ ) = ∂2H(τ , ξτ ) > 0 and that λ0∂2I(Vτ , τ , ξτ ) = −Vτ + H(τ , ξτ ) so by

hypothesis (ii) we have a maximum value of −I(Vτ , τ , ξτ ) for our strategy.

2. The processes
∫ ·

0
∂0I(Vt, t, ξt)dVt and

∫ ·
0
(Pt−Vt)dZt are FP,V -martingale, so they vanish when we take

expectations.

3. By (8) and H being increasing monotone, we have that ∂22I > 0, and the measure d[Xc, Xc] ≥ 0, so

−1

2

∫ τ

0

∂22I(Vt, t, ξt)λ
2
0d[Xc, Xc]t ≤ 0,

and by hypothesis (iv) we obtain the maximum value for our strategy.

4. ∂22I > 0 (convexity) implies that

I(v, t, x+ h)− I(v, t, x)− ∂2I(v, t, x+ h)h ≤ 0.

So, ∑
0≤t≤τ

(
I(Vt, t, ξt− + λ0∆Xt)− I(Vt, t, ξt−)− ∂2I(Vt, t, ξt)λ0∆Xt

)
≤ 0,

and has its maximum if and only if ∆Xt = 0, which is assumed at (iv).

5. Assumption (iv) together with condition (A2) guarantee the rationality of prices.

Conversely, if (H,λ,X) is an equilibrium, (i) is obtained in Proposition 12 and (ii) in Proposition 8. The

points 3. and 4. above together with Proposition 12 give (iii) and (iv).

5 Case when τ is unknown to the insider

In this section we consider the case when the insider does not know the precise time τ of release of information.

Namely, the insider’s information flow is given by:

Ht = σ(Ps, ηs, τ ∧ s, 0 ≤ s ≤ t).
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Moreover we assume that τ is independent of (V, P, Z), so the analysis here below is consistent with the one

in Section 3, and that P(τ > t) > 0 for all t ≥ 0. In this context we have the following result.

Proposition 14 Consider an admissible triple (H,λ,X). If (H,λ,X) is a local equilibrium, we have:

(i) Y is a local martingale

(ii) If Vt 6= Pt a.s.on [0, τ), then λ(t) = cP(τ > t), a.a.t ≥ 0 (c > 0) .

Proof. Going back to Proposition 7, we can see that, on [0, τ ], equation (4) can be written as:

Vt −H(t, ξt)− λ(t)E(

∫ ∞
t

1[0,τ ](s)∂2H(s, ξs)dXs|Ht) = 0.

Here we recall that the optimal total demand X for the insider satisfies (A1), (A2), (A3). Then, provided

that, for all t, P (τ > t) > 0, we have, on [0, τ ],

Vt −H(t, ξt)− λ(t)E(

∫ ∞
t

P (τ > s|Ht)∂2H(s, ξs)dXs|Ht)

= Vt −H(t, ξt)−
λ(t)

P (τ > t)
E(

∫ ∞
t

P (τ > s)∂2H(s, ξs)dXs|Ht) = 0 (11)

and

0 = Vt −H(t, ξt)−
λ(t)

P(τ > t)
E(

∫ ∞
t

P (τ > s)∂2H(s, ξs)dXs|Ht)

= Vt −H(t, ξt)−
λ(t)

P(τ > t)
E(

∫ ∞
t

P (τ > s)∂2H(s, ξs)θsds|Ht)

− λ(t)

P(τ > t)
E(
∞∑
t

P
(
τ > s)∂2H(s, ξs−)∆Xs|Ht

)
. (12)

First of all we note that

lim
t→∞

E
(∣∣∣∣∫ ∞

t

P(τ > s)∂2H(s, ξs)|θs|ds
∣∣∣∣) = 0,

by assumption (A3) and applying the dominated convergence theorem. Hence

lim
t→∞

E
(∣∣∣∣∫ ∞

t

P(τ > s)∂2H(s, ξs)|θs|ds
∣∣∣∣∣∣∣∣Ht) = 0, in L1

and, since the process
(
E
( ∣∣∫∞

t
P(τ > s)∂2H(s, ξs)|θs|ds

∣∣∣∣Ht))t≥0
is a positive supermartingale, the con-

vergence holds also a.s.. Analogously for E(
∑∞
t P

(
τ > s)∂2H(s, ξs−)|∆Xs||Ht

)
. Then, from (12), we have
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that

lim
t→∞

(Vt −H(t, ξt))P(τ > t)

λ(t)
= 0 (13)

in L1 and a.s.. Applying the Itô’s formula to
H(t,ξt)P(τ>t)

λ(t) , t ≤ T , and studying the limit for T → ∞, we

have

E
(∫ ∞

t

P (τ > s) ∂2H(s, ξs)dXs

∣∣∣∣Ht)
= lim

T→∞
E
(
H(T, ξT )P(τ > T )

λ(T )

∣∣∣∣Ht)− H(t, ξt)P(τ > t)

λ(t)

−E
(∫ ∞

t

(∂s

(
P (τ > s)

λ(s)

)
H(s, ξs) +

P (τ > s)

λ(s)
∂1H(s, ξs)

+
1

2
∂22H(s, ξs)P (τ > s)λ(s)σ2

s)ds

∣∣∣∣Ht)
−E

( ∞∑
t

P(τ > s)∆H

λ(s)
− P(τ > s)∂2H(s, ξs−)∆Xs

∣∣∣∣∣Ht
)
, (14)

where σ2
s := d[Y,Y ]

ds . Moreover, by (13), we have

lim
T→∞

E
(
H(T, ξT )P (τ > T )

λ(T )

∣∣∣∣Ht) = lim
T→∞

E
(
VTP (τ > T )

λ(T )

∣∣∣∣Ht)
= Vt lim

T→∞

P(τ > T )

λ(T )
:= Vtc. (15)

With limT→∞
P(τ>T )
λ(T ) = c. By substituting (14) and (15) into (11), we obtain the equation

0 = Vt

(
c− P (τ > t)

λ(t)

)
− E

(∫ ∞
t

(
∂s

(
P(τ > s)

λ(s)

)
H(s, ξs)

+
P(τ > s)

λ(s)
∂1H(s, ξs) +

1

2
∂22H(s, ξs)P (τ > s)λ(s)σ2

s

)
ds

∣∣∣∣Ht)
−E

( ∞∑
t

P(τ > s)∆H

λ(s)
− P(τ > s)∂2H(s, ξs−)∆Xs

∣∣∣∣∣Ht
)
. (16)

By identifying the predictive and martingale parts we have

0 = ∂t

(
P (τ > t)

λ(t)

)
(Vt −H(t, ξt)) +

+
P(τ > t)

λ(t)
∂1H(t, ξt) +

1

2
∂22H(t, ξt)P (τ > t)λ(t)σ2

t

+

(
P(τ > t)∆H

λ(t)
− P(τ > t)

λ(t)
∂2H(t, ξt−)∆ξt

)
. (17)
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Now since we are in a local equilibrium prices are rational and by taking conditional expectations w.r.t Ft,

we obtain

0 =
P(τ > t)

λ(t)
∂1H(t, ξt) +

1

2
∂22H(t, ξt)P (τ > t)λ(t)σ2

t

+

(
P(τ > t)∆H

λ(t)
− P(τ > t)

λ(t)
∂2H(t, ξt−)∆ξt

)
. (18)

Consequently

dPt = dHt = λt∂2H(t, ξt−)dYt,

and, since P· is a martingale and λt∂2H(t, y) > 0, we have that Y is a local martingale and (i) is proved.

(ii) From (17) and (18) we have that

∂t

(
P (τ > t)

λ(t)

)
(Vt −H(t, ξt)) = 0.

Then Vt 6= H(t, ξt) implies that ∂t
(
P(τ>t)
λ(t)

)
= 0 and λ(t) = cP (τ > t) a.a. t ≥ 0.

Remark 15 Here we can draw conclusions similar to the one in Cho (2003) where he considers a risk-averse

insider (and a deterministic release time). Cho concludes that, in equilibrium, a risk-adverse insider would

do most of her trading early to avoid the risk that the prices get closer to the asset value, unless the trading

conditions become more favourable over time. Similarly in our case, when the (risk-neutral) insider does not

know the release time of information, she would trade early in order to use her piece of information before

the announcement time comes. This behaviour would continue unless the price pressure decreases over time

providing more favourable trading also at a later time. A similar conclusion is obtained by Baruch (2002),

who studies exactly the same problem about the effect of risk-aversion for the insider, by assuming that the

noise trading is Brownian motion with time varying instantantenous variance.

Example 16 We can consider the context of Caldentey and Stacchetti (2010) where the authors assume

that V and Z are arithmetic Brownian motion with variances σV and σZ respectively, and τ follows an

exponential distribution with scale parameter µ, independent of (V, P, Z)0≤t . Then, applying the arguments

above, we have that, for a.a. t and a.a. ω ∈ {t < τ},

Vt −H(t, ξt)− λ(t)E
(∫ ∞

t

e−µ(s−t)∂2H(s, ξs)dXs

∣∣∣∣Ht) = 0.

And to have a local equlibrium, provided that Vt −H(t, ξt) 6= 0, we need λ(t) = λ0e
−µt.
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6 Explicit insider’s optimal strategies and enlargement of filtra-

tions

In this section we shall apply our results to explicitly find the insider’s optimal strategy in equilibrium. We

will show how our general framework serves different models known in the literature presented as extensions

of the Kyle-Back model. In order to perform the explicit computations we will use techniques of enlargements

of filtrations. Hereafter we present two subsections dedicated to this mathematical techniques in the case

of initial enlargement and in the case of progressive enlargement of filtrations. Here we include new results

and extensions of known facts. These subsections have mathematical value also independent of the present

application.

To explain how enlargement of filtration enters the topic we consider a total demand Y = Z+X in equilibrium

given by:

Yt = Zt +

∫ t

0

θ(ηt;Yu, 0 ≤ u ≤ s)ds, 0 ≤ t ≤ T. (19)

Here X is absolutely continuous process with respect to the Lebesgue measure. We recall that Z is perceived

by the insider as an H-martingale independent of V· = E(f(ητ )|H·) and η. So since FY,η ⊆ H and Z is

adapted to FY,η, it is also an FY,η-martingale. On the other hand, as we have shown in Proposition 12 and

in Proposition 14 Y is a local martingale when in equilibrium. Consequently (19) becomes the Doob-Meyer

decomposition of Y when we enlarge the filtration FY with the process η. We are then into a problem of

enlargement of filtrations. However, in our problem Z is fixed in advance and we want to obtain Y as a

function of Z, fixed η, so we look in fact for strong solutions of (19), whereas the results on enlargement of

filtrations provide weak solutions. In this sense the celebrated Yamada-Watanabe’s theorem is the result,

when Z is Gaussian, that can be used to obtain strong solutions from week solutions. See, for instance,

Theorem 1.5.4.4. in Jeanblanc et. al. (2009). In the following two sections we remind the reader some useful

results on enlargement of filtrations.

6.1 Initial enlargement of filtrations

Consider a stochastic basis (Ω,F ,F,P) a F-measurable random variable L with values in (R, B (R)). Let

Gt := ∩s>t (Ft ∨ σ(L)) and G = (Gt) .

Condition A. For all t, there exists a σ-finite measure ηt in (R, B (R)) such that Qt(ω, ·) � ηt where

Qt(ω,dx) is a regular version of the law of L|Ft.
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Proposition 17 Condition A is equivalent to Qt(ω,dx)� η(dx) where η is the law of L.

Proof. By Condition A we have that Qt(ω,dx) = qxt (ω)ηt(dx), where qxt (ω) is B(R)⊗Ft measurable then

we can write Qt(ω,dx) = q̂xt (ω)η(dx) with q̂xt (ω) =
qxt (ω)

E(qxt (ω)) .

Proposition 18 Under Condition A there exists a B(R)⊗Ft-measurable process qxt (ω) such that Qt(ω,dx) =

qxt (ω)η(dx) and, for fixed x, qxt is an F-martingale.

Proof. See Jacod (1985) Lemma 1.8.

Theorem 19 Let M be a continuous local F-martingale and consider kxt (ω) such that

〈qx,M〉t =

∫ t

0

kxs q
x
s−d〈M,M〉s,

then

M −
∫ ·

0

kLs d〈M,M〉s

is a G-martingale.

Proof. Except for a localization procedure (see details in Jacod (1985) Theorem 2.1) the proof is the

following: let Z ∈ Fs bounded and g be Borelian and bounded. Then, for s ≤ t,

E(Zg(L)(Mt −Ms)) = E(E(Zg(L)(Mt −Ms)|Ft))

= E(Z(Mt −Ms)E(g(L)|Ft))

=

∫
R
g(x)η(dx)E(Z(Mt −Ms)q

x
t )

=

∫
R
g(x)η(dx)E(Z(Mtq

x
t −Msq

x
s ))

=

∫
R
g(x)η(dx)E(Z(〈M, qx〉t − 〈M, qx〉s))

=

∫
R
g(x)η(dx)E(Z(

∫ t

s

kxuq
x
u−d〈M,M〉u))

= E(Zg(L)(

∫ t

s

kLud〈M,M〉u)),

where we have used Proposition 18.
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Example 20 Take Mt = Bt where B is a standard Brownian motion and L = B1. Then

qxt (ω) ∼
1

(1− t)1/2
exp

{
− 1

2(1− t) (Bt(ω)− x)2 +
x2

2

}
,

by Ito’s formula

dtq
x
t = qxt

x−Bt
1− t dBt,

then kxs = x−Bt
1−t and

B −
∫ ·

0

B1 −Bs
1− s ds

is an FB ∨ σ(B1) martingale. Note that, by the Lévy theorem, W = B −
∫ ·

0
B1−Bs

1−s ds is a (standard)

G := FB ∨ σ(B1) -Brownian motion and since B1 is G0-measurable, it is independent of W .

Example 21 Note that if the filtration F is the one generated by a Brownian motion, B, then for any

F-martingale

dMt = σtdBt

and

d〈M,M〉t = σ2
tdt.

Also, assuming that

qxt (ω) = hxt (Bt)

and h ∈ C1,2 we will have that

dtq
x
t = ∂hxt (Bt)dBt,

and

kxt =
∂ log hxt (Bt)

σt
.

Example 22 In fact the previous example is a particular case of the following one: let Y be the Brownian

semimartingale

Yt = Y0 +

∫ t

0

σ(Ys)dBs +

∫ t

0

b(Ys)ds,

and assume that

Y1|Ft ∼ π(1− t, Yt, x)dx.
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with π smooth. We know that (π(1− t, Yt, x))t is an F-martingale, then

dπ(1− t, Yt, x) =
∂π

∂y
(1− t, Yt, x)σ(Ys)dBs

and by the Jacod theorem

∫ t

0

σ(Ys)dBs −
∫ t

0

∂ log π

∂y
(1− s, Ys, Y1)σ2(Ys)ds

is an F ∨ σ(Y1)-martingale, and we can write

Yt = Y0 +

∫ t

0

σ(Ys)dB̃s +

∫ t

0

b(Ys)ds+

∫ t

0

∂ log π

∂y
(1− s, Ys, Y1)σ2(Ys)ds,

where B̃ is an F ∨ σ(Y1)-Brownian motion.

Example 23 Let B a Brownian motion and τ = inf{t > 0, Bt = −1} it is well known that

P [τ ≤ s|Ft] = 2Φ(−1 +Bt√
s− t

)1{τ∧s>t} + 1{s<τ∧t},

where Φ is the cumulative distribution function of a standard normal distribution. Then in t < s ∧ τ we

have, by Ito’s formula,

P [τ ≤ s|Ft] = 2Φ(− 1√
s

) +

√
2

π

∫ t

0

1√
s− u

e−
(1+Bu)

2

2(s−u) dBu,

so

d〈P [τ ≤ s|F·], B〉t = −
√

2

π

1√
s− t

e−
(1+Bt)

2

2(s−t) dt,

and

αstQt(·,ds)

=
∂

∂s

(√
2

π

1√
s− t

e−
(1+Bt)

2

2(s−t)

)
=

1√
2π

 1√
(s− t)3

− (1 +Bt)
2√

(s− t)5

 e−
(1+Bt)

2

2(s−t) ,

finally

Qt(·,ds) =
∂

∂s
P [τ > s|Ft] =

e−
(1+Bt)

2

2(s−t)

√
2π

√
(s− t)3

(1 +Bt) ,
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and

αst =

∂
∂s

(√
2
π

1√
s−te

− (1+Bt)
2

2(s−t)

)
∂
∂sP [τ > s|Ft]

=
1

1 +Bt
− 1 +Bt

s− t .

Consequently

Bt −
∫ t∧τ

0

(
1

1 +Bs
− 1 +Bs

τ − s

)
ds, t ≥ 0,

is a G-martingale.

6.2 Progressive enlargement of filtrations

In the progressive enlargement of filtrations G = (Gt) is Gt = Ft ∨ Ht, where H = (Ht) is another filtration.

The case where Ht = σ(1{τ≤t}) with τ a random time has been extensively studied, see for instance Jeulin

(1980), Jeulin and Yor (1985) or Mansuy and Yor (2006), among others, however few studies has been

developed in the general setting. One exception is when Ht = σ(Jt), for Jt = infs≥tXs and when X is a

3-dimensional Bessel process, see section 1.2.2 in Mansuy and Yor (2006), but this case can be reduced in

fact to a case with random times taking into account that

{Jt < a} = {t < Λa} ,

where Λa = sup{t,Xt = a}. Another exception is the case when Ht = σ(Lt), for Lt = G(X,Yt), with X and

FT -measurable random variable, Y a process independent of FT , and G a Borel function, see Corcuera et al.

(2004). However all these mentioned results do not apply to our context since we require the independency

of η and Z.

Hereafter we suggest the following new result. Let Ht = σ(Vt) for

Vt = V0 +

∫ t

0

σsdW
1
s ,

where σs is a deterministic function, V0 is a zero mean normal random variable, and
(
W 1,W 2

)
is a 2-

dimensional Brownian motion independent of V0. We have the following proposition:

Proposition 24 Assume that V ar(V1) = 1 and that

∫ t

0

ds

V ar(Vs)− s
<∞ for all 0 ≤ t < 1,
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then

Bt = W 2
t +

∫ t

0

Vs −Bs
V ar(Vs)− s

ds, 0 ≤ t ≤ 1

is a Brownian motion with B1 = V1.

Proof. Denote vr := V ar(Vr)

Bt =

∫ t

0

exp

(
−
∫ t

u

1

vr − r
dr

)
dW 2

u +

∫ t

0

exp

(
−
∫ t

u

1

vr − r
dr

)
Vu

vu − u
du,

so B is a centered Gaussian process, and for s ≤ t < 1,

E (BtBs) = exp

(
−
∫ t

s

1

vr − r
dr

)
+E

(∫ t

0

∫ s

0

exp

(
−
∫ t

u

1

vr − r
dr

)
exp

(
−
∫ s

v

1

vr − r
dr

)
VuVv

(vu − u) (vv − v)
dudv

)
= exp

(
−
∫ t

s

1

vr − r
dr

)∫ s

0

exp

(
−2

∫ s

u

1

vr − r
dr

)
du

+

∫ t

s

∫ s

0

exp

(
−
∫ t

u

1

vr − r
dr

)
exp

(
−
∫ s

v

1

vr − r
dr

)
vv

(vu − u) (vv − v)
dudv

+2

∫ s

0

∫ u

0

exp

(
−
∫ t

u

1

vr − r
dr

)
exp

(
−
∫ s

v

1

vr − r
dr

)
vv

(vu − u) (vv − v)
du.

Then , since ∫ s

0

exp

(
−
∫ s

v

1

vr − r
dr

)
vv

vv − v
dv = s,

and

2

∫ s

0

exp

(
−2

∫ s

v

1

vr − r
dr

)
vv

vv − v
dv = 2s+

∫ s

0

exp

(
−2

∫ s

u

1

vr − r
dr

)
du

we obtain that E (BtBs) = s. So for 0 ≤ t < 1 we have that (Bt) is a standard Brownian motion. On the

other hand

E(BtVt) = E

(∫ t

0

exp

(
−
∫ t

u

1

vr − r
dr

)
VuVt
vu − u

du

)
=

∫ t

0

exp

(
−
∫ t

u

1

vr − r
dr

)
vu

vu − u
du

= t,
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therefore

E((Bt − Vt)2) = E(B2
t ) + E(Vt

2)− 2E(BtVt)

= t+ vt − 2t = vt − t,

and, since by hypothesis v1 = 1, this means that

lim
t→1

Bt
L2
= V1,

then for all 0 ≤ t < 1

E

(∫ t

0

|Vs −Bs|
vs − s

ds

)
<

∫ t

0

E
(

(Vs −Bs)2
) 1
2

vs − s
ds =

∫ t

0

√
vs − sds <

√
2,

and this implies, by the monotone convergence theorem, that

lim
t→1

∫ t

0

|Vs −Bs|
vs − s

ds =

∫ 1

0

|Vs −Bs|
vs − s

ds <∞

and that B1 = limt→1Bt is well defined. Now, we have, by the uniqueness of the limit in probability, that

V1 = B1 a.s.

6.3 Application to find the equilibrium strategy

In this section we shall apply the results of the previous section to find the equilibrium strategy of the insider.

We will see trough different examples how this can be done. These various examples correspond to different

models that are extensions of the Kyle-Back model.

Example 25 (Back (1992)) Assume that Z is a Brownian motion with variance σ2 , V· ≡ V1 and, the

release time, τ = 1 . In equilibrium, if the strategy of the insider is optimal V1 = H(1, Y1). Since H(1, ·)

can be chosen freely because it is the boundary condition of equation (7) and if V1 has a continuous cumulative

distribution function, we can assume w.l.o.g that Y1 ≡N(0, σ2) . It is assumed that V1 (and consequently Y1)

is independent of Z. Then by the calculations in the Example 20 we have that

Yt = Zt +

∫ t

0

Y1 − Ys
1− s ds,

is a Brownian motion with variance σ2. Hence, prices are rational and we recognize the equilibrium strategy
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to be

Xt =

∫ t

0

Y1 − Ys
1− s ds, 0 ≤ t < 1.

Example 26 (Aase, Bjuland, Øksendal (2012a)) Assume that τ = 1 and suppose that Z is given by

Zt =

∫ t

0

σsdWs

where σ is deterministic and V· ≡ Y1 is a N(0,
∫ 1

0
σ2
sds) independent of Z. Then V·|FYt ∼N(Yt,

∫ 1

t
σ2
sds) and

by the results in the Example 21

Yt = Zt +

∫ t

0

Ys − Y1∫ 1

t
σ2
udu

σ2
sds,

has the same law as Z. Then

Xt =

∫ t

0

Ys − Y1∫ 1

t
σ2
udu

σ2
sds

is the optimal strategy.

We have a similar result if σ is random, in fact we have the following example:

Example 27 (Campi, Çetin, Danilova (2009)) If dZt = σ(Yt)dWt , τ = 1 and V· ≡ ξ1. Where ξt =∫ t
0
σ(ξs)dBs, and independent of Z, then by the results in the Example 22

dYt = σ(Yt)dWt + σ2(Yt)
∂yG(1− t, Yt, ξ1)

G(1− t, Yt, ξ1)
dt,

where G(t, y, z) is the transition density of ξ·, is a martingale.

Example 28 (Campi and Çetin (2007)) If we want the aggregate process Y to be a Brownian motion that

reaches the value −1 for the first time at time τ̄ , and Z is also a Brownian motion then, by the results in

the Example 23:

Yt = Zt +

∫ t

0

(
1

1 + Ys
− 1 + Ys

τ̄ − s

)
1[0,τ̄ ](s)ds,

so, in this case ηt ≡ τ̄ , Vt ≡ 1{τ̄>1} and the release time is τ̄ ∧ 1.

Example 29 (Back and Pedersen (1998), Wu (1999), Danilova (2010)) The insider receives a continuous

signal

ηt = η0 +

∫ t

0

σsdWs,
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where σs is deterministic, η0 is a zero mean normal random variable, W is a Brownian motion, both inde-

pendent of the Brownian motion Z, τ = 1. It is assumed that var(η1) = var(η0) +
∫ 1

0
σ2
sds = 1, then, by

Proposition 24,

Yt = Zt +

∫ t

0

ηs − Ys
var(ηs)− s

ds, 0 ≤ t ≤ 1.

is a Brownian motion.

Another view of the problem of finding the equilibrium strategy is the following. Market makers observe Y

with dynamics

dYt = dZt + θ(Vt, Ys, 0 ≤ s ≤ t)dt,

V is not observed. Then, the dynamics of mt := E(Vt|FYt ) can be obtained in certain cases, basically when

Z and V are Gaussian diffussions, from the filtering theory, see for instance Theorem 12.1 in Liptser and

Shiryayev (1978). Now we can try to deduce θ(Vt, Ys, 0 ≤ s ≤ t) from the equilibrium condition: Pt = mt.

Even, if (Vt) is not a Gaussian diffusion but can be written in the form Vt = h(Dt) where h is a strictly

increasing function and D is a Gaussian diffusion, we can apply the filtering results for the couple (Y,D) .

In the following example we use the filtering approach to find the equilibrium strategy.

Example 30 (Caldentey and Stacchetti (2010)) τ is unknown (so we cannot apply Proposition 24),

dVt = σv(t)dB
v
t , V0 ∼ N(P0,Σ0), dZt = σz(t)dB

z
t , Z0 = 0.

Bv and Bz being independent Brownian motions, σv(t) and σz(t) deterministic functions. Then, if we look

for pricing rules such that

dPt = λtdYt

and strategies

dXt = βt(Vt − Pt)dt

with βt deterministic, we have

dPt = λtβt(Vt − Pt)dt+ λtσz(t)dB
z
t .

Let denote mt = E(Vt|FYt ), by standard filtering results (see for instance Lipster and Shiryayev (2001)) we

have

dmt =
Σtβt
λtσ2

z(t)
(dPt − λtβt(mt − Pt)dt),

d

dt
Σt = σ2

v(t)−
(Σtβt)

2

σ2
z(t)

,
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where Σt is the filtering error. Now, we can recover the identity Pt = mt, if and only if we impose Σtβt =

λtσ
2
z(t) (remember that by construction P0 = m0 = E(V0)) . Then

Σt = Σ0 +

∫ t

0

σ2
v(s)ds−

∫ t

0

σ2
z(s)λ

2
sds, βt =

λtσ
2
z(t)

Σt
.

Note that in particular we obtain that

Yt = Zt +

∫ t

0

λsσ
2
z(s)

(
Vs −

∫ s
0
λudYu

)
Σs

ds,

is the Doob-Meyer decomposition of the martingale Y in the filtration generated by (Z, V ). Now if we assume

σ2
z(t) = σ2

z, independent of t, and we take into account that in the equilibrium λt = λ0e
−µt, we have that

Σt = Σ0 +

∫ t

0

σ2
v(s)ds− σ2

z

λ2
0

2µ
(1− e−2µt), βt =

σ2
zλ0e

−µt

Σt
.

However λ0 is not determined. We need an additional condition to fix λ0. One possibility is to impose that

lim
t→∞

Σt = 0.

In such a case

0 = Σ0 +

∫ ∞
0

σ2
v(s)ds− σ2

z

λ2
0

2µ
,

and

λ0 =

√
2µ(Σ0 +

∫∞
0
σ2
v(s)ds)

σ2
z

.

Note that if σ2
v(t) = σ2

v there is no solution! Another possibility, according with Proposition 14, is to take T

such that

Σt = 0, for all t ≥ T

and then Pt = Vt for t ≥ T . But this implies, for σ2
v(t) = σ2

v,

0 = Σ0 + σ2
vT − σ2

z

λ2
0

2µ
(1− e−2µT )

= Σ0 + σ2
vT − σ2

z

λ2
T

2µ
(e2µT − 1).

Now if we assume a smooth transition from the absolutely continuous strategy then σ2
v − σ2

zλ
2
t = 0 for all
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t ≥ T and λt = λT = σv
σz
, for all t ≥ T . Finally

dPt = λtdYt = λtdXt + λtdZt = dVt, t ≥ T

so

dXt =
σz
σv

dVt − dZt,

and T is the solution of

Σ0 + σ2
vT =

σ2
v

2µ
(e2µT − 1).

This is exactly what Caldentey and Stacchetti (2010) obtain. It is important to remark that the authors

obtain a limit of optimal strategies when passing from the discrete version of the model to the continuous

one. This limit strategy is such that there is an endogenously determined time T such that, if t ≤ T , then

the limit strategy is absolutely continuous with respect to the Lebesgue measure and, if t > T , the strategy

is not of bounded variation. In this case an insider’s optimal strategy, between times T and τ , would yield

to giving out the full information to the market by making the market prices match the fundamental value.

They claim that this limit strategy is not optimal for the continuous time model and that we need to consider

the discrete time model to realize about its existence. However this limit strategy can be obtained has a limit

of strategies for the continuous model when we restrict the class of strategies to set of absolutely continuous

strategies and we try to maximize the wealth. In fact if we have a sequence of strategies
(
X(n)

)
n≥1

, their

corresponding wealth is given by

W (n)
τ = X(n)

τ V (n)
τ −

∫ τ

0

P
(n)
t− dX

(n)
t − [P (n), X(n)]τ .

Then, if we assume that (X(n), P (n), V (n))
u.c.p→
n→∞

(X,P, V ) we obtain that

X(n)
τ V (n)

τ −
∫ τ

0

P
(n)
t− dX

(n)
t

u.c.p→
n→∞

XτVτ −
∫ τ

0

Pt−dXt

but in general

[P (n), X(n)]τ 9 [P,X]τ ,

For instance if X(n) is a bounded variation process X is not necessarily a bounded variation one. Then the
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gain limit for this limit of strategies after T, on the set {τ > T}, is given by

VτXτ − VTXT −
∫ τ

T

Pt−dXt =

∫ τ

T

Xt−dVt +

∫ τ

T

Vt−dXt +

∫ τ

T

d[V,X]t −
∫ τ

T

Pt−dXt

=

∫ τ

T

(Vt− − Pt−) dXt +

∫ τ

T

d[V,X]t +

∫ τ

T

Xt−dVt.

Now if we take the (conditional) expectation, last term of the right-hand side cancels and we obtain that the

gain from time T onward is given by

E
(∫ τ

T

(Vt− − Pt−) dXt +

∫ τ

T

d[V,X]t

∣∣∣∣HT) .
Finally, since for the limit strategy Vt− = Pt− , t > T , in the conditions of Example 16, we obtain that there

is a profit after T given by

E
(∫ ∞

T

e
−µ(t−T )

d[V,X]t

∣∣∣∣HT) = σzσv

∫ ∞
T

e
−µ(t−T )

dt =
σzσv
µ

> 0.

Now we can justify the condition Σ̇T = 0. The expected wealth for the insider with this kind of strategies is

given by

J(X) = E

(∫ T∧τ

0

(Vt − Pt)θtdt
)

+ E
(∫ τ

T∧τ
d[V,X]t

)
= E

(∫ T∧τ

0

βt(Vt − Pt)2dt

)
+ E

(∫ τ

T∧τ
d[V,X]t

)

= E

(∫ T

0

1[0,τ ](t)βt(Vt − Pt)2dt

)
+ E

(∫ ∞
T

1[0,τ ](t)d[V,X]t

)
=

∫ T

0

P(τ > t)βtΣtdt+

∫ ∞
T

P(τ > t)
σ2
v

λt
dt

=

∫ T

0

e
−µt

βtΣtdt+ σ2
v

∫ ∞
T

e
−µt

λt
dt = σ2

z

∫ T

0

e
−µt

λtdt+ σ2
v

∫ ∞
T

e
−µt

λt
dt.

Then if we impose that T is optimal, we have the condition

σ2
ze

−µT
λT − σ2

v

e
−µT

λT
= 0,

that is

λT =
σv
σz
,

and this is equivalent to Σ̇T = 0. Note that other equilibria are possible by taking λt 6= λT when t > T.

Remark 31 It can we proved that the linearity of the strategies assumed in the previous example implies

that the equilibrium pricing rules have to be linear as well. This interesting result can be seen in Aase et al.

(2012a).
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Example 32 Another interesting example is that of Campi et al. (2013). There, authors consider a default-

able stock. The default time is modeled as the first time that a Brownian motion, say B, hits the barrier −1,

as in the above Example 28 . However in this case the default time, δ = inf{t ≥ 0, Bt = −1}, is not known

by the insider, but it is a stopping time for every trader. Instead, she observes the process
(
Br(t)

)
where r(t)

is a deterministic, increasing function with r(t) > t for t ∈ (0, 1), r(0) = 0, and r(1) = 1. This circumstance

allows the insider to know in advance the default time. The horizon of the market is t = 1.They also consider

a payoff of the kind f(B1) in case of no default. Note that δ = r(τ), where τ = inf{t ≥ 0, Br(t) = −1}. Then,

in this example the release time r(τ), the signal is ηt = Br(t) and the fundamental value is

Vt = 1{τ>t}E(f(B1)|Br(t)).

Moreover the aggregate demand of noise traders follows a Brownian motion, say W , so Z = W. Even though

τ , and consequently, δ is not known for the insider, they are predictable stopping times, and, by an extension

of the case considered in section 4, we will have that, the price pressure is constant and that the optimal

strategy moves prices to the fundamental one:

lim
δn↑δ

Pδn = Vδ,

where (δn) is any increasing sequence of stopping times that grows to δ. To find the explicit form of an

equilibrium strategy is not straightforward. However, if τ ≤ s ≤ V (τ) an equilibrium strategy is obtained

from a strong solution of

Ys = Ws +

∫ s

0

(
1

1 + Yu
− 1 + Yu
V (τ)− u

)
(u)du,

as we deduce from Example 28 above, the diffi cult part is to see what happens until time τ . It requires a quite

involved use of enlargement of filtrations and filtering techniques. See Campi et al. (2013b) for the details.

Acknowledgement. We would like to thank José Fajardo for helpful discussions and advice.
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Abstract In this paper we try to review the research done so far about ambit
processes, and their applications. The notion of ambit process was introduced by
Barndoff-Nielsen and Schmiegel in 2007. Since then, many papers have been writ-
ten studying their properties and applying them to model in different natural or
economic phenomena. As, it is shown in the paper, these processes share their ma-
thematical structure with the solutions of random evolution equations allowing them
great flexibility for modelling. The goal of this paper is fourth-fold: to show the
main characteristics of these processes; how to determine their main structural com-
ponent: their volatility; how they can be used for modelling different random phe-
nomena like turbulence or financial prices; and last but not least the mathematics
behind.

1 Introduction

The notion of ambit process was introduced by Barndoff-Nielsen and Schmiegel in
2007, see [12]. Since then, many papers have been written studying their properties
and applying them to model in different natural or economic phenomena, see [7],
[5], [8], [12], [24], among others. In the present paper we try to review all this
work and to enlighten the notion of ambit process and its flexibility for modelling.
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2 José M. Corcuera, Gergely Farkas and Arturo Valdivia

Before giving the definition of ambit processes let us justify the generality and,
consequently, the flexibility of such processes. Here we follow [6].

Let L be a partial differential operator, for instance the wave operator in dimen-
sion one

L f =
∂ 2 f
∂ t2 −

∂ 2 f
∂x2 ,

then, it is well known that there is a function G in (R+,R) such that the solution of
the PDE

Lu = ϕ,u(0,x) = 0,

where ϕ is a test function, can be written

u(t,x) =
∫

R+×R
G(t− s,x− y)ϕ(s,y)dsdy.

Imagine now we have the SPDE

Lu =W,u(0,x) = 0 (1)

where W is an L2-noise in R+×R, that is a map

B(R+×R) −→ L2(Ω ,F ,P)
A 7−→W (A),

such that
1. W ( /0) = 0 a.s
2. For all disjoint and bounded sets A1,A2,... in B(R+×R), W (Ai) are indepen-

dent and

W (∪∞
i=1Ai) =

∞

∑
i=1

W (Ai),a.s.

and where the convergence of the series is in L2(P). Then it is natural to consider
that the solution of (1) is given by

u(t,x) =
∫

R+×R
G(t− s,x− y)W (ds,dy). (2)

This kind of solution is named a mild solution. In general, if we have a random phe-
nomenon with a certain dynamics, the tempo-spatial derivatives of the magnitude
in a point will be connected with the driving noise at that point and this will im-
ply that the value of the magnitude is related with the value of the driving noise in
other points of the space-time set, as it can be appreciated in (2). Then, when mod-
elling random phenomena, we can opt for proposing a kind of global dependency
directly instead of a point-wise dynamical dependency. This is the motivation for
the following definition,
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Definition 1. A tempo-spatial ambit field is defined as

Y (t,x) = µ +
∫

A(t,x)
g(t,x)(s,ξ )σ(s,ξ )W (ds,dξ )

+
∫

B(t,x)
q(t,x)(s,ξ )a(s,ξ )dsdξ , t ≥ 0,x ∈ Rn

where µ ∈ R, ξ ∈ Rn, W is a σ -finite, L2-valued measure, g(t,x)(·) and q(t,x)(·)
are deterministic kernels, σ(·, ·) ≥ 0, and a(·, ·) are predictable random fields and
A(t,x)⊆ Rn+1 and B(t,x)⊆ Rn+1 are ambit sets. Then, Xt := Yt(x(t)), for a curve
x(t), is called an ambit process.

In this definition the stochastic integral is assumed in the sense of Walsh, see for
instance [42] and the more recent reference [32]. However a slight extension of this
integral is considered here, in fact, in the integral, time coordinate moves in R more
than in R+. This extension has been studied recently in [20]. Another extension,
now for the case when ξ is infinite-dimensional and Ws (dξ ) :=W ([0,s],dξ ), s≥ 0
is a cylindrical Brownian motion, can be found in [17].

The paper is organized as follows. Section 2 contains some properties and par-
ticularities of the ambit processes. Section 3 is devoted to see the application of
ambit processes to modelling in Turbulence and to study their statistical properties
in the context on infill asymptotics. Section 4 is devoted to study their applications
in quantitative finance to modelling term structures and energy markets.

2 Ambit processes

The general concept of ambit field consists of a stochastic field (Y (t,x)) in space-
time, t ∈ R, x ∈ Rn, where the values of Y (t,x) depend on innovations prior to or a
time t and that happened in a certain subset of Rn. In other words, Y (t,x) depends
on what happened in a time-space subset (the so-called ambit set), A(t,x) = {(s,y)∈
Rn+1,s ∈ϒ ⊆ (−∞, t],y ∈ Λs ⊆ Rn}. Then, if we take a curve x(t) in Rn we have
an ambit process Yt :=Y (t,x(t)). Evidently we can substitute a more abstract space,
like a Hilbert space, for Rn to get a more general object. Another natural extension
is to assume that Y takes values in Rn, or even a Banach space. In any case we need
further mathematical structure if we want to say something concrete about Y . The
structure considered is that given in the Definition 1,

Y (t,x) = µ +
∫

A(t,x)
g(t,x)(s,ξ )σ(s,ξ )W (ds,dξ )

+
∫

B(t,x)
q(t,x)(s,ξ )a(s,ξ )dsdξ , t ≥ 0,x ∈ Rn, (3)

where µ ∈R, ξ ∈Rn, W is a σ -finite, L2-noise, g(t,x)(·) and q(t,x)(·) are deterministic
kernels, σ(·, ·) ≥ 0, and a(·, ·) are predictable random fields and A(t,x) ⊆ Rn+1
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and B(t,x) ⊆ Rn+1 are ambit sets. Ambit sets can be seen as areas of influence or
causality and this part of the structure could be seen as the only dynamic condition
in these kind of processes or fields. The condition is that future cannot influence the
past. Nevertheless the ambit fields used in practice are of the form

Y (t,x) = µ +
∫

A(t,x)
gx(t− s,ξ )σ(s,ξ )W (ds,dξ )

+
∫

B(t,x)
qx(t− s,ξ )a(s,ξ )dsdξ , t ≥ 0,x ∈ Rn,

where A(t,x) = A+(t,x), with A involving only negative time coordinates, in agree-
ment with the causality principle, and analogously for B(t,x). In such a situation this
class of fields include the class of stationary fields in time and, by this reason, they
are called semistationary. If W is a Lévy noise the field (or process) is called Lévy
semistationary field (or process) (L S S ) and for the particular case where W is a
Gaussian noise is called Brownian semistationary (BS S ). It is also said that

Xt :=
∫

A(t,x)
gx(t− s,ξ )σ(s,ξ )W (ds,dξ )

is the core of Y . Moreover σ is referred to as the intermittency, volatility or modu-
lating field or process.

It is difficult to say interesting statements for such general objects. To obtain
something remarkable about, for instance, how the trajectories are or if the ambit
process is a semimartingale or not, we need specific kernels, volatilities and noises.

Consider just the particular case (Xt)t∈R of the form

Xt =
∫ t

−∞
g(t− s)W (ds),

where W is a Gaussian white noise in R, σ an adapted càdlag process and g ∈
L2(R+).

The path properties of the process (Xt)t∈R crucially depend on the behaviour of
the weight function g near 0. When g(x) = xα Lg(x) (where Lg(x) is a slowly varying
function at 0) with α ∈ (− 1

2 ,0)∪ (0, 1
2 ), X has r-Hölder continuous paths for any

r <α+ 1
2 . The analysis of the regularity of the sample paths follows the same routes

that in the case of Volterra processes, see [37]. In fact X is a Volterra process though
starting at −∞.

Another important fact is that X is not a semimartingale, because g′ is not square
integrable in the neighbourhood of 0. In fact, observing the decomposition

Xt+∆ −Xt =
∫ t+∆

t
g(t +∆ − s)W (ds)+

∫ t

−∞
{g(t +∆ − s)−g(t− s)}W (ds),

we obtain by formal differentiation that
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dXt = g(0+)dW (t)+
(∫ t

−∞
g′(t− s)W (ds)

)
dt,

Then, the Gaussian process X is an Itô semimartingale when g(0+) < ∞ and
g′ ∈ L2(R+) and this property also transfers to the BS S process Y under mild as-
sumptions. It can be shown, see [14], that the conditions g(0+)<∞ and g′ ∈ L2(R+)
are also necessary conditions for X to be a semimartingale. So, if we assume that
g(x) = xα Lg(x), with α ∈ (− 1

2 ,0)∪(0, 1
2 ), we have that g′ 6∈ L2(R+) and the process

X , and so the process Y (unless σ = 0), is not a semimartingale.
A similar analysis can be done to see if a L S S is a semimartingale. See for

instance [9].
Moreover ambit processes can be used as leading noises of stochastic differential

equations and we can construct a stochastic calculus with respect to this processes,
see section 4.1 in [24].

3 Models in turbulence

In the framework of stochastic modelling in turbulence, see [28] for a description of
this approach, Barndoff-Nielsen and Schmiegel [12] and [13] propose to model the
main component of the velocity by a process of the form

Yt = µ +
∫ t

−∞
g(t− s)σsW (ds)+

∫ t

−∞
q(t− s)asds, (4)

where µ is a constant, W is a Gaussian white noise on R, g and q are nonnegative
deterministic functions on R, with g(t) = q(t) = 0 for t ≤ 0, and σ and a are adapted
càdlàg processes.

Other approaches, out of the scope of this paper, combine the classical Navier-
Stokes equation for a fluid, and randomness. The results in this framework are how-
ever quite implicit, see for instance [15], [35] or the more oriented toward applica-
tions [19].

3.1 Volatility determination

One crucial quantity in the model (4) is the volatility and some effort has been done
to estimate σ . It is apparent, from [23], [22], [3], [4], [8] and [10], that a key tool
to estimate σ is the realized multipower variation (RMV) of the process Y. It is an
object of the type

[nt]−k+1

∑
i=1

k

∏
j=1
|∆ n

i+ j−1Y |p j , ∆ n
i Y = Y i

n
−Y i−1

n
, p1, . . . , pk ≥ 0 ,
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for some fixed number k ≥ 1.
For simplicity of the exposition we shall consider the core of (4)

Yt =
∫ t

−∞
g(t− s)σsW (ds), (5)

where we assume that
∫ t

−∞
g2(t− s)σ2

s ds < ∞, a.s..

and also that the function g is continuously differentiable on (0,∞), |g′| is non-
increasing on (b,∞) for some b > 0 and g′ ∈ L2((ε,∞)) for any ε > 0. Moreover,
we assume that for any t > 0

Ft =
∫ ∞

1
(g′(s))2σ2

t−sds < ∞, a.s..

See [8] for a discussion of this latter conditions.
The process Y is supposed to be observed at time points ti = i/n, i = 1, . . . , [nt].

Now, let G be the stationary Gaussian process defined as

Gt =
∫ t

−∞
g(t− s)W (ds).

We are interested in the asymptotic behaviour of the functionals

V (Y, p1, . . . , pk)
n
t =

1
nτ p+

n

[nt]−k+1

∑
i=1

k

∏
j=1
|∆ n

i+ j−1Y |p j , p1, . . . , pk ≥ 0 ,

where ∆ n
i Y = Y i

n
−Y i−1

n
and τ2

n = R̄(1/n) with R̄(t) = E[|Gs+t −Gs|2], t ≥ 0 and
when n goes to infinity. In such a way that we are in the context of infill asymptotics.

We define the correlation function of the increments of G:

rn( j) = cov
(∆ n

1 G
τn

,
∆ n

1+ jG

τn

)
=

R̄( j+1
n )+ R̄( j−1

n )−2R̄( j
n )

2τ2
n

, j ≥ 0.

Next, we introduce a class of measures:

πn(A) =

∫
A(g(x− 1

n )−g(x))2dx
∫ ∞

0 (g(x− 1
n )−g(x))2dx

, A ∈B(R).

Finally, we define

ρ(n)
p1,...,pk = E

[∣∣∣∆
n
1 G
τn

∣∣∣
p1 · · ·

∣∣∣∆
n
k G
τn

∣∣∣
pk
]
.

To have a weak law of large numbers we require the following assumptions:
(LLN): There exists a sequence r( j) with
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r2
n( j)≤ r( j) ,

1
n

n−1

∑
j=1

r( j)→ 0.

Moreover, it holds that
lim
n→∞

πn((ε,∞)) = 0

for any ε > 0.
For the CLT we need to introduce another Gaussian process. Let (Qi)i≥1 be a

non-degenerate stationary centered (discrete time) Gaussian process with variance
1 and correlation function

ρ( j) = cor
(
Q1,Q1+ j

)
, j ≥ 1.

Define

VQ(p1, . . . , pk)
n
t =

1
n

[nt]−k+1

∑
i=1

k

∏
j=1
|Qi+ j−1|p j

and let ρp1,...,pk = E(|Q1|p1 · · · |Qk|pk)
Now we can specify the condition (CLT): Assume (LLN) holds, and

rn( j)→ ρ( j) , j ≥ 0,

where ρ( j) is the correlation function of (Qi). Furthermore, there exists a sequence
r( j) such that, for any j,n≥ 1,

r2
n( j)≤ r( j) ,

∞

∑
j=1

r( j)< ∞,

and we have
E[|σt −σs|A]≤C|t− s|Aγ ,

for any A > 0, with γ(p∧1) > 1
2 , and p = min1≤i≤k,1≤ j≤d(p j

i ). Finally we assume
that there exists a constant λ <− 1

p∧1 such that for any εn = O(n−κ), κ ∈ (0,1), we
have

πn((εn,∞)) = O(nλ (1−κ)).

Set p+ = ∑k
l=1 pl . We have the following main theorem, see [8].

Theorem 1. Consider the process Y given by (5). Assume that the condition (CLT)
holds, then we obtain the stable convergence

√
n
(

V (Y, p j
1, . . . , p j

k)
n
t −ρ(n)

p j
1,...,p

j
k

∫ t

0
|σs|p

j
+ds
)

1≤ j≤d

st−→
∫ t

0
A1/2

s dBs,

where B is a d-dimensional Brownian motion independent of F , and A is a d×d-
dimensional process given by

Ai j
s = βi j|σs|p

i
++p j

+ , 1≤ i, j ≤ d ,
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with β the d×d matrix given by

βi j = lim
n→∞

n cov
(

VQ(pi
1, . . . , pi

k)
n
1,VQ(p j

1, . . . , p j
k)

n
1

)
, 1≤ i, j ≤ d .

In [8] we worked with the function g

g(t) = tν−1e−λ t1(0,∞) (t)

for λ > 0 and with ν > 1
2 . For t near 0, g(t) behaves as tδ with δ = ν − 1. If we

check the conditions for the CTL we have the restriction 1/2 < ν < 1. This forced
us to consider higher order differences:

♦n
i X = Xi∆n −2X(i−1)∆n +X(i−2)∆n .

and to study the multipower variation of the second order differences of the BS S
process X , i.e.

MPV♦(X , p1, . . . , pk)
n
t = ∆n(τ♦n )−p+

[t/∆n]−2k+2

∑
i=2

k−1

∏
l=0
|♦n

i+2lX |pl ,

where (τ♦n )2 = E(|♦n
i G|2) and p+ = ∑k

l=1 pl .
See [10] and [25] for the development and application to real turbulence data of

the high-order multipower variation.
It is worthwhile to comment that the limit theory for multipower variation of

Lévy semistationary processes does not yet exist.

3.1.1 Volatility determination in an ambit field setting

Now we try to show a relation between the realized quadratic variation (RQV) along
a curve and the volatility of the underlying random field. We refer to [11] for more
details.

Consider a random field

Y (x) =
∫

A(x)
g(x−ξ )σ(ξ )W (dξ ),

where x∈Rn,W is the Gaussian white noise in Rn, g : Rn→R, with g(x1, ..,xn) = 0
if x1 < 0 (the first coordinate indicates time) and σ is either deterministic or inde-
pendent of W . Then, assume that A(x) = A+ x,

Y (x) =
∫

A(x)
g(x−ξ )σ(ξ )W (dξ ) =

∫

Rn g1−A(v)σ(x− v)W (x−dv),

In such a way that
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Y (x+∆x)−Y (x) =
∫

Rn (g1−A(v+∆x)−g1−A(v))σ(x− v)W (x−dv),

and

E
[
(Y (x+∆x)−Y (x))2

∣∣∣σ
]
=
∫

Rn (g1−A(v+∆x)−g1−A(v))
2 σ2(x− v)dv.

Then

n

∑
i=1

E
[
(Y (xi−1 +∆xi)−Y (xi))

2
∣∣∣σ
]

=
∫

Rn

n

∑
i=1

(g1−A(v+∆xi)−g1−A(v))
2 σ2(xi− v)dv.

Assume now that ∆xi = ∆x(δ ) = (τ1(δ ),τ2(δ ), ...,τn(δ )) for all i = 1, ...,n, with
τ1(δ ) = δ , (in particular this happens if we are moving along a straight line). We
take n = [t/δ ]. Then if we define

πδ (dv) :=
(g1−A(v+∆x(δ ))−g1−A(v))

2

c(δ )
dv,

where c(δ ) =
∫
Rn (g1−A(u+∆xi)−g1−A(u))

2 du we have that

δ
c(δ )

[t/δ ]

∑
i=1

E
[
(Y (xi−1 +∆xi)−Y (xi))

2
∣∣∣σ
]
=
∫

Rn δ
[t/δ ]

∑
i=1

σ2(xi(δ )− v)πδ (dv)

δ→0−→
∫

Rn

(∫ t

0
σ2(x(s)− v)ds

)
π0(dv),

provided that

πδ
δ→0−→ π0

and σ is continuous. We have also the following result, see [11].

Proposition 1. If π0 is concentrated on −∂A then

var

(
δ

c(δ )

[t/δ ]

∑
i=1

(Y (xi−1 +∆xi)−Y (xi))
2

∣∣∣∣∣σ
)

δ→0→ 0.

As a corollary, we have the convergence in probability

δ
c(δ )

[t/δ ]

∑
i=1

(Y (xi−1 +∆xi)−Y (xi))
2 δ→0−→

∫

Rn

(∫ t

0
σ2(x(s)− v)ds

)
π0(dv).
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But when is π0 concentrated on −∂A? In [11] authors give some sufficient
conditions for A (bounded, closed, convex with non empty interior and piecewise
smooth boundary) and g, but they are quite restrictive.

The behaviour of the RQV along smooth curves and for some particular shapes of
A, for instance A = (R+)

n , and memory functions of the kind g(x) = ||x||α Lg(||x||)
is a topic of present research. The purpose is to relate σ or some integral of it, with
the limit of the RQV along lines, or surfaces.

To remark that the asymptotic behaviour of the multipower variation of general
tempo-spatial ambit fields is an open problem.

4 Models in Finance

4.1 A short rate model

4.1.1 The model

Let (Ω ,F ,F,P) be a filtered, complete probability space with F = (Ft)t∈R+
. As-

sume that, in this probability space

rt =
∫ t

−∞
g(t− s)σsW (ds)+µt (6)

where W is an (Ft)-Gaussian noise in R under the risk neutral probability, P∗ ∼
P, g is a deterministic function on R+, g ∈ L2((0,∞)), and σ ≥ 0 and µ are also
deterministic. Notice that the process r is not a semimartingale if g′ 6∈ L2((0,∞)).
Furthermore, we also assume that

∫ t

−∞
g2(t− s)σ2

s ds < ∞ a.s.

which ensures that rt is well defined. Then, we consider a financial bond market
with short rate r. Here we follow [24].

4.1.2 Bond prices

Assume that exp
{
−∫ T

0 rsds
}
∈ L1(P∗) and denote P(t,T ) and P̃(t,T ) the price and

the discounted price at t of the zero coupon bond with maturity time T :

P(t,T ) = EP∗
[

exp
{
−
∫ T

t
rsds

}∣∣∣∣Ft

]

P̃(t,T ) = P(t,T )exp
{
−
∫ t

0
rsds

}
,
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where P̃(t,T ) is a P∗-martingale. Then, writing c(u; t,T ) :=
∫ T

t g(s−u)ds for t ≥ u,
and by using Fubini’s theorem, we have,

∫ T

t
rsds =

∫ t

−∞
σuc(u; t,T )W (du)

+
∫ T

t
σuc(u;u,T )W (du)+

∫ T

t
µsds.

Then

P(t,T ) = exp
{

A(t,T )−
∫ t

−∞
σuc(u; t,T )W (du)

}
,

where

A(t,T ) = logEP∗
[

exp
{
−
∫ T

t
σuc(u;u,T )W (du)−

∫ T

t
µsds

}∣∣∣∣Ft

]

=
1
2

∫ T

t
σ2

u c2(u;u,T )du−
∫ T

t
µsds.

and the variance of the yield − 1
T−t logP(t,T ) is given by

var
(
− 1

T − t
logP(t,T )

)
=

1

(T − t)2

∫ t

−∞
σ2

u c2(u; t,T )du.

The corresponding forward rates are given by

f (t,T ) = −∂T logP(t,T )

= −
∫ T

t
σ2

u g(T −u)c(u;u,T )du+
∫ t

−∞
σug(T −u)W (du)+µT

and
var( f (t,T )) =

∫ t

−∞
σ2

u g2(T −u)du.

Note that
dt f (t,T ) = α(t,T )dt +σ(t,T )W (dt),

with

σ(t,T ) = σtg(T − t),

α(t,T ) = σ2
t g(T − t)c(t; t,T ).

4.1.3 Completeness of the market

It is easy to see that
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P̃(t,T ) :=
P(t,T )

exp
{∫ t

0 rsds
} =P(0,T )exp

{
−
∫ t

0
σuc(u;u,T )W (du)− 1

2

∫ t

0
σ2

u c(u;u,T )2du
}
,

so we have

P(t,T ) = P(0,T )exp
{
−1

2

∫ t

0
σ2

u c2(u;u,T )du+
∫ t

0
µsds

}

×exp
{∫ 0

−∞
σuc(u;0, t)W (du)−

∫ t

0
σuc(u; t,T )W (du)

}

and

P̃(t,T ) = P(0,T )exp
{
−
∫ t

0
σuc(u;u,T )W (du)− 1

2

∫ t

0
σ2

u c2(u;u,T )du
}
.

Therefore,
dP̃(t,T ) =−P̃(t,T )σtc(t; t,T )W (dt), t ≥ 0,

Let X be a P∗-square integrable, FT -measurable payoff. Consider the (Ft)-martingale

Mt := EP∗ [X |Ft ] , t ≥ 0,

then, by an extension of Brownian martingale representation theorem, we can write

dMt = HtW (dt),

where H is an adapted square integrable process.
Let

(
φ 0

t ,φ 1
t
)

be a self-financing portfolio built with a bank account and a bond
with maturity T , its value process is given by

Vt = φ 0
t e
∫ t

0 rsds +φ 1
t P(t,T ),

and, by the self-financing condition, the discounted value process Ṽ , satisfies

dṼt = φ 1
t dP̃(t,T ).

So, if we take

φ 1
t =− Ht

P̃(t,T )σtc(t; t,T )

we can replicate X . In particular the bond with maturity T ∗ can be replicated by
taking

P(t,T ∗)c(t; t,T ∗)
P(t,T )c(t; t,T )

bonds with maturity time T ≥ T ∗.
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4.1.4 Examples

Example 1. With g(t) = e−bt , σu = σ and µ = a, we have

rt = r0e−bt +a(1− e−bt)+ e−bt
∫ t

0
ebsσW (ds),

P(t,T ) = exp(A(t,T )+aB(t,T )− rtB(t,T )) ,

with
B(t,T ) =

1
b
(1− e−b(T−t))

and

A(t,T ) =
σ2

2

∫ T

t
B(u,T )2du−a(T − t).

Then,

var
(
− 1

T − t
logP(t,T )

)
=

σ2

2b3
(1− e−b(T−t))2

(T − t)2 ∼ T−2,

when T → ∞, and the corresponding instantaneous forward rates and their variance
are given by

f (t,T ) =− σ2

2b2

(
1− e−b(T−t)

)2
+σe−b(T−t)(rt −a)+a.

var( f (t,T )) =
σ2

2b
e−2b(T−t) ∼ e−2bT ,

when T → ∞. Moreover the volatility of the forward rates is given by σ(t,T ) =
σe−b(T−t) and this is not too realistic.

Example 2. Assume that σt = σ1{t≥0} and

g(t) = e−b(t)
∫ t

0
ebsβ sβ−1ds,

for β ∈ (0,1/2). Then

var( f (t,T )) =
∫ t

−∞
σ2

u g2(T −u)du∼ T 2β−2.

And that the volatility of the forward rates are given by

σ(t,T ) = σ2g(T − t)∼ T β−1,

when T → ∞ , that is more realistic (see [21, Section 4.1] and also [2]) than the
exponential decay in the Vasicek model. For β ∈ (−1/2,0) consider the memory
function
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g(t) = e−bttβ +β
∫ t

0
(e−b(t−u)− e−bt)uβ−1du,

and then
g(t)∼ tβ−1

when x → ∞. In such a way that we obtain analogous asymptotic results to the
previous case.

4.1.5 The analoge of a CIR model

One of the drawbacks of the previous model is that it allows for negative short rates.
An obvious way of avoiding this is to take

rt =
d

∑
i=1

(∫ t

0
g(t− s)σsdWi(s)

)2

+ r0, t ≥ 0,r0 > 0.

where ((Wi)1≤i≤d) is a Brownian motion in Rd .

Bond prices

Given

rt =
d

∑
i=1

∫ t

0

∫ t

0
g(t−u)g(t− v)σsσudWi(u)dWi(v),

(where by simplicity we take r0 = 0), we have

∫ T

t
rsds =

d

∑
i=1

∫ t

0

∫ t

0
σuσvc2(u,v; t,T )dWi(u)dWi(v)

+2
d

∑
i=1

∫ t

0

∫ T

t
σuσvc2(u,v;u,T )dWi(u)dWi(v)

+
d

∑
i=1

∫ T

t

∫ T

t
σuσvc2(u,v;u∨ v,T )dWi(u)dWi(v),

with c2(u,v; t,T ) :=
∫ T

t g(s−u)g(s− v)ds. Then, using this, we have

P(0,T ) = E
[

exp
{
−
∫ T

0
rsds

}]

=
d

∏
i=1

E
[

exp
{
−T

∫ 1

0

∫ 1

0
σTuσT vc2(Tu,T v;T (u∨ v),T )dWi(u)dWi(v)

}]

= d (2T )−d/2 ,
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where d (λ )is the Fredholm determinant

d(λ ) = 1+
∞

∑
n=1

λ n

n!

∫ 1

0
· · ·
∫ 1

0

∣∣∣∣∣∣∣

R(s1,s1) · · · R(s1,sn)
...

...
R(sn,s1) · · · R(sn,sn)

∣∣∣∣∣∣∣
ds1 · · ·dsn

where
R(u,v) = σTuσT vc2(Tu,T v;T (u∨ v),T ).

Example 3. Assume that g(t) = 1{t≥0} and σt = σ . Then rt is a squared Bessel pro-
cess of dimension d , see for instance [30], and

R(u,v) = σ2T (1− (u∨ v)),

consequently

P(0,T ) =
(

cosh(
√

2σT )
)− d

2
=

2
d
2

(
e
√

2σT + e−
√

2σT
) d

2
,

see [40] for the calculations of the Fredholm determinant. Another procedure to
calculate the Fredholm determinants is given in [31], where it is shown that provided
the kernel R(u,v) is of the form

R(u,v) = M(u∨ v)N(u∧ v)

d(λ ) = Bλ (1),

and therefore
P(0,T ) = (B2T (1))

− d
2 ,

where, in our case of having M(t) = σ2T (1− t) and N(t) = 1 and we obtain

Bλ (t) = σ2T 2


(1− t)

eσ
√

λTt − e−σ
√

λTt

σ
√

λT
+

eσ
√

λTt + e−σ
√

λTt

(
σ
√

λT
)2


 .

Note that we can consider squared Bessel processes of dimension d ≥ 0, where d is
not necessarily integer, see [30] and Corollary 6.2.5.5 therein. Due to the fact that
discount values are in close form under the model, a calibration performs very fast.

Example 4. Another interesting example is the classical CIR model. In such a case

R(u,v) = σ2
∫ T

T (u∨v)
e−b(s−u)e−b(s−v)ds =

σ2

2b
ebT ((u∧v)−1)(e−bT ((u∨v)−1)− ebT ((u∨v)−1))

= M(u∨ v)N(u∧ v),
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where

M(t) =
σ√
2b

(
e−bT (t−1)− ebT (t−1)

)
, and N(t) =

σ√
2b

ebT (t−1).

We obtain

B2T (1) =
1

2
√

b2 +2σ2

(
(b+

√
b2 +2σ2)eT (−b+

√
b2+2σ2)

+(−b+
√

b2 +2σ2)e−T (b+
√

b2+2σ2)

)
.

4.2 Models in energy markets

Like in other traditional commodities or stock markets, in the electricity market one
finds trade in spot, forward/futures contracts as well as European options written on
these (see [36, Capter 1] for the definition and terminology of these contracts). De-
spite this parallelism, the distinctive features of the electricity market lead to specific
problems of pricing and hedging. Let us mention two examples of such features. On
the one hand, power market trades in contracts which deliver power over a delivery
period. This adds an extra dimension to the models for forward dynamics which
generally depend only on the current time and the maturity of the contract. On the
other hand, the electricity spot cannot be stored directly except via reservoirs for hy-
dro–generated power, or large and expensive batteries. This implies that prices may
vary significatively when demand increases, for instance, due to a temperature drop.
Moreover, due to the non-storability issue, the electricity spot cannot be held in a
portfolio. Hence, the usual buy–and–hold hedging arguments break down, and the
requirement of being a martingale under an equivalent martingale measure (EMM)
is not necessary. Similarly, from a liquidity point of view, it would be possible to
use non–martingales for modelling forward prices since in many emerging electric-
ity markets, one may not be able to find any buyer to get rid of a forward contract,
nor a seller when one wants to enter into one. Thus the illiquidity prevents possible
arbitrage opportunities from being exercised.

These features, along with empirical evidence (see [16, 39, 29]) and statistical
studies (see [33]), point to random field models in time and space which, in addition,
allow for stochastic volatility. We present below two examples of modelling spot and
forward prices via ambit processes; these models grant rich flexibility and account
for some of the stylized features in the context of energy markets. We note here that
since spot prices are determined by supply and demand, strong mean-reversion can
be observed; the spot prices have clear deterministic patterns over the year, week
and intra-day.
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4.2.1 Modelling spot prices

In [5] the log-spot price Y· is modelled by means of the Lévy Semistationary Pro-
cesses (L S S ) presented in Section 2, i.e., processes of the form

Yt := µ +
∫ t

−∞
g(t− s)σsdLs +

∫ t

−∞
q(t− s)asds, (7)

where µ is a constant, (Lt)t∈R is a two-sided Lévy process, g and q are non-negative
deterministic functions on R, with g(t) = 0 = q(t) for t ≤ 0, and σ· and a· are
two càdlàg processes. The L S S are analytically tractable and encompasses some
classical models, as that of Schwartz [39], along with a wider class of continuous-
time autoregressive moving-average (CARMA) processes. Note that in (7) the log-
spot price is modelled directly, as opposed to traditional approaches that focus on
modelling the dynamics of the spot price.

Consider a forward contract stating the agreement to deliver electricity at time
T , for a predetermined price Ft(T ), fixed today but payable at T with no other cash
flow at t < T . This price is referred to as forward price, and it is fixed in such a way
that the price of the contract, at the issue time t, is zero. Then by definition

0 = EP∗
[

exp
{
−
∫ T

t
rudu

}
(exp{YT}−Ft(T ))

∣∣∣∣Ft

]
.

From this equation and the abstract Bayes’ rule (see [36, Lemma A.1.4]), which
links the risk-neutral measure P∗ with the T -forward measure

PT , we get, provided integrability conditions on exp{YT},

Ft(T ) = EPT [exp{YT}|Ft ]. (8)

As mentioned before, due to the lack of an underlying, any measure PT equivalent
to P maybe chosen as pricing measure. If we assume that under PT the dynamics of
the log-spot price is given by 7 with (Lt)t∈R = (Wt)t∈R being a two sided Brownian
motion, then for a constant volatility σs ≡ 1 we have the simple expression for the
forward price

Ft(T ) =C(T )exp
{∫ t

−∞
g(T − s)dWs−

1
2

∫ t

−∞
g2(T − s)ds

}
. (9)

We refer to [41] for a multivariate version of (7), and a detailed empirical study
using data from the European Energy Exchange.

4.2.2 Modelling forward prices

In [7] forward prices are modelled directly, rather than modelling the spot price and
deducing the forward price from the conditional expectation of the spot at delivery
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(cf. 8). Moreover, as opposed to existing literature, the dynamics of the forward
price are not specified; instead, the authors specify an ambit field which explicitly
describes the forward price. More precisely, for each maturity T , the deseasonalized
log-forward price at time t is modelled by

logFt(x) :=
∫

A(t,x)
g(ξ , t− s,x)σs(ξ )L(dξ ,ds), (10)

where the spatial component in (10) models the time to maturity, i.e., x := T − t, the
ambit set is given by A(t,x) := At := {(ξ ,s) : ξ > 0,s ≤ t}, and the kernel g may
be chosen in order to capture the so-called Samuelson effect (see [38]). In addition,
the fact that forward contracts close in maturity dates are strongly correlated may
be captured by assuming that the volatility is another ambit field, independent of L,
and with a kernel warranting that Cor(σ2

t (x),σ2
t (x̄)) is high for values of x and x̄

close to 0.
Traditionally, the forward price is modelled as a semimartingale such that there

is an E(L)MM under which the price dynamics becomes a (local) martingale. Ac-
cording to [7, Corollary 1], (Ft(T ))t∈R is an FL-martingale if and only if the kernel
g in (10) is deterministic and does not depend on t. For instance, one can consider

logFt(T − t) =
∫

At

exp{−α(ξ +T − s)}σs(ξ )W (dξ ,ds), (11)

where α > 0 and W a homogeneous Gaussian Lévy basis. Such rather strong condi-
tion rules out many interesting more general ambit fields, however, it still includes
some CARMA and standard models as those of Heath et al. and Audet et al. (see [27]
and [1], respectively). Nevertheless, it would be possible to use non–martingales for
modelling forward prices without given place to arbitrage opportunities, due to the
specific features of electricity markets mentioned above.

Finally, let us mention that (10) induces a model for the log-spot price Y· which
is consistent with that in (7). In particular (see [7, Example 2]) the example in (11)
leads to

Yt =
∫ t

−∞
exp{−α(t− s)}dWs.
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Abstract In this article, we study a bond market where short rates evolve as

rt D
Z t

�1
g.t � s/�sW.ds/

where g W .0; 1/ ! R is deterministic, � � 0 is also deterministic, and W is the
stochastic Wiener measure. Processes of this type are also called Brownian semista-
tionary processes and they are particular cases of ambit processes. These processes
are, in general, not of the semimartingale kind. We also study a fractional version of
the Cox–Ingersoll–Ross model. Some calibration and simulations are also done.
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1 Introduction

In this paper we study a bond market where short rates evolve as

rt D
Z t

�1
g.t � s/�sW.ds/;

where g W .0; 1/ ! R is deterministic, � � 0 is also deterministic, and W is
the stochastic Wiener measure. Processes of this type are particular cases of ambit
processes. These processes are, in general, not of the semimartingale kind. Our
purpose is to see if these new models can capture the features of the bond market by
extending popular models like the Vasicek model. Affine models are quite popular as
short rate models (see for instance [5]) but they imply a perfect correlation between
bond prices and short rates, something unobservable in real markets. Moreover, the
long-range dependence in the short interest rates (see [7]) and also in the intensity
of default in credit risk models (see [3, 8]) is not captured by these affine models.

We model the short rates under the risk neutral probability and we obtain
formulas for bond prices and options on bonds. We also consider defaultable bonds
where the short and intensity rates show long-range dependence. We also try to
establish the dynamics corresponding to this ad hoc or statistical modelling. This
leads us to study the stochastic calculus associated with certain ambit processes.
The paper is structured as follows: in the next section we introduce the short rate
model. In the second section we calculate the bond and option prices as well as the
hedging strategies. In the third section we look for a dynamic version of the model
that lead us to a stochastic calculus in a nonsemimartingale setting. In the fourth
we discuss a credit risk model with long-range dependence and finally, in the fifth
section, we discuss the analogous of the Cox–Ingersoll–Ross (CIR) model in this
context and we do some calibration and simulations to see, as a first step, how these
models can work in practice.

2 The Model of Short Rates

Let .�;F ;F; P / be a filtered, complete probability space with F D .Ft /t2RC
.

Assume that, in this probability space

rt D
Z t

�1
g.t � s/�sW.ds/ C �t ; (24.1)

where W is the stochastic Wiener measure under the risk neutral probability, P � �
P , g is a deterministic function on RC, g 2 L2..0; 1//, and � � 0 and � are also
deterministic. Notice that the process r is not a semimartingale if g0 62 L2..0; 1//.
Furthermore, we also assume that

Z t

�1
g2.t � s/�2

s ds < 1 (24.2)
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which ensures that rt < 1 almost surely. By an .Ft /-stochastic Wiener measure
we understand an L2-valued measure such that, for any Borelian set A with
E.W.A/2/ < 1

W.A/ Ï N.0; m.A//;

where m is the Lebesgue measure and if A � Œt; C1/ then W.A/ is independent

of Ft . Note that for a 2 R the process
n
Bt WD R tCa

a
W.ds/; t � 0

o
is a standard

Brownian motion.

3 Pricing and Hedging

3.1 Bond Prices

Set

P.t; T / D EP �

�
exp

�
�
Z T

t

rsds

�ˇ̌
ˇ̌Ft

�

for the price at t of the zero-coupon bond with maturity time T . We assume that

exp
�
� R T

0
rsds

�
2 L1.P �/ in such a way that the discounted prices QP .t; T / WD

P.t; T / exp
n
� R t

0 rsds
o

are P �-martingales. Then we have

Z T

t

rsds D
Z T

t

�Z s

�1
g.s � u/�uW.du/

�
ds C

Z T

t

�sds

D
Z t

�1
�u

�Z T

t

g.s � u/ds

�
W.du/

C
Z T

t

�u

�Z T

u
g.s � u/ds

�
W.du/ C

Z T

t

�sds

D
Z t

�1
�uc.uI t; T /W.du/

C
Z T

t

�uc.uI u; T /W.du/ C
Z T

t

�sds;

where

c.uI t; T / WD
Z T

t

g.s � u/ds; t � u
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and where we use the stochastic Fubini theorem. Its use is guaranteed by (24.2).
Then

P.t; T / D exp

�
A.t; T / �

Z t

�1
�uc.uI t; T /W.du/

�
;

where

A.t; T / D log EP �

�
exp

�
�
Z T

t

�uc.uI u; T /W.du/ �
Z T

t

�sds

�ˇ̌
ˇ̌Ft

�

D 1

2

Z T

t

�2
u c2.uI u; T /du �

Z T

t

�sds

and the variance of the yield � 1
T �t

log P.t; T / is given by

var

�
� 1

T � t
log P.t; T /

�
D 1

.T � t/2

Z t

�1
�2

u c2.uI t; T /du:

The corresponding forward rates are given by

f .t; T / D �@T log P.t; T /

D �@T

�
1

2

Z T

t

�2
u c2.uI u; T /du

�
C @T

�Z t

�1
�uc.uI t; T /W.du/

�

C@T

�Z T

t

�sds

�

D �
Z T

t

�2
u g.T � u/c.uI u; T /du C

Z t

�1
�ug.T � u/W.du/ C �T

and

var .f .t; T // D
Z t

�1
�2

u g2.T � u/du:

Note that

dtf .t; T / D �2
t g.T � t/c.t I t; T /dt C �t g.T � t/W.dt/

D ˛.t; T /dt C �.t; T /W.dt/;

with

�.t; T / D �t g.T � t/;

˛.t; T / D �2
t g.T � t/c.t I t; T /:
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Obviously it satisfies the HJM condition (see Chap. 18 in [5]) of absence of
arbitrage:

˛.t; T / D �.t; T /

Z T

t

�.t; s/ds

D �t g.T � t/

Z T

t

�t g.t � s/ds

D �2
t g.T � t/c.t I t; T /:

3.2 Completeness of the Market

It is easy to see that

QP .t; T / WD P.t; T /

exp
nR t

0
rsds

o

D P.0; T / exp

�
�
Z t

0

�uc.uI u; T /W.du/ � 1

2

Z t

0

�2
u c.uI u; T /2du

�
:

In fact

A.0; T / D 1

2

Z T

0

�2
u c.uI u; T /2du �

Z T

0

�sds

D A.t; T / � 1

2

Z t

0

�2
u c.uI u; T /2du �

Z t

0

�sds;

so

P.t; T / D exp

�
A.t; T / �

Z t

�1
�uc.uI t; T /W.du/

�

D exp

�
A.0; T / �

Z 0

�1
�uc.uI 0; T /W.du/

�

� exp

�
�1

2

Z t

0

�2
u c2.uI u; T /du C

Z t

0

�sds

�

� exp

�Z 0

�1
�u .c.uI 0; T / � c.uI t; T // W.du/

�

� exp

�
�
Z t

0

�uc.uI t; T /W.du/

�
;
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consequently

P.t; T / D P.0; T / exp

�
�1

2

Z t

0

�2
u c2.uI u; T /du C

Z t

0

�sds

�

� exp

�Z 0

�1
�uc.uI 0; t/W.du/ �

Z t

0

�uc.uI t; T /W.du/

�
;

exp

�Z t

0

rsds

�
D exp

�Z t

0

�Z s

�1
�ug.s � u/W.du/

�
ds C

Z t

0

�sds

�

D exp

�Z 0

�1
�uc.uI 0; t/W.du/C

Z t

0

�uc.uI u; t/W.du/C
Z t

0

�sds

�
;

QP .t; T / D P.0; T / exp

�
�1

2

Z t

0

�2
u c2.uI u; T /du

�

� exp

�
�
Z t

0

�u.c.uI t; T / C c.uI u; t//W.du/

�

D P.0; T / exp

�
�
Z t

0

�uc.uI u; T /W.du/ � 1

2

Z t

0

�2
u c2.uI u; T /du

�
:

Therefore,
d QP .t; T / D � QP .t; T /�t c.t I t; T /W.dt/; t � 0:

Let X be a P �-square integrable, FT -measurable payoff. Consider the .Ft /-
martingale

Mt WD EP � .X jFt / ; t � 0;

then by an extension of Brownian martingale representation theorem we can write

dMt D Ht W.dt/;

where H is an adapted square integrable process. The proof of this exten-
sion follows the same steps as the proof of the classical result (for more
details, see [14], pp. 198–200). But we need a wider set of functions E Dn
exp

�R T

�1 f .s/ W .ds/
�

W f 2 S
o

as total set in L2.FT ; P �/, where S is the

set of step functions with compact support on .�1; T �.
Let

�
�0

t ; �1
t

	
be a self-financing portfolio built with a bank account and a T -bond;

its value process is given by

Vt D �0
t e
R t

0 rsds C �1
t P.t; T /;
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and, by the self-financing condition, the discounted value process QV� satisfies

d QVt D �1
t d QP .t; T /:

So, if we take

�1
t D � Ht

QP .t; T /�t c.t I t; T /

we can replicate X . In particular the bond with maturity T � can be replicated by
taking

P.t; T �/c.t I t; T �/

P.t; T /c.t I t; T /

bonds with maturity time T � T �:

3.3 Option Prices

Consider a bond with maturity NT > T; where T is the maturity time of a call option
for this bond with strike K . Its price is given by (see [5], Chap. 19)

˘.t I T / D P.t; NT /P
NT .P.T; NT / � KjFt / � KP.t; T /P T .P.T; NT / � KjFt /

D P.t; NT /P
NT
�

P.T; T /

P.T; NT /
� 1

K

ˇ̌
ˇ̌Ft

�
�KP.t; T /P T

 
P.T; NT /

P.T; T /
�K

ˇ̌
ˇ̌Ft

!
;

where P T is the T -forward measure and analogously for P
NT . Define

U.t; T; NT / WD P.t; T /

P.t; NT /
:

Then

U.t I T; NT / D exp

�
�A.t; NT / C A.t; T / �

Z t

�1
�u
�
c.uI t; T / � c.uI t; NT /

	
W.du/

�
:

If we take the NT -forward measure P
NT , we will have that

W.du/ D W
NT .du/ � a.u/du;

where W
NT .du/ is a random Wiener measure in R again. Then, since U.t; T; NT / has

to be a martingale with respect to P
NT , a.u/ is deterministic and we also have that
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U.t I T; NT / D exp

�
�
Z t

�1
�u
�
c.uI t; T / � c.uI t; NT /

	
W

NT .du/

�1

2

Z t

�1
�2

u

�
c.uI t; T / � c.uI t; NT /

	2
du

�
;

so

U.T / WD U.T I T; NT / D U.t I T; NT / exp

( Z T

t

�uc.uI T; NT /W
NT .du/

�1

2

Z T

t

�2
u c.uI T; NT /2du

)

and analogously

U.T /�1 D U.T I NT ; T / D U �1.t I T; NT / exp

(
�
Z T

t

�uc.uI T; NT /W T .du/

�1

2

Z T

t

�2
u c.uI T; NT /2du

)
:

Therefore

˘.t I T / D P.t; NT /P
NT .U.T / � 1

K
jFt / � KP.t; T /P T .U �1.T / � KjFt /

D P.t; NT /P
NT .log U.T / � � log KjFt / � KP.t; T /P T .log U �1.T /

� log KjFt /

D P.t; NT /˚.dC/ � KP.t; T /˚.d�/;

where

d˙ D
log P.t; NT /

KP.t;T /
˙ 1

2
˙2

t;T; NT
˙t;T; NT

and

˙2

t;T; NT WD
Z T

t

�2
u c.uI T; NT /2du:

3.4 Examples

Example 3.1. If
g.t/ D e�bt ; �u D �; and � D a;
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we have

rt D a C e�bt

Z 0

�1
ebs�W.ds/ C e�bt

Z t

0

ebs�W.ds/

D r0e�bt C a.1 � e�bt / C e�bt

Z t

0

ebs�W.ds/;

that is the Vasicek model, and

P.t; T / D exp

�
A.t; T / �

Z T

t

�Z t

�1
�g.s � u/W.du/

�
ds

�

D exp

�
A.t; T / �

Z T

t

�Z t

�1
g.s � u/

g.t � u/
�g.t � u/W.du/

�
ds

�

D exp

�
A.t; T / �

Z T

t

e�b.s�t /

�Z t

�1
�e�b.t�u/W.du/

�
ds

�

D exp

�
A.t; T / � .rt � a/

Z T

t

e�b.s�t /ds

�

D exp .A.t; T / C aB.t; T / � rt B.t; T // ;

with

B.t; T / D 1

b
.1 � e�b.T �t //

and

A.t; T / D �2

2

Z T

t

�Z T

u
g.s � u/ds

�2

du � a.T � t/

D �2

2

Z T

t

B.u; T /2du � a.T � t/:

Here

c.uI t; T / D 1

b

�
e�b.t�u/ � e�b.T �u/

	
; u � t � T;

so

var

�
� 1

T � t
log P.t; T /

�
D 1

.T � t/2

Z t

�1
�2

u c2.uI t; T /du

D �2

2b3

.1 � e�b.T �t //2

.T � t/2
Ï T �2;
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when T ! 1: The corresponding instantaneous forward rates are given by

f .t; T / D � �2

2b2

�
1 � e�b.T �t /

	2 C �e�b.T �t /.rt � a/ C a;

var .f .t; T // D
Z t

�1
�2

u g2.T � u/du

D �2

Z t

�1
e�2b.T �u/du D �2

2b
e�2b.T �t / Ï e�2bT ;

when T ! 1: Moreover the volatility of the forward rates is given by �.t; T / D
�e�b.T �t / and this is not too realistic.

Example 3.2. Assume that �t D �1ft�0g and

g.t � u/ D e�b.t�u/

Z t�u

0

ebsˇsˇ�1ds;

for ˇ 2 .0; 1=2/: We have that

c.uI t; T / WD
Z T

t

g.s � u/ds D c.0I 0; T � u/ � c.0I 0; t � u/;

with

c.0I 0; x/ D e�bx

Z x

0

ebssˇds:

Then

var

�
� 1

T � t
log P.t; T /

�
D 1

.T � t/2

Z t

�1
�2

u c2.uI t; T /du

D �2

2

1

.T � t/2

Z t

0

.c.0I 0; T � u/ � c.0I 0; t � u//2du

Ï 1

T 2

Z t

0

c.0I 0; T � u/2du Ï T 2ˇ�2;

when T ! 1: In fact

c.0I 0; x/ D e�bx

Z x

0

ebssˇds D xˇ

Z x

0

e�bs
�
1 � s

x

�ˇ

ds;

and by the monotone convergence theorem

lim
x!1

Z x

0

e�bs.1 � s

x
/ˇds D

Z 1

0

e�bsds D 1

b
:
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Moreover

var .f .t; T // D
Z t

�1
�2

u g2.T � u/du Ï T 2ˇ�2:

Since for x � 0

g.x/ D e�bx

Z x

0

ebsˇsˇ�1ds D ˇxˇ�1

Z x

0

e�bs.1 � s

x
/ˇ�1ds

D ˇxˇ�1

 Z x=2

0

e�bs.1 � s

x
/ˇ�1ds C

Z x

x=2

e�bs.1 � s

x
/ˇ�1ds

!
;

and

lim
x!1

Z x=2

0

e�bs.1 � s

x
/ˇ�1ds D

Z 1

0

e�bsds D 1

b
;

Z x

x=2

e�bs.1 � s

x
/ˇ�1ds � e�bx=2

Z x

x=2

.1 � s

x
/ˇ�1ds

D xe�bx=2

Z 1=2

0

vˇ�1dv D xe�bx=2

ˇ2ˇ
! 0;

when x ! 1: Also observe that the volatility of the forward rates �.t; T / D
�2g.T � t/ Ï T ˇ�1; when T ! 1 , that is more realistic (see Sect. 4.1 in [7]
and also [2]) than the exponential decay in the Vasicek model. For ˇ 2 .�1=2; 0/

consider the memory function

g.x/ D e�bxxˇ C ˇ

Z x

0

.e�b.x�u/ � e�bx/uˇ�1du;

and then

g.x/ Ï xˇ�1

when x ! 1: In such a way that we obtain analogous asymptotic results to the
previous case.

4 An SDE Approach

We have postulated that

rt D
Z t

�1
g.t � s/�sW.ds/ C �t ;
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and the question is if this process .rt /t2R can be seen as the solution of such a
stochastic differential equation. For instance, assume that

drt D b.a � rt /dt C �W.dt/;

then we have

rt D r0e�bt C a.1 � e�bt / C e�bt

Z t

0

ebs�W.ds/;

and if we take

r0 D
Z 0

�1
ebs�W.ds/ C a;

we obtain that

rt D a C
Z t

�1
e�b.t�s/�W.ds/:

So, it corresponds to g.t/ D e�bt , �s D � , and �t D a:

4.1 Ambit Processes as Noises of SDE

Consider the processes W g given by

W
g

t WD
Z t

�1
g.s; t/W.ds/;

where g W R2 ! R deterministic, continuously differentiable with respect to the
second variable, g.s; t/ D 0 if s > t and

R t

�1 g2.s; t/ds < 1: In this section we
explain how a stochastic calculus can be developed with respect to these processes.
Here we follow [1, 7, 13]. First, formally,

W
g

t .dt/ D g.t; t/W.dt/ C
�Z t

�1
@t g.s; t/W.ds/

�
dt;

and for a deterministic function f .�; �/; we can define

Z t

�1
f .u; t/W

g
t .du/

D
Z t

�1
f .u; t/

�
g.u; u/W.du/ C

�Z u

�1
@ug.s; u/W.ds/

�
du

�

D
Z t

�1

�Z u

�1
.f .u; t/ � f .s; t// @ug.s; u/W.ds/

�
du
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C
Z t

�1

�Z t

s

f .s; t/@ug.s; u/du

�
W.ds/

C
Z t

�1
f .u; t/g.u; u/W.du/

D
Z t

�1

�Z t

s

.f .u; t/ � f .s; t// @ug.s; u/du

�
W.ds/

C
Z t

�1
f .s; t/g.s; t/W.ds/

D
Z t

�1

�Z t

s

.f .u; t/ � f .s; t// @ug.s; u/du C f .s; t/g.s; t/

�
W.ds/:

Then, the latest integral is well defined in an L2 sense, provided that

Z t

�1

�Z t

s

.f .u; t/ � f .s; t// @ug.s; u/du C f .s; t/g.s; t/

�2

ds < 1:

Now, if we construct the operator

K
g
t .f /.s; t/ WD

Z t

s

.f .u; t/ � f .s; t// @ug.s; u/du C f .s; t/g.s; t/;

it is natural to defineZ t

�1
f .s; t/W

g
t .ds/ WD

Z t

�1
K

g
t .f /.s; t/W.ds/;

provided that f .�; t/ 2 �Kg
t

	�1
.L2.�1; t �/.

Note that if g.s; s/ D 0, then we can write

K
g
t .f /.s; t/ WD

Z t

s

f .u; t/@ug.s; u/du; (24.3)

and in the particular case that �f D 0, we have

K
g
t .f /.s; t/ D @t

Z t

s

f .u; t/g.s; u/du

D @t .f 	 g/ .s; t/;

and

Z t

�1
f .s; t/W

g
t .ds/ D

Z t

�1

�
@t

Z t

s

f .u; t/g.s; u/du

�
W.ds/

D d

dt

Z t

�1

Z t

s

f .u; t/g.s; u/duW.ds/



538 J.M. Corcuera et al.

D d

dt

Z t

�1
f .u; t/

�Z u

�1
g.s; u/W.ds/

�
du

D d

dt

Z t

�1
f .u; t/W g

u du:

Consider now

rt D b

Z t

0

.a � rs/ds C �

Z t

0

.t � s/ˇW.ds/;

with ˇ 2 .�1=2; 0/ [ .0; 1=2/; then if we define

W
ˇ

t WD
Z t

0

.t � s/ˇW.ds/;

rt D b

Z t

0

.a � rs/ds C �W ˇ.t/:

In such a way that .rt / is an Ornstein–Uhlenbeck process driven by W ˇ .
We obtain

rt D r0e�bt C a.1 � e�bt / C e�bt

Z t

0

ebs�W ˇ.ds/

D r0e�bt C a.1 � e�bt / C
Z t

0

�g.t � s/W.du/:

Then, if ˇ 2 .0; 1=2/, by (24.3) we have

Z t

0

e�b.t�s/W ˇ.ds/ D
Z t

0

�Z t

u
e�b.t�s/ˇ.s � u/ˇ�1ds

�
W.du/

D
Z t

0

�Z t�u

0

e�b.t�s�u/ˇsˇ�1ds

�
W.du/:

D
Z t

0

e�b.t�u/

�Z t�u

0

ebsˇsˇ�1ds

�
W.du/:

In such a way that

g.t � s/ D e�b.t�s/

�Z t�s

0

ebuˇuˇ�1du

�
;

and if ˇ 2 .�1=2; 0/

g.t � s/ D e�b.t�s/.t � s/ˇ C ˇe�b.t�s/

Z t�s

0

.ebu � 1/vˇ�1du:



24 A short Rate Model Using Ambit Processes 539

5 A Defaultable Zero-Coupon Bond

The purpose in this section is to price a zero-coupon bond with possibility of
default. The payoff of this contract at the maturity time is 1f�>T g, where � is the
default time. Then, an arbitrage free price at time t is given by

D.t; T / D 1f�>tgE
�

1f�>T ge� R T
t rsds

ˇ̌
ˇGt

�
; 0 � t � T;

where the expectation is taken with respect to a risk neutral probability, P �, and
where the filtration G D .Gt /t�0 represents the information available to the market.
Here we follow the hazard process approach (for more details, see Sect. 8.2 in [4]).
In this approach we consider two filtrations, one is the default-free filtration F D
.Ft /t�0 that typically incorporates the history of the short rates. The default time is
modelled by a random variable � that is not necessarily an F-stopping time, then the
other filtration is G D .Gt /t�0 , where

Gt D Ft _ �.� ^ t/;

in such a way that � is a G-stopping time. Now, if we assume that there exists an
F-adapted process .	t /t�0, the so-called hazard process, such that

P �.� > t jFt / D e� R t
0 	sds;

it can be shown (see [12], Chap. 8) that

D.t; T / D 1f�>tgE
�

1f�>T ge� R T
t rsds

ˇ̌
ˇGt

�
D 1f�>tgE

�
e� R T

t .rsC	s/ds
ˇ̌
ˇFt

�
:

Then we need a model for .rt /t�0 and .	t /t�0 : A classical model is a Vasicek model
for both processes

drt D b.a � rt /dt C �dW.t/;

d	t D Mb. Ma � 	t /dt C M�d MW .t/;

where W and MW are correlated Brownian motions and here Ft D �. Ws; MWs; 0 �
s � t/. The idea is to extend this model by considering ambit processes as noises in
the stochastic differential equations. For instance we can have

rt D
Z t

�1
�sg.t � s/W.ds/ C �t ;

	t D
Z t

�1
L�s Lg.t � s/ MW .ds/ C M�t :
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See [3] for a similar modelling. Then, the price of a defaultable zero-coupon bond
at time t will be given by

D.t; T / D 1f�>tg exp

�
A.t; T /�

Z t

�1
.�uc.uI t; T /W.du/CM�u Mc.uI t; T // MW .du/

�
;

where

A.t; T / D 1

2

Z T

t

�
�2

u c2.uI t; T / C M�2
u Mc2.uI t; T / C 2
�u M�uc.uI t; T / Mc.uI t; T /

	
du

�
Z T

t

.�u C M�u/ du

and 
 is the correlation coefficient between W and MW : Interesting cases are �u D
�1fu�0g; �u D M�1fu�0g; �u D �; M�u D M�;

g.t � s/ D e�b.t�s/

Z t�s

0

ebuˇuˇ�1du;

Mg.t � s/ D e�Mb.t�s/

Z t�s

0

e
Mbu M̌u

M̌�1du;

ˇ; M̌ 2 .�1=2; 0/ [ .0; 1=2/: Note that

var

�
� 1

T � t
log D.t; T /

�
Ï T 2.ˇ_ M̌/�2:

6 The Analogue of a CIR Model

One of the drawbacks of the previous model is that it allows for negative short rates.
An obvious way of avoiding this is to take

rt D
dX

iD1

�Z t

0

g.t � s/�sdWi.s/

�2

C r0; t � 0; r0 > 0;

where .Wi //1�i�d is a Brownian motion in Rd .

6.1 Bond Prices

rt D
dX

iD1

Z t

0

Z t

0

g.t � u/g.t � v/�s�udWi.u/dWi.v/;



24 A short Rate Model Using Ambit Processes 541

where by simplicity we take r0 D 0; then

Z T

t

rsds D
dX

iD1

Z T

t

�Z s

0

g.s � u/g.s � v/�u�vdWi.u/dWi.v/

�
ds

D
dX

iD1

Z t

0

Z t

0

�u�v

�Z T

t

g.s � u/g.s � v/ds

�
dWi.u/dWi.v/

C2

dX
iD1

Z t

0

Z T

t

�u�v

�Z T

u
g.s � u/g.s � v/ds

�
Wi .du/Wi.dv/

C
dX

iD1

Z T

t

Z T

t

�u�v

�Z T

u_v
g.s � u/g.s � v/ds

�
Wi.du/Wi.dv/

D
dX

iD1

Z t

0

Z t

0

�u�vc2.u; vI t; T /dWi .u/dWi.v/

C2

dX
iD1

Z t

0

Z T

t

�u�vc2.u; vI u; T /dWi.u/dWi.v/

C
dX

iD1

Z T

t

Z T

t

�u�vc2.u; vI u _ v; T /dWi.u/dWi.v/;

with c2.u; vI t; T / WD R T

t
g.s � u/g.s � v/ds:

P.0; T / D E

�
exp

�
�
Z T

0

rsds

��

D E

 
exp

(
�

dX
iD1

Z T

0

Z T

0

�u�vc2.u; vI u _ v; T /dWi .u/dWi.v/

)!

D
dY

iD1

E

�
exp

�
�T

Z 1

0

Z 1

0

�T u�T vc2.T u; T vI T .u _ v/; T /dWi.u/dWi.v/

��

D

0
B@1 C

1X
nD1

.2T /n

nŠ

Z 1

0

� � �
Z 1

0

ˇ̌
ˇ̌
ˇ̌
ˇ

R .s1; s1/ � � � R .s1; sn/
:::

:::

R .sn; s1/ � � � R .sn; sn/

ˇ̌
ˇ̌
ˇ̌
ˇ
ds1 � � � dsn

1
CA

�d=2

;

where

R .u; v/ D �T u�T vc2.T u; T vI T .u _ v/; T /:
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In the second equality we use the scaling property of the Brownian motion and in
the third Corollary 4 in [15].

Example 6.1. Assume that g.t/ D 1ft�0g and �t D �: Then rt is a squared Bessel
process of dimension d (see for instance [10]) and

R .u; v/ D �2T .1 � .u _ v//;

consequently

P.0; T / D .cosh.
p

2�T /� d
2 D 2

d
2

�
e

p
2�T C e�p

2�T

� d
2

(see [15] for the calculations of the Fredholm determinant),

d.	/ WD

0
B@1 C

1X
nD1

	n

nŠ

Z 1

0

� � �
Z 1

0

ˇ̌
ˇ̌
ˇ̌
ˇ

R .s1; s1/ � � � R .s1; sn/
:::

:::

R .sn; s1/ � � � R .sn; sn/

ˇ̌
ˇ̌
ˇ̌
ˇ
ds1 � � � dsn

1
CA :

Another procedure to calculate the Fredholm determinants is given in [11], where it
is shown that provided the kernel R .u; v/ is of the form

R .u; v/ D M.u _ v/N.u ^ v/

we have that

d.	/ D B	.1/;

and therefore

P.0; T / D .B2T .1//� d
2 ;

where B	.t/is defined by the linear differential equation system

� PA	.t/
PB	.t/

�
D 	

��N.t/M.t/ N 2.t/

�M 2.t/ N.t/M.t/

��
A	.t/

B	.t/

�
;

�
A	.0/

B	.0/

�
D
�

0

1

�
:

In our case M.t/ D �2T .1 � t/ and N.t/ D 1 and by straightforward calculations
we obtain

B	.t/ D �2T 2

0
B@.1 � t/

e�
p

	T t � e��
p

	T t

�
p

	T
C e�

p
	T t C e��

p
	T t

�
�

p
	T
�2

1
CA :
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Fig. 24.1 EUR – Discount curve 04/11/2011 : � D 21:90% and d D 0:2093

Note that we can consider squared Bessel processes of dimension d � 0; where
d is not necessarily integer (see [10] and Corollary 6.2.5.5 therein). A calibration
of this model is given in Fig. 24.1. We have performed a calibration of the model on
the market discount curve of the 4th of November 2011. More precisely, we have
on that date calibrated the d and � parameters on the EUR market implied discount
curve up to 20 years of maturity. The optimal parameters were obtained using a
least-squared-error minimization employing a Nelder–Mead search algorithm. The
calibrating is performed very fast and the optimal parameters are obtained in less
than a second, due to the fact that discount values under the model are available in
close form. Even though this model is not mean reverting the fit to real data is quite
good.

Example 6.2. Another interesting example is the classical CIR model. In such a
case

R.u; v/ D �2

Z T

T .u_v/

e�b.s�u/e�b.s�v/ds D �2

2b
ebT ..u^v/�1/.e�bT ..u_v/�1/

�ebT ..u_v/�1//

D M.u _ v/N.u ^ v/;



544 J.M. Corcuera et al.

where

M.t/ D �p
2b

�
e�bT .t�1/ � ebT .t�1/

	
;

N.t/ D �p
2b

ebT .t�1/:

Then we have the system

� PA	.t/
PB	.t/

�
D 	�2

2b

�
e2bT .t�1/

�
1 � e�2bT .t�1/

	
e2bT .t�1/

� �e2bT .t�1/ � 1
	 �

1 � e�2bT .t�1/
	 � �e2bT .t�1/ � 1

	
�

�
�

A	.t/

B	.t/

�
;

�
A	.0/

B	.0/

�
D
�

0

1

�
:

So,

PB	.t/ D �
e�2bT .t�1/ � 1

	 PA	.t/

and
RA	.t/ D 2bT PA	.t/ C 	�2TA	.t/I

from here we obtain that

A2T .t/ D C
�

eT .bCp
b2C2�2/t � eT .b�p

b2C2�2/t
�

and that

B2T .t/ D C
�
e�2bT .t�1/ � 1

	 �
eT .bCp

b2C2�2/t � eT .b�p
b2C2�2/t

�

CC.�2b/T e2bT

 
eT .�bCp

b2C2�2/t

�b C p
b2 C 2�2

� eT .�b�p
b2C2�2/t

�b � p
b2 C 2�2

!
;

where C D � �2e�2bT

2bT
p

b2C2�2
. Therefore

B2T .1/ D 1

2
p

b2 C 2�2

�
.b C

p
b2 C 2�2/eT .�bCp

b2C2�2/

C.�b C
p

b2 C 2�2/e�T .bCp
b2C2�2/

�
:
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6.2 Numerical Methods for Pricing

In case that the Fredholm determinant appearing in the price formula cannot be
calculated analytically, efficient numerical methods are known [6]. The idea of the
approximation is the following: first let denote

d R .	/ D
1X

nD0

	n

nŠ

Z 1

0

� � �
Z 1

0

ˇ̌
ˇ̌
ˇ̌
ˇ

R .s1; s1/ � � � R .s1; sn/
:::

:::

R .sn; s1/ � � � R .sn; sn/

ˇ̌
ˇ̌
ˇ̌
ˇ
ds1 � � � dsn;

the price we are looking for equals


d R .2T /

��d=2 I then, for a given quadrature

formula

Qm .f / D
mX

j D1

wj f
�
xj

	 

Z 1

0

f .x/ dx;

we consider the Nyström-type approximation of d .	/ W

d R
Qm

.	/ D det


ıij C 	wi R

�
xi ; xj

	�m
i;j D1

: (24.4)

By the von Koch formula (see [6]), we can write

d R
Qm

.	/ D 1 C
1X

nD1

	n

nŠ
Qn

m .Rn/

where, for functions f on Rn,

Qn
m .f / WD

mX
j1;:::;jnD1

wj1 : : : wjnf
�
xj1 ; : : : xjn

	

and Rn.s1; : : : ; sn/ WD det


R
�
si ; sj

	�n
i;j D1

: Note that the previous series terminates
in fact at n D m: Nevertheless, the error is given by the exponentially generating
function of the quadrature errors for the functions Rn

d R
Q .	/ � d .	/ D

1X
nD1

	n

nŠ

�
Qn

m .Rn/ �
Z

Œ0;1�n
Rn .t1; : : : ; tn/ dt1 � � � dtn



:

So, this method approximates the Fredholm determinant by the determinant of an
m � m matrix applied in (24.4). If the weights are positive (which is always a better
choice), its equivalent symmetric variant is

d R
Qm

.	/ D det
h
ıij C 	w1=2

i R
�
xi ; xj

	
w1=2

j

im

i;j D1
:
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Using Gauss–Legendre quadrature rule, the computation cost is of order O
�
m3
	

and simple codes for Matlab and Mathematica can be found on page in [6]. Also,
Theorem 6.1 in [6] shows that if a family Qm of quadrature rules converges for
continuous functions, when m goes to infinity, then the corresponding Nyström-
type approximation of the Fredholm determinant converges to d .	/ ; uniformly for

bounded 	: Moreover Theorem 6.2 in [6] shows that if R 2 C k�1;1
�
Œ0; 1�2

�
, then

for each quadrature rule Q of order v � k with positive weights there holds the
error estimateˇ̌

ˇd R
Qm

.	/ � d R .	/
ˇ̌
ˇ � ck2k .b � a/ v�k˚ .jzj .b � a/ kRkk/ ;

where ck is a constant depending only on k:

kRkk D max
iCj �k

���@i
1@

j
2 R
���

L1

and

˚ .z/ D
1X

nD1

n.nC2/=2

nŠ
zn

is an entire function on C.
Figure 24.2 shows the relative error

R .T / D
ˇ̌
ˇ̌
ˇ
P .0; T / � d R

Q100
.2T /

P .0; T /

ˇ̌
ˇ̌
ˇ

in the classical CIR model as presented in Example 6.2 (with m D 100).
Now, we can apply this method to evaluate numerically Fredholm determinants

and consequently prices for bonds in the CIR models. With the notation used above,
we have the following proposition:

Proposition 6.1. Assume �t D 1ft�0g, g.s/ D s˛; for ˛ 2 .�1=2; 1=2/; let

QR .u; v/ D
�

2.1 � u/.1 � v/

2 � u � v


2˛C1

� 1

2

� ju � vj
2

�2˛C1

�
�
B

�
1

2
� ˛; ˛ C 1

�
� B�

�
1

2
� ˛; ˛ C 1

�


for � D
�

u�v
2�.uCv/

�2

; and where B and B� are the beta and the incomplete beta

functions, respectively. Then, the price of a zero-coupon bond, for the corresponding
CIR model, is given by

P .0; T / D 

d R .2T /

��d=2 D
�
d

QR
�

2T 2˛C2

1 C 2˛

�
�d=2



�
d

QR
Qm

�
2T 2˛C2

1 C 2˛

�
�d=2

:
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Fig. 24.2 R(T), Relative error, classical CIR model, d D 2, sigma D 0.2, m D 100

Proof. Assume that 0 � v � u � 1, then

c2.T u; T vI T u; T / D
Z T

T u
g.s � T u/g.s � T v/ds D

Z T

T u
.s � T u/˛ .s � T v/˛ ds

D T 2˛C1

Z 1

u
.s � u/˛ .s � v/˛ ds D T 2˛C1c2.u; vI u; 1/:

(24.5)

Now, for u ¤ v, we have

Z 1

u
.s � u/˛ .s � v/˛ ds D

�u � v

2

�2˛
Z 1

u

"�
s

2

u � v
� u C v

u � v

�2

� 1

#˛

ds;

and we obtain

c2.u; vI u; 1/ D
�u � v

2

�2˛C1
Z b

1

�
x2 � 1

	˛
dx;
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where b D 2�.uCv/

u�v : Now, by writing 1=b2 D �; we have

Z b

1

�
x2 � 1

	˛
dx

D 1

2

Z 1

�

.1 � x/˛ x� 3
2 �˛dx D

Z 1

�

.1 � x/˛C1 x� 3
2 �˛dx

C
Z 1

�

.1 � x/˛ x� 1
2 �˛dx

D 1

2

8<
:
"

.1 � x/˛C1 x� 1
2 �˛

� 1
2

� ˛

#1

�

� 1

1 C 2˛

Z 1

�

.1 � x/˛ x� 1
2 �˛dx

9=
;

D 1

1 C 2˛

�
�
h
.1 � x/˛C1 x� 1

2 �˛
i1

�
�
Z 1

�

.1 � x/˛ x� 1
2 �˛dx

�

D 1

1 C 2˛

�
2�� 1

2 �˛ .1 � �/˛C1 �
Z 1

�

.1 � x/˛C1�1 x. 1
2 �˛/�1dx

�
:

Then, since ˛ 2 �� 1
2
; 1

2

	
, 1

2
� ˛ > 0, and ˛ C 1 > 0; and we can write

B

�
1

2
� ˛; ˛ C 1

�
D
Z 1

0

.1 � x/˛C1�1 x. 1
2 �˛/�1dx;

where B .�; �/ is the beta function. If we denote the incomplete beta function by
Bz .�; �/

Bz .˛; ˇ/ D
Z z

0

x˛�1 .1 � x/ˇ�1 dx; ˛; ˇ > 0;

we can also write, for v < u � 1,

c2 .u; vI u; 1/

D 1

1 C 2˛

�u � v

2

�2˛C1

�
�

�� 1
2 �˛ .1 � �/˛C1 � 1

2

�
B

�
1

2
� ˛; ˛ C 1

�
� B�

�
1

2
� ˛; ˛ C 1

���

D 1

1 C 2˛

(�
2.1 � u/.1 � v/

2 � u � v

�2˛C1

� 1

2

�u � v

2

�2˛C1
��

B

�
1

2
� ˛; ˛ C 1

�
� B�

�
1

2
� ˛; ˛ C 1

��
�
:

(24.6)
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In case of v D u � 1,

c2 .u; uI u; 1/ D
Z 1

u
.s � u/2˛ ds D

"
.s � u/2˛C1

2˛ C 1

#1

u

D .1 � u/2˛C1

2˛ C 1

Then, by (24.5) and (24.6), we have

R .u; v/ D T 2˛C1

1 C 2˛

( �
2.1 � u/.1 � v/

2 � u � v


2˛C1

� 1

2

�u � v

2

�2˛C1

�
��

B

�
1

2
� ˛; ˛ C 1

�
� B�

�
1

2
� ˛; ˛ C 1

��
)
:

Therefore

d R .	/ D
1X

nD0

	n

nŠ

Z 1

0

� � �
Z 1

0

ˇ̌
ˇ̌
ˇ̌
ˇ

R .s1; s1/ � � � R .s1; sn/
:::

:::

R .sn; s1/ � � � R .sn; sn/

ˇ̌
ˇ̌
ˇ̌
ˇ
ds1 � � � dsn

D
1X

nD0

�
	T 2˛C1

1C2˛

�n

nŠ

Z 1

0

� � �
Z 1

0

ˇ̌
ˇ̌
ˇ̌
ˇ

QR .s1; s1/ � � � QR .s1; sn/
:::

:::
QR .sn; s1/ � � � QR .sn; sn/

ˇ̌
ˇ̌
ˇ̌
ˇ
ds1 � � � dsn

D d
QR
�

	T 2˛C1

1 C 2˛

�
;

and the price is given by

P .0; T / D 

d R .2T /

��d=2 D
�
d

QR
�

2T 2˛C2

1 C 2˛

�
�d=2



�
d

QR
Qm

�
2T 2˛C2

1 C 2˛

�
�d=2

:

Remark 6.1. In order to include the case of the volatility not being constant, one
only has to substitute �T u�T vR .u; v/ for R .u; v/ or �T u�T v QR .u; v/ for QR .u; v/.

Remark 6.2. The incomplete beta function ratio defined by

Ix .˛; ˇ/ D 1

B .˛; ˇ/

Z x

0

t˛�1 .1 � t/ˇ�1

can be obtained by using the function betainc.x; ˛; ˇ/ in matlab, so we can
compute Bb .˛; ˇ/ easily.
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Fig. 24.3 Approximation of prices, d D 2, sigma D 0.2, alpha > 0

Figures 24.3 and 24.4 show the approximated price P .0; T / under the circum-
stances of Proposition 6.1, for T 2 .0; 20/ in years, d D 2, � D 0:2, and
˛ 2 f�0:45; �0:25; �0:05; 0:05; 0:25; 0:45g.

6.3 The Dynamics of the CIR Model

A natural question, as we did in Sect. 4, is if the process

rt D
dX

iD1

�Z t

0

g.t � s/�sdWi.s/

�2

can be seen as the solution of certain SDE. Write

Yi.t/ WD
Z t

0

g.t � s/�sdWi.s/;

then

rt D
dX

iD1

Y 2
i .t/:
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Fig. 24.4 Approximation of prices, d D 2, sigma D 0.2, alpha < 0

Assume that g 2 C 1and it is square integrable, then Y is a semimartingale with

dYi.t/ D g.0/�t dWi.t/ C
�Z t

0

g0.t � s/�sdWi.s/

�
dt;

suppose g.0/ ¤ 0 as well. If we apply the Itô formula for continuous semimartin-
gales we have

drt D
dX

iD1

2Yi .t/dYi.t/ C
dX

iD1

dŒYi ; Yi �t

D
dX

iD1

2g.0/�tYi .t/dWi.t/ C
dX

iD1

2Yi .t/

�Z t

0

g0.t � s/�sdWi.s/

�
dt

C
dX

iD1

g2.0/�2
t dt

D 2g.0/�t

p
rt

dX
iD1

Yi .t/p
rt

dWi.t/

C
 

dg2.0/�2
t C

dX
iD1

2Yi .t/

�Z t

0

g0.t � s/�sdWi.s/

�!
dt:
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Then it is easy to see, by using the Lévy characterization of the Brownian motion,
that

dX
iD1

Yi .t/p
rt

dWi.t/ D dB.t/;

where B is a Brownian motion. Finally if g0.t/ D �bg.t/, g.0/ D 1, �t D � , we
have

drt D .d�2 � 2brt /dt C 2�
p

rtdB.t/

that is the dynamics of a CIR process. If g0 is not square integrable then the process

Yi.t/ WD
Z t

0

g.t � s/�sdWi.s/

is not a semimartingale and we cannot apply the usual Itô formula. In the particular
case that

g.t � s/ D e�b.t�s/

Z t�s

0

ebuˇuˇ�1du; ˇ 2 .�1=2; 0/ [ .0; 1=2/;

and �u D �

Yi .t/ D
Z t

0

�e�b.t�s/W
ˇ

i .ds/

W
ˇ

i .t/ WD
Z t

0

.t � s/ˇW.ds/;

so

Yi .t/ D �b

Z t

0

Yi .s/ds C �W
ˇ

i .t/

and, by the Itô formula for these processes, we have [1]

drt D
dX

iD1

2�Yi.t/²W
ˇ

i .t/ � 2br.t/dt C
dX

iD1

�2

�Z t

0

.t � u/ˇdu

�
dt

D �
d�2t2ˇ � 2br.t/

	
dt C 2�

p
rt

dX
iD1

Yi .t/p
rt

²W
ˇ

i .t/:

But we do not have a characterization of the process

Zt WD
dX

iD1

Z t

0

Yi .s/p
rs

²W
ˇ

i .s/; t � 0:
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In the case that b D 0;

Zt WD
dX

iD1

Z t

0

W
ˇ

i .s/p
rs

²W
ˇ

i .s/; t � 0;

and it can be shown that Z is 2ˇ-self-similar [9].
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�-stable processes
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In this article we consider the asymptotic behavior of the power varia-
tion of processes of the form

∫ t
0 us−dS�

s , where S� is an �-stable process
with index of stability 0 <� < 2 and the integral is an Itô integral. We
establish stable convergence of corresponding fluctuations.These re-
sults provide statistical tools to infer the process u from discrete obser-
vations.

Keywords and Phrases: stable processes, central limit theorem,
power variation.

1 Introduction

We study the power variation of a process of the form

Zt =
∫ t

0
us−dS�

s ,

where S� is a symmetric �-stable Lévy process and the integral is an Itô integral.
Instead of requiring that trajectories of u have finite q-variation on any finite interval
for some

q <
�

max(0, �−1)
,

as in Corcuera, Nualart and Woerner (2007), we assume that
∫ t

0
|us | � ds < ∞

by allowing more general integrands. This is an interesting extension from a mod-
eling perspective.

Originally, the concept of power variation was introduced in the context of study-
ing the path behavior of stochastic processes, but recently has been introduced for
statistical inference for integrals based on Brownian motion (Barndorff-Nielsen
and Shephard, 2003; Barndorff-Nielsen et al., 2006; Woerner, 2005), for fraction-
ally integrated processes (Corcuera, Nualart and Woerner, 2006); for Itô integrals

*jmcorcuera@ub.edu
†farkas@ub.edu
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with respect to symmetric stable processes (Barndorff-Nielsen and Shephard, 2006)
and more general Lévy processes (Woerner, 2003); in these latter cases, integrands
and integrators are assumed to be independent. The power variation for pathwise
integrals �-stable Lévy process has been considered in Corcuera et al. (2007), the
power and bipower variation for pathwise integrals with respect to Gaussian process
with stationary increments in Barndorff-Nielsen, Corcuera and Podolskij (2009a)
and Barndorff-Nielsen et al. (2009b) and for Brownian semi-stationary processes
in Barndorff-Nielsen, Corcuera and Podolskij (2009c). It is also interesting to
mention the work by Jacod (2004) where closely related quantities to the quadratic
variation of certain integrated stable processes are treated.

The paper is organized as follows: in section 2, we establish our asymptotic result
in uniform convergence in probability (u.c.p.), and in section 3, we provide a central
limit theorem.

2 Power variation for integrated stable processes

Let (�, F , P) be a probability space and
(
Ft
)

a right continuous increasing family
of P-complete sub-�-fields of F .

An
(
Ft
)
-adapted càdlàg process S� ={S�

t , t ≥ 0} is a (symmetric) �-stable Lévy
process with index of stability �∈ (0, 2] if for every 0≤ s < t

E(exp(i�(S�
t −S�

s )) | Fs)= exp(−(t − s) |� | �), �∈R, S�
0 =0 a.s.

In particular, for �=2, S� equals
√

2 times a standard Brownian motion. Also,
note that S� is a process with independent and homogeneous increments and �-self-
similar:

(
S�

at

)
∼
(
a1/�S�

t

)
, a > 0.

See Sato (1999) for more details.
If u is an (Ft)-adapted càdlàg process such that

∫ t

0
E( |us | �) dS < ∞,

we can define the Itô integral
∫ t

0
us− dS�

s

and we have the following inequality:

P
{∣∣∣∣
∫ t

0
us− dS�

s

∣∣∣∣
p

>�

}
≤ C

��/p

∫ t

0
E( |us |�) dS, for all � > 0.

In the following, we shall write C for any generic constant. This bound was obtained
by Giné and Marcus (1983); see also Rosinski and Woyczynski (1986). Note that
as a consequence, we obtain the following lemma:
© 2010 The Authors. Journal compilation © 2010 VVS.
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Lemma 1. Fix p <�. Then

E
(∣∣∣∣
∫ t

0
us− dS�

s

∣∣∣∣
p)

≤Cp

(∫ t

0
E( |us | �) ds

)p/�

,

where Cp is a constant that depends on p.

Proof.

E
(∣∣∣∣
∫ t

0
us− dS�

s

∣∣∣∣
p)

=
∫ ∞

0
P
{∣∣∣∣
∫ t

0
us−dS�

s

∣∣∣∣
p

> x
}

dx

=
∫ K

0
P
{∣∣∣∣
∫ t

0
us−dS�

s

∣∣∣∣
p

> x
}

dx

+
∫ ∞

K
P
{∣∣∣∣
∫ t

0
us−dS�

s

∣∣∣∣
p

> x
}

dx

≤ K +CK−�/p+1
∫ t

0
E( |us|�)ds,

for all K > 0. The minimum of this bound is:
(

C
(

�
p

−1
))p/�(

1+ 1
1−�/p

)(∫ t

0
E( |us | �) ds

)p/�

. �

For any p > 0, a natural number n and for any stochastic process Z ={Zt, t ∈ [0, T ]}
the pth power variation is defined as:

V n
p (Z)t :=

[nt]∑

i =1

∣∣∣∣Z i
n
−Z (i−1)

n

∣∣∣∣
p

.

The following theorem provides a result for the convergence of the appropriately
normalized power variation of integrated stable processes where we denote u.c.p. in
the time interval [0, T ] and ‖ · ‖∞ for the supremum norm on [0, T ].

In the following, we are only interested in the case p <�, where the non-normed
power variation leads to an infinite limit and, hence we need a norming sequence
that converges to zero in an appropriate way. For the case p >� and Z an �-stable
Lévy process, it is well-established (Lepingle, 1976; Hudson and Mason, 1976) that
the non-normed power variation tends to the pth power of the absolute values of
the jumps of Z. First of all, we are concerned with limits in probability or in law,
by a standard localization procedure, we can assume without loss of generality that
u− is bounded.

Theorem 1. Suppose that u ={ut, t ≥ 0} is an
(
Ft
)
-adapted stochastic process with

càdlàg trajectories. Set

Zt =
∫ t

0
us− dS�

s .
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Then, for any p <�

m−1+p/�V m
p (Z)t

u.c.p.−→cp

∫ t

0
|us | p ds,

as m tends to infinity, where cp =E( |S�
1 | p).

Proof. For the case � < 1, the integral is a Lebesgue–Stieltjes integral and we can
write

Zt =
∫ t

0
us− dS�

s =
∑

0≤s≤t

us−�S�
s ,

where

�S�
s =S�

s −S�
s−

and where
∑

0≤s≤t
|�S�

s | <∞.

We obtain, for any m≥n,
∣∣∣∣m−1+p/�V m

p (Z)t − cp

∫ t

0
|us|pds

∣∣∣∣

≤
∣∣∣∣

[mt]∑

j =1

m−1+p/�

(∣∣∣∣
∫ j/m

(j−1)/m
us−dS�

s

∣∣∣∣
p

−
[nt]∑

i =1

∣∣∣∣u(i−1)/n−

∣∣∣∣
p ∑

j∈In(i)

m−1+p/�

∣∣∣∣S�
j/m −S�

(j−1)/m

∣∣∣∣
p
⎞
⎠
∣∣∣∣

+
∣∣∣∣

[nt]∑

i =1

|u(i−1)/n− | p
∑

j∈In(i)

m−1+p/� |S�
j/m −S�

(j−1)/m | p − cp
1
n

[nt]∑

i =1

|u(i−1)/n− | p
∣∣∣∣

+ cp

∣∣∣∣
1
n

[nt]∑

i =1

∣∣∣∣u(i−1)/n−

∣∣∣∣
p

−
∫ t

0
|us|p ds

∣∣∣∣

= Ã
(m)
t +C (n,m)

t +D(n,m)
t ,

where for each i =1, . . ., n, In(i)=
{

j : j
m ∈

(
(i−1)

n , i
n

]}
, 1≤ i ≤ [nt].

For the terms C (n,m)
t and D(n,m)

t the convergence to zero may be shown analo-
gously as in Corcuera et al. (2006), noting that we have to use the scaling relation
for stable processes and the law of large numbers instead of the ergodic theorem.

For the term Ã
(m)
t , since p <� < 1, we have,
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∣∣∣∣∣

[mt]∑

j =1

m−1+p/�

∣∣∣∣
∫ j/m

(j−1)/m
us− dS�

s

∣∣∣∣
p

−
[nt]∑

i =1

∣∣∣∣u(i−1)/n−

∣∣∣∣
p ∑

j∈In(i)

m−1+p/�

∣∣∣∣S�
j/m −S�

(j−1)/m

∣∣∣∣
p
∣∣∣∣∣

≤
[nT ]∑

i =1

∑

j∈In(i)

m−1+p/�

∣∣∣∣
∑

s∈( j−1
m , j

m ]

us−�S�
s −u(i−1)/n−(S�

j/m −S�
(j−1)/m) | p

+ ‖u ‖∞m−1+p/� sup
0≤t≤T

∑

m/n[nt]≤j≤m/n([nt]+1)

|S�
j/m −S�

(j−1)/m | p

≤
[nT ]∑

i =1

sup
s∈(i−2/n,i/n]

|us− −u(i−1)/n− |
∑

j∈In(i)

m−1+p/� |S�
j/m −S�

(j−1)/m | p

+ ‖u ‖∞m−1+p/� sup
0≤t≤T

∑

m/n[nt]≤j≤m/n([nt]+1)

|S�
j/m −S�

(j−1)/m | p.

As m tends to infinity, by the law of large numbers, this converges in probability
to

cp

n

( [nT ]∑

i =1

sup
s∈((i−2)/n,i/n]

|us− −u(i−1)/n− | p + ‖u ‖∞

)

and, since u is càdlàg, this tends alost surely to zero as n tends to infinity. Now,
suppose that �≥1 and p≤1. Again, for any m≥n,

|m−1+p/�V m
p (Z)t − cp

∫ t

0
|us | p ds |

≤
∣∣∣∣

[mt]∑

j =1

m−1+p/�

(∣∣∣∣
∫ j/m

(j−1)/m
us− dS�

s

∣∣∣∣
p

−
∣∣∣∣u(j−1)/m−(S�

j/m −S�
(j−1)/m)

∣∣∣∣
p
)∣∣∣∣

+
∣∣∣∣

[mt]∑

j =1

m−1+p/�

∣∣∣∣u(j−1)/m−(S�
j/m −S�

(j−1)/m)

∣∣∣∣
p

−
[nt]∑

i =1

∣∣∣∣u(i−1)/n−

∣∣∣∣
p

×
∑

j∈In(i)

m−1+p/� |S�
j/m −S�

(j−1)m | p
∣∣∣∣

+
∣∣∣∣

[nt]∑

i =1

∣∣∣∣u(i−1)/n−

∣∣∣∣
p ∑

j∈In(i)

m−1+p/�

∣∣∣∣S�
j/m −S�

(j−1)/m

∣∣∣∣
p

− cp1/n
[nt]∑

i =1

|u(i−1)/n− | p|+ cp

∣∣∣∣1/n
[nt]∑

i =1

∣∣∣∣u(i−1)/n− | p −
∫ t

0
|us | p ds |

=A(m)
t +B(n,m)

t +C (n,m)
t +D(n)

t .

For the terms B(n,m)
t , C (n,m)

t and D(n)
t , as before, the convergence to zero may be

shown analogously as in Corcuera et al. (2006). The term A(m)
t can be bounded in

the following way:
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|A(m)
t | ≤m−1+p/�

[mt]∑

j =1

∣∣∣∣
∫ j/m

(j−1)/m
us− dS�

s −u(j−1)/m−
(
S�

j/m −S�
(j−1)/m

) ∣∣∣∣
p

then,

E
(
‖A(m) ‖∞

)
≤m−1+p/�

[mT ]∑

j =1

E

(∣∣∣∣
∫ j/m

(j−1)/m

(
us− −u(j−1)/m−

)
dS�

s

∣∣∣∣
p
)
.

By lemma 1,

E

(∣∣∣∣
∫ j/m

(j−1)/m

(
us− −u(j−1)/m−

)
dS�

s

∣∣∣∣
p
)

≤C

(∫ j/m

(j−1)/m
E
(
|us− −u(j−1)/m− | �) ds

)p/�

,

E
(
‖A(m) ‖∞

)
≤m−1+p/�

[mT ]∑

j =1

∣∣∣∣
∫ j/m

(j−1)/m
E
(
|us− −u(j−1)/m− | �)ds

∣∣∣∣
p/�

≤

⎛
⎝m−1

[mT ]∑

j =1

E

(
sup

s∈((j−1)/m,j/m]
|us− −u(j−1)/m− | �

)⎞
⎠

p/� ,

since u is càdlàg, for any � > 0 and fixed �, there exists m large enough such that

sup
s∈((j−1)/m)j/m]

|us− −u(j−1)/m−|� ≤C(�+ |�u(j−1)/m | �1{ |�u(j−1)/m | � >�}), 1≤ j ≤ [mT ],

so

m−1
[mT ]∑

j =1

sup
s∈((j−1)/m,j/m]

|us− −u(j−1)/m− | � a.s.→0.

Then by the boundness of us− and the dominated convergence theorem, this con-
vergence is also in L1.

In the case p > 1, we make use of Minkowski’s inequality:

∣∣∣∣
(
m−1+p/�V m

p (Z)t
)1/p −

(
cp

∫ t

0
|us | p ds

)1/p ∣∣∣∣

≤

⎛
⎝

[mT ]∑

j =1

m−1+p/�

∣∣∣∣
∫ j/m

(j−1)/m
us− dS�

s −u(j−1)/m−(S�
j/m −S�

(j−1)/m)

∣∣∣∣
p
⎞
⎠

1/p

+
⎛
⎝

[nt]∑

i =1

∑

j∈In(i)

m−1+p/�|
(
u(j−1)/m− −u(i−1)/n−

)
(S�

j/m −S�
(j−1)/m) | p

⎞
⎠

1/p
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+
∣∣∣∣

⎛
⎝

[nt]∑

i =1

|u(i−1)/n− | p
∑

j∈In(i)

m−1+p/� |S�
j/m −S�

(j−1)/m | p

⎞
⎠

1/p

−
(

1
n

cp

[nt]∑

i =1

|u(i−1)/n− | p

)1/p ∣∣∣∣+ c1/p
p

∣∣∣∣

(
1/n

[nt]∑

i =1

|u(i−1)/n− | p

)1/p

−
(∫ t

0
|us|p ds

)1/p ∣∣∣∣=A(m)
t +B(n,m)

t +C (n,m)
t +D(n)

t ,

and we make use of the same arguments as before using Minkowski’s inequality
instead of the triangle inequality. �

Remark 1.

E( |S�
1 | p)=2p�

(
1+p

2

)
�

(
�−p

�

)
/
(√

��

(
2−p

2

))
;

see Sato (1999, p. 163).

3 Central limit theorem for the power variation

Fluctuations of the power variation, for 0 < p < �
2 properly normalized, have asymp-

totically mixed Gaussian distributions. To establish this result we first introduce some
notation.

For any 0 < p < �
2 , we put

v2
p =var( |S�

1 | p).

We will first show a functional limit theorem for the realized power variation of a
stable process.

Theorem 2. Fix 0 < p <�/2 and assume 0 <� < 2. Then

(S�
t , n−1/2+p/�V n

p (S�)t − cptn1/2) L→(S�
t , vpWt), (1)

as n tends to infinity, where W ={Wt, t ∈ [0, T ]} is a Brownian motion independent
of the process S�-, and the convergence is in the space D([0, T ])2 equipped with the
Skorohod topology.

Proof. The proof will be done in two steps. Set

Z(n)
t =n−1/2+p/�V n

p (S�)t − cptn1/2.
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Step 1. We will first show the convergence of finite-dimensional distributions. Let
Jk = (ak, bk] , k =1, . . ., N be pairwise disjoint intervals contained in [0, T ]. Define the
random vectors S = (S�

b1
−S�

a1
, . . ., S�

bN
−S�

aN
) and X (n) = (X (n)

1 , . . ., X (n)
N ), where

X (n)
k =n−1/2+p/�

∑

[nak ] < j≤[nbk ]

|S�
j/n −S�

(j−1)/n | p −n1/2cp |Jk |

=Z(n)
bk

−Z(n)
ak

+o(1),

k =1, . . ., N and |Jk | =bk −ak. We claim that

(S, X (n)) L→(S, V ), (2)

where S and V are independent and V is a Gaussian random vector with zero mean,
and independent components of variances v2

p |Jk | .

By the self-similarity of the stable process, the sequence
(

np/�

∣∣∣∣S�
j/n −S�

(j−1)/n

∣∣∣∣
p

− cp

)

1≤j≤n

has the same law as
(
|S�

j −S�
j−1 | p − cp

)
1≤j≤n

.

Set

Xj = |S�
j −S�

j−1 | p − cp.

Then, {Xj , j ≥ 1} is a stationary sequence with zero mean, independent increments
and variance v2

p.
Thus, the convergence (Equation 2) is equivalent to the convergence in the dis-

tribution of (S(n), Y (n)) to (S, V ), where

S(n)
k =n−1/�

∑

[nak ] < j≤[nbk ]

(S�
j −S�

j−1), 1≤k ≤N (3)

and

Y (n)
k =1/

√
n

∑

[nak ] < j≤[nbk ]

(
|S�

j −S�
j−1 | p − cp

)
, 1≤k ≤N . (4)

But for any 1 ≤ k ≤ N , we have stable convergence of Y (n)
k , by theorem 2

in Aldous and Eagleson (1978), so we have joint convergence of (S(n)
k , Y (n)

k ) to
(Sk, vp(Wbk − Wak )) and since (Sk, vp(Wbk − Wak )) has an infinitely divisible law by
being a limit of infinitely divisible laws; see theorem 8.7 in Sato (1999), and one
component is Gaussian and the other has no Gaussian component that are indepen-
dent. Finally, for different values of k, the components are independent, so we have

that (S(n), Y (n)) L→(S, V ).
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Step 2. Tightness condition of the sequence of processes Z(n) follows from the fact
that

∑

1≤j≤N

( |S�
j −S�

j−1 | p − cp), N ≥1

has independent and stationary increments with second-order moments; see
Billingsley (1968, theorem 16.1). �

The convergence established in theorem 2 can be also expressed in terms of the
stable convergence (Aldous and Eagleson, 1978). In fact, for any bounded random
variable X measurable with respect to the �-field F�

T generated by {S�
t , 0≤ t ≤T},

and for any continuous and bounded function � on the Skorohod space D([0, T ]),
we have

lim
n→∞

E(X�(Z(n)))=E(X )E(�(W )).

If X is a continuous functional of {S�
t , 0≤ t ≤T}, this convergence is an immediate

consequence of theorem 2, and the general case follows by an easy approximation
argument. Then by proposition 1, condition (C), in Aldous and Eagleson (1978) we
have stable convergence if we take F =F�

T , but by condition (D) the same is true
if we take F ⊇ F�

T ; so, by condition (B) we have the joint convergence (X , Z(n)), X
being F-measurable.

Then, as a consequence of theorem 2 we can derive the following central limit
theorem for the realized power variation of the stochastic integrals studied above.
Unfortunately, we also need an additional condition on the process u.

Condition 1. Assume that, for some 	∈ (0, 1), u satisfies:

1√
n

[nT ]∑

i =1

E

(
sup

t,s∈[(i−1)/n,i/n]
|ut −us | 	

)
→

n→∞
0.

Theorem 3. Let S� be an
(
Ft
)
-adapted �-stable Lévy process with � ∈ (0, 2). Fix

0 < p <�/2 and suppose that u ={ut, t ∈ [0, T ]} is an
(
Ft
)
-adapted càdlàg stochastic

process and satisfies condition 1 with 	=p. Setting

Zt =
∫ t

0
us−dS�

s ,

we obtain
(

S�
t , n−1/2+p/�V n

p (Z)t − cp
√

n
∫ t

0
|us | p ds

)
L→
(

S�
t , vp

∫ t

0
|us | p dWs

)
,

as n tends to infinity, where W ={Wt, t ∈ [0, T ]} is a Brownian motion independent of
F , defined on an extension of (�, F , P), and the convergence is in D([0, T ])2.
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Proof. Consider first �≥1 . The proof will be based on theorem 2. For any m≥n
and with the same notation as in theorem 1, we can write,

m−1/2+p/�V m
p (Z)t −

√
mcp

∫ t

0
|us | p ds =A(m)

t +B(n,m)
t +C (n,m)

t +D(m)
t ,

where

A(m)
t =m−1/2+p/�

[mt]∑

j =1

(∣∣∣∣
∫ j/m

(j−1)/m
us− dS�

s

∣∣∣∣
p

− |u(j−1)/m−(S�
j/m −S�

(j−1)/m) | p

)
,

B(n,m)
t =m−1/2+p/�

[mt]∑

j =1

|u(j−1)/m−(S�
j/m −S�

(j−1)/m) | p

−m−1/2cp

[mt]∑

j =1

|u(j−1)m− | p −
[nt]∑

i =1

|u(i−1)/n− | p
∑

j∈In(i)

m−1/2+p/� |S�
j/m −S�

(j−1)
m

|p

+
√

m
n

cp

[nt]∑

i =1

|u(i−1)/n− | p,

C (n,m)
t =

[nt]∑

i =1

|u(i−1)/n−|p
∑

j∈In(i)

m−1/2+p/� |S�
j/m −S�

(j−1)/m |p −
√

m
n

cp

[nt]∑

i =1

|u(i−1)/n− | p

and

D(m)
t =m−1/2cp

[mt]∑

j =1

|u(j−1)/m− | p −
√

mcp

∫ t

0
|us | pds.

First, we show that ‖D(m) ‖∞ →0 as m→∞. We have that

‖D(m)
t ‖∞ ≤ cpm−1/2

[mT ]∑

j =1

sup
s∈Im(j)

|u(j−1)/m− −us | p + cp√
m

‖ |u | p ‖∞.

Hence, ‖D(m) ‖∞ →0 by the conditions on u.
Let us now study the term C (n,m)

t . Set

Y i
n,m :=

∑

j∈In(i)

m−1/2+p/� |S�
j/m −S�

(j−1)/m | p −
√

m
n

cp.

By theorem 2 and taking into account that it implies the stable convergence of
{Y 1

n,m, Y 2
n,m, . . ., Y n

n,m}m≥1 for any n (see the comment after theorem 2 and Aldous
and Eagleson 1978, proposition 1), we have that for any F-measurable random
variable

|u(i−1)/n− | p,

as m→∞
(
|u(i−1)/n− | p, Y i

n,m

)
1≤i≤[nt]

L→
(
|u(i−1)/n− | p, vp

(
Wi/n −W(i−1)/n

))
1≤i≤[nt] ,
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where W is a Brownian motion independent of F�
T . Hence,

C (n,m)
t

L→ vp

[nt]∑

i =1

|u(i−1)/n− | p (Wi/n −W(i−1)/n
)

as m tends to infinity, and this convergence is also stable (see Aldous and Eagle-
son, (1978, Theorem 1). However,

[nt]∑

i =1

|u(i−1)/n− | p (Wi/n −W(i−1)/n
)

converges u.c.p. to
∫ t

0
|us | p dWs,

as n tends to infinity. This implies, by first letting m tend to infinity and then letting
n tend to infinity that C (n,m)

t converges in distribution and stably to

vp

∫ t

0
|us | p dWs

in D([0, T ]).
We want to show that

lim
n

lim sup
m

P
(∥∥B(n, m)

∥∥
∞ > 


)=0.

Using the mean value theorem, we can rewrite B(n, m)
t as follows:

|B(n, m)
t |=

∣∣∣∣
[nt]∑

i =1

∑

j∈In(i)

|u(j−1)/m−|p
(
m−1/2+p/�|S�

j/m −S�
(j−1)/m|p −m−1/2cp

)

−
[nt]∑

i =1

|u(i−1)/n−|p
⎛
⎝∑

j∈In(i)

m−1/2+p/�|S�
j/m −S�

(j−1)/m|p −
√

m
n

cp

⎞
⎠

+
[mt]∑

j≥ m
n [nt]

|u(j−1)/m−|p
(
m−1/2+p/�|S�

j/m −S�
(j−1)/m|p −m−1/2cp

) ∣∣∣∣

≤
∣∣∣∣

[nt]∑

i =1

|ũ|p
∑

j∈In(i)

(
m−1/2+p/�|S�

j/m −S�
(j−1)/m|p −m−1/2cp

)

−
[nt]∑

i =1

|u(i−1)/n−|p
⎛
⎝∑

j∈In(i)

m−1/2+p/�|S�
j/m −S�

(j−1)/m|p −
√

m
n

cp

⎞
⎠
∣∣∣∣

+ cp√
m

[nt]∑

i =1

sup
s, t∈In(i)

|us −ut|p
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+ sup
0≤t≤T

∣∣∣∣∣∣
∑

m/n[nt]≤j≤[mt]

|u(j−1)/m|p
(
m−1/2+p/�|S�

j/m −S�
(j−1)/m|p −m−1/2cp

)
∣∣∣∣∣∣

≤
[nT ]∑

i =1

sup
s∈In(i)∪In(i−1)

|us −u(i−1)/n|p
∣∣Y i

n, m

∣∣+ cp√
m

‖|u|p‖∞

+ cp√
m

[nT ]∑

i =1

sup
s, t∈In(i)

|us −ut|p

+ sup
0≤t≤T

∣∣∣∣∣∣
∑

m/n[nt]≤j≤[mt]

|u(j−1)/m|p
(
m−1/2+p/�|S�

j/m −S�
(j−1)/m|p −m−1/2cp

)
∣∣∣∣∣∣
,

where

min
s∈In(i)

∪In(i −1)|us|≤ |ũ|≤ max
s∈In(i)

∪In(i −1)|us|.

Then, by theorem 2, and the condition on u, for any 
 > 0 we obtain

lim sup
m→∞

P
(∥∥B(n, m)

∥∥
∞ > 


)
≤P

((
vp

[nT ]∑

i =1

sup
s∈In(i)∪In(i−1)

|us −u(i−1)/n−|p
∣∣Wi/n −W(i−1)/n

∣∣+ vp ‖|u|p‖∞ 1/n sup
0≤t≤T

∣∣Wt −W[nt]/n
∣∣
)

> 


)
.

Then, since u and W are independent, we can apply the condition on u and obtain
that

[nT ]∑

i =1

n−1/2 sup
s∈In(i)∪In(i−1)

|us −u(i−1)/n−|p
∣∣Wi/n −W(i−1)/n

∣∣

converges to zero in L1 as n tends to infinity. Additionally,

1
n

sup
0≤t≤T

∣∣Wt −W[nt]/n
∣∣ a.s.→

n→∞
0,

and we deduce the desired result.
Finally, we have to show that

‖A(m) ‖∞
P→0

as m→∞. Then,

‖A(m) ‖∞ ≤m−1/2+p/�
[mT ]∑

j =1

∣∣∣∣
∫ j

m

(j−1)
m

us−dS�
s −u (j−1)

m −(S�
j
m

−S�
(j−1)

m
)

∣∣∣∣
p

and, as in theorem 1, by lemma 1, we have

E( ‖A(m) ‖∞)≤m−1/2+p/�
[mT ]∑

j =1

E

(∣∣∣∣
∫ j/m

(j−1)/m

(
us− −u(j−1)/m−

)
dS�

s

∣∣∣∣
p
)
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≤m−1/2+p/�
[mT ]∑

j =1

(∣∣∣∣
∫ j/m

(j−1)/m
E
(
|us− −u(j−1)/m− | �) ds

∣∣∣∣
p/�
)

≤m−1/2
[mT ]∑

j =1

E

(
sup

s,t∈[(j−1)/m,j/m]
|us− −ut− | p

)
.

Then by the condition on u, we conclude that E(‖A(m)‖∞) goes to zero as m goes
to infinity. Finally, for � < 1, a similar proof can be given by substituting B(n,m)

t for
the term

Ã
(n,m)
t =m−1/2+p/�

[mt]∑

j =1

∣∣∣∣
∑

s∈((j−1)/m,j/m]

us−�S�
s

∣∣∣∣
p

−m−1/2cp

[mt]∑

j =1

|u(j−1)/m− | p

−
[nt]∑

i =1

|u(i−1)/n− | p
∑

j∈In(i)

m−1/2+p/� |S�
j/m −S�

(j−1)/m | p

+
√

m
n

cp

[nt]∑

i =1

|u(i−1)/n− | p,

and eliminating the term A(n,m)
t . �

Remark 2. Note that condition 1 implies that if u has a continuous part, then
	> 1/2 and, consequently if we take 	=p this means that � > 1 in the previous the-
orem, limiting seriously its scope. Then, it would be good to have an alternative to
the condition 1. Nevertheless inequality (3.16) of Jacod (2004) can help to elucidate
which processes fulfill condition 1.
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[CFV14] José Manuel Corcuera, Gergely Farkas, and Arturo Valdivia. Am-
bit processes, their volatility determination and their applications. In
Volodymyr Korolyuk, Nikolaos Limnios, Yuliya Mishura, Lyudmyla
Sakhno, and Georgiy Shevchenko, editors, Modern Stochastics and Ap-
plications, volume 90 of Springer Optimization and Its Applications,
pages 245–265. Springer International Publishing, 2014.

[Cho03] Kyung-Ha Cho. Continuous auctions and insider trading: uniqueness
and risk aversion. Finance and Stochastics, 7(1):47–71, 2003.
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[CV11] José Manuel Corcuera and Arturo Valdivia. Enlargements of filtrations
and applications, 2011.

[Dan10] Albina Danilova. Stock market insider trading in continuous time with
imperfect dynamic information. Stochastics An International Journal of
Probability and Stochastic Processes, 82(1):111–131, 2010.

[GM83] Evarist Gine and Michel B. Marcus. The central limit theorem for
stochastic integrals with respect to levy processes. The Annals of Proba-
bility, 11(1):58–77, 02 1983.

[GRV03] Mihai Gradinaru, Francesco Russo, and Pierre Vallois. Generalized
covariations, local time and stratonovich itô’s formula for fractional
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