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Abstract

Born in the 19th century, comics is a visual medium used to express ideas via images,
often combined with text or visual information. It is considered as a sequential art,
spread worldwide initially using newspapers, books and magazines. Nowadays, the
development of the new technologies and the World Wide Web is giving birth to
a new form of paperless comics that takes advantage of the virtual world freedom.
However, traditional comics still represent an important cultural heritage in many
countries. They have not yet received the same level of attention as music, cinema or
literature about their adaptation to the digital format. Using information technologies
with classic comics would facilitate the exploration of digital libraries, faster theirs
translations, allow augmented reading, speech playback for the visually impaired etc.

Heritage museums such as the CIBDI (French acronym for International City of
Comic books and Images), the Kyoto International Manga Museum and the digi-
talcomicmuseum.com have already digitized several thousands of comic albums that
some are now in the public domain. Despite the expending market place of digital
comics, few researches have been carried out to take advantage of the added value
provided by these new media. Document analysis is the corresponding �eld of re-
search which is relatively application-dependent. The design process of comics is so
typical that their automated analysis may be seen as a niche research �eld within
document analysis, at the intersection of complex background, semi-structured and
mixed content documents.

Being at the intersection of several �elds combine their di�culties. In this thesis,
we review, highlight and illustrate the challenges in order to give to the reader a good
overview about the last research progress in this �eld and the current issues. We
propose three di�erent approaches for comic book image analysis relying on previ-
ous work and novelties. The �rst approach is called \sequential" because the image
content is described in an intuitive way, from simple to complex elements using previ-
ously extracted elements to guide further processing. Simple elements such as panel
text and balloon are extracted �rst, followed by the balloon tail and then the comic
character position in the panel from the direction pointed by the tail. The second
approach addresses independent information extraction to recover the main drawback
of the �rst approach: error propagation. This second method is called \independent"
because it is composed by several speci�c extractors for each elements of the image
content. Those extractors can be used in parallel, without needing previous extrac-
tion. Extra processing such as balloon type classi�cation and text recognition are also
covered. The third approach introduces a knowledge-driven system that combines low
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iv ABSTRACT

and high level processing to build a scalable system of comics image understanding.
We built an expert system composed by an inference engine and two models, one for
comics domain and an other one for image processing, stored in an ontology. This
expert system combines the bene�ts of the two �rst approaches and enables high
level semantic description such as the reading order of panels and text, the relations
between the speech balloons and their speakers and the comic character identi�cation.

Apart from that, in this thesis we have provided the �rst public comics image
dataset and ground truth to the community along with an overall experimental com-
parison of all the proposed methods and some of the state-of-the-art methods.



R�esum�e

N�ee au 19�eme si�ecle, les bandes dessin�ees sont utilis�ees pour l'expression d'id�ees au
travers de s�equences d'images, souvent en combinaison avec du texte et des graphiques.
La bande dessin�ee est consid�er�ee comme le neuvi�eme art, l'art s�equentiel, di�us�e grâce
aux progr�es de l'imprimerie puis de l'Internet �a travers le monde dans les journaux,
les livres et les magazines. De nos jours, le d�eveloppement grandissant des nouvelles
technologies et du World Wide Web (la toile Internet) donne naissance �a de nouvelles
formes d'expressions s'acquittant du support papier pour pro�ter de toute la libert�e
du monde virtuel. Cependant, la bande dessin�ee traditionnelle continue a perdurer et
repr�esente un patrimoine culturel important dans de nombreux pays. �A la di��erence
de la musique, du cin�ema ou encore de la litt�erature classique, elle n'a pas encore
trouv�ee sont homologue dans l'univers du num�erique. L'utilisation des technologies
de l'information et de la t�el�ecommunication pourrait faciliter l'exploration de bib-
lioth�eques en ligne, acc�el�erer leur traduction et exportation, permettre de faire de la
lecture augment�ee (enrichissement du contenu lors de la lecture, �a la demande et per-
sonnalis�e) ou encore permettre l'�ecoute du texte et des bruitages pour les mal-voyants
ou les apprenants.

Les organismes de pr�eservation du patrimoine culturel comme le CIBDI �a An-
goulême (Centre International de la Bande Dessin�ee et de l'Image), le mus�ee inter-
national du manga �a Kyoto (Kyoto International Manga Museum) ou encore le site
digitalcomicmuseum.com aux �Etats-unis ont d�ej�a num�eris�e des centaines d'albums
dont certain sont du domaine public. Malgr�e la part de march�e grandissante de la
bande dessin�ee num�erique dans les pays d�evelopp�es, peu de recherches ont �et�e men�ees
�a ce jour pour valoriser ces contenus au travers des nouvelles technologies. L'analyse
de document est une th�ematique de recherche qui traite ce genre de probl�eme. Une
de ces particularit�es est sa d�ependance au type de document qui requiert souvent des
traitements sp�eci�ques. Le processus de cr�eation d'une bande dessin�ee est propre �a
cet art qui peut être consid�er�e comme une niche du domaine de l'analyse de document.
En r�ealit�e, cette niche est �a l'intersection de plusieurs probl�ematiques de recherche
qui compte les documents constitu�es d'un fond complexe, semi-structur�es et avec un
contenu vari�e.

L'intersection entre plusieurs th�ematiques de recherche combine leurs di�cult�es.
Dans ce manuscrit de th�ese, nous d�etaillons et illustrons les di��erents d�e�s scienti�ques
li�es �a ces travaux de recherche de mani�ere �a donner au lecteur tous les �el�ements concer-
nant les derni�eres avanc�ees scienti�ques en la mati�ere ainsi que les verrous scienti�ques
actuels. Nous proposons trois approches pour l'analyse d'image de bandes dessin�ees
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vi R�ESUM�E

compos�e de di��erents traitements dont certains am�eliorent des travaux ant�erieurs
et d'autres �etant de nouvelles pistes d'exploration. La premi�ere approche est dite
\s�equentielle" car le contenu de l'image est d�ecrit progressivement et de mani�ere intu-
itive. Dans cette approche, l'extraction des �el�ements se succ�ede, en commen�cant par
les plus simples tels que les cases, le texte et les bulles qui servent ensuite �a guider
l'extraction d'�el�ements complexes tels que la queue des bulles et les personnages au
sein des cases en fonction de la direction point�ee par les queues. La seconde m�ethode
propose des extractions ind�ependantes les unes des autres de mani�ere �a �eviter la prop-
agation d'erreur entre les traitements. Dans cette approche, les di��erents extracteurs
peuvent être utilis�es en parall�ele puisque qu'ils n'ont pas d'inter-d�ependance. D'autres
�el�ements tel que la classi�cation du type de bulle et la reconnaissance de texte y sont
associ�es. La troisi�eme approche introduit un syst�eme fond�e sur une base de connais-
sance à priori du contenu des images de bandes dessin�ees qui permet d'interagir entre
des traitements de bas et haut niveaux pour construire une description s�emantique
de l'image. Nous proposons un syst�eme expert compos�e d'un syst�eme d'inf�erence et
de deux mod�eles sous forme d'ontologies, un pour mod�eliser le domaine de la bande
dessin�ee, et l'autre pour mod�eliser les traitements d'images associ�es. Ce syst�eme dirig�e
par les mod�eles, combine les avantages des deux approches pr�ec�edentes et permet une
description s�emantique de haut niveau pouvant inclure des informations telles que
l'ordre de lecture des cases, du texte et des bulles, des relations entre les bulles et
leurs locuteurs ainsi que la distinction entre les personnages.

Dans cette th�ese, nous introduisons �egalement la premi�ere base d'images de ban-
des dessin�ees ainsi que la v�erit�e terrain associ�ee comportant des informations bib-
liographiques, spatiales et s�emantiques. Cette base d'images annot�ees a �et�e mise
�a disposition de la communaut�e scienti�que. Des exp�erimentations bas�ees sur les
m�ethodes propos�ees et une comparaison avec des approches de la litt�erature sont
�egalement d�etaill�ees dans ce manuscrit.



Resumen

Nacido en el siglo 19, los historietas se utilizan para la expresi�on de ideas a trav�es
de secuencias de im�agenes, a menudo en combinaci�on con el texto y los gr�a�cos. El
c�omic esta considerado como un noveno arte, arte secuencial, salida con los avances
en la impresi�on y la Internet en todo el mundo en peri�odicos, libros y revistas. Hoy
en d��a, el creciente desarrollo de las nuevas tecnolog��as y la World Wide Web (el
lienzo Internet) da lugar a nuevas formas de expresi�on que lleva el papel a disfrutar
de la libertad del mundo virtual. Sin embargo, el c�omic tradicional persiste y es un
patrimonio cultural importante en muchos pa��ses. A diferencia de la m�usica, el cine
o la literatura cl�asica, que a�un no ha encontrado son hom�ologos en el mundo digital.
El uso de tecnolog��as de la informaci�on y de las telecomunicaciones podr��a facilitar la
exploraci�on de bibliotecas en l��nea, la traducci�on y acelerar su permiso de exportaci�on
a la mayor lectura (enriquecimiento de los contenidos durante la reproducci�on, a la
carta y personalizado ) o permitir la escucha de texto y efectos de sonido para los
estudiantes con discapacidad visual o allumnos.

Agencias de la preservaci�on del patrimonio cultural como CIBDI en Angouleme
(Centro Internacional del C�omic y de imagen), el Museo Internacional de Manga en
Kioto (Kyoto International Manga Museum) o el sitio digitalcomicmuseum.com de
los Estados Unidos han digitalizado cientos de �albumes, algunos son p�ublicos. Pese a
la creciente cuota de mercado de los c�omics digitales en los pa��ses desarrollados, poca
investigaci�on se ha llevado a cabo hasta la fecha para desarrollar estos contenidos a
trav�es de las nuevas tecnolog��as. El an�alisis de documentos es un tema de investigaci�on
que se ocupa de este problema. Una de estas caracter��sticas es la dependencia del
tipo de documento que a menudo requiere un tratamiento espec���co. El proceso de
creaci�on de un c�omic es exclusivo de este arte que puede ser considerado como un
nicho en el campo de an�alisis de documentos. En realidad, este nicho est�a en la
intersecci�on de varios documentos de investigaci�on que cuenta consiste en un fondo
complejo, contenido semi-estructurada y variada.

La intersecci�on de varias investigaciones combina sus di�cultades. En esta tesis
de doctorado, se describen e ilustran los diversos retos cient���cos de esta investigaci�on
con el �n de dar al lector toda la evidencia acerca de los �ultimos avances cient���cos
en el campo, as�� como las barreras cient���cas actuales. Proponemos tres enfoques de
an�alisis de imagen c�omica compuesta por diferentes tratamientos que mejora algunos
trabajos previos y otros que son nuevas v��as de exploraci�on. El primer enfoque se
denomina \secuencial" porque los contenidos de la imagen se describe gradualmente
y de manera intuitiva. Simples art��culos como cajas y texto y las burbujas se extraen
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primero y luego siguen la cola de las burbujas y los personajes de los cuadros de
acuerdo a la direcci�on apuntada por las colas. El segundo m�etodo ofrece extracciones
independientes unos de otros a �n de evitar la propagaci�on del error entre aplica-
ciones, que es la principal desventaja del primer m�etodo. En este enfoque, los diver-
sos extractores se pueden utilizar en paralelo, ya que no tienen la interdependencia.
Otros elementos como la clasi�caci�on del tipo de burbuja y el reconocimiento de texto
est�an asociados. El tercer enfoque introduce un sistema basado en un conocimiento
a priori del contenido de las im�agenes de dibujos animados que interact�ua entre los
tratamientos bajos y altos niveles para construir una descripci�on sem�antica de la im-
agen. Proponemos un sistema experto consiste en un sistema de inferencia y dos
modelos de la forma de ontolog��as, un modelo para el campo de los c�omics y el otro
para modelar el procesamiento de im�agenes asociado. Este sistema experto combina
las ventajas de ambos enfoques anteriores y proporciona un alto nivel de descripci�on
sem�antica puede incluir informaci�on como el orden de lectura de los cuadros, el texto
y las burbujas, burbujas relaciones entre habladas y sus altavoces y el distinci�on entre
los caracteres.

Adem�as, se describen los primeros c�omics p�ublicas basadas en im�agenes y la re-
alidad sobre el terreno que incluye que se han propuesto a la literatura cient���ca,
la informaci�on espacial y sem�antica. Un experimento de todos los m�etodos prop-
uestos y una comparaci�on de los enfoques de la literatura tambi�en se detallan en este
manuscrito.
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Chapter 1

Introduction

In this chapter we give the thesis context concerning its particular application to
comic books. We remind the origin of comics in the di�erent places in the world,
the evolution from the creation to our digital word and its market place. Then the
objectives and contributions of this thesis work are highlighted followed by the outlines
of this manuscript.

1.1 Presentation

Comic art is di�cult to de�ne due to its intersection of several artistic mediums:
graphic art, art �lm and the literature. More precisely it is drawing, �lm, writing,
all combined together to form a new art (the ninth art) with an extremely varied set
of expressions [42]. Wikipedia1 de�nes comics as a visual medium used to express
ideas via images, often combined with text or visual information. Comics frequently
take the form of juxtaposed sequences of panels of images. Often textual devices such
as speech balloons, captions, and sound e�ects (\onomatopoeia") indicate dialogue,
narration or other information. Elements such as size and arrangement of panels and
balloons control narrative pacing. Scott McCloud de�nes the comics as a \juxtaposed
pictorial and other images in deliberate sequence, intended to convey information
and/or to produce an aesthetic response in the viewer" [107].

There were early attempts to formalize the study of comics. Coulton Waugh
attempted the �rst comprehensive history of American comics with The Comics in
1947 [179]. Will Eisner's Comics and Sequential Art in 1985 [46] and Scott McCloud's
Understanding comics: The Invisible Art in 1993 [107].

The evolution of comic books The storytelling form we know today as \comic
book" goes back tens of thousands of years to the painting of animals, hunters, and

1http://en.wikipedia.org/wiki/Comics

1
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2 INTRODUCTION

shamans on caves walls for Christy Marx [24]. Nowadays, the history of comics
must be described considering the three main centres of artistic creation. Europe
where it is born, the United States to whom we owe its popularity and Asia that
now represents the largest production of comics with Japan and Korea. Rodolphe
T•op�er, a Francophone Swiss artist, is considered as the inventor of comics in the
early part of the 19th century (1799-1846). He sequentially illustrated stories, with
text compartmentalized below images and his art were reprinted throughout Europe
and the United States. Magazine-style comic books emerged as a mass medium in the
US in the thirties. From the �fties, Japan started a massive production of Japanese
comic book called \manga" under the in
uence of Osamu Tezuka (comic artist) [18].

Laurence Grove mentions that current trends in French comic are at the harbinger
of more general phenomena: globalization of critical traditions, acceptance of popular
culture, blurring of borders between subject areas, a corresponding move away from a
strict author-based canon, and high reliance on new technologies [55]. Magali Boud-
issa confronts the theoretical approaches developed around the paper medium to the
changes brought by the story on the computer, focusing mainly on the management of
a new space (screen and not a paper sheet) and the hypermedia aspect of the digital
world [100].

Market place In France, after a period of crisis su�ered by the sector during
the years 1980-1990, the editorial production has enjoyed unprecedented growth, the
number of publication was constantly increasing as well as the diversify of genres (e.g.
manga, graphic novels, comics) [23]. In 2012, the French market reached the �gure of
5,327 books published among which 72% were new (the rest being divided between
re-editions, book art and testing). The annual sales reached 320 million Euro. In
2013, we saw a �rst drop of 7.3% that re
ects the stabilization of the market and
probably the emergence of the digital comics [136].

Japan is leading the sequential art market in terms of sales, about $5.5 billion
in 2009 [163], and exportation volumes. In Europe and the Middle East the market
is worth $250 million [38]. In 2008, in the U.S. and Canada, the manga market was
valued at $175 million. Japanese culture is spread out all over the world through
manga and anime. In 2014, the Japan Book Publishers Association published a
handbook to take advantage of every opportunity to broaden and deepen overseas
knowledge about the Japanese publishing world [30].

The US market is between Europe and Japan, whether single issues, collected edi-
tions or digital downloads, were $870 million for 2013 (up from $635 million for 2012)
according to the Comichron2,a comics research site that tracks industry �gures [116].
Digital sales rose from $70 million to $90 million.

2http://www.comichron.com/

http://www.comichron.com/
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1.2 Motivations

Nowadays, comic books, or \bandes dessin�ees" in French, represent an important part
of the cultural heritage of one or two past centuries in many countries as mentioned
above. Unfortunately, they have not yet received the same level of attention as music,
cinema or literature about their adaptation to the digital format. Using information
technologies with classic comics would facilitate the exploration of digital libraries [8],
assist translators [13], provide a tool for augmented reading [70,149], speech playback
for the visually impaired [14, 131], story analysis etc. Nevertheless, the process of
conversion and adaptation is not as simple as for �lms and novels. The comic di�ers
from the latter in that the media itself is intimately linked to the medium. Indeed, a
�lm can be decomposed into a series images plus a soundtrack. Just watching these
images in the right order and at the right frame rate allow to reconstruct the initial
content, regardless of the medium. In the same way a novel is ultimately a sequence
of words. Reading these words in the correct order, on paper or on a screen does not
change neither the content nor the artistic dimension of the work.

However, it di�ers from the �lms on the form and the spatial positioning of the
images. Where the latter pictures are all of equal size and each new image replaces
the previous one, comic panels vary in size and spatial organisation in a limited
space (paper sheet). These two features, added to the fact that the reader has the
opportunity to see all the boxes of a same page, but not those of the next page, are
tools at the service of the author to stage the story. Therefore, changing the medium,
the reading surface format or the sequence order involves a modi�cation of the staging
that may in some cases be detrimental to the story. Moreover, space and time are
closely related in comic art as demonstrated in the Cortsen's thesis that explores the
complexity of spatio-temporality and also focus on how comics are structured in a
network made up by individual elements and how they connect [32].

The challenge of digital comics is how to take advantage of the added value pro-
vided by these new media such as personal computers, mobile devices and the Inter-
net. Gilles Ratier, secretary of the French association of comics, critics and journal-
ists \Association des Critiques et journalistes de Bande Dessin�ee" (ACBD) stressed
in the 2013 budget of the association that the meaning of digital cartoon remains
unclear [165]. It is commonly used to describe a wide range of heterogeneous con-
tent, from scanned comics to turbo-media works (e.g. interactive animated stories)
through webcomics3 (mainly self-published) and augmented reality to extend the art
work through the use of the new technologies.

Web platforms propose free reading service of heritage art such as The Digital
Comic Museum4, the Cit�e internationale de la bande dessin�ee et de l'image5 in France
and the Grand Comics Database6, an ongoing international project that aims to build
a detailed comic book database that will be easy to use and understand, and also

3http://xkcd.com or http://phdcomics.com
4http://digitalcomicmuseum.com/
5http://collections.citebd.org/
6http://www.comics.org/

http://xkcd.com
http://phdcomics.com
http://digitalcomicmuseum.com/
http://collections.citebd.org/
http://www.comics.org/
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easy for contributors to add information to it. In parallel, contemporary and inde-
pendent artists self-publish their work on di�erent platforms such as Webcomics.fr7,
EspritBD8 and TRILLBENT9 that recently proposed a promising per month sub-
scription model. Well known publishers are also starting to provide digital comic
book on pay-what-you-want hubs for original comic book platforms such as Koomic10

and Panel Syndicate11 from Spain, Izneo12 and digiBiDi13 from France, DC Comics14

from Warner Bros, and comiXology15 recently acquired by Amazon.com. In fact, we
are seeing a bifurcation in the digital comics market, between companies tied to large
global media conglomerates, that maintain a fervent faith in the need for some kind
of digital right management (DRM) control for their multi-billion dollar intellectual
properties, and the smaller publishers more concerned with creator autonomy and
exposure [94].

Others focus on innovative application for mobile devices to provide new reading
experience by proposing their own reading application for mobile devices, integrat-
ing their technology. For instance Marvel16 uses augmented reality and AveComics17

from a French company Aquafadas proposes special transition and zooming e�ects
that improve the reading experience through screens. Other initiatives, such as Se-
quencity18, a project from the start-up company Actialuna in Paris, focus speci�cally
on the ergonomics of the reading by transposing the bookstore experience into tablets
(e.g. allowing rapid foliation and integrating communication systems with book sell-
ers, able to provide personal recommendations). The connectivity to the Internet
makes also possible to enrich comic books with additional information from the web,
allowing the reader to get extra content about the events, the places or characters
related to the story being read.

These new uses generate technical needs related to several scienti�c issues when
applied to large-scale processing. The International Digital Publishing Forum (IDPF)
is currently working on a free and open e-book standard called EPUB 3 in order to
make sequential art also bene�t from the last advances of publishing technologies.
EPUB 3 is a next-generation portable document format based on HTML5 and other
Web Standards.

As mentioned above, several services propose printed to digital format conversion
for comic books, mainly to facilitate reading on mobile devices. However, the conver-
sion process is both tedious because done by hand, and simplistic as it is too often

7http://www.webcomics.fr/
8https://www.comixology.com/
9http://thrillbent.com/

10http://www.koomic.com/
11http://panelsyndicate.com/
12http://www.izneo.com/
13http://www.digibidi.com/
14http://www.dccomics.com/
15http://www.comixology.com/
16http://marvel.com/mobile/
17http://www.avecomics.com/
18https://www.sequencity.com/

http://www.webcomics.fr/
https://www.comixology.com/
http://thrillbent.com/
http://www.koomic.com/
http://panelsyndicate.com/
http://www.izneo.com/
http://www.digibidi.com/
http://www.dccomics.com/
http://www.comixology.com/
http://marvel.com/mobile/
http://www.avecomics.com/
https://www.sequencity.com/


1.3. Objectives and contributions 5

reduced to the successive display of panel interspersed with user selected transitions.
The ideal approach would be to understand the process used by authors to draw
the paper-based comics and automatically transform it into a new form adapted to
the medium in which the work is read (e.g. smartphone, web page, 3D book). This
challenge is addressed by analysis of the digitalized comic books in order to extract
the di�erent components (e.g. panel, balloon, text, comic characters) and their re-
lations (e.g. read before, said by, thought by, addressed to). Once this initial work
is done, it is necessary to reconstruct the story by retrieving the initial order of the
extracted elements and also the links between elements in order to keep the story
coherent. This is the role of knowledge representation research �eld that address
semantic understanding.

The computer analysis of comic book images is particularly challenging because
they are semi-structured document with mixed content. Comic documents are at the
intersection between unstructured (e.g. teaching board [125], free-form document [40])
and complex background (e.g. advertising poster [26], real scene [47,121,180]) images
which are nowadays active �elds of research for the community. Being at the inter-
section of several �elds of research increase the complexity of the problem. This is
one of the reasons why the analysis of comics is a recent (in the document analysis
history) and not solved �eld of research.

1.3 Objectives and contributions

Comic books contain many heterogeneous elements that are di�cult to process in
once. Our objectives are to propose di�erent approaches to retrieve all these ele-
ments in order to have a high level description of the comic book images. In this
thesis we propose three approaches from supervised sequential approach to unsuper-
vised method using domain knowledge. The �rst approach pro�ts from the relations
between elements to guide the retrieval process. For instance, the panels are �rst ex-
tracted then balloons containing text that are inside panels and �nally comic character
regions of interest are de�ned from the speech balloon tail indications. This approach
is quite intuitive but su�ers from error propagation issue between the di�erent ex-
traction steps. The second approach consists in making the extraction independent
from each other, in order to avoid error propagation issue. The third proposition adds
contextual information to the independent extractions. The context is retrieved by
matching extracted element relations with a generic model of the domain knowledge.
This last approach allows a semantic description of the images. For instance, text
region that are detected inside balloon are inferred as being speech text and comic
characters that are pointed by a tail as speaking characters.

We have constructed the �rst publicly available dataset and ground truth of comic
book images to evaluate our contributions together with giving to the community the
opportunity to work on identical data in order to make comparable and reproducible
research. The last approach detailed above and the dataset are the results of a
collaboration with Cl�ement Gu�erin, a Ph.D. student working on data mining applied
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to comic book contents.

To meet the above objectives, we have made the following contributions in this
thesis:

1) Panel extraction: Comic books are mixed content documents that require dif-
ferent techniques to extract di�erent element. The �rst particularity of comics
is the sequence of panels that we extract using connected component classi�ca-
tion and topology analysis in sections 3.2 and 4.2 respectively.

2) Balloon detection: Balloons or bubbles are key elements in comics, they link
graphical and textual elements and are part of the comics style. They can
have various shapes (e.g. oval, rectangular) and contours (e.g. smooth, wavy,
spiky, absent). In this work we propose a method for closed balloon extraction
and classi�cation based on the analysis of the blob content (Section 4.4.1) and
contour analysis (Section 4.4.2) respectively. A di�erent approach for open
balloons has been developed, it is based on active contour model to extract
open balloons from text line positions (Section 3.3.2). Also, a tail detection
and description are proposed (Section 3.4).

3) Text localization: Text can be of di�erent nature in comics, there are sound
e�ects (onomatopoeias), graphic text (illustration), speech text (dialogues) and
narrative text (captions). Speech text represents the majority of the text
present in comics, we propose an adaptive binarisation process from a Min-
imum Connected Component Thresholding followed by a text/graphic separa-
tion based on contrast ratio and then a text line grouping algorithm. Finally,
an OCR system �lters out non text regions (Section 4.3).

4) Comic character detection: Unsupervised comic character extraction is a di�-
cult task as soon as we aim to process heterogeneous comic styles in order to
cover all the comic books. In this context, learning-based approaches can not
handle such dimensionality induced by the di�erence of styles. We �rst propose
to de�ne the region of interest of the comic character locations according to the
contextual elements (e.g. panel contents, speech balloon position, tail position
and direction) in Section 3.5. Second, we go one step further by spotting all the
comic character instances in the album given an example and assuming that it
have been digitized under the same conditions (Section 4.5).

5) Comics understanding: Enabling a computer to understand a comic strip is a
really challenging task, especially because it is even hard for human sometimes
(e.g. ambiguous reading order or speaker location). Putting comic domain
knowledge in an ontology-based framework enables to interact between image
processing and semantic information in order to progressively understand the
content of a document (Chapter 5).

6) Dataset and ground truth: The eBDtheque dataset is the �rst publicly avail-
able19 dataset and ground truth of comic book images. Such dataset is im-

19Dataset website: http://ebdtheque.univ-lr.fr

http://ebdtheque.univ-lr.fr
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portant for the community to make comparable, reproductive and growing re-
search. The dataset consist in a mixture comic images coming from di�erent
albums with the goal of being as representative as possible of the comics di-
versity. The ground truth contains the spatial position of panels, balloons,
text lines, comic characters and their associated semantic annotations. Also,
bibliographic information are given for each image. This work is presented
Chapter 6.1.

1.4 Outlines

The rest of the thesis is organized as follows:

• Chapter 2 presents a detailed review of the state-of-the-art methods for the
analysis of comic images. This chapter details several image processing methods
in the four �rst subsections and then we review the holistic understanding
systems that have been applied to document analysis so far. The last section
review the more advanced services related to comics that are available on the
market.

• Chapter 3 introduces a sequential comic book image analysis approach. The se-
quence starts by extracting panel and text using connected-component labelling
and clustering. Then balloons are segmented from text locations followed by a
tail position and direction detection on the balloon contour. The tail is used
to de�ne the region of interest for comic characters inside the panel regions.

• Chapter 4 addresses independent information extraction assuming no interac-
tion between the extractions unlike Chapter 3. Di�erent approaches are pre-
sented for panel, balloon, text and comic character extractions. Balloon type
classi�cation and text recognition are also discussed here.

• Chapter 5 presents a system that combines low and high level processing to
build a scalable system of comics image understanding and enable a semantic
description of the extracted elements.

• Chapter 6 presents the dataset and its associated ground truth, the metrics
and an evaluation of the three proposed approaches. This dataset consists
in a mixture images coming from di�erent albums with the goal of being as
representative as possible of the comics diversity. We also detail its indexation
structure based on a Scalable Vector Graphics (SVG) format.

• Chapter 7 concludes the thesis and de�nes the future directions of comic book
document analysis.
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Chapter 2

State-of-the-art

In this chapter we introduce the document image analysis principles and give an
overview of the comics image analysis, holistic understanding of documents and the
state-of-the-art of the applications related to comics in the society.

2.1 Document image analysis

Document image analysis is a sub-domain of computer vision systems that includes
methods for acquiring, processing, analysing and understanding images in order to
produce numerical or symbolic information. The organization of a document analysis
system is highly application-dependent. Many functions are speci�c to the applica-
tion. However, there are typical functions which are found in many computer vision
systems.

• Document creation The �rst time a document containing a information for
humans is transferred to a physical support (e.g. paper sheet, tracing paper,
carbon paper, transparent sheet). This operation can be performed using vari-
ous techniques and tools such as plume, pencil, pen, brush, stamp or machine-
printed.

• Image acquisition A digital image produced by the sensors of various devices
(e.g. scanner, camera, web-cam) from the physical document. The digital
image is an ordered set of pixels with a set of associated colour values from a
given colour space.

• Pre-processing Before a document analysis method can be applied to digi-
talised image in order to extract some speci�c piece of information, it is usually
necessary to process the image in order to assure that it satis�es certain assump-
tions implied by the method and its application domain (e.g. noise removal,
contrast enhancement, segmentation) [10,99,127].

9
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Figure 2.1: Application domains of graphics recognition [72].

• Feature extraction Feature extraction involves reducing the amount of data
accurately. Image features are from different levels depending on their distance
to pixel information (low level) and human understanding (high level). Low
level feature such as line, corner, edges and blobs are computed directly from
the spatial organisation of pixels [45]. However, high level information are
usually computed from a global view of the image to extract texture and shape
for example.

• Detection/classification At some point in the processing, decisions are made
about which images, point of interests or regions are relevant for further pro-
cessing.

• High-level processing Integration of domain knowledge and making the final
decision required for the application. This operation may require a user inter-
action that is sometimes taken into account for future automatic decisions.

The content of a document is generally divided into textual and graphical infor-
mation. This corresponds to two active research fields, the first one, text recognition
aims to convert the text into a character-encoding scheme such as ASCII. The second
one, graphics or symbol recognition, focuses on the recovery of graphical information
in documents. Graphics consist of spatial arrangements of symbols; examples include
engineering drawings, maps, architectural drawings, music scores, formulas, tables,
charts and some parts of the comic book image content (Figure 2.1).

Beside its content, a document is usually structured according to its intend of use.
Tang mentioned in 1996 “ A document has two structures: geometric (layout) struc-
ture and logical structure. Extraction of the geometric structure from a document
refers to document analysis; mapping the geometric structure into logical structure
deals with document understanding” [169]. Knowing the structure of the document
being processed is always an helpful information that is related to domain knowledge
information [15,31].

Layout analysis consists in segmenting the image into several geometrical blocks
that contain the same type of information: text, graphics, table, image, drawing etc.
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Then logical information can be retrieved using domain knowledge and the spatial
position of the elements (e.g. header and title on the top, page number on the
bottom-right corner, reading order). Layout analysis is not trivial for mixed content
documents such as advertisements, posters and comic books. Those documents use
non standard text fonts, sizes and orientations mixed with graphics, images and logos.

Comic book images are composed of text and graphics that can be decomposed
as drawings and line drawings. The diversity of text that can be found in comic book
images is large. From speech text which are mostly handwritten to sound e�ects that
are sometimes close to drawing. Some of the graphics can be assimilated to symbols if
we talk about the panels or balloons which have a sort of conventional representation
among most of the comic albums. However, drawings contained in the panel regions
do not follow any convention (free art) but contain repeated elements (e.g. comic
characters) throughout the album or collection. This is related to comics art that
implies the drawing to be di�erent from others in order to be easily distinguished and
recognised by the public.

Comic images are mixed content documents with complex background, especially
in the region of panels, that concerns the above mentioned �eld of research. Document
image analysis being application-dependent, we brie
y detail the design process of a
comic image:

• Synopsis and scenario Imagine a story and its decomposition in a sequence
of image (storyboard), view angles and format.

• Pencil drawing First rough drawing of the scenario, at this stage, the layout
of the page if de�ned without any details.

• Inking The best pencil strokes are inked (permanent) for the �nal version.

• Flatting and colouring Here comes the colours (if any) into all stroke de�ned
regions. Gradient, shadow and other e�ects are added according to the desired
rendering.

• Lettering and sound e�ects Addition of text in reserved areas and sound
e�ects over the graphics at the end.

The �rst challenge of comics book image analysis is to retrieve the layers that
corresponds to each step of the comic image design process (e.g. stroke, text, colour).
Processing each layer separately would greatly simpli�es layout and content retrieval.
Unfortunately, this decomposition is not obvious because in the �nal image, the el-
ements are mixed with overlapping and transparency. Another important issue of
document analysis is the noise information added from the creation of the physical
document to its digital version. The main sources of noise are the manual opera-
tions variabilities, the degradation over time, the acquisition and storage techniques
(Figure 2.2).
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Figure 2.2: Document degradation sources [186].

2.2 Comic book image analysis

Comics images are mixed content documents combining textual and graphical infor-
mation to create stories. Depending on the purpose, the document analysis tech-
niques involved for comics image processing varies a lot between panel, balloon, text
and comic character extractions. The contents of different nature are related to each
other to produce a story. Treating each of the content separately has a limit that
can be exceeded in a holistic understanding approach by reaching a higher level of
semantic.

2.2.1 Panel extraction and layout analysis

Panel extraction and ordering have been mainly studied for panel to panel reading.
The need is increasing since the first generation of mobile devices with small screens
in colour or B&W. In fact, people want to continue reading their favourite comics
or manga on the way, without caring kilos of books. Printed comics require tedious
work to be manually scanned and split into screen size parts small enough to avoid
zooming and scrolling.

Several techniques have been proposed to automatically extract panels as [67],
assuming that panels are small enough elements to be comfortably read on mobile
devices. They are based on white line cutting algorithm [20, 44, 91], recursive X-Y
cut [60] or gradient [168]. Those methods do not consider empty area [67] and border
free panels. These issues have been corrected by connected component approaches [6]
but they are sensible to region that sometimes connect several panels and increase
the detection error rate. Another approach based on growing region and morpholog-
ical mathematics can remove such connecting elements but also remove information
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on the panel border [62]. After the region segmentation step, heuristic �ltering is
often applied to classify panel region according to the size ratio according to the page
size, which depends on the page format [7, 62]. More recently, new methods have
shown interesting results for manga and European comics with di�erent background
colours. They are based on watershed [132], line segmentation using Canny opera-
tor and polygon detection [91], region of interest detection such as corners and line
segments [152,172]. Panel retargeting have been addressed for manga by Matsui [105].

Page layout analysis has been studied to calculate the reading order of the panels.
The page layout in
uences the reader at choosing pathway [29], nevertheless few
studies [5, 56, 131] demonstrated the possibility of calculating such Z-path (left-to-
right and down) or right-to-left and down (e.g. Arabic, Japanese) according to the
arrangement of the panels [92,95,172].

2.2.2 Balloon segmentation and tail detection

Balloons are a graphic convention used most commonly in comic books, comic strips
and cartoons to allow words (and much less often, pictures) to be understood as
representing the speech or thoughts of a given character in the comic1. Balloons are
developed into a more-or-less oval shape, with a pointer or tail to indicate to which
character they belong [51, 140]. There are many specialized forms of balloons, either
traditional or invented [103].

In comics content understanding, speech balloons present a lot of interest since
they o�er the links between the textual content and the comic characters providing
information about the localization of the characters and the tone of speech. Apart
from being crucial for document understanding, balloon detection is also bene�cial
in applications such as comic character detection [158], content re-targeting [105],
translation assistance and reading order inference [56].

Few works about balloon extraction have been done until now and mainly closed
speech balloon have been studied. Arai [7] proposed a blob detection method based
on connected component detection with four �ltering rules applied to manga analysis.
The rules are based on blob minimum size, white pixel occurrence, inclusion of vertical
straight lines and width to length ratio (Figure 2.3). Another connected component
approach proposed by Ho [62] uses HSV colour space to make a �rst selection of bright
blobs and then consider as balloons the blobs with a ratio between the text area and
the blob bounding box higher than sixty percent.

The analysis of open balloons with an \open" or \implicit" contour is quite dif-
ferent than the closed ones which are mainly based on blob analysis and have not
been studied before. In most of the cases, including when contours are implicit, the
location of text is generally a good clue to guess where the balloon is. The problem
of speech balloon outline detection can therefore be posed as the �tting of a closed
contour around text areas. The active contour [76] model is a deformable model, also
known as snake, which tries to minimize an energy associated to the current contour

1http://en.wikipedia.org/wiki/Speech_balloon

http://en.wikipedia.org/wiki/Speech_balloon
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Figure 2.3: Flow diagram of comic balloon detection using comic blob ex-
traction method proposed by Arai [7].

as a sum of an internal and external energy. Kass [76] proposed the original energy
functions able to shrink around an object contour, Xu [181] proposed the Gradient
Vector Flow external force to attract snake from further and handle broken object
edges and subjective contours. Another extension was proposed by Cohen [27] to
make the curve behave like a balloon which is in
ated by an additional force. Finally,
active contour in a multi-resolution context have been studied to speed up the process
on multi-resolution image and the multi-resolution model itself [88].

Balloons provide also an extra information about speech tone according to the
di�erent patterns which are along the contour of the balloon. The shape of the balloon
does not provide a lot of information about how the text is spoken, it is more related to
the style of the comics and the structure of the panel. Therefore, we focus on contour
classi�cation methods. In the literature, contour classi�cation is strongly related
to shape classi�cation purposes [96, 155]. It has been applied for video [9, 81, 138],
trademark retrieval [89], speech recognition [54]. Also, wavelet decomposition [170]
and invariant moments [120].

From our knowledge, tail detection has not been studied before, we propose to
analyse the contour patterns in order to locate the tail and then perform a local
analysis to �nd its direction (Section 3.4).

Balloon classi�cation and tail detection are also important in a context of dia-
logues and emotions understanding [117].

2.2.3 Text extraction and recognition

Text localization in real scenes and video frames is an active research topic [73,75,145].
However, applying existing real scene text detection methods to comics would not be
optimal to cope with all the di�erent types of text that are combined in comic book
documents (e.g. typewritten, handwritten, graphic sound). If we consider typewritten
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text, the most similar application to comics is car plate recognition because the text
is in a salient and contrasted area with a complex background around the plate such
as speech balloon for comics [4]. The documents that have attracted of lot a attention
are newspaper, administrative documents, cheques, maps, 
oor plans and engineering
drawings. Nevertheless, text localization in comic images opens up several interesting
applications such as image compression [153], OCR training and also translation,
speech synthesis and re-targeting to di�erent mobile reading devices [105].

Comics di�er from classical documents in that they comprise complex back-
grounds of a graphical nature. Furthermore, they belong to the class of non-structured
documents meaning there is no regular structure allowing to extract easily the layout
and to predict the location of the text. Comics being unstructured graphical docu-
ments, combine the di�culties of both domains, making the task of text localization
especially challenging.

Text localization in complex images has been previously studied in scene im-
ages [47, 112, 121, 177, 180], video sequences [79, 147] and digital-born images (Web
and email) [74]. Text localization in unstructured documents has been studied for
teaching boards and slide show presentation [122, 125, 174]. However, text localiza-
tion in documents which are both unstructured and have complex background has
received relatively little attention [26].

Few works concern text extraction in comics, they all rely on speech balloon re-
gions. Bottom-up approaches use connected component which often relies on the
segmentation step [132]. Su [153] uses Sliding Concentric Windows as text/graphic
separation and then apply mathematical morphology and a Support Vector Machine
(SVM) classi�er to classify text from non-text components. Li [93] proposed unsuper-
vised speech text localization for comics that trains a Bayesian classi�er on aligned
connected component and then detect the rest of the text using the classi�er for
text/non text separation.

Top-down approaches starting from balloons (white blobs) detection followed by
mathematical morphology operations have been proposed by Arai [7], Yamada [184]
and Sundaresan [161]. From our knowledge, there are no published work concerning
graphic sounds (onomatopoeia) and illustrative text extraction.

Text recognition applied to comics is really challenging because it includes most
of the di�culties from text recognition in document analysis domain if we consider all
the type of text that composed the comics. From typewritten to handwritten and free-
form text in uniform to complex background including image noise, text deformation
and overlapping. Nevertheless, Ponsard [132] solved a sub part of the problem by
focusing on speech text of a single typewritten font and language for which an OCR
system is trained for.

2.2.4 Comic character detection

Human detection in computer vision �eld has been largely studied during the past
decades, mainly based on greyscale image and gradients. colour information is rarely
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relevant for human detection because of clothing and skin colour di�erence. In videos,
moving regions are often used as region of interest.

Although, comics are often a reproduction of human life situations, it is a domain
where we can not directly apply human detection based methods. The main di�er-
ence is that comic characters (e.g. protagonist, hero) are hand drawn and therefore
more variant in terms of deformation, shape and appearance than real life humans
(Figure 2.4). In coloured comics, the colour information gives the identity of charac-
ters and plays a main role for character spotting with speech balloon positions. The
simplistic character design allows for easy identi�cation and representation and goes
along with how human process visual information [2,28,110]. This is a big di�erence
compared to natural images and human detection, since comics are designed in a way
that the information (e.g where are the comic characters, who is talking, where is it
going) can be quickly found.

Figure 2.4: Examples of comics character postures. This example shows
deformation, pose, rotation, translation and occlusion variations. Image cred-
its: [133].

Recent studies have been published for partial manga copy detection [157], mainly
based on shape information because of the absence of colour information. This work
has been extended to Manga copyright infringement protection [156,159] using Max-
imally Stable Extremal Regions (MSER) [104] or faces [175] for region detection and
Histogram of Oriented Gradients (HOG) [37] as region descriptor. A recent study
discuss the local feature extraction and the approximate nearest neighbour (ANN)
search [69] . This work shows good results for manga part retrieval which is a subset
of the whole comics world.

Coloured comics may be compared to cartoon images sequence, for which a �rst
work based on HOG, SVM and colour attributes has been published in 2012 [78].
Preliminary work about cartoon and comics faces recognition have been carried out
by Kohei [167] and Cheung [21]. More recently, graph theory has been used to �nd
redundant colour structure in order to automatically localize the most frequent colour
group apparition and label them as main characters [63]. The thesis of Ta [166]
(section 1.1 and 1.2) gives a good overview about stroke-based image analysis similar
to comics, it de�nes the issues of poor information, occlusion, deformation, inter-class
and intra-class variations, scale, spatial and/or temporal relations and structured
data. Ta [166] also mentions that \story board scene understanding still remains an
open problem, few results are available in the literature about stroke images".

Another work uses HOG descriptor with redundant information classi�cation to
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also �nd the most frequent elements [160]. Both graph and descriptor based methods
need an image preprocessing step to remove irrelevant redundant elements such as
text and speech balloons.

Other interesting approaches try to automatize comic generation [171,178] using
image cartooni�cation and script analysis.

2.3 Holistic understanding

One of the original goals of image or graphical document analysis was to fully under-
stand the content of any image [85]. This requires solving several sub-tasks simulta-
neously, for instance region detection, labelling of meaningful regions and semantic
understanding using layout analysis. In the past, researchers have developed classi�ers
for tackling each of these sub-tasks independently [102]. However, these sub-tasks can
help each other. For instance, in a comics page, if we know the panel positions, then
we can make a better guess at the location of the comics characters (they are usu-
ally inside the panels). However, it is not easy to combine di�erent related sub-tasks
together. Previous works concern real scene image analysis [12], retrieval [143] and
understanding [50, 90], medical image annotation using description logic and infer-
ence engine [65], object-based image retrieval [114,142] (between keyword-based and
query-by-example) and image interpretation [66,124] that mentions the importance of
using topological information, distances, directional relative position and much com-
plex relations such as \between" and \surround" and \among". Also, Geographic
Object-Based Image Analysis (GEOBIA) [12] makes extensive use of ontologies to
interpret maps.

Recently, comics book images have been also considered. An ontology of comics
has been proposed from a philosophical approach [113], a semantic annotation tool [61]
makes use of previous knowledge and consistency information to suggest new knowl-
edge to the user in a interactive way. Spatial inferences have been used to infer
the comic books reading order, for panel in the page and balloon in the panel [56].
In [143], they highlight the bene�t of using contextual information of simple object
to build more complex ones.

2.4 Existing applications

Comic books are a graphic art form combining text and images to tell a story. Comics
are now used in a wide variety of styles, not only on paper (e.g., magazines, newspa-
pers, TV show) but also as electronic content (smartphone apps, e-books, websites).
Comics are one of the most popular and familiar forms of graphic content. People
read comics easily and learn many things, so even children can learn about cultures
and trends, among other things, through comics even unconsciously.

From this background, we can divide comic-based computer systems into two
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categories. One type would be using comics to represent complex information such
as online communication in a form of comics [82] and generating video or story log
summaries [3, 146, 173] (computer graphics domain). Also, it is possible to listen to
manga [148] which have been recorded by people reading the story or to use mobile
app for automatic translation [16, 17] (requires user text selection). These systems
are useful to add value to the content while making it more funny and interesting.
The other category concerns the comic design by enabling novices to create comics
interactively using a computer for augmenting an individual user's memory [154],
turning photo albums into a comic [25, 129], making comic-like video [137], making
collaborative comics [97] and exchanging rich message [141].

2.5 Conclusion

Some of the challenges of comics image analysis can be highlighted from the above
state-of-the-art reviews. First, comics image su�er from noise as any other document
image processing. It comes from hardware processes (e.g. drawing techniques, print-
ing and digitization) and software (e.g. image compression). So e�ciently handling
noise is crucial for image analysis and understanding. Knowing the design process of
the comics creation helps for image denoising. Second, according to the results of the
reviewed methods, we can order them by level of di�culty, from the simplest to the
hardest: panel, balloon, text, comic character and holistic understanding of an image
or album. Third, most of the works in the literature use di�erent copyrighted images
which can not be shared publicly. Moreover, the authors usually do not share their
code. This is a key issue for researchers which can not share, reproduce and compare
results on identical data in a collaborative way. This is one of the reasons that retains
comics analysis to progress as fast as other �eld of research of document analysis.

In the next chapter, we are going to present a sequential content extraction ap-
proach that pro�ts from the relations between elements to guide the retrieval process.
We �rst apply panel and text region extraction followed by speech balloon and tail
segmentation. Then, speech balloon tail indications are used to compute a comic char-
acter region of interest according to the spatial organisation of previously extracted
elements in each panel.



Chapter 3

Sequential information extraction

This chapter presents a sequential information extraction approach for comic book
content retrieval. The sequence of extraction starts from elementary elements such as
panel and text that initiate further processing. Once the text regions are discovered,
we use them as seeds to search for balloons and then we analyse the balloon contours
to detect the tails. From the tail position and location, comic character regions are
computed according to previously extracted element positions.

3.1 Introduction

In comics art, the page structure depends on the author style, this is why so many
di�erent structures and drawing types exist. It is unavoidable because it gives an
unique graphical identity to the comics and contributes to attract the curiosity of
the readers. Despite the di�erences of style, the comics drawings follow \general
use" characteristic intrinsically to the design process [108]. For instance, the inking
process requires to magnify the main strokes that de�nes regions which are then
�lled with 
at colours (Section 2.1). We propose to rely on these main strokes to
automatically extract non coloured image content (e.g. panel boundary, text, speech
balloon background) using a connected-component labelling approach. Then, the
analysis of speech balloon contour allows to detect the tail precisely and its direction
is used to compute the regions of interest where comic characters are supposed to
be. In this section, all the processes are related to each other, for instance, the text
extraction output is the input of the balloon extraction process and so on.

3.2 Panel and text

This section proposes a method to automatically extract the panels and text regions
contained in comics pages. This method is not limited to text which is included into

19
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speech balloon such as most of the work in the literature. Here we consider all the
text regions of the image using connected-component labelling approach and k-means
clustering.

To be clustered, the connected components have to be extracted from the image
�rst. A commonly used method is to segment the original image pixels into two
categories called foreground and background. The foreground category corresponds to
the set of pixels of interest, here the pixels of the panel border strokes. The background
includes other pixels. This is usually performed using binary segmentation techniques
which assign each pixel to one of the two categories. From the foreground pixels, a
structural analysis (connected-component labelling) allows us to group \connected"
pixels into components according to their connectivity.

Connected component approaches are commonly used for stroke-based document
analysis, there are also simple and computationally e�cient. Once extracted, their
can be clustered according to di�erent features (e.g. size, shape ,colour, location).
We use this approach to extract panels and text which can be easily di�erentiated
using size and topological information. The process can be summarize as below:

1. Image segmentation

2. Connected-component extraction

3. Connected-component clustering

4. Candidate regions pruning

Image segmentation

The �rst step consists in a colour to grey level (3 to 1 channel) conversion. Several
methods exits for such conversion, combining the three channels of the red, green,
blue (RGB) colour space with di�erent preponderation as given in [134] or using one
channel from the Hue Saturation Lightness (HSL) or Value (HSV) representation of
the RGB colour space. Here we use the lightness channel because the panel border
strokes and text are usually darker than other element in the image, including the
background. Then, a global binary segmentation (Appendix A.1.4) is applied with
a threshold determined dynamically (Figure 3.1a). The threshold is computed from
the median value of the border page pixels where pixels with a value lower than the
median value are considered as part of the foreground (we are interested in black
strokes). We assume that the border pixels of the page are representative of the page
background (depending on the digitization process). If the median value is closer to
\black" than \white" grey level, then, image inversion is applied and we redo the
complete process in order to always get a white background at the end of this step.
The binary conversion step is very important for the rest of the method because the
background part will not be considered for further processing.



3.2. Panel and text 21

Connected-component extraction

The connected-component algorithm (Appendix B.1) is applied on the binary image
and the bounding box of each black component is computed to facilitate subsequent
processing (Figure 3.1b). We do not consider white connected-component here be-
cause we assume that panel border and text elements are darker than other elements
in the page (segmented as black region).

Clustering

By looking at the �gure 3.1b, we can clearly see that the bounding boxes of the panel
are bigger than the others. Also, they include more regions than others. Classifying
those regions according to their size allows us to classify panel and text region at
the same time while ignoring noise information. Knowing the number of cluster
facilitate the clustering, here we set the number of clusters k = 3 according to the
domain knowledge of comics. They aim to re
ect the \panel" (the highest), the \text"
(medium height) and the \noise" (few pixels height) as shown on �gure 3.2. One of the
most popular clustering algorithm is k-means clustering method (Appendix A.1.5).

This clustering is performed dynamically on each image which makes this method
parameter-free (for a given number of clusters) and invariant to page format and
resolution.

This method assumes that the image is highly contrasted and contains a high
disparity between stroke sizes otherwise the binary segmentation or the clustering
process may fail.

Panel pruning

The results from the clustering operation can be pruned using domain knowledge.
First, a panel is rarely included in another so we take out components which are
included in other regions of the panel cluster. Given the set of component bounding
boxes from the panel cluster R = fR1; R2; :::; Rng, we �lter out panel candidates that
do not verify this relation Ri =2 Rj8j; i 6= j (Figure 3.3a and 3.3b).

Concerning the text cluster, we clearly see in �gure 3.1b that the spatial organi-
sation is a characteristic of text regions (regardless of the language). We group text
candidates into text lines according to alignment and ignore text candidate that can
not be part of any text line.

Letter to text line

The gap between text component (e.g. letter or attached letters, word) and text
lines can vary signi�cantly. In fact, handwriting generates a lot of artefacts such as
alignment variations, mergers between letters and text lines. We propose a simple
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(a) Binary segmented image (b) Connected-component bounding
boxes

(c) Panel cluster (d) Text cluster

Figure 3.1: Panel extraction process. Image credits: [35].
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Figure 3.2: Descendent histogram of the bounding boxes in figure 3.1b.
Vertical black lines represent an example of three cluster limits labelled as
“ panel” , “ text” and “ noise” . Note that the lowest part of the “ panel” cluster
do not correspond to panel regions, we present how we pruned them in the
next paragraph.

(a) Candidate panels (b) Pruned panels

Figure 3.3: Topological pruning of panel bounding box extraction.

method that handles the two first aforementioned artefacts considering only the height
of the connected component.

We first search for the first letter (connected component) of each text line. A
letter is considered first if it is positioned on the left, on the same horizontal line
and if there is no intersection found with any other letters at a distance equal to the
letter height. Then the other letters on the right are added by checking their relative
horizontal and vertical positions. For this purpose, we defined two conditions that
are auto-adaptive to each letter (Figure 3.4):

• The horizontal inter-letter distance d should be smaller than the maximal height
of the letters (d < max(h1, h2));

• The vertical alignment is considered as correct if the vertical coordinate of the
centre of the next letter c2 passes through the first letter (ymin(letter1) > c2y
and ymax(letter1) > c2y);

The principle is similar to the one presented in [26] but adapted to take into
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Figure 3.4: Text component horizontal and vertical alignments. The two
rectangles represent the bounding boxes and c1 and c2 their centres.

account the horizontal alignment of text lines. Our method does not consider the
letter width as we never know how many letters correspond to the CC. This method
can easily be used for vertical text (e.g. Japanese, Chinese, Korean) by switching
horizontal and vertical measurements.

Text line to paragraph

We post-process the result of the text line detection to group text lines into text
area (paragraph), according to two rules. First, we require that the candidate text
lines to group have similar heights (or width in case of vertical text) and second that
the inter-line distance is smaller than the average text line height of the potential
paragraph region (Figure 3.5).

3.3 From text to balloon

For comics content understanding, speech balloons are of signi�cant interest since
they o�er the links between the textual content and the comic characters providing,
in this way, information about the localization of the characters and the tone of
speech. As mentioned Section 2.2.2, speech balloons are the more frequent type of
balloon in comics and are highly related to speech text regions. In this section, we
propose two approaches for balloon extraction based on text region location detection
using the methods presented Section 3.2 or 4.3. The �rst method de�ned as \balloon"
the smallest connected-component that contains several text-like regions. The second
method groups text lines into paragraphs and initializes an active contour model
(snake) on its outline. From the initial position, the snake is pushed away from the
text and attracted by surrounding edges at the same time in order to stick to any
potential balloon stroke close by. The main di�erence with the �rst approach is its
ability to detect implicit or partially drawn balloons as well as the closed ones.
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Figure 3.5: Illustration of the text line to text paragraph conversion from
left to right for vertical and horizontal text. Image credits: [35, 68]

3.3.1 Regular balloon extraction

Regular balloon are defined as closed balloon with a completely drawn contour un-
like implicit contour discussed in the next Section 3.3.2. Closed balloon are easily
extractable using blob detection method similarly to the panel and text extraction
presented above. The main difference lies in their dominant colour which is generally
white and implies to extract white connected-components instead of black ones as for
panels and text. One particularity of text inside balloons is its vertical and/or hori-
zontal alignment in the balloon (Figure 3.6). We propose to use this characteristic to
compute a confidence value to each connected-component that includes one or more
text regions.

Figure 3.6: Example of text positions in speech balloons. Image credits [35,
68,106].
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Blob extraction

A typical “ closed” balloon is surrounded by a black stroke that defined a white region
(blob) inside it, with holes created by the presence of text letters. We propose to
make a binary segmentation of the comics image and then use connected-component
labelling method to extract white blobs (Figure 3.7). Closed balloons are usually
surrounded by a black stroke with no difference from one to another in a given image.
We use a global binary segmentation method to separate the page background from
its content (black strokes). Here, we do not use a local segmentation approach because
it has more chances to split the balloon border and over-segment them.

Figure 3.7: Balloon extraction process. Original image, binary segmenta-
tion, contour detection (connected components) and result mask from left to
right. Image credits: [115].

Balloon extraction

For each extracted blob that includes a text paragraph (Section 3.2), we compute
the difference of alignment on the horizontal dx and the vertical dy axis between the
balloon barycentre c1 and the text paragraph barycentre c2 (Figure 3.8). We use
the difference of alignment as a confidence value Cballoon for balloon and non balloon
classification (Chapter 6).

Figure 3.8: Vertical dy and horizontal dx alignment differences between
balloon barycentre c1 and text region barycentre c2.

Both differences dx and dy are normalized between zero and one as a percentage
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of the balloon width Bwidth and height Bheight respectively. The average of the
vertical and horizontal alignments gives a con�dence value for each balloon candidate
(Formula 3.1).

Cballoon = 1� 1

2
�
�

dx
Bwidth

+
dy

Bheight

�
(3.1)

If the sum of di�erences of alignment is higher than the balloon size (dx > Bwidth

and dy > Bheight) then Cballoon becomes negative which is considered as Cballoon = 0.

3.3.2 Implicit balloon extraction

Balloon contour is not always completely drawn, it may be implied by contrast di�er-
ence or other surrounding elements (Figure 3.9c). In most of the cases, the location
of text is a good clue to guess where the speech balloons are. The problem of speech
balloon outline detection can therefore be posed as the �tting of a closed contour
around text areas, with the distinctiveness that the outline might not be explicitly
de�ned in the image. For the examples given in Figure 3.9, this would be a smooth
contour with relatively constant curvature (Figure 3.9a), an irregular one with high
local curvature (Figure 3.9b), and an implicit one with missing parts (Figure 3.9c).

a) Smooth b) Irregular c) Implicit

Figure 3.9: Example of speech balloons with di�erent contour types. Image
credits [35].

Observing the heterogeneity of balloons, and considering the di�culty to manage
\open" or \implicit" balloons, it appears necessary to use a dynamic and adaptive
outline detection algorithm. Active contours appear to be suitable to the problem.
The active contour framework was developed for delineating an object outline in
an image. The algorithm attempts to minimize the energy associated to the current
contour, de�ned as the sum of an internal and an external energy term (Section A.1.3).
In this section we propose two adaptations of the active contour theory to the domain
of comic balloon detection. Speci�cally, we handle the case of balloons with missing
parts or implicit contours, while we adopt a two-step approach to �t irregular outline
types such as peak and cloud type balloons. To achieve this, we propose new energy
terms making use of domain knowledge.

We adapt the active contour framework to the domain of comics to detect speech
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balloons given a prior detection of text regions, introducing new energy terms based on
domain knowledge about the relationship between text and balloons. For the discus-
sion below, we assume that text has been already detected in the image (Section 3.2
and 4.3).

The introduction of statistical shape knowledge has already been studied in the
literature [33] but can not be applied here because of the lack of knowledge about the
contour shape to detect. Hence we introduce a new energy term, denoted Etext (see
equation 3.2) that conveys information about the relative placement of the balloon
outline and the enclosed text.

E = Eint + Eext + Etext (3.2)

External energy

We consider edges as features of interest because we expect the speech balloon to be
delimited by strong edges, at least partially. Here we perform edge detection using
the well known Sobel operator (Figure 3.10). The original Kass [76] external energy
(Equation A.2) is appropriate for natural scene images with smooth gradients but not
for stroke-based images such as comics that comprise uniform coloured regions with
strong edges. In our case, we require that edges attract the snake from relatively far
away (distances where the original edge gradient has already dropped to zero). The
method of Xu [181] would be appropriate here, although we have decided to use the
equivalent distance transform of the edge image instead for computational e�ciency
reasons. We therefore de�ne the external energy function as:

Eext = 
minA(i; j) = 
min
q

(xi � xj)2 + (yi � yj)2 (3.3)

where Eext is the minimum Euclidean distance (A) between a point i and the nearest
edge point j, 
 is a weighting parameter.

Since it is not desirable for edges corresponding to text to attract the snake, any
edges that fall within the text regions are removed before computing the distance
transform and do not contribute to the external energy.

Internal energy

We use the original de�nition of the internal energy (see equation A.1) which can by

decomposed in two energy terms: Econt = jv0(s)j2 and Ecurv = jv00(s)j2.

The energy Econt forces the contour to be continuous by keeping points at equal
distance, spreading them equally along the snake according to the average inter-point
distance of the contour. It becomes small when the distance between consecutive
points is close to the average, see equation 3.4.
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Figure 3.10: Example of original image (top left) and its corresponding non-
text edge detection (top right), Eext energy (bottom-left) and Etext energy
(bottom-right). In the bottom part, white corresponds to high energy. Image
credits: [35].

Econt = α
∣∣∣̄d−√(xi − xi−1)2 + (yi − yi−1)2

∣∣∣ (3.4)

where d̄ is the average distance between two consecutive points i and j of the snake
and α is a weighting parameter.

The energy Ecurv enforces smoothness and avoids oscillations of the snake by
penalizing high contour curvatures (minimizing the second derivative). It becomes
small when the angle between three points is close to zero, see equation 3.5.

Ecurv = β
(
(xi−1 − 2xi + xi+1)2 + (yi−1 − 2yi + yi+1)2

)
(3.5)

where i is a point of the snake and β a weighting parameter.

Text energy

The text energy Etext conveys domain specific knowledge about the relative locations
of text areas and their associated balloon contours. It is necessary in this domain to
consider the lack of explicit information in the cases of implicit balloons, where parts
of the outline are missing. The Etext energy aims at pushing the snake outwards
toward the most likely balloon localization, given the position of the text area. This
energy term has two effects. First, it acts collaboratively to the external energy, by
moving the snake towards non-text edges (hopefully corresponding to the balloon
outline). Second, in the case of implied contours where no explicit edge exists (the
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external energy term is not informative), Etext assists the algorithm to converge to an
approximate contour position based on prior knowledge on the expected localization
given the corresponding text area. We de�ne the text energy term at a localization i
of the image as follows:

Etext =

(
� N
minj∈TA(i,j) if A(i; j) > 0

�N else
(3.6)

where j is a pixel in the text area T , N is an experimentally de�ned constant ex-
pressing the expected distance in pixel between the text area and the corresponding
balloon boundary and � is a weighting parameter that controls the contribution of
Etext with respect to the other energy terms in eq. 3.2. Note when i is on the border
of T , the distance A(i; j) is equal zero and the energy becomes maximal as if it was
inside T .

Proposed method

In this section we detail how to localize speech balloons using active contours based
on the de�nitions given above. First we generate the static external energy map Eext

for the whole image and then for each text area we compute the Etext energy. The
internal energy Eint is calculated for each point of the snake before each iteration.
We iteratively examine each point of the snake in a clockwise fashion and move it
within a neighbourhood region of size M in order to minimize equation 3.2. This
operation is repeated until no point moves in one turn (Algorithm 1). We perform
a �rst smooth-contour approximation of the balloon boundary (low resolution) and
then we �t the contour better to the balloon shape (high resolution) using the same
algorithm

Active contour initialisation The active contour is initialized on the outline
of the text paragraph region. This corresponds to the convex hull of all the text lines
that are included in the balloon (Figure 3.11b). Note that the convex hull of the text
area also corresponds to the Etext maximal value border (Figure 3.10).

The initial number of points impacts the way that the snake moves and the
precision of the �nal detection. During the �rst low resolution localization step, we
perform a spaced equipartition of the points (Figure 3.11c) to quickly localize the
global shape avoiding unnecessary stops on image details. In the subsequent high
resolution �tting stage, we add more intermediate points to �t the exact shape more
precisely.

Low resolution contour localization Following a two stage process, we �rst
aim to obtain a rough localization of the balloons by �tting a smooth contour using a
few contour points during initialization. The idea is to progressively push the snake
away from the text area and towards the balloon boundary giving an increased weight
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Algorithm 1 Open balloon detection loop

compute Eext energy
for each text area do

compute Etext energy
active contour initialization
stop = False
while stop = False do
n = 0
for each points of the snake do

examine neighbourhood position energies
if one position reduce the current energy then

move point to this position
n = n+ 1

end if
end for
if n = 0 then

stop = True
end if

end while
end for

a) Group of text lines b) Text area convex hull c) Snake initialization

Figure 3.11: Active contour initialization based on text region convex hull.
Image credits: [35].

to both the Eext and Etext energy terms. If the balloon has an explicit boundary then
Eext will attract the snake to it. If there is no explicit contour close enough to attract
the snake then the Etext term will push the snake to the suggested position of the
balloon contour. Also the internal energies are important at this stage to maintain
a certain rigidity of the snake. At the end of this step, we obtain a preliminary
localization of the speech balloons (Figure 3.12).

High resolution contour shape fitting Figure 3.12 shows that the global
shape of the top balloon has been detected although it is still far from a perfect fit



32 SEQUENTIAL INFORMATION EXTRACTION

Figure 3.12: Example of low resolution balloon contour detection (red line)
for irregular closed (top) and smooth open (bottom) speech balloons. Image
credits: [87, 119].

because, as we can see on the bottom part of the balloon, the snake was not able to fit
precisely balloon outline, for instance peaky and tail regions are not well segmented.
To achieve a better fitting, we increase the resolution of the snake by adding new
points between the current ones and by changing the weighting parameters of the
energy function, and go through a second fitting process. At this stage, we relax the
Ecurv energy to make the snake to thinner parts of the boundary and we set Econt

strong enough to keep a regular inter-point distance all over the contour. Also, we
reduce the Etext energy weight because at this step, the snake is already far from text
and this term is not informative any more. This new configuration allows the snake
to fit more precisely to the balloon contour as shown in Figure 3.13 (to compare with
Figure 3.12).

Figure 3.13: Examples of high resolution contour detection (red line) for
closed (left) and open (right) balloons.

3.4 From balloon to tail

Speech balloons indicate dialogue using tails pointing at their respective speakers [140].
They are usually represented by a discontinuity on balloon contour (Figure 3.14). We
propose to detect the tail position and direction based on the balloon contour analysis.
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We limit this study to the tail types that can be considered has an extension of the
inside region (background) of the speech balloon namely types “ comma” , “ zigzag”
and “ absent” in Figure 3.14, because they can all be extracted from the segmenta-
tion of the balloon background. Other types require a specific study from the speech
balloon extraction that should consider the contour stroke and surrounding elements.

Figure 3.14: Examples of type of speech balloon tails. From left to right:
stroke, comma, circle, zigzag, absent.

We propose a method to detect “ comma” , “ zigzag” and “ absent” (no tail) tail
types. The tail can be decomposed into four elements: origin, path, tip and pointed
direction. The contour of a speech balloon is mainly convex except in the region where
the tail is connected to the balloon (origin) which produces the highest convexity
defects. If the speech balloon has no tail, there is no particular convexity defect. A
convexity defect is defined by a triangle from one segment of the balloon convex hull
to the farthest point on the balloon contour (Figure 3.15). The set F = { f0, f1, ...fn }
represents farthest points from the corresponding hull segments S = { s0, s1, ..., sn }
where n is the number of hull segments. We define the top two farthest points fa and
fb corresponding to the two farthest points of the convex hull segments sa and sb, as
the coordinates of the tail origin (Figure 3.15).

We assume that the tail tip corresponds to one of the vertices V = { v0, v1, ...vn }
of the convex hull (Figure 3.15), which is the case for most of the speech balloons
except when the tail is partially surrounded by the balloon (in a recess). Such cases
are not considered in this thesis and require a different approach. The optimal vertex
is computed by comparing five features that corresponds to the Euclidean distances:

• dsa the distance to the segment sa

• dsb the distance to the segment sb

• dc the distance to the centre of mass c of the balloon

• dfa the distance to the tail origin fa

• dfb the distance to the tail origin fb

This can be formulated as:

v∗= argmax
(
max(dc+ dfa + dfb) +min(dsa + dsb)

)
(3.7)

where v∗is the optimal vertex from the set of vertex V . In Figure 3.15, the optimal
vertex is v7.
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Figure 3.15: Convex hull and convexity defects of a speech balloon (top
part). Bottom-left figure represents the two biggest convexity defects that
defines the tail origin fa and fb. Bottom-right figure represents the distances
related to the vertex v7 to illustrate the variables of Equation 3.7. In this
case dsb = 0 because v7 coincides with an end of segment sb (distance equal
to zero).

From our knowledge, all closed or implicit balloon extractors proposed so far,
consider the inside balloon region and ignore the balloon contour (black stroke) region.
This is acceptable for localising the tail on the balloon contour (angular position) but
it is not accurate enough to detect the tail tip in the sense of human understanding.
In fact, the tail tip is often located at the extremity of black stroke surrounding the
inside balloon region (Figure 3.16).

We propose to detect the external border line of the balloon contour in the region
of the optimal convex hull vertex v∗presented above and define its extremity as the tail
tip position. Image pre-processing and contour detection are performed in the same
way as presented Section 3.3.1. From all the detected contours, we select the contour
O that has the closest point oi from v∗(Euclidean distance). Then we run through all
the points of the sequence of points that defines the contour O = { o0, o1, ..., om } and
define as tail tip position o∗the one at the first maximum Euclidean distance to the
tail origin. The tail origin is a virtual point midway between fa and fb (Figure 3.17).

The tail direction is given by the last part of the tail which corresponds to the
vector −−−→v ∗o∗. Note that starting from v∗is more accurate than the tail origin point
because the last segment of the tail is oriented towards the speaker while the tail
origin is just “ getting out” of the balloon.

We also propose to compute the confidence value of the tail position predic-
tion Ctail, related to the mean of the depths da and db over the mean balloon size
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Figure 3.16: Tail tip detection differences considering the balloon border
line or not. In each vignette, the green point represent the tail tip position
detection by considering the balloon inside region only. The red point is the
tail tip position considering also the border line.

meanBalloonSize (Formula 3.8). The confidence value is minimal when the mean of
the two convexity defects (used for tail position detection) is very small compare to
the balloon sizes in the current image. It is maximal when equal or higher than the
mean balloon size.

Ctail =
(da + db)/2

meanBalloonSize
(3.8)

where da and db are the depth of the two biggest convexity defects in number of pixels
(Figure 3.15) and meanBalloonSize is defined in equation 3.9.

meanBalloonSize =

n∑
i=0

Wbi +
n∑

i=0

Hbi

n∗2
(3.9)

where Wbi and Hbi correspond to the width and the height of a speech balloon i and
n the number of speech balloons in the image.

The confidence value Ctail may be useful for further decision making processes.

3.5 From tail to comic character

As we know which balloons are in which panel (total inclusion), we can estimate
from the position and direction of the tail, which part of the panel may contain the
speaking character. The tail orientation is quantized in eight cones of π/4 radius so
we can consider that, in a rectangular-shaped panel (or its bounding box), the tail
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Figure 3.17: Tail tip position and direction detection. From left to right,
the optimal vertex v∗ in green and the local contour detection in blue, the
closest point to v∗, oi in red and its first stop at the maximal distance with
the tail origin (dark green point) o∗. The last vignette on the right hand side
represents the tail direction vector −−−→v∗, o∗by a white arrow.

is either pointing towards a corner or towards a border of the panel. We define the
ROI for the character as a squared region beside the speech balloon. The maximum
width wmax and height hmax of the ROI are equal to the mean widths and heights of
all the balloons in the image (Equation 3.9).

The position of the ROI around the speech balloon is defined by two opposite
points of a square Ax, y and Bx, y according to formula 3.10 which is sometimes con-
strained by a panel border that is why the term min appears (Figure 3.18).

Ax = v∗x −min(Pix − v∗x, wmax) ∗Ox

Ay = v∗y −min(Piy − v∗y , hmax) ∗Oy

Bx = [Ax +min(Pix −Ax, wmax)] ∗Ox

By = [Ay +min(Piy −Ay, hmax)] ∗Oy

(3.10)

where v∗ is the coordinates of the tail tip (Section 3.4), Pi the coordinates of one
of the four corners of the panel bounding box P = { P0, P1, P2, P3} and O a shift
value. The shift value allows an horizontal and vertical translation of the ROI position
relatively to the tail tip direction. For instance, if the tail direction is SE (South Est)
the ROI will be shifted by 75% on the right and 75% to the bottom. The shift O is
quantized in heigh values for horizontal and vertical axis. The panel’ s corner Pi is
chosen between two opposite corners in order to always give a positive value in the
computation of the ROI position (Table 3.1).

Table 3.1: Values of the horizontal and vertical shifts and panel’ s corner
selection according to the eight directions of the tail.

N NE E SE S SW W NW

Ox 0.5 0.75 1.0 0.75 0.5 -0.75 -0.5 0.75

Oy -1 -0.75 -0.5 0.75 1.0 0.75 -0.5 -0.75

Pi P1 P1 P1 P1 P3 P3 P3 P3
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Figure 3.18: Illustration of a panel with four corners P0, P1, P2, P3 and
the different ROI position and size that can be defined for each of the eight
directions of the tail.

3.6 Conclusions

In this section we have presented how to benefit from simple element to retrieve
more complex ones in a comics image by following the relations between elements.
This approach is similar to the reader’ s reading behaviour opening a new comic book
for the first time: first looking for traditional elements such as the panels, text and
speech balloons and then, reading their content and retrieving the links with the
comic characters and other graphics in the panel. Despite the intuitiveness of this
approach, the main drawback of this sequential approach is the dependency of the
processes which propagates detection errors. The experiments, presented in Chapter
6, evaluate the processes proposed here.

In the next chapter a non sequential approach will be presented in order to extract
comics image content using independent processing and so, avoid error propagation
which is the main drawback of applying several consecutive processing.
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Chapter 4

Independent information extraction

In this chapter we propose an independent extraction of each element contained by
comic book images. This content retrieval approach tries to �ll the weaknesses of the
sequential approach presented in the previous chapter. New approaches for extracting
panels, text, balloons and comic characters are presented successively but they can be
used in any order or in parallel as they are completely independent from each other.
More domain knowledge are embedded in the low level processing in order to process
each image in an autonomous way with a similar performance.

4.1 Introduction

Image content retrieval methods are useful for the community and the society when
they can easily be applied on various type of images sharing similar properties inde-
pendently from other pre or post processing. Another important aspect is to propose
methods with a minimum number of parameters or at least that do not make the
method too speci�c but generic in order to be usable for a maximum of applications.
The �rst approach presented in Chapter 3 is very speci�c to images from comic books
because each extraction of element requires one or several pre-processing (other ele-
ment extractions). In this chapter we present several contributions to extract elements
independently from each other. Each contribution is then easily reusable for other
applications and comparable. The independence between the processing is also useful
in a content of fully automated system to allow local optimisation without in
uenc-
ing the whole sequence and output. Independent panel, text and balloon extraction
methods are proposed, additionally, text recognition and balloon classi�cation com-
plete the amount of information that are retrieved from the image content, towards
a semantic description. The problem of comic character retrieval is simpli�ed here as
a character spotting giving an example as query for the reason presented Section 1.3.

39



40 INDEPENDENT INFORMATION EXTRACTION

4.2 Panel extraction

The previous clustering-based method presented in Section 3.2 is particularly useful
for simultaneous extractions, as illustrated panel and text while removing noise region
at the same time. Nevertheless, the panel extraction can be improved if we focus on
panel elements only. We propose to use a second characteristic of panels which is their
topological relations with other elements in the image. Figure 3.1b shows that out-
ermost or external contours actually corresponds to panels. We base this method on
this criterion, considering the panels to be the outermost contours. This is especially
true for general comics using gutter (white space) between panels. Making the outer-
most contour as panel can be seen as a binary classi�cation method deriving from a
more generic concept. The general concept would attribute a con�dence value to each
contour in the image, inversely promotional to their percentage of inclusion in other
contours. Non included contour (outermost) would have the maximum con�dence
and fully included ones the lowest con�dence in being a panel.

Panel contours (border line) are usually dark and similar for all the panels of a
comics page. Sometimes panel contours are implicit as shown Figure 4.1a (consid-
ered as a di�cult case). In this case, the reader distinguishes them by comparing
the di�erence of colour between the panel content and the page background. We use
a global binary segmentation method (Appendix A.1.4) to separate the page back-
ground (expected to be clear) from its content (dark elements such as panel border
lines), considered as foreground here (Figure 4.1b). An binary inversion should be
performed when the image background is darker that the content of the panels. We
do not use a local segmentation approach here because it has higher chances to split
the panel border and over-segment its content.

Then, a connected-component labelling algorithm (Appendix B.1) is used to ex-
tract outermost contours from the binary image, (Figure 4.1c). Note, we �lter out
contours below a minimum area relative to the image size minAreaFactor in order to
avoid considering isolated elements (e.g text, logo, page number) as panel in a later
stage (Figure 4.1d)

Finally, the convex hull or the bounding box of the panel contours can be com-
puted in order to recover from discontinuous contour detection (Figure 4.1e and 4.1f).
In this example, some of the panel borders have low contrast compared to the page
background which makes di�cult their extraction. Such issue can be post processed
using line detection and layout analysis.

4.3 Text localisation and recognition

In this section we present a method for automatic text localization in scanned comic
books, an essential step towards an automatic comics understanding. Our �rst inten-
tion is to localize multi-oriented text regions, independently from script and language,
and separate them from the graphical content (text/graphic separation). In document
analysis systems, text recognition quality often relies on text localization. This is par-
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(a) Original image (b) Binary segmentation (c) Outermost contours

(d) Panel contours (e) Panel contour hulls (f) Panel contour bound-
ing boxes

Figure 4.1: Panel extraction process. Image credits: [98].

ticularly the case for comics which have a complex background. We present how to
take advantage of Optical Character Recognition systems (OCR) in order to improve
text localisation.

4.3.1 Introduction

In comic book documents, text is mixed with graphical content which produces a
lot of false detections if we submit the whole image directly to an OCR system,
usually coupled with a layer analysis pre-processing to avoid trying to recognize text
in graphical region (e.g images, tables and formulas). The mixture of typewritten,
handwritten-like and handwritten text makes the task particularly di�cult for comics.
Moreover, text presents a lot of variations (e.g. stroke, orientation, colour, size) that
can cause many issues at both the localization and recognition levels. Text localization
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aims to provide text-only (or graphics-free) images to a text recognition system in
order to improve its accuracy and reduce computing time. Knowing the positions
of other elements in the image is a good clue for predicting text position because
they are related to speech balloons (e.g. dialogue, thought), characters (e.g. graphic
sound, illustration), panels (e.g. captions) or the page itself (e.g. page number, title,
author name). This approach is discussed Chapter 5.

Few works concern text extraction in comics analysis literature (Section 2.2.3)
and most of them rely on speech balloon regions which make them dependent on
other processing quality. Here we want to avoid such dependency between processes.
From our knowledge, only Li [93] proposed an independent and unsupervised speech
text localization. It is a two step analysis that �rst generates text lines using \a set of
very rigorous rules" to test each pair of connected component and decide if they are
candidate text regions or not. From the �rst-round generated text lines, the method
automatically learns a font set which is propagated to all text lines in the second-round
and �lters out non font-matched candidate regions. The font set is generated from
the distribution of heights and widths of the connected components that compose the
candidate text line (composed by multi-segment characters). The method is promising
but there are nine rules in total that must be met to achieve text line extraction with
several heuristics that are not discussed. The experiments have been performed on
1000 images from 10 countries (balanced) but they are unfortunately not publicly
available to assess their diversity and the genericity of this approach.

The genericity is always a challenge for document image analysis, especially be-
cause this �eld of research is highly application dependent (Section 2.1). Moreover,
comic book images di�er from classical documents in that they comprise complex
backgrounds of a graphical nature. They belong to the class of non-structured doc-
uments meaning there is no regular structure present for the prediction of text lo-
cations and no layout analysis method applicable if we consider all the diversity of
comics. Comics being unstructured graphical documents, combine the di�culties of
both domains, making the task of text localization especially challenging. To solve the
particular problems which are provoked by the combination of complex background
and unstructured documents, we propose a new text localization method.

The contributions come at di�erent levels. First, an adapted binary segmentation
method is presented followed by a text/graphic separation algorithm based on the
local contrast and neighbourhood similarities and �nally, text recognition is used to
verify the presence of textual information in the result.

4.3.2 Bi-level segmentation

Segmentation is a crucial step in many text localization methods. Comic speech text
is made of strokes, generally black on white, that we would like to isolate from the
rest of the image content (background). A perfect text segmentation would result to
individual text letters represented by single connected components (Appendix B.1).
The complex background of comic documents complicates this step. Separating text
from other elements in once is quite hard since we have no information about its
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position (independent approach) and it is similar to many other stroke in the image.
Therefore, we propose �rst to separate bright from dark regions and then classify
text and non text regions using size and alignment properties only. This approach is
unsupervised and do not requires any training step. Bright/dark region separation
can be done using a bi-level segmentation algorithm. Several approaches exist and
their performance relies on the input data distribution. If the input data are composed
by only black or white pixels, any methods will do the work but it is rarely the case.
The best input would be a highly contrasted image where the features of interest
are concentrated in one of the extrema. As we do not use the colour information,
we convert the 3 channel colour image (RGB) into a single channel image (grey-level
or grey-scale image). There are several manners to create a grey-scale image from
a colour image. The �rst approach is to combine each pixel value from each colour
channel with di�erent weighting coe�cients corresponding to the measured intensity
perception of typical trichromat humans1, in order to produce a single value per pixel.
Another approach is to use only one channel but as the text we are interested in is
not in red, green or blue (RGB colour space) it is irrelevant in our case. Nevertheless,
RGB colour space can easily be converted to a di�erent colour space such as HSV or
HSL that encodes colours as Hue, Saturation, Value or Luminance. The luminance
channel is particularly appropriate for bright and dark region separation [62].

Both colour layer combination and separation are experimented Section 6.4.3.
From the grey-scale image, we determine the threshold value that will best divide
the grey value distribution into two clusters. The ideal would be a cluster containing
pixels from text regions (foreground) and another one with the rest of the content
(background). In practise, the foreground cluster often contains text plus other similar
grey value regions and the second one other pixels with a di�erent grey values.

Fixing a threshold value like Arai's method [7] works only for few comics type with
a same text background intensity (Figure 4.2). This phenomenon is intrinsic to the
nature of comics, as due to the design process, they contain textured areas and loosely
connected strokes that give rise to merged components at di�erent thresholds. This is
intensi�ed by the digitization and image compression process that add further noise
to the page (Section 2.1). Instead of using a �xed threshold, we use the well known
Otsu's threshold selection method that has been extensively use since decades for this
purpose (Appendix A.1.4). Otsu's threshold is computed for each image and applied
to the whole image assuming that the image has not been degraded locally. In case of
such local degradation (e.g. holes, crossed text, partial erasure, highlighting, tearing
paper, stain), a local threshold selection method should be used (Appendix A.1.4).

As an alternative segmentation method, we also tried to extract text region using
the Maximally Stable Extremal Region (MSER) algorithm [104]. This algorithm
was better than the proposed method only for text region of type onomatopoeia but
produced an excess of false detections as in general a lot of the graphical elements are
equally stable as the text (
at regions).

1http://en.wikipedia.org/wiki/Grayscale

http://en.wikipedia.org/wiki/Grayscale
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Figure 4.2: Di�erent threshold selection methods applied on the luminance
channel of several comics types. First row shows the original image of a se-
lection of comic book parts. Second row shows the corresponding luminance
channel of HSL colour space in a 8 bits grey-scale image. The third row repre-
sents the bi-level segmentation of the grey-scale image with a �xed threshold at
250 (as Arai [7]) and the fourth row shows the corresponding results using the
automatic Otsu's threshold selection method. Image credits: [35,68,106,123].

4.3.3 Text/graphics separation

After the binary segmentation step we apply the connected-component (CC) labelling
method (Appendix B.1) to extract the black strokes as many previous work in the
literature (Section 2.2.3). At this stage, the extracted components may correspond
to part of drawing, single letters or a sequence of letters if some are connected (Fig-
ure 4.3). The objective of this section is to separate the last two categories from the
�rst one. Note that connected letters will not a�ect our results (if they are part of
the same word) because the expected output is at text line level.

Due to the wide variety of text usage in comic albums, text and graphics separa-
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Figure 4.3: Example of connection between connected components. On
the left, a word with six well separated letters, on the right a word detected
as two pairs of attached letters because of the handwriting variability and
segmentation process.

tion is not obvious, the method should be size, position, rotation, scale and contrast
invariant. In addition, it should be robust to text-less pages which may appear ran-
domly within an album. From all the components extracted by the CC algorithm,
we select only the ones corresponding to potential textual elements based on contrast
ratio measure.

We compare the standard deviation of the pixel grey level distribution of each CC
bounding boxes (Figure 4.4) with the contrast ratio of the page to make a low/high
local contrast CC separation, similarly to [93] using the Mahalanobis distance. Ma-
halanobis distance measures how many standard deviation away a point is from the
mean of the distribution [39, 101]. We call this distance dm and assume a Gaus-
sian distribution of the grey level pixels but other distribution are under study. The
contrast ratio of the page is the absolute difference between the minimum and the
maximum grey-levels found on the page.

Figure 4.4: Example of mean (µ ) and standard deviation (σ ) values of two
CC bounding box regions. For the letter “ N” , µ , σ = [167, 84] and for the
eyebrow µ , σ = [110, 57].

4.3.4 Text line generation

As already mentioned Section 3.2, the gap between text component (e.g. letter or
attached letters, word) and text lines can vary significantly. Here we use the same
method as presented in Section 3.2 to group text component into text lines considering
only the text height (or width for vertical text).

4.3.5 Text recognition

Automatic text recognition has been studied for many years, today OCR systems are
very efficient for standard fonts but not optimized for comics fonts which are mostly
handwritten. The principal interest of text recognition is the ability of searching
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images by using keywords which opens up many applications (Section 2.2.3). Text
recognition applied to comics is really challenging because it includes most of the
difficulties from text recognition in document analysis domain if we consider all the
type of text that composed the comics. The difficulties are due to typewritten, hand-
written or free-form text in uniform or complex background including image noise,
text deformation and overlapping (Figure 4.5). Note that the text is mainly written
in upper case for Latin scripts in comics which reduce the complexity of recognition.

Figure 4.5: Examples of text lines from comics images.

Text recognition for comics requires an extensive work to be addressed properly,
which is out of the scope of this thesis work. Even if standard OCR recognition rate
is not yet acceptable yet for full-text based application in comics, they can help at
separating text/non text regions.

We pass each text line candidate through an OCR system to validate its content.
The validation criterion is that the OCR recognize at least one alphabetical symbol
within the candidate region, else it is rejected. The text line are composed by 12
characters in average which give a good chances to OCR to recognize at least one of
them (Section 6.1.1).

4.4 Balloon extraction and classification

In this section we present a method for pixel level balloon extraction and for balloon
classification. Balloon extraction does not require previous text extraction unlike the
method presented Section 3.3.1 but uses a careful analysis of the region content (e.g.
similarities, spacial organisation) to predict which are most likely balloon regions.
Balloon contour and shape information differences are presented and a contour-based
classification method is detailed for “ smooth” , “ wavy” and “ spiky” classes that may
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correspond to “ dialogue” , “ thought” and “ exclamation” in a higher level context
(Chapter 5).

4.4.1 Balloon segmentation

From the reviewed methods Section 2.2.2, we can see that the text position often help
in the localization and then segmentation of speech balloons. The issue in relying on
text extraction is that we become dependent of its performance. The text extraction in
comics images is still a challenging problem (Section 4.3), it is a very hard assumption
to assume the text extraction will work perfectly. Instead of relaying on the text
detection we propose to keep both processes independent in order to avoid errors
of propagation. In a similar way, Arai’ s method [7] does not use text position but
connected component filtering based on heuristics (fixed thresholds for binary image
segmentation, blob size, number of white pixels, number of contained straight lines
and width to length ratio). We propose a more adaptive method in order to handle
various comics styles (e.g. colour, B&W), image formats (e.g. A4, A5, portrait,
landscape) and digitization variations (e.g. scanning device, camera capture).

The use of fixed thresholds for the segmentation process such as [7], is a strong
assumption about the image background nature. It only works for comics from the
same style and digitized under the same light condition. We propose to relax the
constraint by using Otsu’ s threshold selection method [126] to make a global binary
segmentation of the grey-scale image. The binary segmentation creates a lot of small
connected components on textured images, we prune it by removing the connected
components that are classified as “ noise” by the algorithm presented Section 3.2.
We extract connected components from the binary image and analyse their parent-
child relationship to make a first selection of candidate components and then analyse
the spatial organisation of the set of children CH = { ch1, ch2, ..., chn } to compute
a confidence value for each parent P = { p1, p2, ..., pm } that serve as final filtering
criterion (Figure 4.6).

Figure 4.6: Balloon extraction process. Original image, binary segmenta-
tion, contour detection (connected components) and result mask from left to
right. Image credits: [115].
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We assume that a balloon has a minimum of children minNbChildren which are
horizontally or vertically aligned and centred inside the balloon region (property of
text). The percentage of alignment align is computed for each child chi considering
CHA(chi) the subset of children that are aligned to chi (Equation 4.1).

align(chi) =
| CHA(chi)|

n
(4.1)

where | CHA(chi)| is the number of aligned children and n the total number of chil-
dren.

For instance, if we consider two children E and F , they are considered as aligned
(vertically) if the following conditions are verified centroidFx ∈[minEx,maxEx] and
centroidEx ∈[minFx,maxFx] where minx and maxx are the left and right limits on
the horizontal axis. The child F is also considered to be aligned (horizontally) to E
by changing x to y which become the top and bottom bounding box limits.

We use the difference of alignment between the balloon candidate and its children
as a clue about its probability of being a real balloon in image. This is similar to
the text dependent balloon extraction method presented Section 3.2. The difference
is that here we have no idea about the nature of the children (not detected as text
before). This independent balloon extraction method can be seen as an “ intelligent”
balloon extractor that embeds a part of the domain knowledge related to text (bal-
loons are expected to contain text). The difference of alignment is computed for the
horizontal (dx) and the vertical (dy) axis from the Euclidean distance between the
parent and children hull centroids (Figure 4.7).

Figure 4.7: Horizontal and vertical alignment measurement between the
centroids of the balloon (dark cross) and the children hull (clear cross). The
children hull is the grey region included in the balloon.

Both differences dx and dy are normalized between zero and one as a percentage
of the balloon (parent) width and height respectively. The average of the alignments,
align, dx and dy gives a confidence value for each candidate of P (Formula 4.2).

Cballoon =
1

3
∗
(
align+ dx + dy

)
(4.2)

The confidence value is used for balloon and non balloon decision (Section 6.6).
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Tail detection is not treated as an independent extraction because it is part of
balloons and never appears without being related to a regular or implicit balloon.
Please refer to Section 3.4 for more detail about tail detection.

4.4.2 Balloon classi�cation

Speech balloon classi�cation is a real challenge if we consider a lot of di�erent comics
styles. First, each author has his own representation of the speech sounds. Second, the
reader interpretation is subjective (each balloon style is interpreted in comparison to
the already read balloon styles). For those reasons, it is really hard to directly de�ne
the purpose (e.g. dialogue, thought and exclamation) of a speech balloon without
knowing its context in the story. In fact, the context is de�ned by both graphic (e.g.
other strokes, protagonists personality) and textual (e.g. vocabulary, punctuation)
elements. For instance, Figure 4.8 shows six di�erent speech balloon comics styles
where we can note the di�culty to assign one class for each balloon without knowing
others balloon shapes and reading the contained text.

The input of the proposed method is a pixel-level balloon contour detection, such
as proposed in Sections 3.3.1 and 4.4.

The shape and the contour of a balloon contain di�erent type of information. The
shape (e.g. rectangle, square, circle, oval) does not provide a lot of information about
how the text is spoken, it is more related to the style of the comics and the structure
of the panel. However, the contour contains the speech tone information according
to the di�erent patterns which are along the boundary of the balloon.

Shape/contour separation

As introduced in Section 2.2.2, the discriminant information for speech balloon clas-
si�cation is not provided by the global shape but by the contour variations.

First, we propose to represent the speech balloon as a time series (one dimensional
signal over 360�) which corresponds to the distance in number of pixels between the
balloon barycentre and the contour points.

Second, we perform a shape/contour separation to be able to analyse only the
contour variation. Note that the consideration or not of tail region has an impact on
the �nal classi�cation (Section 6.7). We approximate the global shape s by smoothing
the original signal o using a sliding window of size M and subtracting the result from
the original signal to preserve only the contour information c independently from the
shape: c = o�s. The smoothed contour s is a centred local average of o (Formula 4.3).
Examples are given Figure 4.9.

s(o) =
1

M
�

+M/2X
�M/2

o (4.3)
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Figure 4.8: Examples of speech balloons from 6 comics albums (rows) that
represent 3 different expressions (columns).

Contour description

Contour description encodes the contour variations relatively to the balloons size in
order to be invariant to page format and definition.

The level of variation can be computed from different features, the main difficulty
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Figure 4.9: Balloon detection, time series representation and shape/contour
separation. Left column represents balloon detection with the barycentre
(white star) and the starting point (top left half square). Middle column
represents the distance between the barycentre and the balloon boundary
over 360◦(clockwise) where the original signal o is in blue and the smoothed
signal s in red. Right column is the difference between s and o.

is to be invariant to the comics drawing diversity. In this study, we describe the
contour signal c by using a variance-based two dimensional descriptor, more precisely
the standard deviation σ . The variance or the standard deviation have the advantage
to be simple and generic at describing any data distribution by measuring the data
dispersion which is what we need if we aim at measuring the difference of dispersion
between the original and the smoothed contours. In order to be invariant to the image
definition and scale, we normalize each feature of the descriptor by the original signal
average ō (average radius).

The first dimension aims to differentiate contours which have high variations
(“ spiky” type) from the others (“ wavy” and “ smooth” types). The second dimension
aims to discriminate “ wavy” and “ smooth” types according to the standard deviation
of the superior and inferior signal part from the average c̄. For instance, if a contour
has a higher standard deviation in the below signal part than the above signal part
(according to the average c̄) then the contour has more peaks in the direction of its
barycentre than the opposite, which is not a characteristic of the “ smooth” type but
“ wavy” .
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The first feature f1 consists in measuring the standard deviation σ c of the contour
signal c normalized by the original signal average ō (Formula 4.4).

f1 =
σ c
ō

(4.4)

where f1 is the feature one, σ c the contour standard deviation normalized by ō the
average of the signal o.

In order to measure the second feature f2, we split the contour signal c in two
signals cpos and cneg which correspond to the signal parts that are strictly above
and below the average c̄ (Figure 4.10) and then we measure the standard deviation
differences (Formula 4.5).

f2 =
σneg − σ pos

ō
(4.5)

where f2 is the feature two, σ pos and σneg are the standard deviations of the signals
cpos and cneg respectively. The difference is normalized by ō.

Figure 4.10: Contour signal decomposition. Left part is the concerned
speech balloon, middle part is its contour profile and right part is the pos-
itive and negative decomposition according to the contour average c̄. Both
signal have not the same length because we ignore values that are equal to
the average value c̄ in order to not bias the standard deviation.

Contour classification

Contour classification is performed according to the selected contour descriptor (Sec-
tion 4.4.2) by using a naive Bayesian Classifier [118]. This classifier has been chosen
because it requires a small amount of training data. Let a label set L = (l1, l2, l3)
represent the three contour classes “ smooth” , “ wavy” and “ spiky” . Given a new un-
labelled contour c described by its descriptor D = (f1, f2), the naive Bayes approach
assigns D to a class lMAP as follow:
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lMAP = argmaxlP (ljD) = argmaxl

P (l)P (Djl)
P (D)

= argmaxlP (l)P (Djl) (4.6)

where P (l) is the a priori probability of class l and P (Djl) is the conditional proba-
bility of a given descriptor D to be in the class l. This conditional probability follows
a Gaussian distribution for which we learn the parameters during the training step.

4.5 Comic character spotting

Human detection in computer vision �eld is an active �eld of research. Extending
this to human-like drawings such as the main characters in comic book stories is not
trivial. The detection of the main comic characters is an essential step towards a fully
automatic comic book understanding. This section presents a colour-based approach
for comic character spotting using content-based drawing retrieval and colour palette
descriptor.

In this section we detail how to localize comic characters in all pages of a given
album. We aim at detecting the apparitions of a comic characters (non-rigid object)
with a minimum of user interaction. This is a content based image retrieval problem
where the result highly depends on the quality of the given example, that should be
noise free (no background, target only). A close up view of comics drawings shows
that the most invariant information between texture, shape and colour is the colour
information. We believe that this feature is the only information which is invariant
to scale, object deformation, translation and rotation transformations which are very
frequent in comics. The typical drawback of using colour features is that they are
sensitive to illumination and contrast variations. This is an important issue for natural
images but not for hand drawings if they are drawn and digitized under the same
conditions.

For all those reasons we based our method on colour information only. Given a
comic page, we �rst ask the user about the position of one object example and then
we perform an exhaustive search in all the pages of the same album or collection.

The proposed method can be summarized as follows (for a given comic book) :

• Compute and apply a reduced colour palette to all pages

• Get the object colours from input query

• Compute the query descriptor

• Retrieve similar objects

The retrieval (search) step can be extended to other albums from the same col-
lection (similar comic characters).
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4.5.1 Colour quantization

Once the user has highlighted the query region, we reduce the number of colours of
all the images of the album (including the query region) according to a colour palette
Pc. Colour reduction or quantization generally involves two steps. The �rst step is
to choose a proper colour palette and the second step is to reconstruct an image by
replacing original colours with the most similar colour from the palette.

Before quantizing the image colours, we smooth the image in order to reduce the
impact of printed dithering e�ects that sometimes appear during the printing and
scanning process, in order to obtain 
at colours. We use a state of the art method
for image smoothing that as shown very good results for cartooni�cation and image
compression denoising [182]. An alternative can be used for halftoned colour print
scanned at high resolution and dithering [80] (Figure 4.11).

We use K-means clustering method for colour quantization into N colours in
order to compute a palette of N colours representative of the image content. The
number of colour/cluster can vary according to the type of image (e.g. 
at, realistic,
watercolour), we �xed N = 256 because comics are generally colourful drawings that
contain a limited number of colour, N = 64 or N = 32 can also be used in most of
the cases (Figure 4.11). Then we create a quantized image where each pixel colour
corresponds to the colour of the closest cluster centre. The selection of the closest
centre is performed by comparing the original colour of the pixel with the three
channels (RGB) of each cluster centre. This process should be applied to the full
album in order to insure that the colours will be identical from one page to another.
This limited amount of colours allows to describe and retrieve the object with only
few representative colours.

4.5.2 Input query

A minimal user interaction is necessary to tell the system what to retrieve in the
album or collection. We only ask the user to give information about the object's
colours by selecting few pixels from the query object. We propose to use a pointing
device (e.g. mouse, �nger on touchscreen) to click, drag and release over the object
colours and make the selection of pixels (Figure 4.12). This selection can be assisted
using a scribble-based tool [183].

4.5.3 Query descriptor

The query descriptor we use is a non ordered colour vector that contains the infor-
mation of presence of certain colours in the query (D ∩ Pc). It is not composed by
spatial or quantitative information (e.g. region positions, number of pixels) because
these parameters are not scale and deformation invariant.

The colour subset D is composed by the N colours the most represented in the
query region and that are the most discriminating in the image or collection. We
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Figure 4.11: Colour image smoothing and quantization effects for comic
character extraction. From left to right columns: original image, smooth-
ing [182] and k-means clustering (N = 32). Image credits: [34, 71,86,98].

define two metrics for each colour of the query region in order to determinate which
ones will be used for the query description. The first metric L1c corresponds to the
number of pixels of a colour c in the query region (colour histogram Figure 4.13) and
the second one L2c, the discriminability level of the colour c in the whole image.

The discriminability level can be formalized as a TF-IDF [22] (Term Frequency -
Inverse Document Frequency) numerical statistics that allows us to identify the im-
portance weights of the different colour values in the query image. In our application,
the term frequency (tf) corresponds to the ratio of pixels of a particular hue value hi
in the set of hue values that compose the query region qH = { h0, h1, ..., hn } . The in-
verse document frequency (idf) corresponds, for a given hue value hi, to the logarithm
of the total number of pixels in the image | p| (corpus) over the number of pixels of
hue value hi in the image | p| ∪| hi | . The score for each hue value hi in qH corresponds
to L2ci = tfi ∗idfi and the N hue values that have the N highest scores are used as
colour descriptor of the query region D = { h0, h1, ..., hN } . See Equations 4.7 and 4.8.
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Figure 4.12: Examples of comic character colour selection using a pointing
device (click, drag and release). Selected pixels are highlighted in red, they
constitute the query given by the user. Image credits: [34, 86,115,133].

tf =
nbP ixelMatchInQuery

nbP ixInQuery
(4.7)

idf = log
nbP ixInImage

nbP ixelMatchInImage
(4.8)

The discriminability level L2c allows us to ignore colours that are dominant both
in the query region and in the rest of the image. For instance, black and white colours
are often in the query region but also in many contour and background regions which
will not help the retrieval process if we include them in the query description (they
are not discriminant colours).

Each value of L1c and L2c are normalized as a percentage between 0 and 1, the
score for each colour is the average of both term: Score(c) = 1/2 ∗(L1c + L2c)
(Figure 4.13).

4.5.4 Object retrieval

Comics have a particular structure that allows different approaches for object re-
trieval. An interesting point is that a same instances of objects often appears in
different panels and therefore several times in each page of the album.

First, for a given page, we consider each colour value in the descriptor and com-
pute the corresponding colour mask (Figure 4.14). Second we find the object position
in each pages by using a sliding window approach at different window sizes and for
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Figure 4.13: The left part represents a query example after the colour reduc-
tion process and its original image. Top-right part shows the colour histogram
of the 6 first colours with the highest number of pixels in the query as a per-
centage from the total number of pixels in the query (L1). Middle-right figure
represents the corresponding discriminability level for each colour according
the other pixel in the page. Bottom-right figure represents the corresponding
query descriptor of N = 3 colours. Image credits: [86].

each mask. The window sizes are defined according to the user query size (maximum
between the query width or height) which gives an information about the definition
of the document S = { s0, s1, ..., sn } in order to retrieve the object at different scales.
Each window position is computed with 50% percent overlapping with its four neigh-
bouring windows.

We define the detection confidence Cwi
according to the number of identical

colours between the query descriptor D and each sliding window position W =
{ w0, w1, ..., wn } (Equation. 4.9). This is equal to the cardinality of the intersection
between the two colour sets D ∩wi. The confidence is maximal when all the colours
in the query descriptor are contained by the window (high probability of the object
to be at this location). The confidence Cwi

is defined as follow:

Cwi =
| D |

| D ∩wi |
(4.9)

where Cwi is the confidence value for the region wi, | D | the cardinality of the colour
set D and | D ∩wi | the cardinality (number of elements) of the intersection between
D and wi .
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Figure 4.14: Example of colour mask corresponding to the 5 first colours in
the top histogram of Figure 4.13. Image credits: [86].

The confidence value is compared to a threshold value T to decide whether the
detection is correct or not. See detection part of Algorithm 2. The threshold T is dis-
cussed Section 6.9. By using a multi-scale approach, a same region may be detected
at different scales. In order to keep only the smallest region that includes a minimal
amount of background information, we compute a score p for each detected regions,
which is the percentage of pixel that are of a colour from the descriptor. A post pro-
cessing step removes multiple object detections by keeping only the regions (windows)
that are not overlapped by other regions with a higher score p (best detected). See
filtering part of Algorithm 2 and the illustration Figure 4.15.
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Algorithm 2 Object retrieval

//Detection
for each s in S do

for each w in W do
if C(w) >= T then

add w to the detected region list R
end if

end for
end for

//Filtering
for each r in R do

if r does not overlap better detected region then
r is a candidate region

end if
end for

Figure 4.15: Multi-scale spotting example. The left image shows the detec-
tions at different scales, the colouration depends on to the p value, blue to
red for low to high. The right side image shows the remaining best detection
after the filtering step. Image credits: [34].

4.6 Conclusions

In this chapter we have proposed independent extraction methods for panel, text,
balloon and comic characters.

The panel extraction method is simple, fast and efficient for comics layout that
have disconnected panels as the method relies on outermost contour analysis. This
method is experimented Section 6.3. The proposed approach for text extraction
consists in an adapted bi-level segmentation followed by a filtering process of three
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steps based on contrast, topology and local similarities to classify the connected-
components as graphics or text region. A �nal text line level veri�cation valid the
textual content of the candidate regions using an OCR system. The method does not
requires previous knowledge about the image content unlike the sequential approach
proposed Section 3.2 that is implicitly linked to the panel regions. This method is
experimented Section 6.4.

Independent balloon extraction and classi�cation methods have been presented.
The balloon extractor relies on topological and spatial relations similarly to the text
extraction method. In fact, balloon and text extractions are often correlated in the
literature as well because those regions are often associated to convey most of the
textual information of comics. As mentioned earlier, tail detection without previous
balloon segmentation makes no sense because it is a speci�c region of the balloon
contour. This method is experimented Section 6.6. Unsupervised comic characters
extraction is a real challenge, here we proposed a user-de�ned query-based approach
but it can be replaced by a comic character region of interest, automatically computed
from surrounding information (context) (Section 3.5). In each extraction process, we
strive to produce indicators of con�dence, conscious that it could be useful for a higher
level processing system such as that presented in the next chapter.

In the next chapter, a high level approach for understanding the image content
and its semantic is presented. We propose a model to embed the domain knowledge
of both comic books and image processing. This model allows consistency analysis of
extracted information and inference of the relations between all the extracted elements
such as the reading order, the type of text (e.g. spoken, onomatopoeic, illustrative)
and the positions of the speaking characters.



Chapter 5

Knowledge-driven analysis

In this chapter we address the problem of understanding comics by automatically im-
proving the consistency of the extracted elements according to the domain knowledge
and by inferring new information and launching further processing iteratively. De-
tecting these elements and establishing their relationship is crucial towards complete
comics understanding. Low level and high level information is used in a comple-
mentary and unsupervised way, to progressively identify the di�erent elements of a
digitized comic book image and theirs semantic relations.

5.1 Introduction

Document image analysis is an active �eld of research which can attain a complete
understanding of the semantics of a given document. One example of the document
understanding process is enabling a computer to understand a comic strip story. In
this chapter we propose a knowledge-driven system that can interact with bottom-up
and top-down information to progressively understand the content of a document at
a semantic level (Figure 5.1).
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Figure 5.1: Example of semantic information understanding. The left panel
P0 represents a comics character labelled as C0 saying the content of balloon
B0 to another character labelled as C1. In the right panel P1, the character
C1 is saying B1 to C0. Image credits: [36].
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The proposed framework is based on interactions between low and high level
processing in order to reduce the challenging semantic gap. Low level image content
extractors provide a set of regions that feeds a knowledge base. The knowledge base is
associated with properties and constraints that form an ontology. An expert system
uses the ontology to assert the relations between regions and an inference engine to
deduct new information in order to perform further image processing. Note that in
the rest of this chapter \character" is used in the sense of actor or protagonist of the
comics, not as a piece of text. The main di�culty is to extract but also to model the
diversity of styles, format, de�nition and the di�erences between design and printing
techniques (Figure 5.2).

Figure 5.2: Examples of comic panels that re
ect the diversity of comics.

This work is the result of an extensive collaboration with Cl�ement Gu�erin, a Ph.D.
student working on data mining applied to comic book contents. All the details about
the knowledge models, inference engine and the interactions between the elements can
be found in his thesis [57].

5.2 Proposed models

In this section we introduce the ontologies developed for automatic analysis of comics.
First, we present a �rst ontology formalising the concepts related to image processing,
data type, the inputs and outputs. Secondly, we conceptualise the �eld of comic
books oriented to digital image analysis. Finally, we explain how these ontologies
communicate with each other, so they can be used together.
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5.2.1 Image processing domain

We initially developed a model formalizing the primitive notions of image processing.
This model does not deliberately includes any generic concept for comics in order to
be used in other areas related to document analysis systems. It provides support for
structuring data from image processing algorithms for subsequent semantic enrich-
ment. The data produced by such algorithms are generally limited to spatial data,
lines, areas, which we will reference under the unique term of regions of interest or
ROI (Region Of Interest) later in this document. They are de�ned by their Carte-
sian coordinates in the orthonormal image from which they are extracted. From this
coarse analysis, we de�ne the �rst two concepts of our model: Image and ROI. Then,
a third concept called Extractor is create to represent the low level algorithms that
are getting the ROI from the image pixels. Figure 5.3 shows a visual representation
of these concepts altogether.

Image

ROI

hasImage

Extractor

hasExtractor

hasCoordinates: string

attribute

roiType: string

attribute

Figure 5.3: A representation of the image model involved in the expert
system. Concepts are represented by the oval-shaped items, the arrows are the
object properties linking them to each other. The dashed rectangles contain
the data properties of the concepts they are attached to.

Image concept The concept of Image models the notion of image as a digital
object, the input material for image processing systems. This is the most general
concept from which are derived the other concepts of our ontology. An image process-
ing algorithm works by directly manipulating the pixels of the image, its elementary
components. It can analyse the pixels independently, or grouped in sets of pixels
but, in the end, the value and the intensity of each pixel have their importance in
the analysis process, and can a�ect the output results. Note that for two visually
similar images, the individual value of each pixel can vary greatly from one image to
another (e.g. high de�nition, quantization, dithering). Furthermore, the encoding of
the visual information in each pixel also varies depending on the image format and
the degree of compression applied. It is important to integrate these information into
the model as they de�ne the context of the processing tools. They greatly help the
understanding of the result quality.
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Region Of Interest concept The concept ROI derives from the concept Image
(a region of interest is part of an image). This concept formalises the notion of region
of interest as perceived by the image analysis. It is composed of connected pixels
with visual features corresponding to a certain class of desired visual objects. The
fact that a region of interest is a two-dimensional surface, allows us to represent ROIs
as polygons.

Region extractor concept A region of interest identi�ed by an algorithm of
image segmentation corresponds to the proposal by the latter of a spatial area of the
image containing one of the elements that the extractor is designed to detect. This
region can actually contain an element of this type or contain anything else (false
alarm). The accuracy of the segmentation algorithm is dependent on the character-
istics of the image, the complexity of the region to extract and of course the quality
of its implementation. Regions of interest are produced only as proposals requesting
to be checked.

We call such image analysis systems Extractors later in this document. The notion
of extractor is incorporated into our model as Extractor. Linked to the ROI concept, it
expresses a close connection between the image processing algorithm and the regions
of interest that are produced from an image with given characteristics (Figure 5.3).
This set of concepts provides an initial framework for the integration of a ROI in a
more complete system where it will have to interact with other entities. A region of
interest from an image is produced by a single extractor.

5.2.2 Comics domain

We present in this section a conceptualization of the comics domain and its ontological
formalisation. This conceptualisation has been designed keeping in mind the purpose
of use in the context of image analysis. See Cl�ement Gu�erin' thesis for its adaptation
to other applications [57].

Album and pages As seen Section 1.1, a comic book page is de�ned as a series
of images conveying a message. These images are spatially juxtaposed in a plane that
is called page or board. In classical comic strips, a story is told through an ordered
succession of pages. These are represented by the printed pages grouped in an album,
which can be from a collection telling a larger story. The webcomics also make use
of pages, materialised by digital images. In the case of printed comics, a page may
extend over one or two pages, rarely more. A webcomic page is always represented
by a single image.

The �rst two concepts are introduced as Comic and Page. These two concepts
are related by the property hasPage. A page is only part of one album.

Bibliographic information of each album are represented by attributes associated
to the concept Comic. The album title, the collection (if it exists), its authors, date
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of publication and ISBN can be given via the corresponding attributes. The reading
direction (left to right or right to left) may be indicated through a boolean attribute
called right2Left.

Figure 5.4: Concepts Comic and Page with their corresponding relations
and attributes.

Page content We consider that a page consists of panels, which contain drawings
such as comic characters and speech balloons. We initially chose to focus on the
relationship between these two types of content. The consideration of other elements
is beyond the scope of this work, although, extracting relevant terms from WordNet
might be interesting as well [187]. Balloons contain text lines, embodying the words
of the comic characters and the narration of the story.

Panels are represented by the concept Panel with the attribute hasRank which
indicates the reading order in the corresponding page.

Balloons or phylacteries, whether they are spoken, thought or narrated, are rep-
resented by the concept Balloon. In a similar manner to panels, the balloons must
be read in a appropriate order de�ned by their spatial position in their correspond-
ing panel. We consider attached and not overlapped panel because, according to the
comic book styles, the balloons are not necessarily spatially positioned within a panel.
Sometimes they are slightly outside or straddle several panels. Instead, each panel
illustrates one action taking place at a �xed time. Balloons are an integral part of the
staging and are attached to a given panel, independently from their relative position
to this panel. Their position in the reading order of a panel is de�ned by the attribute
hasRank and the property hasNextBalloon binds balloons together.

The balloon tail is represented as the concept Tail, and its direction by the at-
tribute hasDirection. A balloon may be related to several tails through the property
hasTail.

Text lines a designed by the concept TextLine. They are grouped inside balloons
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with a reading order from top to bottom. Similarly to panels and balloons concepts,
the attribute hasRank indicates their position in the reading order inside the balloon
through the property hasNextTextLine. Text transcription is stored via the attribute
hasText.

The concepts Panel, Balloon, Tail, TextLine and Character are disjoint, each
element can only be an instance of one of them. Figure 5.5 illustrates the addition of
these concepts to the ontology.

Figure 5.5: Integration of concepts Panel, Balloon, Tail, TextLine and Char-
acter to the initial model Figure 5.4.

Several properties are introduced into our ontology to represent the links between
the various components of a panel. A panel being relative to the page, the property
hasPanel binds an instance of Page to an instance of Panel.

Properties hasBalloon and hasCharacter are formally de�ned and represents the
existing membership between, on one hand, a box and, on the other hand, an instance
of Balloon and Character. The property hasTextLine represents the link between a
text line and a balloon.



5.2. Proposed models 67

Specialisation of the content The semantic level of the presented concepts
remains at a degree of granularity quite rude, here we present how to re�ne them.
Balloons might be categorized into two subsets according to their relation to comics
character or not. On one hand the balloons emitted by characters (spoken or thoughts)
or elements of the scene (radio, television, etc.), and on the other hand, narrative bal-
loons. The shape of the speech balloon varies from one author to another. One feature
which seems to be a consensus to discriminate narrative balloons from others, is the
presence or not of a tail pointing to the source of the sound. Concepts SpeechBalloon
and NarrativeBalloon are introduced to represent balloons equipped with a tail or not
respectively.

The semantic of text lines in these newly specialised balloons can then be re�ned
accordingly. Some text lines are carrying elements of speech, while others are for sto-
rytelling. The two corresponding concepts are SpokenTextLine and NarrativeTextLine
respectively. They are simply de�ned as text lines belonging to an instance of Speech-
Balloon or NarrativeBalloon.

Speech balloons are usually issued by a character present in the panel. The link
between a character and a speech balloon is expressed through the property says,
whose domain Character and range SpeechBalloon. The concept Speaker represents a
character which is emitting a speech balloon.

Figure 5.6 illustrates the relations de introduced for the concepts Balloon, TextLine
et Character.

Figure 5.6: Speci�cation of concepts Character, Balloon and TextLine

5.2.3 Model interactions

In this section we present the interactions between the image and comics ontologies so
that they can communicate and combine their reasoning capabilities. We call Oimage

and Ocomics the ontologies of image and comics respectively presented Sections 5.2.1
and 5.2.2.
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Figure 5.7 illustrates the interactions between the ontologies.

Figure 5.7: Interaction between the two ontologies.

The image and comics models are linked through two bridges. First, the Im-
age concept from Oimage and the Page concept from Ocomics are made equivalent.
This ensures that all extracted content related to an image are equally related to a
corresponding page in the comics domain Page � Image.

Second, the classes Cl = fPanel, Balloon, Tail, TextLine, Characterg are de-
�ned as equivalent to the corresponding set of regions of interest roiType = fpanels,
balloons, tail, textlines, charactersg (Equation 5.1).

Cli � ROI and (hasExtractor some (roiType value Sri)) (5.1)

5.3 Expert system for contextual analysis

In this section we refer to the algorithmic part related to image processing as low
level processing. The proposed system composed by the developed ontologies and an
inference engine (high level processing) is called expert system for clarity. A dynamic
communication is maintained between low and high level processing of the overall
analysis system, this section will detail its operation.

5.3.1 Interactions between low and high level processing

We consider the ontologies Oimage and Ocomics developed as integral parts of an
expert system that provides an interpretation framework for low level image content.
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The purpose of the expert system is to interact with the low level iteratively in order
to progressively understand the content of an image, moving from simple to more
complex elements. This approach is similar to [143] except that in our case the
de�nition of the complex object is not a composition of simple objects but context-
driven.

The expert system, represented by the diagram in Figure 5.8, includes both on-
tologies forming our knowledge base. This knowledge base, once populated by data
from the low-level system, is queried by an inference engine (e.g. Racer [59]] or Pel-
let [150]) to extract logical conclusions, depending on the data and their consistency
compared to the formalised knowledge.

These logical conclusions may include a validation of extracted elements, rejection
or creation of elements referred to the image processing system.

  EXPERT SYSTEM

OUTPUT

VALIDATED

RESULTS

LOW-LEVEL

EXTRACTION ALGORITHMS

INFERENCE

ENGINE

KNOWLEDGE 

BASE

IMAGE MODEL

COMICS MODEL

TEMPORARY

RESULTS

Figure 5.8: Generic representation of the expert system and the relationship
between knowledge base, the inference engine and the low-level algorithms.

The low level algorithms have been designed to extract speci�c information from
the whole image or a speci�c region. Low and high level systems interact in a loop
to feed the knowledge base until there is a complete and consistent understanding of
the document, according to the knowledge domain. Figure 5.9 illustrates this loop
interacting between the two level of information.

In step 1, the low level system propose to the expert system assumptions about
a �rst set of segmented regions in the image. These regions are labelled according
to their supposed type according to the extractor (panel, balloon, text, etc.). In the
second step, the expert system evaluates these assumptions, valid correct ones and
delete others. In the third step, new information are inferred from valid assumptions,
put in perspective of the domain knowledge. These are referred to the corresponding
low level extractor that will use them, during the following iteration, to extract more
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Step 1:
formulate hypothesis

Step 3:
infer new information

Step 2:
 validate hypothesis

Figure 5.9: Process loop of the framework.

complex elements such as the comic characters. This loop can be run as many times
as new information is discovered.

5.3.2 Constrains for the low level extractions

In our model, knowledge is modelled though the categorization of each element com-
posing a page, combined with a set of topological relation with these elements. In our
context, the elements that compose a given image I are panels P , balloons B, tails
Q, text T and characters C, as well as the set of topological and semantic relations
between them. Because comics, as an art form, do not follow any strict speci�cations
it is really hard to build a perfect model which is valid for all kinds of comics. There
are some instances of comic books without balloons or without panels. If webcomics
are also considered, then a comic is not even necessarily composed of pages. A model
that would be true for every type of comic book would be too general to be of any
use in this work. Instead we de�ne a general comic book model with more con-
strained properties that represent a large subset of comics (Franco-Belgian, Japanese
and American). The main advantage is that it can be adapted to any kind of docu-
ment images by de�ning properties according to the application domain. We de�ne
the general properties of comics as follows:

• A panel P is related to one and only one comics page

• A balloon B is related to one and only one panel

• A character C is related to one and only one panel

• A text line T is related to one and only one balloon B

Despite the fact that authors are entirely free in their layout choices, they follow
few conventions widely adopted by comic book' authors in order to avoid the reader
to be confused [43, 83]. The depicted elements and their place in the layout must be
clearly identi�able at �rst sight, meaning, for instance, that balloons and characters
should be included inside panels. Whereas one can �nd some instances of balloons
breaking out of their frame, these are usually kept to a minimum.

Therefore, the term \related" refers to the situation where an object is overlapped
(a fortiori, contained) by another over a significant proportion of its surface. In the
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case of multiple intersections, only the smallest container is considered. When the
element is fully contained in several other items, the smallest container is consequently
the direct container (e.g. a text line must be considered as being included inside a
balloon before being included inside the panel containing that balloon).

5.4 Processing sequence

The expert system asserts the extraction of simple elements such as panels, text,
balloons and tails in order to infer speech balloons before searching for more complex
elements (e.g. comic book characters) based on the context de�ned by the simple
elements and their relations. This can be demonstrated with the �rst two iterations
of the process loop (Figure 5.9).

The �rst iteration treats simple elements such as panels, balloons and text lines.
They are called simple because they have a relatively regular structure. During the
second iteration of the process loop, the detection of the comic characters, more
complex in their visual diversity is discussed.

The di�erent stages of the process are illustrated through the couple of panels
presented in Figure 5.10.

Figure 5.10: Original panels used to illustrate the di�erent stages of the
processing sequence. Image credits: [128].

5.4.1 Simple element extraction

Iteration 1 - step 1 (hypothesis) The initial extraction of panels, text and
balloons feeds the knowledge base. All the elements are extracted independently using
the method proposed Chapter 4. All these elements are assumptions to be validated
by the expert system. In Figure 5.11, dashed elements represent the initial hypotheses
and each colour a result from a di�erent extractor. Note that extraction errors can
take place at this stage which the system can recover from at a later stage.
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Figure 5.11: Initial hypothesis (dashed elements) about the content of a
given image I after the initial extractions of panels P , text T and balloons B
with tails Q.

Iteration 1 - step 2 (validation) At the second step, the hypotheses proposed
by the low level system are compared to the constraints formalized in the ontology.
The extracted regions are first categorized as panels, balloons and text lines thanks
to the rules presented in Section 5.2.3, interpreted by the inference engine. Then each
element e is linked to its direct container E. This is selected from the set of extracted
regions as described in Section 5.3.2. If the system is unable to find a container for
an element e from the set of extracted regions, the page is then considered as the
container of e.

In order to validate the assumption of all the elements in E, they are simply
considered as instances of the concept ROI i. We voluntarily do not take into account
of their class in the ontology Obd. This has for effect to introduce inconsistencies
between the type of container and the domain of a property resulting from hasContent,
making the model inconsistent. These inconsistencies allow to highlighting possible
errors made during the low-level processing. The inference engine is stated again on
the ontology and inconsistencies are treated one after the other.

In this work, we focused on optimizing the reliability of the results. We have
chosen to focus on increasing the extraction precision rather than completeness by
deleting the elements that did not fit the proposed model. The detection of mis-
classified elements (e.g panel actually being a balloon) and the proposition of missed
elements (e.g. a missed balloon around a group of text lines) are both short term
perspectives of this work. For the time being, our system can handled, without being
limited to, the following inconsistencies:

• A page (p) contains a balloon (b), a text line (t): b or t is deleted.

• A panel (p1) contains a panel (p2) or a text line (t): p2 or t is deleted.

• A balloon (b) contains a panel (p): if p contains some balloons and b does
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not contain any text lines, b is deleted, otherwise, p is deleted.

• A balloon (b1) contains a balloon (b2): if b1 does not contain any line
then b1 is deleted, otherwise b2 is deleted.

• A text line (t) contains a panel (p): if p does not contain any balloon then
p is deleted, otherwise t is deleted.

• A text line (t) contains a balloon (b): if b does not contain any text line
then b is deleted, otherwise t is deleted.

• A text line (t1) contains a text line (t2): if t1 contains other lines then
t1 is deleted, otherwise t2 is deleted.

The term “ related” refers to the relation of membership of an element to another,
as described in Section 5.3.2. Figure 5.12 illustrates the current organisation of the
extracted elements. They have been structured according to the model definition
Section 5.2.2. Validated elements are illustrated in solid lines while other still dashed.
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Figure 5.12: Validation of the hypothesis using the constraints of the knowl-
edge base. Valid elements have a solid border.

Iteration 1 - step 3 (inference) At this step of the first iteration, the incon-
sistencies have been resolved and the remaining elements are in accordance with our
model. They are organized in the hierarchy of concepts in Ocomics. The ontology be-
ing consistent, the inference engine is able to classify instances of Balloon and TextLine
into SpeechBalloon, NarrativeBalloon, SpokenTextLine and NarratedTextLine accord-
ing to their properties and constraints. The classification of the region instances is
shown Figure 5.13.

5.4.2 Complex element extraction

This is the beginning of the second iteration of the process (Figure 5.9) where we
focus on more complex elements such as the comic characters. At this point, the
expert system has some information about the content of the page from the analysis
carried out during the first iteration.
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Figure 5.13: Inference of the the speech balloons SB, narrative balloons
NB, spoken text lines ST and narrated text lines NT using the semantic
properties and constraints of Ocomics.

Iteration 2 - step 1 (hypothesis) The information discovered during the first
iteration of the process is used to formulate hypotheses about the probable location
of the characters in the panels in order to guide their detection by the low level
processing. We first focus on characters that are emitting at least a speech balloon
(considered as main characters). It is reasonable to consider that the speech balloon
and the character emitting the balloon belong to a same panel. It is therefore possible
to restrict the search space of the character inside the panel. In addition, the position
of the character in the panel can be estimated according to the direction pointed by
the tail which is a characteristic of speech balloons (Figure 5.14a). The estimation of
the position of the comic character from the tail position and direction have been pre-
sented in Section 3.5. The estimated region of interest are given as seeds to the image
processing algorithm (extractor of characters) which refines the regions according to
the image content (Figure 5.14b). The last step from the low level processing consists
in spotting all the comic characters from the estimated examples (Figure 5.14c).

The method used for ROI refinement is currently under investigation and a first
approach could be to fit the estimated ROI to the set of regions that are mainly
overlapped by the ROI and exclude the others. The spotting approach is relevant
for retrieving non speaking characters as demonstrated Section 4.5 but it is currently
only appropriate for colourful comics.

Iteration 2 - step 2 (validation) The validation of the new regions is per-
formed in the same way as for the first iteration. This new batch of extraction is
submitted to the constraints of the ontology as following:

• A page (p) contains a character (c): p is deleted.

• A balloon (b) contains a character (c): c is deleted.

• A text line (t) contains a character (c): c is deleted.
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(a) Hypothesis regions (b) Refined regions

(c) Spotted regions
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P

QQ
CB

(d) Knowledge representation

Figure 5.14: Hypothesis, refinement and spotting of comic characters regions
C from the speech balloon SB regions. The regions that are not related to
ST have been shaded in the graph and removed from the image to make it
more comprehensible.

• A character (c) contains a panel (p), a balloon (b) or a text line (t):
c is deleted.

• A character (c1) contains a character (c2): c2 is deleted.

Validated elements are represented with a solid line Figure 5.15.

Iteration 2 - step 3 (inference) The final step of this process is to deduce
from all validated characters those that are actually linked to speech balloons. Among
the validated characters, we consider as being potential speakers those who intersect
with the initial estimation of region of interest (Figure 5.14a). An abstract straight
line is drawn from each speech balloon tail tip in the direction indicated by the tail
to its related panel border. The first region of a potential speaker that it touched
is considered to be the source of the speech balloon (the emitter). This relation was
asserted into the ontology with the property isSaidBy, between the selected character
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(b)

Figure 5.15: Validation of the character regions C by the expert system and
the corresponding image I.

and the corresponding balloon. Since the range of this property was set to the concept
of speaker, it automatically classifies the character instance involved into this class
(Figure 5.16).

(a)
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(b)

Figure 5.16: Inference of the two speaking characters SC and their corre-
sponding semantic links to speech balloons SB regions. The two semantic
links are represented by a grey stroke in the image over the regions concerned
and a non oriented horizontal edge in the graph.

At the end of the two iterations we obtained both a topological and a semantic
description of the image content, illustrated in a single graph here. Further iteration
could be processed by extracting other low level elements such as faces or vehicles
and by adding extra domain knowledge.

5.5 Conclusions

We presented a new framework for understanding documents that can interact with
low and high level information suitable for semi structured and complex background
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documents such as comics. Several key improvements to information extraction and
processing methods have been developed.

Two ontologies have been presented in this chapter, the �rst one is formalizing
the concepts implemented for image analysis and the second one for formalizing the
comics domain. The image processing ontology has the advantage of being com-
pletely independent of any application. The proposed comics ontology is composed
of concepts that re
ect the classic structure of a comic book. This conceptualization
has been developed with the target of image analysis interfacing the image ontology
through equivalence relations between some of their concepts.

The proposed system provides a novel generic and unsupervised approach for
comic book document understanding mixing visual and semantic information. It relies
on an inference engine that interacts with the two proposed models. We detailed a
use case for comic character localisation associated with their corresponding speech
balloons, taking into account the spatial organisation of the rest of the elements in
an image.

In the future we plan to add more iterations of the process in order to retrieve new
information such as other objects in the panels and sound e�ects. In addition, the
expert system will be used to improve text extraction and recognition using system
feedback in order to automatically extract open speech balloons from text locations.
A semantic tag can also be given to the speech text regions according to a deeper
analysis of the type of balloon presented Section 4.4.2.

In the next chapter, we are going to experiment the di�erent contributions pre-
sented in this thesis and compare them to other methods from the literature. The
dataset is �rst introduced along with the metrics we used to evaluate information
retrieval.
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Chapter 6

Experimentations

With the analysis and processing of data comes the need of the output results evalu-
ation. Traditionally, this evaluation is made by validating the results of an algorithm
with a ground truth that represents what an ideal output should be [48,53,151]. Ide-
ally, such a ground truth is made publicly available so anyone can challenge his own
algorithm to the community [84]. This can be applied to any kind of results from im-
age segmentation to classi�cation or information retrieval. In this chapter we present
the dataset and ground truth we provided to evaluate comic book related works. We
describe the metrics we used to evaluate each of the contributions proposed in Chap-
ter 3, Chapter 4 and Chapter 5 and evaluate our work compared to previous works
from the literature. Note that we call these three approaches Method I (independent),
Method S (sequential) and Method K (knowledge-driven) respectively in the rest of
this chapter.

6.1 Dataset and ground truth

Being in need of comic books material and an associated ground truth to evaluate
our work, we noticed that there is not such dataset publicly available for scienti�c
purpose. Therefore, we decided to gather the �rst publicly available comic books
dataset in association with several comic books authors and publishers and to build
up the corresponding ground truth according to document analysis and understanding
concerns. The comic book images were selected to cover the huge diversity of comic
styles with the agreement of the consenting authors and publishers that have the
objective to foster innovation in this domain trough academic research.

It took almost one year to de�ne which type of comics are the most interesting
for researchers, meet and convince comic book authors and publishers, get copyright
authorizations for the scienti�c community, develop a speci�c annotation tool and
�nally to hire people to manually create the ground truth.

79
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A selection of hundred comic pages were annotated in one day by twenty vol-
unteers a�liated to the L3i lab. In order to provide a common basis for evaluating
research work, the ground truth have been published in 2013 [58] and made available
to the scienti�c community through a dedicated website1. It has been enriched in 2014
by adding the location of the principal comic characters and semantic information to
the already annotated elements.

The content of the dataset and its terms of use, the ground truth construction
protocol and its quality assessment are detailed in the four next sub sections.

6.1.1 Dataset description

Scott McCloud de�ned comics as \juxtaposed pictorial and other images in deliberate
sequence, intended to convey information and/or to produce an aesthetic response in
the viewer" [107]. This de�nition is intentionally broad enough to encompass the
spectrum of the majority of works produced so far. The dataset composition should
re
ects this heterogeneity to give everyone the opportunity to compare its algorithms
to a globally representative dataset of the comics world. We contacted authors with
di�erent comic styles and have selected a corpus of one hundred images, representing
single or double comics page.

The images were partly processed by the French company A3DNum2 which was
commissioned to digitize 14 albums. Among all the �les, scanned at a resolution of
300 dots per inch and encoded in uncompressed Portable Network Graphic (PNG)
format, we used 46 pages to integrate the eBDtheque corpus. The remaining 54 images
were selected from webcomics, public domain comics3 and unpublished artwork with
di�erent styles from 72 to 300 dots per inch. We encoded all the images of the
eBDtheque dataset in Joint Photographic Experts Group (JPEG) format with a lossy
compression to facilitate �le exchange.

Hereafter we describe the characteristics of the selected pages and their content.

Albums The albums have been published between 1905 and 2012. 29 pages were
published before 1953 and 71 after 2000. Quality paper, colour saturation and textures
related to printing technique changes can vary a lot from one image to another. The
artworks are mainly from France (81%), United States (13%) and Japan (6%). Their
styles varies from classical Franco-Belgium \bandes dessin�ees" to Japanese manga
through webcomic and American comics.

Pages The pages themselves have very diverse characteristics. Among all, 72 are
printed in colours and according to the authors and periods, there are a majority of
the tint areas, watercolours and hand-coloured areas. Among the remaining 28, 16

1http://ebdtheque.univ-lr.fr
2http://www.a3dnum.fr
3http://digitalcomicmuseum.com

http://ebdtheque.univ-lr.fr
http://www.a3dnum.fr
http://digitalcomicmuseum.com
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have are greyscale and 12 are simply black and white. One album has two versions
of each page, one in colour and the other one in black and white. We have integrated
an examples of each of them in order to allow performance comparison of algorithms
on the same graphic style by using colour information or not. Five of the 100 images
are double page, others are single page and 20% are not A4 format.

Panels The panels contained in the pages are of various shapes. Although most
of them are bounded by a black line, a signi�cant proportion has at least one part of
the panel which is indistinguishable from the background of the page (framele panel).
Two pages consist only of frameless panels, the visual delimitation uses background
contrast di�erence between the panel and image. Nine images contain overlapping
panels, twelve contain only panels without border and several have panels connected
by a straddle object.

Balloons The balloons also contain a great diversity. Some of them are completely
surrounded by a black stroke, some partially and others not at all. They have a bright
background with a rectangular, oval or non geometric shape with \smooth", \wavy"
or \spiky" contour in general. Most of them have a tail pointing towards the speaker,
but some have not. There is text without any surrounding balloons on 33 images of
the corpus.

Text The text is either typewritten or handwritten, mainly upper-case. The text
lines contains 12 elements in average (Figure 6.1) and there are more than hundred
text lines that are composed by only one letter corresponding to punctuation or single
letter words such as \I" or \A"; this is a particularity of comics.

Most pages are from French artworks, where the text is written in French. Only
13 pages contain English text and 6 images are in Japanese. Onomatopoeia appears
in 18 pages.

Comic characters The comic characters or protagonists are speci�c to each al-
bum. They all have eye, harm and leg but at least 50% are not humanoid, depending
on the interpretation.

6.1.2 Ground truth information

We give all the details about the ground truth construction process in Appendix D.
The annotation of visual information such as the location of panels, balloons, text lines
and comic characters is detailed. Also, present the annotation of semantic information
about the type of text, relationship between speech balloons and speaking characters;
and bibliographic information about the images (e.g. page number, author, ISBN,
release date). Finally, the �le structure, the annotation quality assessment and the
terms of use are de�ned.
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Figure 6.1: Distribution of the number of elements per text lines.

6.2 Metrics

The contributions of this thesis are from di�erent nature and need to be evaluated
separately using appropriate metrics. Object localisation developments are evaluated
using the commonly used recall and precision metrics and other contributions are
evaluated using accuracy.

6.2.1 Object localisation metric

We evaluate the di�erent extractions (panel, balloon and text regions) in terms of
object bounding boxes such as the PASCAL VOC challenge [49]. The detections are
assigned to ground truth objects and judged to be true or false positives by measuring
bounding box overlap. To be considered as a correct detection, the overlap ratio a0
between the predicted bounding box Bp and the ground truth bounding box Bgt

(Formula 6.1) must exceed 0.5. The predicted objects are considered as true positive
TP if a0 > 0:5 or false positive FP (prediction errors) otherwise.

a0 =
area(Bp \Bgt)

area(Bp [Bgt)
(6.1)

Detections returned by a method are assigned to ground truth objects satisfy-
ing the overlap criterion ranked by the con�dence output (decreasing). Multiple
detections of the same object in an image are considered as false detections (e.g. 5
detections of a single object counted as 1 correct detection and 4 false detections).

The number of TP , FP and false negative (missed elements) FN are used to
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compute the recall R, precision P and F-measure F of each method using Formu-
las 6.2.

R =
TP

TP + FN
P =

TP

TP + FP
F = 2 � P �R

P +R
(6.2)

6.2.2 Object segmentation metric

Object bounding box based evaluation is appropriate for surface comparison but not
for detailed region extraction evaluation. In Section 4.4.2 we extract balloon contour
at the level of pixel for analysis and classi�cation purposes. In order to make the
di�erence between the errors sources we need to use a more precise evaluation frame-
work. Here we keep using recall and precision metrics as introduced in the previous
section but instead of counting the number of objects that valid a certain criterion, we
simply count the number of pixels that have been detected correctly (TP ), incorrectly
(FP ) or missed (FN).

6.2.3 Text recognition metric

Even if text recognition would require more investigation to be fully treated, we
give a �rst baseline evaluation in Section 6.5 using commercial OCR systems on
the eBDtheque dataset. We evaluated the text detection accuracy AtextReco at a
given string edit distance between the predicted recognition and its corresponding
transcription in the ground truth [58].

6.2.4 Tail detection metric

Tail tip and tail direction are not surfaces, therefore they can not be evaluated using
recall and precision metrics presented Section 6.2.1. Thus, we de�ne two accuracy
metrics AtailT ip, the accuracy of the predicted position of the tail tip and AtailDir

the accuracy of the tail direction prediction. The Euclidean distance d0 between the
predicted position of the tip and its ground truth is measured relative to balloon size
(Formula 6.3). Note that we consider as incorrect the predicted positions at a distance
d0 superior to the balloon size (AtailT ip < 0).

AtailT ip = 1� d0
0:5 � (Bwidth +Bheight)

(6.3)

where Bwidth and Bheight correspond to the balloon width and height respectively.

The direction accuracy AtailDir was measured according to the distance d1 within
the eight cardinal coordinate sequences de�ned in Section 3.1 (Formula 6.4).



84 EXPERIMENTATIONS

AtailDir = 1� d1
8

(6.4)

For instance if the detected direction was S (south) and the ground truth was
SE (south-east) then d1 = 1. Note that our method can also detect when there
is no tail on the balloon contour Ctail = 0% (con�dence equal to zero percent); in
this case AtailT ip = AtailDir = 100% if there was e�ectively no tail to detect or
AtailT ip = AtailDir = 0%.

6.2.5 Semantic links metric

The semantic links between speech text and speech balloon are called STSB and
the ones between speech balloon and speaking character SBSC; they characterise a
dialogue. They are considered true or false according to their existence or not in the
ground truth. We evaluated the semantic relations STSB and SBSC according to
the metadata in the ground truth of the eBDtheque dataset [58] called isLineOf
and isSaidBy, which represent 3427 and 829 relations respectively. We de�ned two
accuracy metrics ASTSB and ASBSC to measure the percentage of correctly predicted
semantic links (Formula 6.5).

ASTSB =
nbRetrievedSTSBLinks

nbSTSBLinks
ASBSC =

nbRetrievedSBSCLinks

nbSBSCLinks
(6.5)

6.3 Panel extraction evaluation

In this section we evaluate our three approaches (Method S, I and K) and compare
them to two methods from the literature. We compare our results to Arai [6] and
Ho [62] that are two state of the art methods (Section 2.2.1). The �rst one use
connected-component analysis similarly to our proposition and the second is based
on growing region.

All the evaluations are performed on the 850 panels of the eBDtheque dataset
(Section 6.1) at object bounding box level, using the recall and precision metrics
introduced in Section 6.2.1.

6.3.1 Arai's method

We have implemented the comic panel extraction method presented in [6] except the
division line detection by lack of detail in the original paper.

This method consists in a bi-level segmentation with an empiric threshold value of
250 followed by a connected-component extraction, binary image inversion and blob
selection. The �nal blob selection is based on a minimal size of Image:Width=6 and
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Image.Height/8. From the selected blobs, a line detection approach is applied as
final decision. This line detection approach is able to cut overlapped panels on a page
size basis which is appropriate for pages with a single panel per strip as illustrated
Figure 6.2. The author did not share the code and we were not able to re implement
this part by lack of detail in the original paper. Anyway, the line division method
works only for panels that are as large as the page which is not so common and would
not have affected the result significantly (Figure 6.2).

Figure 6.2: Division line detection from [6] (figure 5 in the author’ s paper).

The score of this method was in average for recall and precision of 20.00% and
18.75% (Figure 6.4a).

6.3.2 Ho’ s method

We have implemented the Ho’ s method [62] with the original parameters and set the
minimal and maximal lower brightness difference of the region growing method to 20
(not mentioned in the original paper). The image border is filled with the average
five-pixel page border colour and four seeds are initialized on the four corners of the
image. When the region growing algorithm stops, the background is removed which
separated panel blocks. Mathematical morphology (dilatation) is then applied until
blocks become smaller than 1/6 of the page size and then the same number of erosion
is applied in order to give back to the objects their initial size. This manipulation
separates the connected panels but has the disadvantage of creating unwanted holes
as well (Figure 6.3).

The score of this method was in average for recall and precision of 49.76% and
68.74% (Figure 6.4b).
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(a) Original image (b) Binary seg-
mentation

(c) After dilata-
tion step

(d) After erosion
step

Figure 6.3: Panel extraction and separation process of Ho [62].

6.3.3 Sequential approach

The method presented in Section 3.2 is parameter free except for the number of cluster
for k-means clustering algorithm that we fixed to k = 3 for the reason explained in
the presentation of the method (Section 3.2). Note that the method also extract
text region at the same time which does not interfere with panel (Section 6.4). The
score of this method was in average for recall and precision of 64.24% and 83.81%
(Figure 6.4c).

6.3.4 Independent approach

The method presented in Section 4.2 requires only a minimal area factor. Assuming
that a panel is a big region, we ignored the panel detection with a area lower than
4% (minAreaFactor) of the page area according to a validation on the eBDtheque
dataset. This parameter avoids to consider small and isolated elements (e.g text,
logo, page number) as panel. The score of this method was in average for recall and
precision of 62.94% and 87.30% (Figure 6.4d).

6.3.5 Knowledge-driven approach

The knowledge-driven method can be used as a post processing of the panel extraction.
It validates or rejects panel candidates using the proposed model (Section 5.4). In the
model, the only rule about the panel is that they should be contained in a image. The
score of this method for the independent panel extraction (Method I) was in average
for recall and precision of 61.88% and 87.42% (Figure 6.4e).
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(a) Arai's method
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(b) Ho's method
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(c) Method S
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(d) Method I
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Figure 6.4: Panel extraction score details for each image of the eBDtheque
dataset (Appendix C).

6.3.6 Comparison and analysis

Table 6.1 compares the average results we obtained for the three proposed methods
and two methods from the literature. Note that some of the dataset images were
digitized with a dark background surrounding the cover of the book. We automatically
remove this by cropping the image where a panel with an area greater than 90% of
the page area is detected.

The main drawback of the Arai's method is the binary segmentation with a �xed
value that works best for comic book with a white background but it is not appro-
priate for digitization defaults and paper yellowing. This method is only appropriate
for webcomics with a perfectly white background clear separation between panels
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Table 6.1: Panel extraction evaluation results.
R (%) P (%) F (%)

Arai [7] 20.0 18.75 19.35

Ho [62] 49.76 68.74 57.48

Method S 64.24 83.81 72.72

Method I 62.94 87.30 73.14

Method K 61.88 87.42 72.46

(Figure 6.4a).

Ho's method is adaptive to background variation but considers as panel all the
elements that are directly included (�rst topological level) in the page background.
This produce an over-segmentation by including some text which are inside the frame-
less panels or inside implicit balloons. When those out of panel elements are small,
they prevent the connected panel separation process to work properly because the
stopping criterion is based on element size.

The �rst method we proposed (Method S) extracts panel and text simultaneously
and then other elements in a sequential manner. It assumes that there are the dis-
tinguishable cluster of connected-component height in the image which is not always
the case in this dataset. Anyway, it still more powerful that the two method from the
literature, mainly because of the more generic pre-processing steps.

The second proposed panel extraction method (Method I), based on connected-
component clustering, is simple to implement, fast and e�cient for comics with dis-
connected panels (separated by a white gutter). This method is not appropriate for
gutterless comics (e.b. some mangas) or strip without panel borders such as those
with an extra frame around several panels. Another weakness is when panels are con-
nected by other elements, they may not be split as desired but will remain clustered
as panel anyway.

Method K bene�ts form the domain knowledge to �lter out irrelevant panel can-
didates from the independent extraction approach (Method I). Nevertheless, the vali-
dation by the expert system was not signi�cant here because the low level processing
had already reached the limits of the model (Section 5.2.2).

6.4 Text extraction evaluation

In this section we evaluated our three propositions for text extraction and compare
them to a methods from the literature. We selected Arai's method as it is the most
advanced method that have been applied to comic book images. All the evalua-
tions of text localisation were performed on the 4691 text lines of the eBDtheque
dataset [58] at object bounding box level (Section 6.2.1). Text recognition evaluations
have been performed on the same dataset but using the accuracy metric presented in
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Section 6.2.3.

6.4.1 Arai's method

We implemented Arai's method [7] which is a sequential approach that requires panel
and balloon extraction as input, as presented in Sections 6.3.1 and 6.6.1 respectively.
This method was developed for grey-scale Japanese mangas and is divided in �ve
steps: pre-processing, blob extraction, feature extraction, text blob selection and text
blob extraction. Pre-processing consists in an adaptive bi-level segmentation at 30%
(chosen empirically) above the average pixel value and mathematical morphology
to group potential text letters into block (similar to the Run Length Smoothing
Algorithm). Note that the threshold selection method can exceed the maximal pixel
value and then produce an empty segmentation. The size of the kernel was not
speci�ed in the original paper, we used 3 � 5 pixels. Blob extraction is performed
by imposing a minimal size of the blob relatively to the size of the balloon in which
they are included (Balloon:width=20 and Balloon:hight=40). The extracted features
are the average text blob width and the horizontal coordinate of its centroid. These
features are used to classify text / non-text blobs according to two rules based on
blob inter-distances and alignments. Text blob are then extracted from the original
image and directly sent to an OCR system (Figure 6.5).

Figure 6.5: Sample of text extraction process. (a) Original balloon text im-
age; (b) Threshold; (c) Morphology-Erosion �lter; (d) Morphology-Opening
�lter; (e) Extracted blob from original image. Image from the original pa-
per [7].

This approach was only developed for vertical text block extraction but we adapt it
to also handle horizontal text. Its adaptation to horizontal text consists in switching
width and height related parameters in the pre-processing and feature extraction
steps. Also, the kernel used for mathematical morphology is rotated of 90�.

The score of this method was in average for recall and precision of 2.81% and
1.63% (Figure 6.6a).

6.4.2 Sequential approach

The method proposed in Section 3.2 does not require any particular parameter, only
the number of clusters has to be �xed k = 3 for the reason explained in the presenta-
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tion of the method (Section 3.2). Note that the method is designed to simultaneously
extract panel regions which does not interfere with text. The score of this method
was in average for recall and precision of 54.68% and 56.92% (Figure 6.6b).

6.4.3 Independent approach

The method presented in Section 4.3 consists in a bi-level segmentation, text/graphic
separation, text line generation and �nally text line recognition. A comparison be-
tween two threshold selection methods and two colour-to-grey image conversion are
shown in Table 6.2.

Table 6.2: F-measure results for �xed (th = 250) and adaptive threshold
selection method corresponding to combined (RGB to grey) and separated
(Luminance layer) colour to grey conversion methods.

Fixed Otsu

RGB to grey 11.74 51.35

Luminance layer 11.66 51.31

Text and graphics separation is performed using the Mahalanobis' distance which
is related to the number of standard deviations. A validation on the eBDtheque
dataset shown that the best Mahalanobis' distance is dm = 2. Text line recognition
is used as last �ltering operation to validate the presence of text inside the candidate
regions, its average bene�t is shown in Table 6.3. The score of this method was in
average for recall and precision of 64.14% and 70.28% (Figure 6.6c).

6.4.4 Knowledge-driven approach

The knowledge-driven method can be used as a post processing of the text extraction.
It validates or rejects text candidates using the proposed model (Section 5.4). In the
model, the only rule concerning text location is that they should be contained in
a panel. Considering the best method for panel and text extraction method from
Tables 6.1 and 6.3 respectively, the score of this method was in average for recall and
precision of 39.99% and 64.88% (Figure 6.6d).

6.4.5 Comparison and analysis

Table 6.3 summarise the recall, precision and f-measure of the experimented methods.

Arai's method is a sequential approach that requires panel and balloon regions
as input. As shown in Table 6.6, balloon extraction is very low using this approach
thus, it narrows down the text extraction in turn (Table 6.3). Moreover, this text
extraction method uses several thresholds which reduces its �elds of application.
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Table 6.3: Text localisation results.
R (%) P (%) F (%)

Arai [7] 2.81 1.63 2.07

Method S 54.91 57.15 56.01

Method I (without OCR) 67.21 41.54 51.35

Method I (with OCR) 64.14 70.28 67.07

Method K 39.99 64.88 49.48

Method S improves by far the recall thanks to its genericity, moreover, even if the
panel extraction is performed at the same time, it does not bias the text extraction
because text areas are extracted from the whole page and not from panel regions.
Method I is slightly better using RGB to grey image conversion than the luminance
layer only (Table 6.2). It outperforms Method S in recall only when not using the last
OCR �ltering step and both recall and precision when using the OCR. The di�erence
for Method I when using or not the OCR system is about an increase of 26.74% of
precision and a loss 3.07% of recall. The validation by the expert system in Method
K improved the precision as expected but also resulted in a drop in recall. The drop
of Method K can be explained by the fact that the text extractor is also able to
detect texts which are not in the speech balloons but the model considers them as
noise (rejected). All the methods still encounter di�culties with certain types of text
that can be found in the comics (e.g. illustrative text, graphic sounds) due to strong
deformation or colour variations.

6.5 Text recognition evaluation

We evaluated text transcription using string edit distance between a predicted text
transcription given by the OCR and its corresponding transcription in the ground
truth (Section 6.2.3). The eBDtheque dataset is composed of English, Japanese and
French texts. We evaluated the transcription given by the OCR engine Tesseract ver-
sion 3.02.02 with the provided training data for each language4. This was performed
at the text line level, taking as correct the text lines that were transcribed exactly
as the ground truth transcription, ignoring case (lower/upper case) and accents for
predicted and ground truth regions. Table 6.4 shows text recognition results given
the text line position from the ground truth (best reachable score) and from the best
automatic text localisation method (Method I in Table 6.3).

We obtained a score of AtextReco = 11:11% for perfect transcription from the
automatic text extraction and OCR method which constitute a baseline for future
work on text recognition on the eBDtheque dataset [58]. Table 6.4 shows the results
for a more relaxed evaluation where we also considered as correct the text lines at a
text edit distance equal to one and two, the accuracy rise up to 20.67%. Note that the

4https://code.google.com/p/tesseract-ocr/downloads/list

https://code.google.com/p/tesseract-ocr/downloads/list
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(b) Method S
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(c) Method I using the best bi-level combination method (rgb2grey + Otsu) and OCR
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(d) Method K

Figure 6.6: Text line extraction score details for each image of the
eBDtheque dataset (Appendix C).

average text line length is quite short in comic books compared to other documents,
the distribution is given Figure 6.1.

6.6 Balloon extraction evaluation

In this section we evaluate our three balloon extraction approaches (Method S, I and
K) and compare them to two methods from the literature. We compare our results
to Arai [6] and Ho [62] that are two state of the art methods (Section 2.2.1). The
evaluations are performed on the 1091 balloons of the eBDtheque dataset [58] at
object and pixel levels in order to provide a performance evaluation for localisation
and contour analysis purposes (Sections 6.2.1 and 6.2.2).

In the eBDtheque ground truth, 84.5% of the balloons are closed and 15.5% are not
(implicit). Thus we do not expect to reach 100% recall and precision for the regular
balloon extraction methods because they are not designed for implicit balloons. One
the other hand, implicit balloon extraction method is able to extract closed balloon
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Table 6.4: Text recognition accuracy AtextReco results from automatic text
line localisation at an edit distance (ED) of 0, 1 and 2.

Text extraction method ED = 0 ED = 1 ED = 2

Method I 11.11 16.53 20.67

as well.

6.6.1 Arai's method

Arai's method in a sequential method that extracts balloon inside panel regions in
order to extract text inside [7]. It it similar to its panel extraction work-
ow also
presented in the same paper (Section 6.3.1), without image inversion which basically
detect white blobs (assuming speech balloons have a white background). Not all
the white blobs correspond to balloons in the comic book images, especially for the
monochrome ones. The method selects blob candidates according to four rules based
on blob size, white pixel occurrence, vertical straight line detection and width to
length ratio. We re-implemented all the rules and heuristics of the original paper
except for the straight line detection that we rotated of 90 degrees for images using
horizontal text.

The score of this method was in average for recall and precision of 13.40% and
11.76% (Figure 6.9a).

6.6.2 Ho's method [62]

Ho's method is a sequential approach, similarly to Arai's approach, that extracts
balloon inside panel regions in order to extract text inside [62]. First it converts
the image from RBG to HSV colour representation and select candidate regions with
a high value (V) and low saturation (S) level. To reduce the number of candidate
regions, a second selection is applied according to size and shape. Small regions are
removed and only regions with a ratio between the number of pixel in the region over
the number of pixel in its bounding higher than 60% are kept. In the original paper,
only the ratio between the region area and its bounding box was given (60%). Low
value (V) and high saturation (S) values were not mentioned in the original paper,
we decided to combine them by removing the value (V) from the saturation (S) to
compute a brightness level B = S � V in order to reduce the number of parameters.
We �xed B = 200, only region with a higher brightness level are kept. We considered
as small regions the region with a width or height inferior to three pixels.

The score of this method was in average for recall and precision of 13.96% and
24.73% (Figure 6.9b).
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6.6.3 Sequential approach

In Sections 3.3.1 and 3.3.2 we have presented two sequential approaches for regular
and implicit balloon extraction from text line positions. Here, we evaluated them
separately and detail the bene�ts of energies used for implicit balloon extraction by
active contour model. For both regular and implicit balloon extraction, the input
text is given from the sequential text extraction method (Section 3.2) since it is the
previous step of this approach.

Regular balloons Regular balloon extraction method is based on a white blob
selection according to the central position of text lines in the balloon. This central
position is converted as con�dence value Cballoon for each balloon candidate. The
best score of R = 37:25% and P = 45:19% was obtained by considering only balloons
with Cballoon > 50% (Figure 6.9c).

Implicit balloons The implicit balloon extraction method was evaluated using
three di�erent scenarios in order to highlight the bene�ts of both active contour theory
and domain speci�c knowledge. First, the performance using active contour model
with only the internal energy, then with the distance transform based external energy
described section 3.3.2 and third, we added the domain knowledge energy Etext from
Section 3.3.2 (Table 6.5). The best score for object level detection (R = 57:76% and
P = 41:62%) are detailed for each image of the dataset in Figure 6.9d.

Table 6.5: Implicit balloon performance evaluation at object and pixel levels
using the original form and the proposed (with Etext) energy functions.

Object level Pixel level

Energy function R (%) P (%) F (%) R (%) P (%) F (%)

E = Eint + Eext 56.01 40.40 46.94 69.40 83.98 76.00

E = Eint + Eext + Etext 57.76 41.62 48.38 74.80 82.67 78.55

6.6.4 Independent approach

We introduced Method I in Section 4.4.1, it is a independent approach that does not
require any previous other element extraction. This method requires one parameter
which is the minimum number of children minNbChildren of a balloon (number
of included connected-components). We set minNbChildren = 8 according to the
parameter validation, just before the �rst peak in the distribution of the number of
letters per speech balloon (Figure 6.7). Note that in Figure 6.7, there are about 3.5%
of the balloons below the selected threshold that contain one or two letters, usually
punctuation marks. We voluntary omitted them here to avoid detecting a lot of non
balloon regions.
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Figure 6.7: Distribution of the number of letter per speech balloon in the
eBDtheque dataset [58].

This regular balloon extraction method attributes a con�dence value Cballoon to
each balloon candidate according to the alignment of the connected-components it
contains (children), similarly to regular balloon extraction of Method S. The best
score of R = 52:68% and P = 44:17% was obtained for Cballoon > 50%. Note that we
observed a drop in the performance when considering only balloons with a con�dence
value Cballoon higher than 60%. Figure 6.9e con�rms that our method works best for
images where the balloons are closed, well segmented and with non cursive text inside
(in order to create a su�cient number of connected-components).

6.6.5 Knowledge-driven approach

The knowledge-driven approach can be used as a post processing of the balloon extrac-
tion. It validates or rejects balloon candidates according to contextual information
from the proposed model (Section 5.4). In the model, the rules concerning balloon
are that they should be contained in a panel and not contain other balloon, panel
or comic character. Considering the best method for balloon extraction (Method S
implicit in Table 6.6), the score of this method was in average for recall and precision
of 39.56% and 48.65% (Figure 6.9f).

6.6.6 Comparison and analysis

Balloon localisation aims to evaluate how the presented methods are good at predict-
ing where the balloons are in the image. Object localisation are performed at the level
of object bounding box (Section 6.2.1). Table 6.6 compares the average results we
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obtained for the best performance of the three proposed methods and two methods
from the literature.

Table 6.6: Balloon localisation result summary.

Object level Pixel level

Method R (%) P (%) F (%) R (%) P (%) F (%)

Arai [7] 13.40 11.76 12.53 18.70 23.14 20.69

Ho [62] 13.96 24.76 17.84 14.78 32.37 20.30

Method S (regular) 37.25 45.19 40.83 47.75 44.58 46.11

Method S (implicit) 57.76 41.62 48.38 74.80 82.67 78.55

Method I (regular) 52.68 44.17 48.05 69.81 32.83 44.66

Method K (regular) 39.55 48.64 43.63 56.65 41.89 48.17

Our methods outperforms [7] thanks to its genericity, since it can process all the
image styles of the eBDtheque dataset. This was expected as [7] was specifically
developed for manga comics that have certain stylistic particularities.

Method A (regular) detects less than half of the balloons of this dataset (about
37.25% recall). This approach is not originally designed for detecting implicit balloons
but knowing the position of the panels allows closing open panels by drawing their
bounding box. The bounding box creates an artificial frame that sometimes recover
implicit balloons extraction (Figure 6.8).

Figure 6.8: Implicit balloon recovering by closing open panels. From left
to right: original panel, panel bounding box detection, panel with artificial
frame from its bounding box that closes two balloons. The implicit balloons
are now regular (closed).

However, it has two advantages in comparison with the proposed active contour
based method. First, as the connected-component is considered as balloon, when
correct, the precision at the pixel level is maximal. Second, it is faster to compute.

The presented implicit balloon extraction version of Method S highly depends on
the active contour initialization success. In this study, we relied on text detection as we
assume it is the most common feature that balloons include, while past experiments
have shown that its accurate detection is feasible and stable. A side-effect of this
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choice is that balloons sometimes can not be detected because they contain non text
information (e.g. drawings, punctuation). We believe there is room for improvement
of the di�erent energy terms we used. For example, one could use the Gradient Vector
Flow proposed by Xu [181] for the external energy, especially in the case of missing
data balloon boundaries. On the other hand, the ground truth of implicit balloons is at
best questionable, as the exact localization of the balloon is quite subjective. A way to
circumvent this problem could be to either de�ne the boundary in a 
exible way. Our
results using active contour with distance transform shows a signi�cant improvement
compared to the regular balloon extraction, thanks to the active contour theory that
detect much more balloons both open or closed than connected component based
methods (Table 6.6).

Sequential approaches such as Arai, Ho and Method S su�er from limitations of
dependency between the di�erent processing. For instance, in Method S the per-
formance of our text extractor was 56.01% (Table 6.3) which was used as input for
balloon extraction so the balloon extraction was inevitably a�ected. Also, such ap-
proaches search for balloon inside the panel region, as a consequence, these methods
can not extract balloons that overlap several panels. This is easily handled by in-
dependent method such as Method I because it does not consider panel positions
and search for balloons everywhere in the image. The post validation by the expert
system (Method K) reached the maximum precision but decreased the recall of the
extraction which resulted in a drop of the overall f-measure by almost 5% compared
to Method S. The drop in recall was due to the balloons that were correctly extracted
but which contained undetected text regions.

6.7 Balloon classi�cation

From our knowledge, this is the �rst work that tackles speech balloon classi�cation.
We analyse the e�ects of the two features and the prior knowledge we presented in
Section 4.4.2. We evaluate the proposed method using a subset of 914 balloons from
the 1091 balloons present in the original eBDtheque ground truth (only \smooth",
\wavy" and \spiky" balloons). The repartition of the balloon types is 87.96%, 8.75%
and 3.29% of type \smooth", \wavy" and \spiky" respectively. This unbalanced
repartition re
ects the usual speech balloon types repartition in comics.

In the shape/contour separation process (Section 4.4.2), we �rst cast the original
signal o into 360 values and then smooth it in order to approximate the shape signal
s. The shape signal is also composed by 360 values where each of them corresponds
to the local mean in a window of size M from the original signal (Equation 6.6). Note
that in order to avoid side e�ects we copy M=2 values from the opposite side when
needed (wrapping). A validation of parameter M have been performed and its best
value was M = 7.
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(b) Ho's method
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(c) Method S (regular)
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(d) Method S (implicit)
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(e) Method I
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Figure 6.9: Balloon extraction score details at object level for each image of
the eBDtheque dataset (Appendix C).

s(i) = 1=M

i+M/2X
j=i�M/2

o(i) (6.6)

We evaluated our method based on a one-versus-all scenario. Classi�cation results
are presented in Table 6.7 for di�erent descriptors. First we show the e�ect of the two
features f1 and f2 separately without a priori information P (l1) = P (l2) = P (l3) and
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then using the prior probabilities about the classes repartition from the eBDtheque
dataset P (l1) = 0.88, P (l2) = 0.09 and P (l3) = 0.03. We detailed our best results for
balloon contour extraction (for D = (f1, f2)) in the confusion matrix Table 6.8.

As mentioned Section 4.4.2, the region of the tail may influence balloon classifi-
cation. In order to measure this influence, we remove the tail by ignoring the points
of the contour that are between the two points defined as tail origin (Section 3.4),
see Figure 6.10. Note that this process relies on the tail detection performance (Sec-
tion 6.8).

Figure 6.10: Two examples of tail removal for balloon classification. From
left to right, original contour detection in red, corresponding mask and partial
contour removal between the two green points that represent the tail origin.
The final contour is represented in purple in the right figures.

Table 6.7: Classification result accuracy for different descriptor configura-
tion. The global accuracy represents the number of good classification divided
by the number of elements to classify independently from the class.

Accuracy per class (%)

Smooth Wavy Spiky Average Global

D = (f1) 22.51 68.75 33.33 41.53 26.91

D = (f2) 79.73 36.25 70.00 61.99 75.60

D = (f1, f2) 76.62 60.00 73.34 64.33 75.05

D = (f1, f2) + priors 98.26 11.25 63.34 57.62 89.50

The different accuracy results Table 6.7 show that the first feature f1 is more
appropriate for separating “ wavy” from the rest while the second feature f2 is more
efficient for “ smooth” and “ spiky” separation. Their combination (f1, f2) is therefore
the best solution for dividing the balloons into these three classes. Adding the prior
knowledge about the testing classes repartition improves the score of the “ smooth”
class and decrease the two others. This is due to the consideration of the probability
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Table 6.8: Confusion matrix for smooth (S), wavy (W) and spiky (Z) balloon
contour classification results with D = (f1, f2).

Ground truth Ground truth no tail

S W Z S W Z

Prediction

S 616 180 8 114 349 341

W 30 48 2 7 53 20

Z 4 4 22 4 13 13

of 88% to be in the “ smooth” class by the Bayesian classifier. The confusion matrix
Table 6.8 shows good classification results for the “ spiky” class even for cases that are
quite different in terms of drawing styles (Figure 6.11). Concerning the “ smooth” and
“ wavy” classes, some speech balloons are very hard to classify out of context causing
confusion (Figure 6.12). Also, the tail of the balloon creates some noise and the radius
average (ō) we use to normalize the descriptor features may not be appropriate for
elongated balloons.

Figure 6.11: Correct classification examples for “ spiky” (top) and “ smooth”
classes (bottom).

6.7.1 Results analysis

As mentioned in Section 4.4.2, the balloon contour contains part of information that
is also important to retrieve in the context of understanding comic book documents
(e.g. tail, tone information). In this context, the location of the balloon is not enough
sufficient. Such analysis requires a finer extraction of the balloon contour at pixel
level (Table 6.6).

The proposed method covers the comics balloon classification in general, except
for open balloons. However, in this particular case, we can probably use extra features
(e.g. tail type recognition, language analysis) to get more information about the text
tone. Also, other distortion measures have to be investigated, especially for “ wavy”
contours that are the most difficult contour to classify using the proposed method.
Concerning the tail region, its removal is not has significant as expected, it only
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Figure 6.12: Wrong classification examples which have been classified as
“ smooth” instead of “ wavy” in the first row and “ wavy” instead of “ smooth”
in the second row.

improves the accuracy of “ wavy” balloon classification (Table 6.8). This is probably
due to the reduction of the number of points of the balloon contour to 360 values
which also reduce the impact of the tail region.

6.8 Tail detection evaluation

In this section we evaluate the tail extraction method on the 1091 balloons of the
eBDtheque dataset [58] from three balloon extraction methods, one manual and two
automatic extractions. The automatic extraction methods are the two best methods
for regular (Method I) and implicit (Method S) from the summary given in Table 6.6.
The manual method is the balloon contours from the eBDtheque dataset. The com-
parison of the three balloon extraction method will highlight the part of error which
comes from the balloon extraction and the proper tail extraction method’ s error when
there is not possible error from the balloon extraction. As introduced in Section 6.2.4,
we use two accuracy metrics, one for the predicted position of the tail tip AtailT ip

and the other one for the tail direction AtailDir (Table 6.9).

Table 6.9: Tail tip position (AtailT ip) and tail direction (AtailDir) extraction
results from automatic and manual balloon contour extractions.

Balloon extraction method AtailT ip (%) AtailDir (%)

Ground truth 96.61 80.40

Automatic (regular balloons) 55.77 27.59

Automatic (regular + implicit balloons) 64.34 20.21

6.8.1 Result analysis

The proposed method is very good at locating the tail tip when it existed and also
at giving a confidence value equal to zero when the balloon has no tail. The few
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mistakes concerning the tail tip position detection is due to very small tails or when
there are variations along the contour but no tail to detect which confuse the vertex
selection process. The tail direction is sensitive to the quality of the pixel-level balloon
contour extraction in the area of the tail tip. Sometimes, the inside balloon region
extraction is not sufficient to retrieve the tail direction, the balloon border has also
to be considered. For instance, in Figure 6.13, the tail positions are represented by
a green line on the balloon contour and tail directions are written in blue (from the
eight cardinal coordinates). Left hand side balloons have not been detected without
tail because of the contour variations, a tail have been mistakenly predicted. For the
right hand side balloons, the tail tip position have been correctly predicted but not
the tail direction because of the change of direction of the last segment. The direction
have been predicted according the white balloon background region and not from the
balloon boundary that indicates a different direction (NE and SE instead of S and
E).

The tail tip position and tail direction highly rely on the performance of the bal-
loon contour extraction. They are satisfactory when balloon contours are perfectly
extracted (manual in Table 6.9) but decreases quickly according to the automatic
balloon extractor method performance. The importance of a precise pixel-level seg-
mentation in the region of the tail tip is illustrated by the difference of 7.38% for
AtailDir between the regular and implicit automatic methods due to the lack of pre-
cision of the active contour extraction method.

Figure 6.13: Examples of difficult balloons for tail tip position (left column)
and tail direction (right column) extractions.

6.9 Comic character extraction evaluation

We evaluated the detection of comic characters on the 1597 characters of the eBDtheque
dataset. In the eBDtheque ground truth, only 829 (52%) of the character instances
are speaking (and 48% are not). Therefore, we do not expect to reach 100% re-
call and precision with the Method S and K because they are only able to extract
speaking characters. The independent Method I is potentially able to retrieve all the
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character instances of colourful comics, given one example for each of them. This
limitation requires a lot a manual work thus we selected only 22 different characters
which represent 352 instances in total.

Similarly to the other object extraction methods, the overlapping ratio between a
predicted character region and a region from the ground truth should be above 50%
(a0 > 0.5) for the predicted region to be considered as valid (Section 6.2.1). This
ratio can be relaxed according to the application (e.g. face only, full body, cropped
body). An example of the impact of this ratio on validation and rejection of predicted
regions is shown on Figure 6.14. For instance, the predictions that are presented in
the panels of Figure 6.14 could be accepted if the target was to roughly detect comic
character locations. In this case, all the predicted regions would have been accepted
as correct with a validation criterion set to a0 > 0.1.

Figure 6.14: Example of predicted region considered as true (green) or false
(red) positives according to the validation criteria a0 > 0.5 (dashed lines in
the right hand side figure). Thin grey rectangles are the ground truth regions
and the red numbers in the top left corner of each ground truth region is the
value of the overlapping ratio a0. Image credits: [36].

6.9.1 Sequential approach

Method S is a sequential approach that computes a region of interest for comic charac-
ters from the tail tip position and tail direction inside a panel region (Section 3.5). Its
position is shifted in the region of the tail tip according to the tail direction which is
quantized in eight cones of π/4 radius. We evaluated the performance of this method
given the input information of panel, balloon and tail from the eBDtheque ground
truth and from the best automatic extraction methods from Table 6.1, 6.6 and 6.9
respectively (Figure 6.15a and 6.15b). Also, two set of images have been tested, one
including all the comic character instances of the eBDtheque dataset and an other
one with only the speaking characters as this method is only able to predict speaking
character location from the tail direction (Table 6.11).
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Figure 6.15: Character extraction score details at object level for each im-
age of the eBDtheque dataset for speaking and non speaking characters (Ap-
pendix C).

6.9.2 Independent approach

Method I consists in an independent comic character instance spotting given an ex-
ample. To perform this experiments, we asked the users to manually highlight the
object position as described in Section 4.5.2. The selection usually includes hair, head
and top body colours because lower body parts are often hidden by the frame border
or the posture. From the user pixel selection, we computed the bounding box to show
that the system does not need a precise object colour selection. We �xed the descrip-
tor size to N = 3 according to the evaluation shown on Figure 6.16. In the retrieval
process, we set T = N which means that the con�dence of the candidate region equal
100% (all the query colours must be present in the candidate region to be considered
as a correct detection). We used three squared window sizes according to the query
height: half of the query height, query height and twice the query height.

The following results were obtained with the common evaluation measures of re-
call, precision at object level which means that we considered as correctly detected
the objects that are overlapped by a detected region without considering the percent-
age of overlapping. Recall (R) is the number of correctly detected object divided by
the number of objects to detect. Precision (P ) is the number of correctly detected
objects divided by the number of detected objects. We consider as candidate regions,
regions that have C = 100% con�dence (contains at least all the descriptor colours).

We evaluated our method on a subset of 34 comic book images from 10 di�erent al-
bums which represent 22 comic characters that appear 352 times in total. This subset
have been chosen from relevant images from the eBDtheque dataset that are coloured
and with a su�cient amount of character instances. We obtained 90.3% recall and



6.9. Comic character extraction evaluation 105

Figure 6.16: Descriptor size validation. Measure of recall (blue square) and
precision (red diamond) detection for di�erent descriptor sizes from a testing
set of 17 comics pages. The maximum recall is for N = 3.

46.7% precision in average. Results are detailed in Table 6.10 where album 1 to 10
correspond to image identi�er in the eBDtheque dataset: MIDAM GAMEOVER T05,
TARZAN COCHON, CYB COSMOZONE, CYB MAGICIENLOOSE, CYB MOUETTEMAN,
LAMISSEB LESNOEILS1, LUBBIN LESBULLESDULABO, MIDAM KIDPADDLE7,
PIKE BOYLOVEGIRLS T41 and TRONDHEIM LES TROIS CHEMINS 005 ( C).

6.9.3 Knowledge-driven approach

The knowledge-driven method can be used as a post processing of the comic charac-
ter extraction using only the properties of the comics model or an extra processing if
we consider ROI re�nement and non-speaking character spotting as illustrated Sec-
tion 5.4. Here we use only the validation part of the expert system without ROI
re�nement and extra character spotting because these last approaches are still under
development. The expert system validates or rejects character candidates according
to contextual information from the proposed model (Section 5.2.2). In the model, the
rules concerning comic book characters are that they should not contain any other
extracted region because we assume that a character can not contain panel, balloons,
text or another character (Section 5.4). If they do, they are automatically deleted.
We post processed the output of the automatic extractions from the sequential ap-
proach (Method S) and we obtain an average score for recall and precision of 3.59%,
12.68% (Figure 6.17).
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Table 6.10: Character detection performance

Album Nb pages Nb character ID Recall Precision

1 10 2 0 92.3% 16.8%

1 91.8% 65.0%

2 1 1 2 75.0% 26.5%

3 5 4 3 100.0% 50.0%

4 93.3% 60.9%

5 100.0% 33.3%

6 100.0% 100.0%

4 1 1 7 85.7% 85.7%

5 4 2 8 100.0% 75.0%

9 50.0% 27.8%

6 5 2 10 71.8% 10.1%

11 100.0% 29.9%

7 2 2 12 100.0% 13.8%

13 100.0% 54.5%

14 100.0% 55.6%

8 2 2 15 81.8% 75.0%

16 100.0% 12.7%

9 2 1 17 83.3% 58.8%

10 2 4 18 81.3% 35.1%

19 100.0% 48.4%

20 92.9% 17.1%

21 90.9% 24.4%

10 34 22 22 90.3% 46.7%

6.9.4 Comparison and analysis

The comic characters extraction are presented in Table 6.11 for Method S and K.
Method I is evaluated separately on a smaller subset of the dataset. Note that the
scores in Table 6.11 are given for the whole dataset including the characters that are
not speaking.

This low level of performance comes from various reasons. First, the limitation
of the extractor to process speaking characters. When we focused on the subset
of 829 speaking characters, the recall and precision increased by 14.45% and 4.85%
respectively with panel and balloon regions from the ground truth (GT). Second, the
variability of character styles in the eBDtheque dataset; third, the error propagation
of previous processes (panel, text, balloon, and tail extractions) that are required
to guess comic character locations (di�erences between \GT" and \auto" results in
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Figure 6.17: Character extraction score details using Method K for each
image of the eBDtheque dataset (Appendix C).

Table 6.11: Comic character localisation result for method S from ground
truth (GT) and automatic (auto) panel and balloon element extractions.

Speaking only All characters

Methods R (%) P (%) F (%) R (%) P (%) F (%)

Method S (GT) 30.04 28.03 29.00 15.59 23.18 18.64

Method S (auto) 11.77 11.82 11.79 6.84 12.13 8.75

Method K (auto) 6.15 12.30 8.20 3.59 12.68 5.60

Table 6.11).

As mentioned Section 6.9.2, Method I have been evaluated on a subset of the
eBDtheque dataset composed by coloured images and with a su�cient amount of
character instances. The experiments shown interesting detection results based on
a user-de�ned colours query descriptor. Detection result examples are illustrated
Figure 6.18.

The detected region aims to localize the smallest regions containing all the colours
of the query descriptor. This region is usually smaller than the ground truth region
which is de�ned at character bounding box level. A post-processing is needed to
compute the character bounding box from the detected region by extending it to the
colour region boundaries.

Correct detections show the variety of comics character position and deformation
that we are able to detect with the presented framework. There are few missing
detections and over detections are essentially due to other comics character detection
and image pre processing (colour reduction).

The proposed framework gives promising results for contemporary comics, we also
tried on historical one such as FRED PHILEMON12 and MCCALL ROBINHOOD
from the eBDtheque dataset (Appendix C) but the printing process generates a lot of
noise (thickness of ink). A pre-processing smoothing is required in this case [80,182].
The colour palette we used has 256 colours, we believe that we can improve the
presented method by computing the palette from the user's query in order to ignore
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Figure 6.18: Each line shows a character query region bounding box in white
(left column), a correct detection (middle column) and a wrong detection
(right column). Green rectangles represents the ground truth region and
the red rectangle corresponds to the region detections. The corresponding
character IDs in Table 6.10 are 12, 8, 0, 10, 16 and 2 from top to bottom.

unwanted colours and speed up the process. The sliding windows approach does not
allow to segment comics character at a pixel level, a distance measure between the
colour mask regions could solve this. Also, once we retrieved all colour similar objects,
we could learn a deformable shape model and try to find more objects occurrences
based on shape information in a second stage. These proposal will be the subject of
future works.
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6.10 Knowledge-driven analysis overall evaluation

In this section we evaluate the proposed knowledge-driven analysis system as a whole.
Conversely, in the previous four sub-sections we evaluated and compared each low
level content extraction separately. Here we take advantage of the independent con-
tent extraction method (Method I) and the knowledge base proposed in Chapter 5,
to evaluate the performance of the expert as the whole, which includes visual and se-
mantic elements. First we evaluated the two models and then the proposed sequence
presented Section 5.4.

6.10.1 Comics model evaluation

Considering the lack of accurate numbers on the overlapping ratio of comic book'
elements in the literature, we estimated statistically what this significant proportion
would be using the eBDtheque dataset [58]. Figure 6.19 shows the percentage of
panels, balloons, text lines and characters that �t the proposed model (Section 5.3.2,
as a function of their covered area.

Figure 6.19: Percentage of panels, balloons, text lines and characters from
the eBDtheque dataset 6.1 that �t the de�nition given in 5.3.2 according to
the area proportion that need to be covered.

Considering ideal proportion covered for each type of element, we obtained the
following overall scores: 99.6% of the panels, 87.4% of the balloons, 81.6% of the text
lines and 94.9% of the characters are in accordance with the assumed constraints in
the eBDtheque dataset.



110 EXPERIMENTATIONS

6.10.2 Framework evaluation

We evaluated our framework during the two iterations of the process loop introduced
in Section 5.4 and particularly at the beginning (Step 1: hypothesis) and at the end
(Step 3: inference) of each iteration. Low level content extraction such as panels P ,
balloons B, text T and comic characters C have been evaluated separately in the
four previous subsections, here we combine them throughout the two iterations of the
process loop. Two high level element retrievals are also evaluated here, the semantic
link between the spoken text and speech balloons STSB, and also between the speech
balloons and speakers SBSC.

We evaluate our framework using the F-measure of panel P , balloon B, text T
and character C extractions. Also, the accuracy of the two semantic links STSB
and SBSC is measured (Section 6.2.5). Results are presented in Table 6.12 and the
change in the amount of information discovered throughout the process is illustrated
in Figure 6.20.

Table 6.12: F-measure score evolution for panel (P), balloon (B), text (T)
and characters (C) throughout the two iterations. Scores for the semantic
links STSB and SBSC are given as accuracy.

Step P B T C STSB SBSC

1 - Hypothesis 73.14 48.38 67.07 0 0 0

1 - Validation & inference 72.46 43.63 49.48 0 47.61 0

2 - Hypothesis 72.46 43.63 49.48 11.79 47.61 0

2 - Validation & inference 72.46 43.63 49.48 8.20 47.61 18.23

Process details Figure 6.20 shows the evolution of the performance of the knowledge-
driven system after the �rst and second iteration of analysis (Section 5.4) over the
eBDtheque dataset [58]. We also represented the maximum reachable limit using the
proposed model (Section 6.10.1) using a dashed line in the same �gure.

The performance of the �rst iteration is measured after the initial extraction
of simple elements which are considered as hypotheses by the expert system (Fig-
ure 6.20a) and after validation by the expert system (Figure 6.20b). Between the �rst
initialization (1 - Hypothesis) and validation (1 - Validation), the F-measure remains
stable for P (less than 1% di�erence) and decreases by 4.75% for the balloon B and
17.59% for the text T while more than 47% of the semantic links between speech text
and speech balloon (STSB) are retrieved. The global decrease is related to the actual
behaviour of the expert system which is only able to �lter out elements. Nevertheless,
remaining elements are consistent and allow semantic relation inference. The expert
system applies the inference rules to automatically specify the balloons that have a
tail and their included text as speech balloon SB and speech text ST respectively to
create the semantic links STSB between each pairs.

At this point, no comic book characters are discovered because their rules in the
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(a) Hypothesis (b) Validation & inference

(c) Hypothesis (d) Validation & inference

Figure 6.20: Change in performance for panels P , balloons B, text lines T ,
comic characters C and the semantic links STSB and SBSC at the hypothe-
sis and evaluation steps during the two loops of the process. The dashed blue
line represents the best score using our model on the data extracted from
the ground truth data (optimal condition). The solid red line is the perfor-
mance of the framework using all the automatic extractions and semantic link
inferences.

ontology are related to elements that are not yet discovered.

The newly inferred links are processed by the expert system along with previously
validated regions during a second iteration in order to get more information by trying
to apply more rules from the knowledge base. This time, the expert system can make
use of rules related to characters because the speech balloons are now part of the
knowledge base. Panels and speech balloons are used to create hypotheses for the
location of characters and then the low level processing locates them more precisely
within these regions (Figure 6.20c). Finally, the expert system validates the newly
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discovered regions and infers the semantic links between speech balloons and speaking
characters SBSC (Figure 6.20d).

Low level processing The best extraction performance is obtained for the panels
that are usually the easiest elements to extract from a page. The lowest extraction
performance is for the comic characters C. There are various reasons for this. First,
the limitation of the extractor to process speaking characters; second, the variability
of character styles in the eBDtheque dataset; third, the error propagation of previous
processes (panel, text, balloon, tail and semantic link extractions) that are required
to guess comic character locations.

Semantic links The expert system is able to retrieve 47.6% of the STSB and 18%
of the SBSC relations, which represents more than 25% of what could possibly be
detected using the proposed model. It should be stressed that these numbers represent
the e�ciency of the last process of the whole framework pipeline. Individual errors
at each recognition and validation step of the pipeline are propagated to the �nal
semantic association between elements (SBSC). Therefore a single improvement in
the detection or the validation of any kind of element would have an impact at the
semantic association level.

Note that given the panel, balloon and character position from the ground truth,
the accuracy of the expert system in predicting the semantic relations is about
ASTSB = 96:9% and ASBSC = 70:66%. The 3.1% of missed isLineOf relations
came from balloons that are not compliant with our model. In the same way, among
the 829 isSaidBy relations, that link speech balloons to speaking characters, 9.5%
are undetectable because they are generated from balloons outside the panel. This
comparison clearly demonstrate that the expert system is very good at predicting
semantic link as soon as the low level extractions are e�cient.

6.11 Conclusions

In this chapter we have �rst introduced the dataset and the metrics we use. Then,
we evaluated each of the contributions for content and semantic element retrieval and
compared them to methods from the literature. Finally, proposed models combined
with independent content extraction methods have been evaluated.

We presented the eBDtheque dataset, the �rst comic image dataset and associated
ground truth on comic books containing spatial and semantic annotations, publicly
available for the scienti�c community. The corpus can easily be extended to enlarge
the diversity of the dataset and provide consecutive page or full album in order to
allow a wider level of comic books analysis. New semantic annotations can be added,
such as the view angle and the shot type for panels, text at the level of letters, comic
character's role, pro�le and relationships.

The sequential approach (Approach S) is an intuitive approach like most of the
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previously proposed methods in the literature. It e�ciency is maximal when all the
image content is present and structured in classical comic books. It gives the best
average and precision score for text, balloon and character extraction which demon-
strate that linking di�erent content extractions at low level processing is relevant for
comic book image analysis.

The independent approach (Approach I) is similar to the previous approach only
for panel extraction and more appropriate for unusual comic image (e.g. no panel,
no text or no balloon). However, it is slightly less powerful than sequential approach
in average on the eBDtheque dataset because this dataset is mainly composed by
classical comics. Nevertheless, this approach can easily handle particular issues as it
does not require previous element extraction.

The knowledge-driven approach (Approach K) is able to improve the overall pre-
cision but not the recall in the presented con�guration because it uses only rejection
constraints. The strength of this approach is that it uses a standard and exchangeable
description of the image content, from visual to semantic level, that can be easily be
enriched or adapted to speci�c or large collections. The addition of conversion and
creation constraint types (not only rejection) can give the ability to this intelligent
system to recover missing information.

Processing time are quite short for the sequential and independent approach but
the knowledge-driven approach requires reasoning operations that are very time con-
suming. Panel and balloon extraction can run in real time on a regular laptop or
smartphone. Text extraction process highly depends on the OCR speed. Comic char-
acter region of interest are almost computed instantaneously (calculus of maximal
rectangle coordinates) but character spotting is very slow due to colour quantization
and multi-scale sliding window processes.
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Chapter 7

Conclusions

Throughout the dissertation several methods for images analysis and understanding
applied to comic book images have been presented. This chapter summarizes each
main chapter by revisiting their contributions, strengths and weaknesses. Finally, a
overview of the future research possibilities in the area of comic analysis and under-
standing is discussed.

7.1 Summary and contributions

In this thesis we have presented three di�erent approaches for comic book image
analysis. Chapter 1 has summarized the evolution of sequential art from its creation
to the 21st century with the impact of the Internet, its market place and the growing
interest of the investigation of this research �eld.

In Chapter 2, an overview of the state-of-the-art methods have been presented.
Here we have handed the method in their context of document analysis and then
highlighted the challenges of comic book document analysis due to their speci�c design
process. All the past studies related to comic book image analysis have been reviewed
into four di�erent categories for panel, balloon, text, comic character respectively.
Literature review in each of these categories have been presented along with the
advantages, disadvantages in di�erent scenarios. Also, state-of-the-art methods for
holistic understanding of document images have been reviewed and a list of the more
advanced existing applications is given.

Then, we have introduced, in Chapter 3, the �rst approach of sequential analysis
of comic book image content by extracting elements using their relations one after
others in order to guide the retrieval process. The major contribution in this work is
to take advantage of previous extracted elements for predicting the region of interest
of speaking characters. The main motivation of this work came from the idea of an
intuitive approach for retrieving simple elements in order to facilitate the retrieval

115
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process of more complex ones.

Chapter 4 has presented a independent analysis technique based on the separation
of each extraction process. The main contribution was the introduction of a text
extraction method independent from balloon locations and able to detect out-of-
balloon text regions such as illustration, page number, caption, author names and
some graphic sounds. The bene�t of standard OCR systems is also stressed. The
next contributions of this work were balloon contour type classi�cation and comic
character spotting based on partial user-de�ned example.

In the Chapter 5, we have introduced a knowledge-driven analysis system for
comic book images. The main contribution was the introduction of two models,
one for comics and another one for related image processing. The two models are
queried by an inference engine to guide independent image processing, retrieve the
contents and its interactions in order to provide a higher level of description. There
are certain limitations of the independent extraction approach presented in Chapter
4 that can be recovered using this models. This contribution solves the limitation of
error propagation which is implicit to the sequential approach presented in Chapter
3, while using relations between elements de�ned by the domain knowledge.

Finally in Chapter 6, we have provided an experimental evaluation of all the
proposed methods compared to some state-of-the-art methods. Moreover, advantages
and disadvantages of each method have been pointed out.

In general, in this thesis we have proposed di�erent contributions to improve
previous works from the literature as for panel, text and regular balloon extraction.
Other contributions are �rst studies such as implicit balloon extraction, balloon type
classi�cation, tail detection and semantic analysis. Detailed experimentations were
performed to evaluate each of the methods and for comparison with some state-of-
the-art algorithms. In order to compare objectively the methods, a �rst dataset and
ground truth have been provided.

7.2 Future perspectives

There are ideas that have come out during this thesis work but could not be explored
in the three year time. Some of the future perspectives of this thesis are listed below.

Panel extraction is the more studied part of comics analysis so far and still require
some e�orts for implicit panel detection (e.g. when the panel border is partially or not
drawn) and connected panels. Gutter-free panel extraction methods also require more
experiments to assert their robustness against a huge variety of comics but datasets
are lacking.

Text extraction is an essential challenge that have been tackle only partially.
Current methods focus on speech text and further e�orts has to be made to detect
other types of text such as illustrative text (e.g brand name, storefront), caption, page
number, author signature, and sound e�ects (onomatopoeia). The next step will be
text recognition which is an open issue as comics can be handwritten or typewritten
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with various speci�c fonts. Semi-automatic font learning methods are probably one
of the solutions to overcome the lack of performance of standard OCR systems.

Balloon extraction shown good performances when combined with text extraction
but requires more e�orts when processed independently in order to extract balloons
that does not contain text as well (e.g. symbol, drawing, punctuation). Implicit
balloons are important to consider as well but it is at best questionable as the ex-
act localization of the balloon is quite subjective. Balloon classi�cation is at his
early stage, more balloon types have to be investigated and multi-segment classi�ca-
tion would be more accurate for balloons with non homogeneous contour variations
(e.g implicit, adjacent to other elements). Speech balloon classi�cation can also be
improved by analysing the nature of the contained text using natural language anal-
ysis. The balloon classi�cation should be completed by a semantic analysis to give a
meaning to each class given a particular album (e.g. smooth for dialogues, wavy for
thoughts) and �nally characterize the contained text.

The �rst work about tail detection presented here gave promising results that
allow one-to-one connections between speech balloons and speaking characters but
multi connections have to be considered as well (e.g a speech balloon with two tails
pointing to two di�erent characters saying the same thing).

Comic character localization and identi�cation is still an open issue for both
supervised and unsupervised methods due to the variability of character styles and
postures. Nevertheless, combining colour and multi-part shape description seems to
be a good way to follow in order to describe the characters for spotting purposes
but unsupervised localisation and identi�cation require a higher level of description
taking into account heterogeneous elements in the image (e.g. ontologies, graphs).

Finally, we published the �rst public dataset to initiate collaborative research
but more data are needed to be fully representative of the comics diversity, train
algorithms and evaluate research works of comics understanding.
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Appendix A

Pre-processing

Through out this thesis work we have used several pre-processing methods to extract
image content. The typical pre-processing task are noise removal, segmentation, en-
hancement, perspective correction, page curl removal, skew correction (text) and
skeletonization. In this appendix we detail some of the segmentation methods which
are related to comic book image analysis.

A.1 Segmentation

Image segmentation is a division or separation of the image into regions of similar
attribute. The most basic attribute is image luminance amplitude for monochrome
image or colour components for a colour image. Image edge and texture are also
useful attributes for segmentation [135].

A.1.1 Region-growing

Region-growing methods are region-based segmentation algorithm that mainly rely
on the assumption that the neighbouring pixels within one region have similar values.
The common procedure is to compare one pixel with its neighbours. If a similarity
criterion is satis�ed, the pixel can be set as belonging to the cluster as one or more of
its neighbours. The selection of the similarity criterion is signi�cant and the results
are in
uenced by noise in all instances1.

One of the most famous region-growing segmentation is the seeded region-growing
method [1, 111]. This approach examines neighbouring pixels of initial seed points
and determines whether the pixel neighbours should be added to the region and so

1http://en.wikipedia.org/wiki/Image_segmentation#Region-growing_
methods
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on. The result of the method highly rely on the selection of the seed points. From
the seed points, we grow a 4 or 8-connected neighbourhood for the pixels adjacent
relationship. Di�erent parameters can be added, such as the minimum area threshold
that will de�ne the minimal region area returned by the algorithm. The similarity
measure is the criterion which should be veri�ed to accept a neighbouring pixel in the
current region [52]. The segmentation by watershed, developed with mathematical
morphology, belong to this category as well.

A.1.2 Split and merge

Split-and-merge segmentation is a region-based segmentation based on a quadtree
split of the image. This method starts from the whole image (root of the tree) and if
it is non-uniform (not homogeneous pixel repartition), then it is split into four son-
squares (the splitting process), and so on so forth. Conversely, if four sub-squares
are homogeneous, they can be merged as several connected components (the merging
process). The node in the tree is a squared or set of squared regions. This process
continues recursively until no further splits or merges are possible [64,77].

A.1.3 Contour-based

This approach wants to take advantage of the fact that there is a detectable transition
between two related areas. The oldest methods use edge detector such as the well
know Canny �lter, to highlight the pixels that appear to belong to a contour [19]. The
reconstruction of closed contours is often di�cult. See Section B.1 for closed contour
extraction.

Irregular and partial contour segmentation have been studied as well, using de-
formable models that are more permissive. The most famous model have been
proposed by Kass, it is called the active contour model or snake [76]. A curve
v(s) = [x(s); y(s)]; s 2 [0; 1] is initialized in the region of the contour to detect and
it moves through the spatial domain of an image to minimize the energy function
(Equation A.1) until perfectly �tting the image region.

E =

Z 1

0

1

2

�
� jv0(s)j2 + � jv00(s)j2

�
+ Eext(v(s))ds (A.1)

where � and � are weighting parameters that respectively control the snake's tension
and rigidity, and v0 and v00 denote the �rst and second derivatives of v(s) with respect
to s. This functional energy is also called Eint for internal energy. The external energy
function Eext is computed from the image so that it takes on its smaller values at the
features of interest, such as boundaries [181]. One of the proposed energy functions
by Kass [76] is equation A.2 which attracts the contour to edges with large image
gradients.

Eext = �jrI(x; y)2j (A.2)
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A.1.4 Bi-level grey-scale thresholding

A survey counts forty thresholding methods from histogram shape-based to spatial
and local methods [144].

The most famous method is Otsu's method [126] that assumes that a single chan-
nel image is dividable in two main clusters: the background and the foreground.
It calculates the optimum threshold separating the two clusters so that their intra-
cluster variances are minimal in the image histogram. Applying the Otsu's threshold
selection to a grey-level image returns a binary image where foreground pixel are
separated from background pixels.

The major problem with thresholding is that it considers only the intensity, not
any relationships between the pixels (no spatial information). Another problem with
global thresholding approaches is that changes in illumination across the scene may
cause some parts to be brighter and some parts darker in ways that have nothing to
do with the foreground and background objects (e.g. light and shadow variation).
Those issues have been partially handled by local approaches determining thresholds
locally instead of the whole image.

A.1.5 Multi-level colour thresholding

A �rst approach for multi-level thresholding is to apply bi-level thresholding to each of
the colour layer in one or several colour space and merge them to give a single output.
Two more natural approaches are divisive clustering and agglomerative clustering. In
divisive clustering, the entire image is regarded as a cluster, and then clusters are
recursively split to yield a good clustering. In agglomerative clustering, each pixel
or region is regarded as a cluster and then clusters are recursively merged to yield a
good clustering. There are two major issues in thinking about clustering:

• What is a good inter-cluster distance?

• How many clusters are there?

Addressing both issue automatically still an open issue if we don't have strong knowl-
edge about the image content. Common clustering algorithm like k-means parti-
tions the data (pixels values) into k sets by minimizing the within-cluster sum of
squares [130]. It does not require any probabilistic reasoning or modelling [11]. K-
means clustering aims to partition (x1; x2; :::; xn) observations into k clusters (k <= n)
S = fS1; S2; :::; Skg in which each observation belongs to the cluster with the nearest
mean. This optimisation problem is formulated as formula A.3.

argmin
kX

i=1

X
nj2Si

jjxj � �ijj2 (A.3)

where �i is the mean of points in the cluster Si.
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Appendix B

Feature extraction

In this appendix we recall the principle of one of the most famous feature extraction
approach used for stroke-based documents: connected-component labelling.

B.1 Connected-component labelling

Connected-component (blob) labelling scans all pixels from an image and groups them
into components based on their connectivity [164]. All pixels in a so called \connected-
component" share similar intensity values and are in some way connected with each
other (part of the same component). Connected component labelling was original
designed for binary and grey-level images with di�erent measures of connectivity, but
it can also operate on colour image [41]. Blob extraction is generally performed on
a binary image from a thresholding step (Chapter A). Then, blobs can be described,
�ltered and tracked for many applications. It is a two pass algorithm that process rows
and then columns. The �rst pass assigns temporary labels and record equivalences
whereas the second pass replaces each temporary label by the smallest label of its
equivalence class that gives an already existing or new label to each pixel according
to their 4 or 8 neighbourhood connectivity.

Connected-component labelling can also be useful to retrieve the topology of
the image content [162]. See outermost contour extraction for panel detection in
Section 4.2.
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Appendix C

Dataset

This appendix shows an overview of the eBDtheque dataset images and they cate-
gories. The corresponding ground truth annotations are described in the next Ap-
pendix D.

C.1 Image categories

Table C.1 represents the composition of the eBDtheque dataset grouped by categories.
Corresponding images to the identi�ers are available in the previous section and on
the dataset website 1

1http://ebdtheque.univ-lr.fr/database/?overview=1
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IDs Date Category Colour Nb

CYB BUBBLEGOM 2009 French webcomics Grey 10
CYB COSMOZONE 2008 French webcomics Colour 5
CYB MAGICIENLOOSE 2011 French webcomics Colour 1
CYB MOUETTEMAN 2011 French webcomics Colour 4
CYB PSYCOCHON 2010 French webcomics Colour 1
CYB SUPERCOMPTOIR 2011 French webcomics Colour 1
CYB TRAFFIC 2009 French webcomics B&W 3
FOX CHILLINTALES 1953 American comics Colour 4
FRED PHILEMON 2004 French comics Colour 5
INOUE KYOUMEN 2008 Japanese manga B&W 6
JOLIVET BOSTONPOLICE 2010 French comics Colour 2
JOLIVET BOSTONPOLICE 2010 French comics B&W 3
LAMISSEB ETPISTAF 2012 French webcomics B&W 5
LAMISSEB LESNOEILS1 2011 French comics Colour 5
LUBBIN LESBULLESDULABO 2012 French webcomics Colour 2
MCCALL ROBINHOOD 1946 American comics Colour 4
MCCAY LITTLENEMO 1905 French comics B&W 1
MCCAY LITTLENEMO 1905 French comics Colour 2
MIDAM GAMEOVER 2009 French comics Colour 2
MIDAM KIDPADDLE 2001 French comics Colour 2
MONTAIGNE TUMOURRASMOINS 2011 French webcomics Colour 5
PIKE BOYLOVEGIRLS 1953 American comics Colour 3
ROUDIER LESTERRESCREUSEES 2011 French comics Colour 5
SAINTOGAN PROSPER 1934 French comics Colour 5
SAINTOGAN ZIGPUCE ET ALFRED 1952 French comics Colour 5
SAINTOGAN ZIGPUCE MILLIONAIRES 1928 French comics Colour 5
TRONDHEIM LES TROIS CHEMINS 2000 French comics Colour 2
WARE ACME 2005 American comics Colour 2

Figure C.1: Categories of the images in the eBDtheque dataset. \IDs"
column corresponds to the beginning of the image identi�er (�le name and
title of the corresponding grand truth �le), \Date" is the release date and
\Nb" the number of image of the category.



Appendix D

Ground truth

This appendix details the ground truth construction process, the visual (regions) and
semantic information annotation, the �le structure, the annotation quality assessment
and �nally the terms of use. This work is the result of an extensive collaboration with
Cl�ement Gu�erin [57] and many meetings with the eBDtheque project team of the L3i
lab.

D.1 Ground truth construction

The ground truth has been de�ned in accordance to existing formalism in order to ful�l
the needs of a large amount of researchers related to comics material. It integrates
low and high level information such as spatial position of the elements in the image,
their semantic links and also bibliographic information.

The comics art is extremely heterogeneous and our dataset voluntarily integrates
albums that can be classi�ed as unconventional. This leaves room for interpretation
on the form which increase annotation variations by di�erent people and decrease the
uniformity of the ground truth. This precision level is used in several, widely used
datasets [48,185].

In order to cover a wide range of possible research matters, it has been decided to
extract three di�erent type of objects from the corpus: text lines, balloons and panels.
We decided to do this �rst ground truth by drawing horizontal bounding boxes as
close as possible from the feature and including all its pixels. We chose this level of
granularity in order to limit the subjectiveness of the person making the annotation.

Hereafter we detail the two levels of annotation (visual and semantic) that form
the ground truth and how they are indexed in a �le. The combination of visual and
semantic annotation provides the advantage of making this ground truth relevant
for document analysis and semantic evaluation which are both part of the comics
understanding process.
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D.1.1 Visual annotation

The �rst annotation consists in de�ning the spatial region where elements are located
in the image. We describe here how the visual annotations have been performed for
the panels, balloons, texts and comic characters.

Panels The frame or panels are de�ned as an image area, generally rectangular,
representing a single scene in the story. There is always at least one panel per page,
the entire page region can be used as panel if necessary. When a panel has a black
border, the bounding box is placed as close as possible to its frame. Sometimes,
images have not been scanned perfectly horizontally, it is then impossible to have an
horizontal bounding box sticking exactly to the border. When the panel border is
partially absent or suggested by the neighbourhood, the bounding box just de�nes
the content of the panel. In all cases, the other elements (balloon, text, drawings)
extending from the frame are truncated (Figure D.1).

Figure D.1: Example of three panel annotations. The bounding box (trans-
parent red) is de�ned without taking into account of non panel elements in
all cases.

Balloons We de�ne a balloon (phylactery or bubble) as the region of an image
including one or several lines of text, graphically de�ned by an identi�able physical
boundary or suggested by the presence of an arrow pointing to the speaker (the tail).
Although rare, empty balloons (not containing lines of text) are also annotated if they
are clearly identi�able by their shape or the tail representation. Pixel level annotation
follows the contour of the balloon (Figure D.2c), while bounding box annotation does
not consider the contour of phylactery and truncates the tail. Sometimes it crosses
the entire panel and generates an unrepresentative position of the desired balloon
(Figure D.2a). When the balloon is not closed (e.g. open contour) the annotated
contour has to stick as close as possible to the contained text (Figure D.2b). Note
that the �rst version of the ground truth (2013) have been de�ned at bounding box
level ignoring the tail and the second version (2014) at pixel level following the contour
variations and the tail region.
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a) b) c)

Figure D.2: Example of balloon clipping: a) using bounding box exclud-
ing the tail, b) bounding box of non closed balloon, c) pixel level contour
annotation.

Text lines The text lines are de�ned as a sequence of text characters aligned
in the same direction (Figure D.3a). This de�nition encompasses both speech text
and narrative text, often located inside balloon, onomatopoeia (graphic sound) that
are written or drawn directly in the panel without particular container. Comics are
static graphics, the expression of emotions of a comic character is the joint action
of drawing and text, sometimes in the form of a single punctuation symbol. For
instance, an exclamation mark for surprise or a question mark for a misunderstanding.
These isolated symbols convey information and are segmented as text line as well
(Figure D.3b). Similarly, we have chosen to include in this category the illustrative
text, such as a road sign or storefront (Figure D.3c). Although at the boundary
between text and graphic, these elements are still invariably read by the reader and
their annotation is potentially interesting for multiple purposes, including story and
scene analysis.

Comic characters The comic characters position have been included in the sec-
ond version of the ground truth only (2014). The concept of \character" may have
di�erent interpretations when used for comics and must be speci�ed. Characters in a
comic have not necessarily a human-like, or even living being appearance. Even so, it
would be appropriate to annotate every character instance appearing in a box while
some are only part of the scenery. Therefore, we have chosen to limit the annotation
to the comic characters that emits at least one speech balloon in the album (minimal
impact in the story). Their bounding box has been de�ned to maximize the region
occupied by the comic character inside the box region. Therefore, some parts of the
character such as arms or legs, are clipped sometimes (Figure D.4).
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(a) Speech text into speech
balloon

(b) Unique symbol (punctu-
ation)

(c) Illustrative text (non
horizontal)

Figure D.3: Examples of text line position annotations.

Figure D.4: Example of comic character annotation: sniper's arms are not
included in the bounding box in order to maximize the region occupied by the
sniper in its bounding box. The two snipers and the two characters in the car
are annotated because they emit a speech balloon in a di�erent panel. Image
credits: [71].
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D.1.2 Semantic annotation

This second level of annotation complete each spacial region with additional informa-
tion about its semantic. Also, the image itself is annotated with extra information
about its origin (e.g. album, collection, author, publisher).

Images The images, often assimilated as pages, has been annotated with bib-
liographical information, so that anyone using this ground truth is free to get is
own paper copy of the comic books for extra uses. The �rst annotation is the
page number (pageNumber) then the comic book title, from which the page has
been picked up, and its release date (albumTitle, releaseDate), the series
it belongs to (collectionTitle), the authors and editor names (writerName,
drawerName, editorName) and, �nally, the website and/or ISBN (website,
ISBN). The album title is not mandatory for webcomics. Structural information
about the page content has been added as well, such as resolution (resolution),
reading direction (readingDirection), main language of the text (language)
and single or double page information (doublePage).

Panels The panels are annotated with a rank metadata which stands for its posi-
tion in the reading sequence. The �rst panel to be read on a given page has its rank
property set to 1, while the last one is set to n, where n is the number of panels in
the page.

Balloons Balloons are also annotated with a rank property that de�nes their read-
ing order relatively to the image because balloons are not always included in panels.
For a page containing m balloons, the �rst balloon's rank will be 1 and the last will
be m. A second information concerns the shape of the balloon. This feature conveys
an information about how the contained text is spoken (tone). The type of shape is
given from the following list fsmooth, wavy, spiky, suggested, otherg as
pictured in Figure D.5. Finally, the tail tip position (extremity) and its pointing di-
rection have been added into the second version of the ground truth. There are given
through the tailTip and tailDirection properties. The possible values of the
direction are reduced to the eight cardinal directions plus a ninth additional value for
the lack of tail: fN, NE, E, SE, S, SW, W, NW, noneg. In the second version
of the ground truth (2014), we added the identi�er of the comic character which is
emitting the balloon idCharacter.

Text lines The text lines are associated with their transcription and the identi�er
of the corresponding balloon is added in idBalloon if the text line is included in a
balloon. In a second step, the function of each text line was speci�ed through meta-
data textType. We identi�ed six distinct categories of text. The text that is used
to tell the story and that can be either spoken (speech) or thought (thought) or
narrated (narrative). On the other hand, there are textual information that bring



132 GROUND TRUTH

Figure D.5: Balloon contour styles, from top-left to bottom-right: cloud,
spiky, suggested and two smoothed contour type. Note that the two last ones
are not labelled as rectangle or oval because here we annotated the type of
contour and not shape (Section 4.4.2)

timely and contextual information, they are the onomatopoeia (onomatopoeia) and
drawn text (illustrative) as part of the drawing such as license plate, storefront,
brand. The sixth category have been defined as notes (note) for embedded text in
the page, such as the signature of the author, the page number, the title (every other
readable text type).

Comic characters The comic characters are identified by idCharacter in or-
der to be easily referred. Currently, it is the only metadata concerning the comic
characters but it can be extended with information about character name, gender,
posture, relationship etc.

D.1.3 File structure

The ground truth file structure have been thought according to existing comics related
formalism such as Comics Markup Language (ComicsML) [109], Comic Book Markup
Language (CBML) [176], Periodical Comics1, A Comics Ontology [139], Advanced
Comic Book Format (ACBF)2 and the Grand Comics Database (GCD)3. See the
Ph.D. thesis of Gúerin [57] for an extended review.

As we wanted to keep the ground truth file system simple and easy to share,
visual and semantic annotations about a given page are gathered in a single full-text
file following the specifications of Scalable Vector Graphics (SVG). Besides being an
open-standard developed by the World Wide Web Consortium (W3C) since 1999, the
SVG format fulfils two essential needs for this database.

First, using a recent Internet browser or your favourite image viewer, it provides a
simple, fast and elegant way to display the visual annotation of any desired object over

1http://www.w3.org/wiki/WebSchemas/PeriodicalsComics
2https://launchpad.net/acbf
3http://www.comics.org

http://www.w3.org/wiki/WebSchemas/PeriodicalsComics
https://launchpad.net/acbf
http://www.comics.org
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a comic book page using layers. No need to install software such as Matlab, Adobe
Illustrator or equivalent open source to visualize the ground truth information.

It is an XML-based vector image format that allows to display and interact with
the annotated region, stored as polygon object in the SVG �le, as desired using the
Cascading Style Sheets (CSS) properties (Figure D.6).

a) b) c)

Figure D.6: Example of rendering for each class of element. For example,
red for panels (a), cyan for balloons (b) and green for text (c). The opacity
is set to 50% to allow seeing the corresponding image by transparency.

Each layer can be displayed or not in order to enhance the clearness of the anno-
tations when browsing the database. Secondly, SVG being a XLM-based language, it
makes the integration of semantic annotation very easy via the use of the prede�ned
metadata element.

One ground truth �le contains the complete description of one comics image.
There is no hierarchical link between pages from a same comic book. Following
the basic XML encoding information, a SVG �le starts with a root <svg> element
containing the title of the document, <title>, and �ve <svg> children with dif-
ferent class attributes. These contain annotations collected on �ve types of ele-
ments which are the page, panels, balloons, text lines and comic characters. The
type of element in a tag is speci�ed by its class attribute. The �rst tag, class
= ``Page'' contains description on the image and has two daughters. The �rst
one, image has several attributes which speci�es a link to the image �le in the
dataset xlink: href and two specifying the width and height of the image.
The second, metadata, contains bibliographic information about the album and
page properties described in Section D.1.2. The four following <svg> siblings, <svg
class=``Panel''>, <svg class=``Balloon''>, <svg class=``Line''>
and <svg class=``Character''> respectively contain the annotations about
panels, balloons, text lines and comic characters. They all contain SVG <polygon>
elements with a list of �ve or more points in a point attribute that de�ne the posi-
tion of the bounding box corners or the pixel-level contour. Note that the last point
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is always equal the �rst one to \close" the polygon according to the SVG speci�ca-
tions. Those points are used by the viewer to draw polygons with the corresponding
CSS style. Each <polygon> has a <metadata> child to store information on the
corresponding polygon, according to the attributes list described Section D.1.2.

An example of ground truth �le content is given Listing D.1.

<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<svg>
<title>CYB_BUBBLEGOM_T01_005</title>
<svg class="Page">
<image
x="0"
y="0"
width="750"
height="1060"
href="CYB_BUBBLEGOM_T01_005.jpg"

/>
<metadata
collectionTitle="Bubblegom_Gom"
editorName="Studio_Cyborga"
doublePage="false"
website="http://bubblegom.over-blog.com"
albumTitle="La_Legende_des_Yaouanks"
drawerName="Cyborg_07"
language="french"
resolution="300"
ISBN="979-10-90655-01-0"
readingDirection="leftToRight"
writerName="Cyborg_07"
releaseDate="2009"
pageNumber="5"

/>
</svg>
<svg class="Panel">
<polygon points="53,95 268,95 268,292 53,292 53,95">
<metadata
idPanel="P01"
rank="1"

/>
</polygon>
...

</svg>
<svg class="Balloon">
<polygon points="61,103 143,103 143,172 61,172 61,103">
<metadata
idBalloon="B01"
shape="smooth"
tailTaip="153,167"
tailDirection="SE"
rank="1"
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/>
</polygon>
...

</svg>
<svg class="Line">
<polygon points="373,121 432,121 432,132 373,132 373,121">
<metadata
idLine="L01"
idBalloon="B01"

>
LIKE YOU.

</metadata>
</polygon>
...

</svg>
<svg class="Character">
<polygon points="84,153 261,153 261,298 84,298 84,153"/>
<metadata idCharacter="C01"/>

...
</svg>
<svg class="LinkSBSC">
<polygon points="34,234 56,235 79,340 79,339 34,234"/>
<metadata
idLinkSBSC="LSBSC01"
idBalloon="B01"
idCharacter="C01"

/>
...

</svg>
</svg>

Listing D.1: Example of ground truth information stored in a SVG �le

D.2 Ground truth quality assessment

When several persons are involved in the creation of a graphical ground truth, it
is very di�cult to obtain a perfectly homogeneous segmentation. Indeed, it could
vary from one person to another because each person has a di�erent sensitivity at
reading comics and at integrating instructions. Therefore, in addition to the package
of pages he was in charge of, each participant has been asked to annotate the panels
of a extra page. This extra page was the same for everybody and was chosen for its
graphical components heterogeneity. It contained ten panels from which, four were
full-framed, �ve half-framed and one was frameless. We de�ned an acceptable error
for the position of a corner given by several persons. The images of dataset being
of di�erent de�nitions, using a percentage of the page size makes more sense than
using a speci�c number of pixels. We set this percentage p at 0.5% of the page height
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and width in x and y. Given the definition of the test image of 750x1060 pixels, this
makes a delta of +/- 5 pixels in y axis and +/- 4 pixels in x axis.

We asked to each one of the twenty involved persons to draw the four points
bounding box of the panels ignoring text area. A mean position from the twenty
different values has been calculated for each of them. Then, the distance of each
point to its mean value is computed. Figure D.7 shows the amount of corners for a
distance, centred on zero.

Figure D.7: Number of corners for a given standard deviation value. This
has been calculated on y axis and x axis and produces similar plot.

Given the threshold th = 0.5, 87.5% of pointed corners can be considered as being
homogeneous over the group of labelling people. The overall mean standard deviation
on this page reaches 0,15% (1.13 pixels) for the width, and 0.12% (1.28 pixels) for
the height. The two bumps, at -40 and 15, are related to the missegmentation of 13
of the 80 panels. Indeed, instructions have been misunderstood by some people who
included text area outside of the panels or missed some panel’ s parts. Figure D.8
shows the difference between areas labelled as a panel by at least one person and
areas labelled as a panel by every participants. However, such mistakes have been
manually corrected before publishing the ground truth.

Even though the error criterion has only been estimated on panels, it is reason-
able to extend it to balloons and text lines as well. Indeed, the segmentation protocol
being quite similar for all features (bounding box as close as possible to the drawing),
the observed standard deviation of panel corner positions has no reason to be differ-
ent from balloons and text lines. The pixel-level balloon and the comic characters
visual annotation have been carried out by a single person, the homogeneity is only
subject to the regularity of the person over time and is, therefore, difficult to assess
quantitatively.
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Figure D.8: Image used for error measurement. Red hatched areas are the
di�erence between areas labelled as panels by at least one person and areas
labelled by everybody. Image credit: [35].

D.3 Terms of use

We obtain the minimum rights for sharing and publishing image material from the
right holders but we had to make sure the user accept it before using the data.
In collaboration with the intellectual property department of the University of La
Rochelle, we established the following:

In order to use this database, you must firstly agree to the terms. You may not use
the database if you don’t accept the terms. The use of this database is limited to scien-
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tific and non-commercial purpose only, in the computer science domain. For instance,
you are allowed to split the images, through the use of segmentation algorithms. You
can also use pieces of this database to illustrate your research in publications and pre-
sentations. Any other use case must be validated by our service. If you do agree to
be bound by all of these Terms of Use, please fill and email the request form and then
use the login and password provided to download the selected version below.

The concerned request form requires the identity, a�liation, address and intended
use of the person who wishes to use data.
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Segmentation et indexation d’objets complexes dans les images de bandes déssinées

Résumé :

Dans ce manuscrit de thèse, nous détaillons et illustrons les différents défis scientifiques liés à l’analyse
automatique d’images de bandes dessinées, de manière à donner au lecteur tous les éléments concernant les
dernières avancées scientifiques en la matière ainsi que les verrous scientifiques actuels.

Nous proposons trois approches pour l’analyse d’image de bandes dessinées composé de différents traitements.
La première approche est dite “séquentielle” car le contenu de l’image est décrit progressivement et de manière
intuitive. Dans cette approche, l’extraction des éléments se succède, en commençant par les plus simples tels que
les cases, le texte et les bulles qui servent ensuite à guider l’extraction d’éléments complexes tels que la queue
des bulles et les personnages au sein des cases. La seconde approche propose des extractions indépendantes les
unes des autres de manière à éviter la propagation d’erreur entre les traitements. D’autres éléments tel que la
classification du type de bulle et la reconnaissance de texte y sont associés. La troisième approche introduit un
système fondé sur une base de connaissance à priori du contenu des images de bandes dessinées qui permet de
construire une description sémantique de l’image. Ce système dirigé par les modèles de connaissances, combine
les avantages des deux approches précédentes et permet une description sémantique de haut niveau pouvant
inclure des informations telles que l’ordre de lecture des cases, du texte et des bulles, des relations entre les bulles
et leurs locuteurs ainsi que la distinction entre les personnages.

Mots clés : traitement d’images, reconnaissance de formes, analyse de documents, compréhension de bandes des-
sinées.

Segmentation and indexation of complex objects in comic book images

Summary :

In this thesis, we review, highlight and illustrate the challenges related to comic book image analysis in order to
give to the reader a good overview about the last research progress in this field and the current issues.

We propose three different approaches for comic book image analysis that are composed by several processing.
The first approach is called “sequential” because the image content is described in an intuitive way, from simple
to complex elements using previously extracted elements to guide further processing. Simple elements such as
panel text and balloon are extracted first, followed by the balloon tail and then the comic character position in
the panel. The second approach addresses independent information extraction to recover the main drawback
of the first approach : error propagation. This second method is called “independent” because it is composed
by several specific extractors for each elements of the image without any dependence between them. Extra
processing such as balloon type classification and text recognition are also covered. The third approach introduces
a knowledge-driven and scalable system of comics image understanding. This system called “expert system” is
composed by an inference engine and two models, one for comics domain and an other one for image processing,
stored in an ontology. This expert system combines the benefits of the two first approaches and enables high level
semantic description such as the reading order of panels and text, the relations between the speech balloons and
their speakers and the comic character identification.

Keywords : image processing, pattern recognition, document analysis, comics understanding.
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