Chapter 4

Influence of Y,BaCuQOs particles

4.1 Introduction

Melt Textured Growth has enabled the obtention of large monocrystalline samples (up
to @ ~ 10cm [49]) much bigger than single crystals and therefore, suitable for power
applications involving large currents circulating through the sample. The preparation of
these large samples, however, requires the presence of a secondary phase embedded in
the matrix, Y.BaCuG;, which may lead to a strong modification of the superconduct-
ing properties as shown in sectipn 1]4.2. ThusBaCuG; particles themselves (and the
YBa,CuzO,_5/Y2BaCuG; interface in particular) are expected to be the main source of
modifications in the superconducting properties when the contenbB&RuUG; particles
is modified. However, it has been demonstrated that these patrticles strongly modify the mi-
crostructural characteristics of the sample [88].

As seen in figur¢ 4]1, these particles embedded into the,@&#,_; matrix, have a
large radiusd ~ 1um), which is much larger than the vortex coherence lenggh 4 15A).

As it has been pointed out in section]1.2, vortex pinning is optimized when the considered
microstructural defect has dimensions similar to that of the coherence length, and there-
fore, one should not expect a dramatic influence sB¥CuG; particles by themselves. The
strong influence of the addition of particles on superconducting properties, attributed to their
interface is shown in figurle 4.2, where the temperature dependence of the inductive critical
current density for different YB& uzsO;_5 samples is represented. Different hypothesis have
been developed in order to explain this enhancement of the critical currents with the content
of YoBaCuG. In particular, it has been proposed that the decay of the order parameter near
the superconducting/isolating interface (YBaO,_s/Y2BaCu@G;) should promote vortex
pinning [47]. These interfaces are then acting as a linear-like pinning center for lengths of
the order of the size of the particlds: 1um Critical currents have been shown to increase
mainly at high temperatures, following the temperature dependence predicted by Nelson
and Vinokur [17] for correlated disorder. However, the exact deformation and distribution
of supercurrents around the particle remains as an important drawback. In fact, it has been
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Figure 4.1: Scanning Electron Microscopic image of a MTG-¥BaO;_5 sample. Shown
are the .BaCuG particles.
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Figure 4.2: Temperature dependence of the inductive critical currents for samples with dif-
ferent content of ¥BaCuG; particles. Also shown is an scheme of the distribution of super-
currents around a>BaCuG; particle.
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suggested [51] that only the interfaces aBACUG; particles with diameters lower thai 2
may act as effective pinning centers.

The main goal of this chapter is to study and extend the analysis of the influence of the
YBaxCuzO,_5/Y 2BaCuG; interface to the vortex liquid vortex state. In particular, we want
to analyze the influence of these particles on vortex dynamics in the vortex liquid state. The
angular dependence of the superconducting properties with the direction of the magnetic
field is a key issue due to the quasisperical morphology of these particles, they are expected
to modify them for all the directions of the magnetic field.

Previously, the analysis of the influence ofBaCuG particles in vortex motion had
been studied in a sample with a fixed concentration B&CuG; [89-+91]. This study, how-
ever, was not able to determine whether vortex dynamics in MTG>¥Bg0O;_5 samples
with strong pinning centers were related to plastic motion of dislocations [92] or cutting and
recombination processes [93] enhanced by the presencgBafQUG; particles. In order to
distinguish between these two possibilities, three different samples with markedly different
Y 2,BaCuG; contents have been studied and analyzed. These samples have been grown by the
methods described previously in section 2.

Measurements of the paramagnetic signal of taBaCuG, phase determined that the
final content of the three analyzed samples are 0% wt, 18%wt and 31%wt. Scanning Electron
Microscopy analysis of the samples enabled us to obtain the mean diameter of these samples
is (d) ~ 0.95um, thus leading to a interface densiy~ 0 cm 1, 2000cm* and 330&m ™.

4.2 Phase diagram

Pieces of these MTG-YB&uwO,_5 samples with different ¥BaCuG; contents ranging
from 0% wt to 31% wt were cut down in dimensions of@®.5x1mn?. In figure[4.3, the
temperature dependence of the resistivity for the different samples is showtjdat idif-
ferent intensities of the magnetic field. In order to compare the resistive measurements for
the different samples taking into account the slight differenck iand the normal state re-
sistivity, these curves have been normalized by the critical temperature and the normal state
resistivity.

In this figure, it is observed that the normalized resistivity decreases as the density of
Y,BaCuG particles is enhanced, thus demonstrating that, similarly to that observed in the
solid state, a strong influence obBaCuG particles exist in the vortex liquid state. More-
over, itis shown that a certain influence ofBaCuG; particles on enhancing vortex viscosity
exists up to very high resistivitie%%( ~ 0.9 at H=1T) and temperature${"*®) close toTe.

The region of influence of ¥8aCuG; particles in the liquid state is found to be wider than

that obtained when ion tracké‘,%(n:—et ~ 0.7) [94] or twin boundaries are considered, acting as
linear pinning centers. Furthermore, it is even higher than the one obtained for splayed de-
fects @;n:et ~ 0.55 at H=3T) [95], where the reduction of vortex motion has been attributed
to an enhancement of vortex entanglement due to the particular geometry of these defects.
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Figure 4.3: Temperature dependence of the resistivity for H#3% (ando for the samples
with 31%, 18% and 0% wt of ¥BaCuG;, respectively) and H=9Tl(31%),H (18%) and
[1(0%)) for H||c. Shown in the figures "€t

These measurements also allows us to define the irreversibility temperature for the three
samples (using the criteri@(T;;) = ﬁ)pn), and the limit of influence of these particles
on vortex motion, as the temperatuf@{s®) above which the normalized resistivities are
equal within a 5%. The dependenceTd"s®'with the applied magnetic field, together with
the obtained irreversibility lines for the samples with different content sBaCuG; parti-
cles are represented in the magnetic phase diagram (figure 4.4). It is demonstrated that the
YBa,CuzO7_s/Y 2BaCuG; interface have a strong influence on the phase diagram|for H

Although we have shown the influence ofaCuG particles for H|c, these particles,
due to their spherical geometry should promote a reduction of vortex motion for all the
directions of the magnetic field. Therefore, it is worth to explore the whole angular dependent
phase diagram in order to determine and quantify the upwards shift of the irreversibility line
due to ,BaCuG; particles and deconvolute it from the shift of the irreversibility line due
to twin boundaries that exists for|ld. To determine the angular dependent magnetic phase
diagram and whether 2BaCuG; particles promotes a reduction of vortex motion for all
the directions of the magnetic field, we proceeded by obtaining a set of R-T measurements
for different directions of the magnetic fields, rotating it from the c-axis to the ab-plane.
These measurements, are shown in figurg 4.5, where it is observed that there is a reduction
of dissipation as one increases the content sB&CuG, from 0% to 31%. This reduction
of vortex motion is found for all the directions of the magnetic field, in agreement with the
expectations and presents a similar behavior with that observed|torad upwards shift of
the irreversibility line as increasing the density ofBACuG; particles for all the directions
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Figure 4.4: Magnetic Phase diagram fdfdHor three different MTG-YBaCuzO;_5 samples
with 0% wt (o), 18% wt () and 31% wt ¢). Shown are the irreversibility lines and the limit
of influence of .BaCuG; particlesH°"set

of the magnetic field. In addition, the study of the angular dependence of these measurements
also enables to study the region with influence of twin boundaéigg)(by measuring at a

fixed temperature, the angular dependence of the resistivity (see [figlire 4.6). Similarly to
figure[3.11 (pagg 61), the enhancement of pinning for directions clos¢d¢dsHelated to

the influence of twin boundaries. The limits of this influence are therefore determined at each
measured temperature and by varying the temperature, the whole region of the phase diagram
influenced by twin boundaries is obtained. Certainly, these measurements also allows us to
determine the angular dependent irreversibility line, and lead to the same results (within the
experimental error) than those obtained by measuring the temperature dependence of the
resistivity for different directions of the magnetic field.

Thus, the different regions of the angular dependent magnetic field have been obtained
for these samples, and are represented in figuie 4.7. It is demonstrated that there exists an
upwards shift of the irreversibility line as increasing the content fB&CuG; particles for
all the directions of the magnetic fields. It is also observed that the upper limit of influ-
ence of .BaCuG; particles, T°"®tincreases as one approaches the ab-plane, following the
anisotropy of the sample.

In this angular dependent phase diagram it is also observed a similar structure of the
region influenced by twin boundaries, although it is shown to be slightly wider (arofiog H
for the samples with a certain content opBaCuG particles. Although this region will
be further studied in chaptg| 7, where the analysis of the influence of twin boundaries will
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Figure 4.5: Temperature dependence of the resistivity at H=3d 4060 (o, & ande), 6 = 30
(~, A and A) andB = 0 (7,%7 and v) for samples with different densities of,BaCuG
particles: 0%wt (empty symbols), 18%wt (crossed symbols) and 31% wt (solid symbols).
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Figure 4.6: Angular dependence of the resistivity for the samples withoD&mel 31 Yowt ¢)
of YoBaCuQ particles at H=3T and T{=0.932. Shown are the irreversibility temperature
and the limit of influence of twin boundaries.

be performed, it is worth to note that, in spite of the difference in the actual value of the
accommodation angle, the temperature at which this accommodation angle vamighes (
very similar for all the samples.

Therefore, the angular dependent phase diagram enables us to extract several features
concerning the magnetic phase diagram fcHhe irreversibility line without the influence
of twin boundaries, by using equation 3.4 and the limit of influence of twin boundarigs (
The extended H-T phase diagram for these samples is shown in[figlire 4.8.

This figure enables to observe that the magnetic field dependence of the limit of effectiv-
ity of twin boundariesT*) is the same, within the experimental resolution, for these samples.
Furthermore, the fit of the irreversibility lines to equafion 3.6 enables to quantify the obtained
shift as a function of the content ohBaCuG; present in the sample.

Therefore, we are able to determine the dependence of the fitting parartgérteTB,bg)
with the interface density of 8aCuG; particles, which is shown in figufe 4.9. Here, it is
observed a linear dependence of the enhancemeHp afith the content of the area of
YBaCuG particles, further demonstrating the strong influence gB&CuG particles in
the irreversibility line.
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Figure 4.7: Angular dependent phase diagram for the sample with 0%) wt8% wt @)

and 31% wt ¢). Shown are the irreversibility line, the region of influence of twin boundaries
and the accommodation angle)(

4.3 \Vortex Dynamics

Y BaCuG patrticles, however, may also have an important influence on vortex dynam-
ics, since it should strongly modify the characteristics of vortices. The determination of the
vortex activation energy at temperatures just above the irreversibility line may enable to
quantify the influence of microstructure over vortex pinning energy. At these temperatures
(slightly above the irreversibility line) the barriers to vortex motion still have a strong in-

fluence over their dynamics, reduces their motion and dissipation is governed by thermally
activated processes.

Therefore, we proceed by determining the angular dependence of the vortex activation
energy for these samples, @€Uy(0)- (1 — Tl), from the fit of the experimental data to
the Arrhenius expression, given by equafion 1.5. In figure|4.10, the angular dependence of
Uo(8) in samples with different densities of pinning centers is represented. It is observed
thatUp(B) increases with V/d but this enhancement is not linear. This behavior is different
to that observed with the irreversibility line, where a linear upwards shift was observed with
the density of pinning centers (namely, the overall areadaCuG; particles).

The angular dependence of the vortex activation energy at different magnetic fields, en-
ables to determine the dependance of this vortex activation energy related to non-aligned
defects (i.e., where the influence of twin bondaries has been extracted). Infigyre 4.11, it is
observed a decay of the vortex activation energy for both samples as:
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Figure 4.8: Magnetic phase diagram fof|dfor the samples with different content of
YBaCuG particles: 0%wt (empty symbols), 18%wt (crossed symbols) and 31% wt (solid
symbols) at H=3T. Shown are the background irreversibility |llef and[J) the experi-
mental irreversibility line ¢,& ando) and the limit of influence of twin boundaries (4 and

A) and Y>BaCuG; particles ().
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Figure 4.9: Dependence of the fitting paramelﬂ%}rg (o) and HJB (o) with the area of
Y BaCuG particles in the sample. Shown is the linear dependentk ofith \H/-

Figure 4.10: Angular dependence of the vortex activation energy for the samples with 0% wt
(o), 18% @) and 31%wt ¢) of YBaCuG particles, for H=3T.
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Figure 4.11: Magnetic field dependence of the vortex activation energy for the sample with
V/d=2000cm* () and 3300 cm(e).

Uo OH97 (4.1)

Both, plastic motion and cutting and recombination processes, however were expected to
lead toUp O H~%°, thus obtaining a decay of the vortex activation energy lower than our ex-
perimental results. However, experimental studies of plastic vortex creep ipClB@;_5
single crystals also lead tdy 0 H~%7 [96]. Furthermore, recent theoretical investigations
[97] on systems with strong disorder (which is likely to occur in MTG-¥B8e30;_5 sam-
ples) capable to promote an amorphous vortex glass have shown that plastic motion on these
systems should promote an enhancement on this coefficient. Therefore, our experimental
results are shown to be consistent with plastic motion of dislocations in strongly disordered
systems. Within this model, vortex motion is related to the motion of dislocations in a system
where vortices are pinned.

Further insight into vortex dynamics in these samples can be reached by comparing the
ratio between the thermal energy (kT) and the vortex activation energy (the barrier to be
overcame, U(T)) at the solid-liquid transition.

The angular dependence of this ratio, shown in figure|4.12 for the different samples
studied in this chapter, provides a quantitative estimation of the thermal energy required to
overcome the barrier potential. In this figure, it is observed that, for all of these samples,
the relative thermal energies required are independent of the direction of the magnetic field,
except for directions of the magnetic field influenced by twin boundaries, where it decreases.
The origin of this decrease will be discussed in chapter 7. The isotropic beha\ﬁ%ﬁ

(for 8 > 30°) suggest, on the other hand, that the same microscopic mechanism rules out
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Figure 4.12: Angular dependent ratio between the thermal energy and the vortex activation

energy for the samples with 0% wit)( 18% @) and 31%wt ¢) of Y,BaCuG; particles, at
H=1T.
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Figure 4.13: Angular dependent ratio between the thermal energy and the vortex pinning
energy at the solid-liquid transition for the sample with 18% eB#CuG; particles at H=1T
(o), 3T (®) and 6T 6).

the vortex dynamics in the whole angular range whegBaCuG are the dominant pin-
ning centers. Furthermore, for each sample, it is observed that the value of this ratio is field
independent, within the experimental error, as shown in figurg 4.13.

This relation, therefore, appears to be controlled by the microstructure of the sample and
independent of the magnetic field and its direction. In what concerns the influence of mi-
crostructure on vortex dynamics, there appears to be two different regimes: the sample with
small pinning strength (MTG-YB#&uwsO7_5 sample with a vanishingly small content of
Y,BaCuG particles), has a small%l% than that obtained in samples with strong pinning
centers.

This enhancement (as,BaCuG particles are introduced) of the thermal energy re-
quired, actually means that to overcome the energy barrier is easier for samples with a lower
degree of disorder: a thermal energy correspondingd®% of the vortex activation energy
is enough to promote the solid-liquid transition, while for samples wigBaCuG; parti-
cles, the relative thermal energy required is bigge8%, and therefore, the onset of vortex
motion is delayed.

The origin of these differences must be related to the strong influenceBRAGUG
particles over vortices. The interface YRauz0,_5/Y2BaCuG; is a strong pinning center,
while, due to their distribution, they should promote vortex wandering, and therefore, vortex
entanglement. This vortex entanglement, thus could harden the solid and delay the solid-
liquid transition. In this sense, the influence of these particles may be similar to the behavior
observed in clean YB&uzO;_5 samples where a high density of splayed defects have been
introduced through irradiation with heavy ions. In these samples, it has been reported that the
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peculiar structure of splayed defects promotes a strong reduction of vortex motion, even at
very high temperatures. This strong influence has also been related to vortex entanglement,
making harder to obtain vortex motion. From a theoretical point of view the hardening of
the vortex solid as the density 0bBaCuGy/YBa,CuzO;_5 interfaces is enhanced, acting as
strong pinning centers, is consistent with the plastic motion of dislocations. In this system,
as the density of strong, disordered pinning centers increases, it promotes an enhancement
of vortex pinning, as shown in figufe 4]10. However, the microscopic mechanism promoting
vortex motion in this system (related to the relative thermal energy required to promote the
solid-liquid transition) is not modified once;BaCuG; particles are introduced.

4.4 Conclusions

In this chapter, the influence of randomly oriented ¥8e30;_5/Y 2BaCuG; interfaces
in the vortex liquid phase diagram of MTG-YBauO,_g has been investigated. It has been
shown, firstly, that MTG-YBaCuzO;_5 samples with different contents ofBaCuG; fol-
low the same angular behaviour than the samples analyzed in chipter 3, i.e., a pefak for H
related to twin boundaries superimposed over an anisotropic background given by the intrin-
sic anisotropy of the sample. For the present samples, it has been observed that the intrinsic
anisotropy is not modified by the presence oB&CuG; particles.

It has been observed that the presence of this interface leads to an upwards shift of the
irreversibility line for all the directions of the magnetic field. This upwards shift of the irre-
versibility line has been shown to be linear with the interface density,BRCuG; particles.

The regions of influence of twin boundaries angBaCuG; particles has been determined by
means of angular dependent measurements and comparison between the temperature depen-
dence of the resistivity for the different samples. It has been shown that, although the region

of influence of twin boundarieB{.. (T)) of the different samples is slightly different, the

limit of this region for H|c, T*, is independent of the interface density. On the other hand,

the limit of influence of ¥BaCuG; particles on the resistivity reaches temperatures higher

than that of columnar tracks or even splayed defects.

We have also investigated the influence of theB&CuG/YBa,CuzO,_g interface on
the vortex activation energy. We have observed that, at low contentsB#QUG; particles,
there is not a significant enhancement of the vortex activation energy, while at higher content,
it increases. To further investigate this non-linear behavior, the ratio between the thermal en-
ergy and the vortex activation energy at the irreversibility line for the different samples has
been determined. It is observed that this ratio, related to how difficult is to promote the solid-
liquid transition, is independent of the magnetic field and its direction (outside the influence
of twin boundaries, where a dip is obtained). It is also observed that the value of this ratio is
slightly smaller for the sample without;BaCuG; particles than that for the samples with a
certain content of ¥BaCuG; particles, thus suggesting thatBaCuG; particles modify the
mechanism controlling vortex dynamics. This upwards shift of the relative thermal energy
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required, showing a hardening of the vortex solid state, could be related to the enhanced wan-
dering of vortices that leads to a higher entanglement or to an increase of the plastic energy
barrier controlling the movement of dislocation lines in a landscape of pinned vortices.






Chapter 5

In-plane dislocations

5.1 Introduction

In MTG-YBa,CuzO_5 samples, the presence opBaCuG; particles destroys the first
order solid-liquid transition that appears in clean single crystals (see sectiion 3.2), where the
destruction of the first order transition has been extensively investigated through the intro-
duction of artificial defects in the sample, created by irradiation with electrons, or protons
[26,198-+-100] which create point defects or with heavy ions [27, 30, 31, 95, 101] that intro-
duce columnar defects. These artificially created defects lead to an increase of vortex pinning
for certain directions of the magnetic fields, and enable to study the influence of these de-
fects on vortex motion, and compare the results with the existing theories for the solid-liquid
transition: a vortex-glass transition |16] for samples with point disorder and a Bose-glass
transition [17] when columnar defects are present.

In MTG-YBaCuzO;_5 samples, the interest is to generate natural defects in a controlled
and scalable way and thus, it has originated an intensive research on different post-processes
or treatments in order to modify the microstructure and create defects with similar char-
acteristics. The influence of different post-processing treatments on the microstructure and
vortex pinning has been studied [102, 103]. In particular, two different treatments have been
used at the Institut de Ciencia de Materials de Barcelona to study vortex dynamics and im-
prove vortex pinning: Cold Isostatic Pressing (CIP) [58] and a High Oxygen Pressure (HOP)
[52,160]:

CIP: MTG-YBa,CuzO;_5 samples are submitted to an isostatic pressure at 2kbar Ar atmo-
sphere for 12h at 30C. The application of this isotropic pressure to an anisotropic
material leads to a plastic deformation of the sample which promotes a reorientation
of the stacking faults already existing in the sample. These stacking faults, which are
locally a new superconducting phase, ¥BayOg, with T, ~ 82K, are surrounded
by partial dislocations, which may act as good pinning centers. The stacking faults,
while preserving its surface during the treatment, develop a fingertype structure, as

95
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Figure 5.1: Transmission Electron Microscopy of a sample submitted to a cold isostatic
pressing for 12h at 30C.

seen in figuré¢ 5]1. This structure has a larger perimeter and, then, an important in-
crease in the length of the dislocations is obtained (the initial density of dislocations
0 ~ 10°%m 2, has been observed to peak upate- 10Mcm 2)[58]. The generated
dislocations lay parallel to the ab-plane, as the stacking faults, and are parallel to the
directions [110] and [10], coinciding with the direction of twin boundaries in the
ab-plane. A mechanism, based on the different stacking fault energy in each twin vari-
ant, has been proposed [58] to explain the direction of dislocations obtained (parallel
to twin boundaries). This coincidence between both directions, strongly difficulties to
distinguish the contribution of dislocations as linear defects when the magnetic field
is applied within the ab-plane since the contribution of twin boundaries should be first
extracted.

In the solid state of vortex, measurements of the inductive critical current [for H

in which case dislocations act as point disorder have demonstrated (seq figure 5.2)
that the existence of a higher density of dislocations promotes an enhancement of the
critical current[[58]. The observed increase of the critical currents is produced, mainly,
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Figure 5.2: Temperature dependence of the critical current for MTG¥Bs0;_5 samples:
as-growné¢) and after CIP {).

at low temperatures, as expected for weak pinning centers.

HOP: MTG-YBa;CusO;_5 samples are submitted to a high pressure of oxygen (P=100bar).
The mechanism giving rise to the enhancement of the density of dislocations has
been described in [51]. Basically, the external pressure of oxygen, induces the dif-
fusion of oxygen into the sample in an amount determined by the temperature and
the time of the process. The oxygen incorporated reacts with the Cu present in the
interface YBaCuO;_s/Y2BaCuG, forming Cu-O. Since at these conditions the
YBa,CuzO;_5 +Cu-0 is unstable against the formation of 2BayOg, locally, this
new phase will appear in the sample in the form of stacking faults, surrounded by par-
tial dislocations, as observed by Transmission Electron Microscopy (see [figlire 5.3).
The creation of these different defects, as mentioned in s€ctibn 2.2, has been shown
to lead to the existence of two competing effects: at early stages of this process, the
contribution of point-like pinning centers increases due to the enhancement of the den-
sity of dislocations (up t@ ~ 2-101%m2 near Y,BaCuG; particles). At latter stages,
however, a decrease of the critical current is found, which has been related to the ap-
pearance of a much higher density of stacking faults (see figure 5.4).

Since the diffusion of the Cu is easier along the [100] and [010] axis, the stacking faults



98 CHAPTER 5. IN-PLANE DISLOCATIONS

300 nm

Figure 5.3: Image obtained by Transmission Electron Microscopy of an ab-plane of a MTG-
YBa,CuwO;_5 sample submitted to a HOP treatment at 100bar®@56r 12h [52].

and the dislocations extend parallel to these axis, at 45 degrees from twin boundaries.
Therefore, a treatment at a high oxygen pressure provides a unique tool in order to
study the influence of aligned defects in the ab-plane.

It has to be noted that the dislocations created either by CIP and HOP will have differ-
ent behaviors depending on the direction of the magnetic field. For magnetic fields rotating
from the c-axis to the ab-plane, dislocations will act as point like pinning centers, while for
magnetic fields rotating within the ab-plane, it will eventually coincide with the direction
of dislocations, and they will act as linear defects with a lengthum Thus, depending
on the direction of the magnetic field and therefore the configuration of the experiment, in-
plane dislocations will show a strongly different behavior. In the following, the capability of
these treatments to enhance the density of dislocations has been used to explore the influ-
ence of dislocations. Their influence on the solid-liquid transition and in the liquid state will
be studied, both, acting as point like (with out-of-plane measurements) and linear like pin-
ning centers (with in-plane measurements). In chgpter 6, the influence of the stacking faults
created by HOP will be explored.
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Figure 5.5: Temperature dependence of the resistivity for the as grown sample (solid sym-
bols) and the sample submitted to CIP(open symbols) at H=1,3,6 and 9T, normalized by the
critical temperature and the normal state resistance.

5.2 Out of plane measurements: Comparison between an
as-grown and a CIP sample

In order to study the influence of dislocations when acting as point-like defects, a MTG-
YBa,CuzO;_5 sample has been cut in two small pieces. One of them was kept virgin and
measured. The results of these measurements have already been detailed ifj chapter 4. The
other piece of the sample has been submitted to a Cold Isostatic Pressing’@t8a0
2kbar Ar, in order to generate a high density of in-plane dislocations oriented in the direction
(110, and measured in the same geometry. It has to be noted that these samples have been
cut with the twin boundaries (and dislocations) laying at 45 degrees from the edges of the
sample. Since the applied magnetic field is perpendicular to the current (which is parallel
to the sample edges), even when the magnetic field is applied parallel to the ab-plane it is
applied also at 45 degrees of the dislocations and therefore, they are expected to act as point
like defects.

The resistivity of both samples at zero field have been measured, displaying a critical
temperatur@. = 90.30K for the as-grown sample affd = 90.80K for the sample submitted
to CIP. In figurg 5.p, there are shown the resistivity curves for these two samplés.at id
observed that the post-process applied to the sample does not clearly modify the behavior of
the temperature dependence of the resistivity.

We may wonder, however, if this similarity in the behavior of the temperature dependence
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Figure 5.6: Angular dependent phase diagram (for H=3T) for the virgin sample (solid sym-
bols) and the sample submitted to the cold isostatic pressing (open symbols). Shown are the
angular dependent irreversibility line (black) and the limit of influence of twin boundaries
(red).

of the resistivity is translated into an invariance of the irreversibility line. In figurg 5.6, it

Is observed that, in spite of the strong enhancement of the density of dislocations (from
0 ~ 10°%cm 2 to a peak up ta ~ 10cm ?), there is not a noticeable modification of the
angular dependent irreversibility line. This lack of influence of dislocations, when acting as
point-like pinning centers, is certainly in good agreement with the results that one would
expect in a system where pinning is already dominated by strong, correlated pinning centers
such as twin boundaries or the interfaces ¥BasO;_5/Y2BaCuG. It has to be pointed

out, however, that the accommodation andlg.{T)) for the sample submitted to the CIP

is slightly reduced respect to that of the virgin sample (see figuie 5.6), thus suggesting a
small decrease of the efficiency of twin boundaries on pinning vortices. A deformation of
the twin boundaries along the c-axis of the sample observed in TEM images in samples
submitted to HOP_[51] could be the responsible of this decrease of the pinning efficiency.
However, and similarly to that observed in the samples with differef@aCuG content,

the temperature above which twin boundaries are no longer effective to reduce vortex motion
T* is not changed.

Obtaining the angular dependent phase diagram at different intensities of the magnetic
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Figure 5.7: Magnetic Phase diagram for the sample befgré ([J) and after ¢, A, B) the
cold isostatic pressing. Shown are the irreversibility line related to the backgroumy (
the irreversibility line related to twin boundariesl,(l) and the limit of influence of twin
boundaries 4, A).

field enables us to determine the magnetic phase diagram |for where the lack of in-
fluence of point-like defects in MTG-YB&u3O;_5 samples is further demonstrated. This
independence contrasts with its strong influence in the critical currents, although it has been
demonstrated [58] that the influence of point-like defects on the critical current strongly
decreases with temperature and high magnetic fields where thermally activated flux creep
could be very relevant. Therefore, a vanishingly small contribution of point pinning centers
at the irreversibility line would be actually expected. Moreover, from the theoretical point
of view, this is actually to be anticipated in samples having a Bose-glass transition, since
at these temperatures, the correlation volume is large enough to ensure that the average of
the random potential vanishes[17]. If the existence of strong pinning centers, such as Y211
particles acting for all the orientations of the magnetic field, lead to a similar increase of the
correlation volume near the solid-liquid transition, the introduction of a certain amount of
disorder should not modify thg, as we have observed.

We have demonstrated so far that the position of the solid-liquid transition has not been
modified by the presence of a high density of dislocations acting as point like defects. How-
ever, the possible modification of the vortex activation energy has certainly to be considered
in order to further study the influence of dislocations on the vortex liquid state. Higure 5.8
shows the vortex activation energy for these two samples, from where it appears clearly that,
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Figure 5.8: Angular dependent vortex activation energy for the virgin sample (open symbols)
and the sample submitted to CIP (solid symbols) at H=3T.

similarly to that observed in the magnetic phase diagram, there is no significant influence of
the dislocations.

The above presented results, therefore, strongly suggest that dislocations aligned within
the ab-plane, and therefore point like disorder does not modify the properties of the liquid
vortex state. Following the arguments arising from a Bose-glass transition, and considering
the strong influence of the interface YEau3O;_5/Y2BaCuG in the liquid state demon-
strated in the previous chapter, this further suggests that the strong influence of correlated
vortex pinning for all the directions of the magnetic field is capable to overcome vortex pin-
ning by point-like disorder. In addition, the smearing of the influence of point like pinning
centers as approaching the irreversibility line further difficults the dislocation pinning to be
effective. A determination of whether a Bose-glass transition occurs in this system (by means
of a scaling analysis of the |-V curves) or not would help to clarify this point.

5.3 In-plane Measurements: Comparison between an as-
grown sample and a HOP sample

5.3.1 In-plane measurements for an as-grown sample

A MTG-YBaCuzOy_g5 piece with a long dimension along the c-axis-(L mm) has
been obtained for the same sample that has been already analyzed in[dhapter 4 (although in a
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different configuration). The results obtained fofath (and J|c) and those obtained for|d
(and l|ab), will be compared in chaptef 8 in order to further investigate the influence of the
anisotropy in magnetoresistive measurements.

Following the procedure explained in sectjon 2.4.2, the temperature dependence of the
resistivity for different directions of the applied magnetic field within the ab plane have been
obtained, wher@ is the angle between the magnetic field and the direction of one family of
twin boundaries. Results are shown in figurg 5.9 for H=1.5T. In this figure we observe that,
at low temperatures, the resistivity of the sample is lower for the direction of twin boundaries
(6 = 0). This behavior is in agreement with that observed previously, where an enhancement
of vortex pinning leads to a decrease of vortex motion even in the liquid vortex state.

This result, however, contrasts with that observed by D.Bourgault et al. [104],where no
effect of twin boundaries was observed at temperatures slightly below the irreversibility line,
while rotating the magnetic field within the ab-plane. Those results have been found by ana-
lyzing the angular dependence of the transport critical current and it has been observed that
at high enough temperatures, there is no influence of the twin boundadesTtus lack of
influence has been attributed to a delocalization of vortex as the temperature is increased.
Firstly, it has to be noted that direct comparison between these results may not be performed
due to the different sensitivity between resistivity measurements and measurements of the
transport critical currents. However, this discrepancy about the influence of twin boundaries
near the irreversibility line could be related to the range of the magnetic field used. In their
measurements, much lower magnetic fields have been used and, since the amplitude of ther-
mal fluctuations increases as reducing the magnetic field, this may enhance the influence of
delocalization and lead to the lack of influence of twin boundaries that they observed.

The results obtained from angular dependent resistivity measurements in the present
work, actually suggest that there is a strong influence of twin boundaries even at temperatures
much higher than the irreversibility line. Similarly to what has been done in the previous sec-
tions, the limit of effectivity of twin boundaries for |i¢ on reducing vortex motion has been
defined (T*). From these measurements, and using the same criteria used previously, the
angular dependent irreversibility line is determined. It has been also obtained, for each tem-
perature the accommodation angle of the vortex around the twin boundaries which completes
the angular dependent phase diagram for in-plane measurements. These data are represented
in figure[5.10, where it is observed that the angular dependence of the irreversibility line has
a flat background'r(f’rg) and an increase of the irreversibility temperature for directions of the
magnetic field close to twin boundarie‘S,T,(B). The flat background shows that the possible
existence of a (small) a-b anisotropy observed in untwinned single crystals[105] is smeared
out in the present case by the twinned structure. On the other hand, the temperature depen-
dence ofp,cc Shows a monotonic decrease as increasing temperature. At T*, twin boundaries
are no longer effective to reduce vortex motion.

Also from the temperature dependence of the resistivity, the angular dependence of the
vortex activation energy may be obtained, by fitting the experimental data to equaiion 1.5.
We observe in figure 5.11 that there is an increase of vortex activation energy when the mag-



5.3. IN-PLANE MEASUREMENTS 105

0.10
0.08 |
0.06 |+
o
— 0.04}+ Ce=0
C e =30
—— ¢=5°
0.02 + 0 =7°
S e=9
0.00 o - '
88.0 89.0 90.0 91.0
0.01 |
o I
c |
1E-3 |

T (K)

Figure 5.9: Up:Temperature dependence of the resistivity for different directions of the mag-
netic field (H=1.5T). Also shown is the zero field transition. Down: Temperature dependence
of the same curves in a log-linear scale.
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Figure 5.10: Angular dependent phase diagram for an as-grown sample while rotating the
magnetic field (H=1.5T) within the ab-plane. Shown is the irreversibility liie(d) (¢) and
the limit of effectivity of twin boundariesTacc(§) (o).
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Figure 5.11: Angular dependence of the vortex activation energy for an as grown MTG-
sample at H=1.5T.

netic field is applied parallel to twin boundaries, consistently with the upwards shift of the
irreversibility line for this particular direction of the magnetic field. Therefore, the angular
dependence of both, the irreversibility line and the vortex activation energy demonstrates that
vortex motion behaves isotropically when|&b andA_ ||ab, except for the direction of twin
boundaries where an increase of pinning is found.

5.3.2 In-plane results for an HOP sample

In order to study the influence of dislocations acting as linear pinning centers, a MTG-
YBa,CuzO;_5 sample has been submitted to a high oxygen pressure to strongly increase the
density of in plane dislocations (from~ 10°cm 2 to o ~ 2-10%m2), which, as we have
mentioned before are mainly directed along <100> axis.

The temperature dependence of the resistivity has been obtained for several orientations
of the in-plane magnetic field. In figufe 5|12 it is shown the temperature dependence of the
resistivity for magnetic fields parallel to twin boundarigs=£ 0°), dislocations ¢ = 45°)
and an intermediate directiop & 22°). It appears that at low temperatures, the resistivity
for fields parallel to twin boundaries is lower than that for the intermediate direction. This
behavior is similar to that observed in the as-grown sample and confirms vortex-pinning by
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Figure 5.12: Temperature dependence of the resistivity for the sample submitted to a HOP at
H=1.5T, for¢=0 (dashed), 22 (continuous) and 45 (dotted) degree. Inset: Detail of the same
curves belowr *.

twin boundaries also in this sample.

However, and contrasting with that observed in the as-grown sample, it is also observed
a decrease of the resistivity whén= 45°.This direction coincides with the direction of
the dislocations created during the HOP, thus demonstrating that the aligned dislocations
generated by the HOP are effective linear pinning centers (fexl0>), in a similar manner
to columnar defects created by heavy ion irradiation and twin boundaries. The observed
decrease of the resistivity, however, is lower for dislocations than for twin boundaries.

These measurements of the temperature dependence of the resistivity enables us to de-
termine, once more, the angular dependence of the phase diagram, is shown in figure 5.13.
In this figure, the angular dependence of the irreversibility line clearly shows the presence of
a flat background, where two peaks appear. The increase of the irreversibility line for mag-
netic fields parallel to the linearly correlated defects, is in good agreement with the behavior
expected from two Bose-glass transitions at two different orientations of the magnetic field
generated by twin boundaries and in-plane dislocations. To our knowledge, this is the first
time that a double Bose-glass transition is observed simultaneously in the same sample for
two different magnetic field orientations.

Two main ideas surge when the influence on the magnetic phase diagram of twin bound-
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Figure 5.13: Up:Angular dependence of the irreversibility line for the sample submitted to a
HOP at H=1.5T. Down: Angular dependent phase diagram. Shown is the angular dependence
of the irreversibility line, Ty (¢), (»), and the limit of the regions with influenc@cc(¢), of

twin boundariesd = 0) and dislocations( = 45) (o).
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aries and dislocations is compared:

e Firstly, the upwards shift of the irreversibility line is slightly higher for twin bound-
aries than for dislocations. As it will be shown in chagter 7, the upwards shift of the
irreversibility line due to the presence of twin boundaries is directly related to its con-
centration. The observation of a lower enhancement of the irreversibility temperature
by dislocations could be simply explained by considering the different dimensionality
of the defects (dislocations are 1-D defects and therefore, enable only to pin 1 vor-
tex, while twin boundaries, being 2-D defects enable the presence of several vortex,
separated by a distance of the orderagfalong the c-axis). However, an additional
influence of the shorter length of dislocations could also exist.

e Secondly, althouglpacc(T) is slightly smaller for dislocations than for twin bound-
aries 03! ~ 6° and¢ B ~ 9°), the end-point of the influence of twin boundaries and
dislocations T*) is not modified within our experimental resolution. This coincidence,
strongly suggests that the limit of effectivity of linear defects is an intrinsic property
of the material, independent of the size of the defect or its density or even its dimen-
sionality. This feature will be studied in detail in chagtgr 8.

After exploring the phase diagram and considering the differences between twin bound-
aries and dislocations on the enhancement of the irreversibility line, one may wonder whether
these differences are also present in the angular dependence of the vortex activation energy.
In figure[5.14, the angular dependent vortex activation energy is shown for H=1.5T. There, it
is observed a similar qualitative behavior to that of the angular dependent irreversibility line:
a flat background with two peaks, related to the enhanced pinning due to twin boundaries
and dislocations respectively. In the present figure, however, we note that both defects lead
to a similar increase of the vortex activation energy, although they produce a different shift of
the irreversibility line. This different behavior could suggest that, either, the vortex pinning
energy or the enhancement of the irreversibility temperature are not unambiguously related
to the density of pinning centers present in the sample. Actually, and taking into account that
the density of dislocations is lower than the density of twin boundaries, we may suggest that
the vortex activation energy is not simply related to the density of defects. It is also very
likely that the coexistence of strong pinning centers such #a€uG particles and the
linearly correlated defects smears out its influence on the activation energy.

Both, the angular dependence of the phase diagram and the vortex activation energy,
have demonstrated the reduction of vortex motion due to the presence of in-plane, linearly
correlated pinning centers such as twin boundaries and dislocations. Therefore, for this par-
ticular direction of the magnetic field, dislocations have been demonstrated to act as strong,
linearly correlated vortex pinning centers. Thus, dislocations generated by the High Oxygen
Pressure become, up to our knowledge, the first linear defect aligned within the ab-plane
which has been shown to behave as linear pinning centers. Since the influence of these
in-plane generated dislocations is very similar to that widely reported in the literature for
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Figure 5.14: Angular dependence of the vortex activation energy at H=1.5T.

Bose-glass transitions, we suggest that a Bose-glass transition is also present for in-plane
magnetic fields parallel to linearly correlated pinning centers. Furthermore, the modification
of the superconducting properties in the liquid state due to the presence of dislocations for
this particular configuration contrasts with their lack of influence when acting as point-like
pinning centers, and remarks the importance of the relative direction vortex/defect and the
defects dimensionality.

5.4 Conclusions

In this chapter we have investigated the influence of in-plane aligned dislocations gener-
ated by different treatments. Two completely different behaviors have been observed:

e For magnetic field rotating from the c-axis to the ab-plane, no influence of the in-
plane dislocations is observed, nor in the irreversibility line or in the vortex activation
energy. This lack of influence of dislocations acting as point-like pinning centers in
the vortex liquid state is actually what should be at high temperatures expected in a
system with strong pinning centers such as ¥Ba&0O,_5/Y,BaCuG; interface and
twin boundaries.

¢ In order to analyze the influence of dislocations as linear-like pinning centers, in-plane
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measurements had to be performed. These measurement were done using a cryostat
with two degrees of freedom, at the Materials Science Division in the Argonne Na-
tional Laboratory, USA. Firstly, a virgin sample has been studied where we have ob-
served a flat background (corresponding to the isotropy of the ab-plane) for both the
irreversibility line and the vortex activation energy with one peak corresponding to
twin boundaries. For the sample submitted to HOP, together with the flat background,
two peaks have been observed, related to the influence of twin boundaries and disloca-
tions, is found in the irreversibility line. Furthermore, the region of influence of both
defects has been determined. Although a slight difference is found between the values
of ¢acc for twin boundaries and dislocations, the temperature at which it vanighes,
coincides. The origin of this coincidence will be further studied in chapter 8. To sum-
marize, a strong influence of in-plane dislocations as linear-like pinning centers in the
vortex liquid state has been demonstrated.



Chapter 6

Vortex Breaking defects

6.1 Introduction

Up to now, the influence of different defects on the liquid vortex state has been stud-
ied. The influence of these microstructural defects on the superconducting properties has
been analyzed in terms of their action as pinning centers (either point-like or linear-like).
Microstructural defects, however, may also have a detrimental influence on the supercon-
ducting properties due to the loss of coherence around these defects. This detrimental in-
fluence of certain microstructural defects has been unambiguously demonstrated for grain
boundaries[19]. Planar defects may also lead to a partial suppression of the superconducting
properties. These planar defects (due to its non-superconducting nature) may act as a bound-
ary capable of enhancing the decoupling of the vortex. Thus, the possible reduction of the
vortex length should play a role on vortex motion.

This role of the finite-size of the vortex has been widely studied both, theoretically by
means of simulations. However, the experimental results on this issue are restricted to short
lengths (up to tens of nanometers) by considering multilayers or thin films, due to the limited
thickness of YBaCuzO;_5 thin films. In this sense, L.Civalé [106] showed that, at small
thickness (below 100 nm), the irreversibility line is shifted upwards as the thickness of the
thin film increases, while, at higher thickness, the position of the irreversibility line is almost
thickness independent. A similar upwards shift of the irreversibility line has been observed
in YBaxCuzO;_s/PrBaCusO;_5 multilayers [107] and NbN/AIN multilayers [108], and it
has been related to the modification of the 2-D character of the strongly layered cuprates.
On the other hand, flux transformer measurements for twinnegdQ&®,_5 samples with
different thickness have been performed [41]. It has been observed that as the thickness of
the sample increases, the temperature where full vortex correlation is lost decreases, thus
demonstrating the strong influence of finite-size effects on vortex dynamics. In spite of the
extensive work performed on this subject, a clear picture concerning the influence of the
separation between the planar defects on vortex motion is still missing.

In order to study the influence of the vortex length in MTG-¥BazO,_s samples and

113
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Figure 6.1: SEM Image of an ac-plane of MTG-Y&aO,_5 sample with 20%wt of silver
obtained by Scanning Electron Microscopy. Silver particles and microcracks are shown in
the image.

expand this analysis to larger lengths, two different defects have been considered in this
chapter, covering a wide range on the distanieg (ar) between the defects: microcracks and
stacking faults. In order to strongly modify the distance between these defects, two different
processing methods have been used: silver additions and a high oxygen pressure process.

Silver Addition: In order to study the influence of microcracks as a defect breaking the

correlation of the vortex along the c-axis, MTG-Y&au0O;_5 samples with different
contents of Ag precipitates have been studied. In order to maintain the influence of
YBaCuG; particles constant, the same ratio between the content opCB&;_5

and Y2BaCuG; has been employed in all the samples studied (18%wt8aCuG;

prior to the incorporation of silver). The addition of silver particles from 0% to 20%
wt has been shown to strongly modify the distance between microcracks fripm 1

to 6.7um[61]

The study of the inductive critical currents in the solid state reported an increase of
Jc as the content of Ag is enhanced. The large dimensions of the silver particles (up
to 5qum), even compared with those obBaCuG; particles, impeded a noticeable ef-

fect of silver particles on the critical current, and therefore, the increase of the critical
current was attributed to the reduction of the density of microcracks.[61] However, a
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careful, quantitative characterization of the microstructure of samples with different
densities of silver particles reported an strong enhancement of the density of disloca-
tions [51] and twin boundaries. These results, together with the analysis of the tem-
perature dependence of the critical temperature demonstrated that the increase in the
density of defects explain the observed enhancement of the critical currents, leaving
no observable effect of microcracks on critical currents.

In spite of the independence of critical currents in the vortex solid state with the density

of microcracks, a certain influence of the distance between microcracks could exist
in the vortex liquid state, since thermal activation may be favored, enhancing vortex
motion. It has to be noted that any possible contribution of the modification of the
density of twin boundaries and dislocations on vortex motion may be successfully
extracted by the use of angular dependent measurements of the magnetoresistance
enabling to study the influence of microcracks without misleading influences.

High Oxygenation Process: The oxygenation at P=100 bar is an interesting tool to generate

partial dislocations, and thus increasing vortex pinning as it was reported in dhjapter 5.
At a latter stage, however, an excessive oxygen promotes a massive creation of stack-
ing faults in the whole sample, with distances between stacking faults of the order
of 40nm along the c-axis. In figufe 6.2, it is shown an image obtained by Transmis-
sion Electronic Microscopy of an ac-plane showing the high density of stacking faults
generated by long stages of oxygenation.

Measurements of the inductive critical currents in samples with a high density of stack-
ing faults, have revealed a strong decrease of the critical currents, demonstrating the
detrimental effects of stacking faults even deeply in the vortex solid state. This con-
trasts with the lack of influence of microcracks in vortex motion in the vortex solid
state.

This behavior of the critical currents at large densities of stacking faults pushed us to
study its influence on the angular dependent phase diagram. Furthermore, comparison
between the influence of stacking faults and microcracks may enable us to study the
influence of planar defects separated apart up to 2 orders of magnitude.

It has to be noted, however, that microcracks and stacking faults are planar defects but
have a finite size. The finite size of these defects may promote that vortices are simply dis-
torted by the presence of microcracks or stacking faults. Therefore, the particular influence
of these defects over vortices depends on the concrete energy cost for cutting or elongat-
ing the vortex. Consequently, both actions of microcracks and stacking faults may be found
simultaneously, depending on the particular position of the vortex considered.
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Figure 6.2: TEM image of a MTG-YB#&£u30,_5 sample submitted to a high oxygen pres-
sure at 600C for 24h.

6.2 Influence of microcracks

6.2.1 Magnetic phase diagram

Three MTG-YBaCuzO,_5 samples with different initial content of AQ patrticles,
ranging from 0% to 20% wt have been studied. The initial composition.&aCuG has
been chosen in order to ensure a sample independent ratio between the cons&a©fi &
and YBaCusO;_5. The independence of this ratio has been verified by determining the para-
magnetic signal of ¥YBaCuG; at temperatures abovg.

In order to study the influence of microcracks in the vortex liquid state, these
YBa,CuzO;_5 samples have been analyzed by determining their angular dependent mag-
netoresistance. Figufe 6.3 shows the resistive transition of these samples together with the
temperature dependence of the resistance for different magnetic field§|anddfmalized
by the normal state resistance and the critical temperature. It is observed that at high temper-
atures, there is a strong similarity between the normalized resistivity of these three samples,
while at lower temperatures, the temperature dependence of the resistivity for these three
samples starts to deviate from each other and reaches zero resistance at different points. Ap-
pears clearly from the figure, that as increasing the distance between microcracks, vortex
motion starts at higher temperatures. This modification in the onset of dissipation is trans-
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Figure 6.3: Temperature dependence of the resistivity for the samples wi#f), 20 () and
0 (»)% wt of silver, for H=0,3 and 9T with Hc.

lated into the magnetic phase diagram, where an upwards shift of the irreversibility line is
observed (see figufe 6.4) as increasing the distance between microcracks.

For this particular direction of the magnetic field|(¢), however, the influence of twin
boundaries may produce misleading effects. Moreover, the presence of silver particles has
been shown to increase the density of twin boundaries. This, together with the fact that the
temperature at which the dependence of the resistivity becomes different is similar to the on-
set of twin boundaries, suggest an strong influence of twin boundaries on these observations.
Therefore, prior to attributing this upwards shift of the irreversibility line to microcracks, the
influence of twin boundaries has to be extracted.

To extract the influence of twin boundaries, and following the procedure already used
in the previous chapters, the angular dependence of the different R vs T curves has been
analyzed and compared between the different samples. From this set of measurements, we
are able to obtain the angular dependence of the irreversibility line, shown in ffiglire 6.5.
Here, it is observed that the previously mentioned upwards shift of the irreversibility line
is obtained for all the directions of the magnetic field. Since a certain influence of twin
boundaries on reducing vortex motion is only foundat B4cc(T) (which is similar for
the three samples studied), the influence of twin boundaries has to be excluded as a possible
origin and the shift of the irreversibility line has to be attributed to the decrease on the density
of microcracks.
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Figure 6.4: Irreversibility line for the samples with 0949,(10% (®) and 20% wt ¢) of Ag>0
and Hic, i.e. distances between microcracks of 1.7, 3.7 ang.7
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Figure 6.5: Angular dependent phase diagram for the samples with different distance be-
tween microcracks for H=3T. Shown are the irreversibility ling&g (8)) and the limit of
influence of twin boundarie®4.. (T)) for the samples with 0%}, 10% (%) and 20%wt of

silver (o). The limit of influence of microcracks on vortex moti@ii"se (x) is also shown.
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Together with this enhancement of the irreversibility line for all the directions of the
magnetic field, the region of influence of microcracks is also worth of study. Certainly, the
behavior of the temperature dependence (at high temperatures) of the resistivity (as seen
in figure[6.3) is not exactly equal for the three samples, fact that could be related to the
slight differences between the rest of microstructural characteristics. However, the temper-

ature at which the temperature dependence of the resistivity starts clearly to deviate, may

P pM)

be estimated by considering the temperature at which, for inst o en
Pn {209

for different directions of the magnetic field. This limit of influence of microcracks is rep-

resented in figurg 6.5 for all the directions of the magnetic field. It is observed that this
temperature°"S®) increases as approaching the ab-plane, consistently with the anisotropy
of the YBaCuzO5_5 system. At large angles, however, the definition of this temperature be-
comes difficult to define. However, it appears clearly that there exists an important influence
of microcracks that may not be related to twin boundaries since this region expands outside
the region of influence of twin boundaries.

An interesting feature observed in the angular phase diagram is that||éorthé limit
of influence of twin boundaries and microcracks coincides, strongly suggesting that this
temperature may correspond with an intrinsic feature of vortex behaviour in the liquid state,
as will be discussed in chapfgr 8.

The angular dependent phase diagram at different intensities of the magnetic field en-
ables to determine the complete magnetic phase diagram|for(s¢e figuré¢ 6]6). In this
phase diagram, it is further reinforced the coincidence between the limit of influence of twin
boundaries and microcracks and the upwards shift of the irreversibility even when the influ-
ence of twin boundaries is extracted.

The magnetic phase diagram fof|¢] allows us to adjust the irreversibility line for the
different samples to equatipn B.6, and therefore to quantify the influence of the microcracks.
The obtained values dﬂgg and HOTB for these samples are shown in fig 6.7 as a func-
tion of the distance between microcracks. It is observed an enhanceméjt(ietog, TB)
as increasing the distance between microcracks, thus, further reinforcing the detrimental in-
fluence of microcracks. Another issue observed in figure 6.7 is that the dependef}® of
Is stronger than that d=f-l(§’g (the slope oﬂ—|gB (dpianar) is @ 50% larger than that dﬂgg
(dpianar))- The analysis of this difference, related to the influence of twin boundaries will be
performed on chaptéf 7.

0% | — 5%
)

6.2.2 Vortex Dynamics

Once studied the influence of microcracks on the magnetic phase diagram, we proceed
to investigate whether the vortex activation energy is modified or not by the presence of
microcracks. Therefore, we studied the angular dependence of the vortex activation energy
for the three considered samples, which is shown in figure 6.8.
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Figure 6.6: Magnetic phase diagram for the samples with 0% wt (empty symbols), 10%wt
(crossed symbols) and 20%wt (solid symbols). ShownTﬁr%(o@ ande) and'l'if’rg (O,
andl), T* (/\,4 and A) and the limit of influence of microcracks on vortex motiay). (
Solid lines are the fit of the experimental irreversibility line to equdtion 3.6.
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Figure 6.8: Angular dependent vortex activation energy for the sample with different distance
between microcracks:um(e), 3.7um(e) and 6.7um(e).
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Here, it is observed that, in spite of the upwards shift of the irreversibility line when
the distance between microcracks is changed, the vortex activation energy is not modified
within the experimental resolution. This behavior certainly contrasts with that obtained with
Y BaCuG particles and twin boundaries where an upwards shift of the irreversibility line is
accompanied by an enhancement of the vortex activation energy. This distinct behavior is a
direct consequence of the different origin of the modification of the superconducting prop-
erties: twin boundaries and,BaCuG; particles increase vortex pinning and this promotes
the reduction of dissipation, while microcracks are not modifying vortex pinning (the influ-
ence of pinning centers is not modified) but promotes by cutting the vortex or deforming the
vortex line, depending on the energy cost.

A qualitative picture explaining the obtained results could be the following:

1. microcracks are not able to modify vortex pinning, which is reflected in the indepen-
dence of either the vortex activation energy in the liquid state and the critical currents
in the solid state.

2. microcracks may lead to a system of vortices only partially coupled across microc-
racks, requiring a lower thermal energy in order to produce thermal fluctuations strong
enough to promote the transition from the solid to the liquid vortex state. However, as
will be shown inchapter|§ by means of flux transformer measurements, full correla-
tion of the vortex system may still be preserved, in spite of the presence of microcracks
in the sample.

In order to further study the different behavior we proceed by considering the ratio be-
tween the thermal energy and the vortex activation energy at the irreversibility line, i.e.,
the relative thermal energy that vortex requires to overcome leading to the beginning of the
vortex motion:

kBT _ kBTc‘ tirr
U (T) Tirr UO 1—tirr

(6.1)

This ratio is represented in figufe 5.9 where it is shown that this ratio is larger at a low
density of microcracks (8% vs 14%). It is observed that a larger relative thermal energy
(almost a factor 2) is then required in order to promote vortex motion by increasing the
distance between microcracks from 1.7 to gri

The upwards shift of relative thermal energy required as the density of microcracks is
reduced should be associated to a hardening of the vortex solid state. In the present case,
however, the influence is not related to vortex pinning. Therefore, it has to be related to
the larger distance between microcracks and thus, the larger vortex length to be thermally
activated.
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Figure 6.9: Angular dependence of the ratio between the vortex thermal energy and the vortex
activation energy at the irreversibility line for the sample with 09pgnd 20 % wt ¢) of
silver.

6.3 Influence of stacking faults

The influence of microcracks (having a typical distance of the order of several microme-
ters) on vortex motion in the liquid phase has been considered in the previous section. How-
ever, the study of another planar defect defining a much shorter distance between them is
certainly worth of study in order to further analyze the vortex behavior. MTGoBigO;_5
samples provide such a possibility since the increase of the density of stacking faults (down
to distancesl ~ 40nm) is obtained by submitting the sample to a thermal annealing under
high pressure of oxygen. A sample thus obtained is studied in this section.

To study the influence of stacking faults, a high pressure of oxygen has been applied over
a piece of a sample already studied (see se€tign 3.3). The parameters of the oxygenation
(P=1bar, T=608C and t=24h) were chosen in order to overcome the first stage where the
increase in the density of dislocations is dominant over the generation of stacking faults.
This treatment has been shown to promote a decrease of the critical currents and a strong
downwards shift of the irreversibility line (when determined by magnetic measurements).
The distance between stacking faults was estimated tb-bé0nm, thus leading to a typical
distance @pjanar) much shorter than that considered when the influence of microcracks is
studied.

The angular dependent phase diagram for this sample has been obtained by means of
resistive measurements, and it is shown together in figurg 6.10 with the phase diagram for
a piece of the sample prior to the HOP treatment (see séctipn 3.3). A point that arises when
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Figure 6.10: Angular dependent irreversibility line (H=3T) for the sample befeyrarid
after () the HOP. Also shown is the region of influence of twin boundaries for the sample
after HOP.

comparing the irreversibility line between these two samples is that the irreversibility line is

shifted downwards for all the directions of the magnetic field. This behavior is qualitatively

similar to that obtained with the presence of microcracks, in spite of the strong differences
existing between these two defects.

It has to be noted that, in spite of the strong density of the superconducting phase
YBa,CuwOg present in the sample, the overall sample anisotropy is not found to be mod-
ified by it since the angular dependence of the irreversibility line is consistenywitk 7,
in agreement with the intrinsic anisotropy of YE2uzO,_5. Certainly, the anisotropy of
YBa,CwOg (Y1 ~ 14) is not expected to be found, since at these temperaturesCYgag
Is already in its normal statd{ =82K). For this reason, the YB&u,Og unit cell inserted
will behaves as planar vortex breaking defects. However, the layered structure could led to a
modification in the anisotropy. As it appears from the fact {hdt~ 7, the actual distance
between stacking faults is not capable of modifying the intrinsic anisotropy of the sample.
This behavior is consistent with that observed in ¥BazO;_5/PrBaCuzO;_s multilayers
where angular dependent resistive measurements have shown that the intrinsic anisotropy is
preserved even for layers of YBaAuzO;_5 consisting of 8 unit cell5[109].

These measurements enable also to obtain the angular dependence of the vortex activa-
tion energy. As it is observed in figufe 611, the vortex activation energy is not modified
by the presence of these stacking faults, similarly to what was previously observed when
considering the influence of microcracks on vortex motion in the vortex liquid state.



6.4. COMPARISON BETWEEN BOTH PLANAR DEFECTS 125

U /KT

600

300

Figure 6.11: Angular dependent vortex activation energy (H=3T) for the sample bejore (
and after ¢) the HOP.

6.4 Comparison between both planar defects

From a qualitative point of view, a similar influence of microcracks and stacking faults
has been reported, on the superconducting properties in the vortex liquid state. Arising from
this qualitative agreement, one may wonder whether the behavior is similar also from a
guantitative point of view.

In order to compare these defects, we proceed to study the dependeﬂ}?ﬂecmftained
with the distance between planar defecigafgd. It has to be considered, however, that the
reference samples in both series of measurements are different:

e We used samples with 18%wt ohbBaCuG; particles for the samples where the den-
sity of microcracks has been strongly modified, and

e A sample with 31%wt of ¥BaCuG; particles when considering the influence of stack-
ing faults.

In order to perform such comparison, the influence of the main microstructural difference
between these two samples has to be taken into account. To do so, the results of ¢hapter 4
have been recalled, and the difference in the pararhié,i%between both reference samples
has been subtracted from the sample submitted to HOP. The dependblé’germ‘s obtained
is shown in figurg 6.72.

From this figure, it becomes apparent that the valued,@far corresponds to strongly
different scales, and therefore, it is difficult to ensure from this figure the existence a common
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Figure 6.12: Thickness dependence&-léﬁg for the samples studied in this chapter.

behavior. However, the existence of a possible relation between the irreversibility line and
the distance between the different defects arises as an interesting point worth of further study.
Although the strong influence of the distance between planar defects on the irreversibil-
ity line, both defects have demonstrated their lack of influence on the vortex activation en-
ergy. As it arise from figures §.8 and 6}11, the introduction of these planar defects in MTG-
YBa,CuzO;_5 do not modify the vortex activation energy. This lack of influence of the vor-
tex activation energy has to be related to the fact that vortex pinning centers in these samples
IS not modified.

6.5 Conclusions

In the present chapter, the influence of planar defects such as microcracks and stacking
faults, acting as vortex breaking defects has been studied, where they enable to study this in-
fluence as the distance between planar defects is reduced over two order of magnitude. Sim-
ilarly to the previous chapters we have investigated their influence on the angular dependent
phase diagram. We have observed that the presence of these defects promotes a downwards
shift of the irreversibility line for all the directions of the magnetic field. This contrasts with
the upwards shift of the irreversibility line obtained for Y&ai0,_5/Y,BaCuG; inter-
faces, twin boundaries and dislocations (as linear pinning center). This different behaviour is
related to the different geometry of the defects, since stacking faults and dislocations are not
able to act as pinning centers. In this angular dependent phase diagram, it is also determined
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the region of influence of twin boundarigs (T), which is not modified. Furthermore, the
region of influence of microcracks on vortex motion in the vortex liquid state (determined
through the comparison of the temperature dependence of the resistivity for the different
samples) has been shown to coincide, fdchkvith the limit of influence of twin boundaries
(T*). This coincidence will be further analyzed in chapter 8.

The influence of these microcracks and stacking faults on the vortex activation has also
been investigated. It has been observed that they do not modify the vortex activation energy
even in samples where the distance between planar defects is reduced down to 40nm. This
lack of influence has been attributed to the invariance of the density of pinning centers in
these samples.

The downwards shift of the irreversibility line and the not modification of the vortex
activation energy, produces that the relative thermal energy required to promote the solid-
liquid transition is strongly increased when the distance between microcracks is enhanced.
This strong enhancement (almost a factor of 2) has been related to the hardening of the vortex
solid due to the reduction of finite size effects on vortex motion.






Chapter 7

Twin Boundaries

7.1 Introduction

The nature of vortices in HTSC and the large thermal energies involved in this system
promotes that point-like pinning centers, such as dislocations or oxygen vacancies, have
little impact on the superconducting properties at high temperatures. Therefore, in order to
strongly modify the phase diagram, the introduction of strong, linear columnar defects, capa-
ble of acting over a large vortex length is required. In this sense, the study of vortex dynamics
in clean samples with columnar tracks introduced in a controlled way has been shown to be
essential in this investigation. The phase diagram of irradiated samples is characterized, as
observed in figurg 7] 1[110], by a kink in the magnetic field dependence of the irreversibility
temperature, separating two different dependencies of the irreversibility line. At low fields,
there is a weaker dependencelpf vs H which sharply increases at the kink, showing the
existence of two different regimes: a strongly pinned phase at low fields and a weakly pinned
phase at high fields.

The origin of this different behavior is found in the density of vortex pinned: at low
fields, the density of columnar defects is larger than that of vortex and therefore, all vortices
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Figure 7.1: Magnetic phase diagram for a sample irradiated with columnar tracks [110].
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Twin plane (houndary)

Figure 7.2: a)Atomic structure of a twin boundary. The scheme is not drawn to scale.b)HR-
TEM [77].

may be strongly pinned. At magnetic fields larger than the matching Baidi.e. for den-

sities of vortices larger than the density of columnar tracks, there exists vortex which are
not pinned to the columnar defects which easier dissipate. At magnetic fields much larger
thanBg = %, the solid-liquid transition after the irradiation approaches the one obtained
prior to irradiation. This behavior, has been shown to be consistent with the nature of the
solid-liquid transition in these samples: a Bose-glass transition.

YBay;CuzO;_5 samples, however, already present an intrinsic and extended defect ca-
pable of pinning the vortex over a finite length: twin boundaries. They form two different
families of planes orthogonal between them. These twin boundaries are formed due to the
similarity between the lengths afandb axis which are interchanged (see figure 7.2a) at the
tetragonal orthorhombic transition. However, in the structure shovnjin 7.2a, all the atoms are
well located and a local destruction of the superconducting properties should not be expected.
This expectations, certainly contrasts with the large number of works studying and demon-
strating the influence of twin boundaries over superconducting propeérties [40, 48, 111, 112].
Furthermore, recent observations of the distribution of vortex by Scanning Tunneling Spec-
troscopy near the region of twin boundaries suggest that the superconducting properties ac-
tually vanishes at twin boundaries[113].

This apparent contradiction is clarified when the atomic positions in the proximities of
twin boundaries are found by High Resolution-Transmission Electron Microscopy: a slight
displacement of all the atoms along the twin boundary and within a widtBA is observed,
as shown in figurg 7|2l [77]. Therefore, in twin boundaries, the dimension of the defect is
also similar to the coherence length, thus leading to the strong influence of these defects on
vortex motion and pinning as experimentally observed.
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Although the influence of twin boundaries has been widely studied and analyzed in single
crystals[40] 111, 112], the effect of different densities of twin boundaries, to our knowledge,
has not been yet investigated in the vortex liquid state. Certainly, a behavior different from
that obtained with columnar defects is to be expected, since twin boundaries may enable to
define a matching field & = (B¢ ~ 0.2T for d"B ~ 1000A), but the number of vortex

pinned at twin boundaries mcreases with the magnetic field eveB foBg, contrary to
the behavior found in columnar tracks, where the number of vortex pinned is not modified
at B > Bg. Therefore, any existing kink iy, (H) is expected to be softened. Moreover, if
we perform this analysis in MTG-YB&uzO;_5 samples, the existence of other sources of
pinning and disorder on the sample should also contribute to soften the behaviorBgross

In this thesis, several MTG-YB&uwO,_5 samples with strong microstructural differ-
ences have been measured, and the influence of these defects in the vortex liquid state has
been quantified. But the strong differences existing between the microstructure of these sam-
ples are also capable to modify the density of twin boundaries, due to the change in the dis-
tribution of stresses when modifying, for instanceBaCuG, concentration or adding silver
particles. In this chapter, the influence of twin boundaries and their density is explored, both
in the phase diagram and in vortex dynamics. This study, has been performed on the sam-
ples analyzed in the previous chapters, and required the determination of the twin boundaries
spacing for all the samples, which was described in seftion| 2.3.2.

7.2 Phase diagram

Two important manifestations of the presence of twin boundaries arise in the angular
dependent phase diagram: the upwards shift of the irreversibility line for magnetic fields
(nearly) parallel to the c-axis and the reduction of vortex motion in a region of the angular
dependent magnetic phase diagram limitedgy (T). These two characteristics are further
studied in the following.

7.2.1 Irreversibility line

As observed through the thesis, the presence of twin boundaries parallel to the c-axis
produces an upwards shift of the irreversibility line for magnetic fields aligned with this
direction. In the previous chapters, the influence of twin boundaries has been extracted by
considering not the experimental irreversibility line but the extrapolation of the anisotropic
behavior to Hc, thus enabling to quantify the influence of the other microstructural mod-
ifications. In the present chapter, the procedure is reversed, since what is extracted is the
background in order to obtain the contribution of twin boundaries as the shift between the
values of the background and the experimental value.

The validity of the previous analysis was ensured if the angular dependence of the irre-
versibility line were given by the effective magnetic field. The present analysis, however, also
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Figure 7.3: Dependence of the enhancement of the irreversibility line with the distance be-
tween twin boundaries. The samples considered ar¢ (See 2]1,|pag 36 for a summary of their
microstructural characteristics): 0%Y21%,(18%Y211 (), 31% Y211 6), 10%Ag0 (),

20% AgO (H) and HOP(SF)+). Solid line is the fit of the experimental data to equation
[7.2.

requires the effect to the different defects to be simply additive. Certainly, there exist such
an important modification on twin boundaries density that we have to expect that the main
contribution will come from this change in the density. Furthermore, any strong deviation
from the observed dependence could enable to study the existence of combined effects.

In the course of this thesis, the curves of the irreversibility line (either including or ex-
cluding the influence of twin boundaries) for all the samples considered have been adjusted
to,

Hir = H(i)'(l_t)lS (7.1)

with i=bg or TB. Therefore, these lines are fully described with the fitting pararteiet®
or Hg B). Consequently, the upwards shift of the irreversibility line may be parameterized
with the increase ofl,: AHo = HJ B — HJ®.

In figure it is shown the dependence of thid] B with the distance between twin
boundaries in the samples previously studied. It is clearly observed that the enhancement
of the distance between microcracks leads to a strong decrease on the influence of twin
boundaries as might have been expect and similar (from the qualitative point of view) with
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that obtained for columnar tracks [114]. Furthermore, itis observed the decreasAblﬂtﬁe
follows a power law dependence:

AHJB O drg, (7.2)

with 0 ~ 0.23, obtaining fairly good agreement with the experimental data. The good agree-
ment between the experimental data and the fit, suggests that the contribution of twin bound-
aries as a pinning source is simply additive to the background, either when the background
pinning is modified (by adding X8aCuG; particles) and when vortex motion is promoted

by reducing the distance between layers (increasing the density of microcracks or stacking
faults).

In order to evaluate the increase Tp, due to the presence of twin boundaries (and
compare this result with that obtained theoretically and in irradiated samples), we proceed to
relateAHg with the upwards shift of the irreversibility line (at a particular magnetic field). Us-
ing equation 7]1 that describes the irreversibility line, we obtain the shift of the irreversibility
line at a fixed magnetic fieldH;; ):

b 2/3 2/3
e T Ty (i) _<i>/ 73
— b B 9 *
Te Te HOg H

and reintroducing equati¢n 7.1 for the background to elimiftte

2/3
1

At=(1—-tP9). |1— (7.4)

1+ 4%

HO

And finally, developing up to first order iﬁ% (%';'—g ~ 15— 25%), we obtain:
0 0

2 b AHO

At~ = (1-1°9). — 7.5

which shows that the enhancement of the temperature of irreversiMitlirfearly increases

with AHp as it is indeed experimentally observed (see figureé 7.3). If we combine this ex-
pression with the experimental result given by the expregsign 7.2 we obtain an empirical
relationship between the enhancement of the temperature of irreversibility and the distance
between twin boundaries:

(1—tb9)
HoY
where the validity of this expression, is shown in figurg 7.4.Up to our knowledge, there is any
theoretical expression relating the upwards shift of the irreversibility line with the density of

At O -dr 923 (7.6)
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twin boundaries. However, in the framework of the Bose-glass theory as applied to columnar
defects, it has been shown [17] that:

* 2
:TBG Tm_Tm.aO.(T> ’ (7.7)

At T T d \Ty
with T, the melting temperaturdgc the Bose-glass temperatueg, the distance between
vortices, d the distance between columnar defectsTdaralcharacteristic temperature of the
system related to the strength of vortex pinning at the particular pinning center considered.
Certainly, twin boundaries, due to their higher dimensionality, should have a different be-
havior than columnar defects. However, the upwards shift of the irreversibility line when
increasing the density of twin boundaries is consistent with the initial upwards shift of the
irreversibility line with the dose in ion irradiated samples.

From a quantitative point of view, however, the results are strongly different. The de-
pendence is less pronounced when considering twin boundaries, since the enhancement of
the irreversibility temperature is linear with the inverse of the distance between defects, in
contrast with the power law dependence obtained for twin boundaries. This smoother depen-
dence of the shift of the irreversibility line with the density of twin boundaries should be
related to the different dimensionality of the defects.

7.2.2 Region of influence of twin boundaries in the vortex liquid state

The second feature observed in the angular dependent phase diagram is the presence of
a certain region where a noticeable influence of twin boundaries on reducing vortex motion
Is observed. This region, defined by the accommodation éhgle(T), has been already
determined for the samples studied through this thesis. Here, the results obtained will be
recovered in order to study the origin of the boundary of this region, and check whether its
behavior is determined by the density of twin boundaries or not.

In figure[7.%, the temperature dependence of two different samples is shown, for all the
applied magnetic fields. The same qualitative behavior is observed in this figure for both
samples, and it has been observed for all the studied samples:

e For a fixed magnetic field, there is a monotonic decrease of the accommodation an-
gle as the temperature is increased. This accommodation angle ends up at a certain
temperature, which increases as the magnetic field is decreased.

e As the magnetic field is increased, the accommodation angle reduces.

The existence of a certain influence of twin boundaries even for fields not directly aligned
with them, as it has already been shown in figure 7.5, has been attributed to the existence of a
finite vortex elasticity that enables the vortex to distort itself in order to enable the alignment,
over a finite length of the vortex on twin boundaries, therefore leading to a reduction of the
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Figure 7.5: Temperature dependence of the accommodation angle for the sample with 31%
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Figure 7.6: Scheme of the vortex[94].

total vortex energy for this configuration, and therefore, to a reduction of vortex motion. A
simple scheme of the vortex distortion, for fields not aligned with twin boundaries is observed
in figure[7.6. Within this model, the boundary of this region occurs when the vortex pinning
energy of the trapped region is compensated by the increase of the elastic energy of the
healed region. Thus, it has been obtaihed[94]:

2 \ dz

2
E:/ ﬂ(d—”) K212 dz—up-ltr+2/dz-K(zle)2exp(—2ko) (7.8)
SN—— N~ D
~——

-~

2
whereg; = Mfr;—oc)z- In(%) IS the vortex line tensiorgg ~ 1.07,/ % is the distance between

vortices, K accounts for the vortex-vortex interactiog,is the vortex pinning energy per unit

length andkg = \/E—l In this equation, the first term gives the cost of energy of deforming

the vortex in the healing region, the second terms accounts for the vortex-vortex repulsion
and the third term gives the energy gain of pinning the vortex on the twin boundary. Finally,
the fourth term gives the cost of deformation of the vortex outside the healing region. Thus
E, gives the overall cost of deforming the vortex to pin it to twin boundaries for an arbitrary
direction of the magnetic field.
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Developing this equation, it has been obtained:

_ . (ZeTtarBace) ¥
=<0 £080 ’

This expression, therefore, relates the accommodation angle with the vortex pinning energy
per unit length at twin boundariedy,.

On the other hand, it has been suggested that columnar defects have a region of influence
characterized by - sinB4¢c(T), which gives the maximum torque that vortices may resist
before being depinned. In figure 7.7, it is observed that, for twin boundary pinning, the data
for different magnetic fields follow the same dependence at low temperature (slightly above
the irreversibility line), i.e. a smooth, linear decay, extrapolating to zero at a temperature
close to thel.. This tendency, however, is modified as the temperature approaches T* (H)
(the temperature at whidbBycc (T)=0) where a sudden drop to zero of the accommodation
angle is observed.

These two different behaviors suggest that different phenomena are dominating at both
regimes. This suggestion, is further reinforced when this behavior is analyzed for the differ-
ent samples studied in this work, since:

U/

A (7.9)

¢ the low temperature regime, (having a weak temperature dependence), is found to be
strongly dependent on the particular sample studied. The parahisieB,cc is the
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highest for the sample having the largest density of twin boundaries, and the smallest
for the sample with the lowest density of twin boundaries. Thus, it suggests that the ac-
tual value of sid,cc depends on the density of defects, contrary to that expected from
equatiorj 7.9. In the derivation of this equation, the influence of the density of colum-
nar defects is not considered, and thus, the existence of interstitial vortices at large
magnetic fields was neither introduced. Although the rest of samples seem to follow
the same tendency (i.BlLsinBycc increasing with the density of twin boundaries), the
experimental error ascribed to the determination oBgipdisables to fully conclude

in this sense.

e In spite of the strong sample dependence wlitty and B5¢¢ (T), being the former
directly related to the density of twin boundaries, the temperattifel Twhere twin
boundaries are not longer effective fof{¢§ has been found to be sample independent.
Two main possibilities arise to explain this independence. Firstly, it is possible that the
vortex pinning energy at twin boundaries vanishe§ atSecondly, it is also possible
a complete lost of the line tension[115], strongly modifying the structure of the phase
diagram, since at temperaturés> T* vortex could not be considered as a line. The
existence of a transition or crossover in the vortex liquid state where vortex losses
their line tension has been already argued from the theoretical point ofiview [115, 116]
and from numerical simulations [117] and would easily explain the coincidence of the
limit of influence of twin boundaries for all the studied YEBau0,_5 samples. Such a
possibility will be further discussed and analyzed in chggter 8, where different results
obtained through the theses will be compared.

7.3 \Vortex dynamics

Vortex dynamics has been explored through the investigation of the ratio between the
thermal energy required to overcome these the pinning barriers (kT) and the vortex activation
energy (U(T)) and therefore, produce the solid-liquid transition. This value has been seen
to be independent of the intensity of the magnetic field and its direction. However, a dip
is observed for directions of the magnetic fields where the influence of twin boundaries is
present.

The rest of microstructural defects have also been seen to have a certain experimental
influence over this value: microcracks and stacking faults, while reducing the length of vor-
tices, contribute to reduce this value. On the other hand, the introduction of a certain density
of Y,BaCuG particles as strong pinning centers lead to an enhancement of this value. This
behavior ofuﬁi'rrr) has been qualitatively explained by relating this value to the influence of
the defects on vortegntanglementshortening vortex length promotes a reduction of vortex
wandering, and therefore, a decrease of vortex entanglement. The introductigBaE YG;
particles promotes an important distortion of vortices from the expesttadyht behavior,
which may end up in an enhancement of vortex wandering and entanglement.
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The observed modification on the rati Ti,") for directions of the magnetic field where

the influence of twin boundaries is presenl{r, could be also accounted to the degree of vor-
tex entanglement. Twin boundaries are straight, linearly correlated pinning centers. The first
influence of twin boundaries is to promote an enhancement of vortex pinning as already
observed in the last section, with an upward shift of the irreversibility line, which is also de-
pendent on the density of pinning centers. But these defects, being straight pinning centers,
certainly promote a reduction of vortex wandering![17]. If this enhanced vortex localization
Is also present in the solid-liquid transition, it should promote a reduction of vortex entangle-
ment, and therefore, to the observed dip in the ratio between the vortex pinning energy and
the thermal energy.

Another item that has been considered while studying vortex dynamics is the vortex
activation energy. It has been shown that it slightly increases for magnetic fields parallels to
twin boundaries. Therefore, it seems worth of study the vortex activation energy related to
twin boundaries. To do so, the contribution of the rest of the microstructural defects has to be
eliminated. This can be done by assuming a two fluid model like, where each pinning center
contributes to a vortex viscosity and the resulting vortex viscosity is the addition of all the
individual defects viscosities:

Nn=1/p=nNpg+NT8=1/Pog+1/pPT8, (7.10)

wherenyg is the viscosity ascribed to non-aligned defects ang s the viscosity related to
twin boundaries. By considering that vortices may be thermally activated from all different
effects we obtain:

1 1 1

exp._UPRT) bg_ UPIT UTB(T)

(7.11)
Pp € K Po € kT() pre_ KT

“Assuming a linear dependence of the vortex activation energy with the temperature
(U'(T)=U}- (1-T/Te)), and developing, we finally obtain that:

UTB = —TiIn(pP-pl9/pgB) + (UEP- (1—T/Te) +UL%- (1 T/Te)) + TIn(pP9— p&P),
(7.12)
from where the vortex activation energy may be extracted. Although this expression is rather
complicated, it has been shown [118] that, slightly above the irreversibility line, the first
and the third term of the equations are similar and of opposite sign. Therefore, with a good
correctness (7% of error), it is obtained that:

UTB(T) = USA(T) +UZY(T), (7.13)

which gives an easy relation between the vortex activation energy at twin boundaries and
the vortex activation energy due to the background and the overall vortex activation energy.
Using this equation, we may compute the vortex activation energy at twin boundaries for all
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Figure 7.8: Vortex activation energy related to twin boundaries as obtained from equation
[7.12 (dashed lines) and 7]13 (continuous line).

the samples considered in this work for a particular magnetic field. In figufe 7.8 is shown
for comparison the temperature dependence of the vortex activation energy related to twin
boundaries obtained from equations 7.12[and|7.13.

In particular, in figurg 7]9 it is shown the dependence of the vortex activation energy
at twin boundaries on the twin boundary separation in samples with different content of
Y2BaCuG. Although the contribution of the rest of the microstructural defects to the vortex
pinning energy has been extracted, it is clearly observed in figufe 7.@dfats not de-
termined by the distance between twin boundaries, but strongly modified by the content of
Y BaCuG particles. This fact may be understood when it is considered that this quantity is
not the vortex pinning energy at twin boundaries, but the energetic cost of depinning the vor-
tex from twin boundaries in a system where other strong pinning centers suciBaS¥YG
particles exist. As the content ohBaCuG; particles is enhanced, vortex pinning is strongly
increases, and thus, the energetic cost of depinning vortices from twin boundaries is also
increased. The observed behavior reflects, therefore, the complexity of vortex dynamics in
the liquid phase in samples with coexistance of strong pinning centers.
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Figure 7.9: Dependence of the vortex activation energy related to twin boundagiés at
H=3T with the distance between twin boundaries for the samples: 0%Y¥3118%Y211
(@), 31% Y211 ¢), 10%Ag0 (), 20% Ag.O (l) and HOP(SF)X).
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7.4 Conclusions

In this chapter, the influence of twin boundaries in the vortex liquid state has been an-
alyzed. We have shown in the previous chapters that twin boundaries promote a reduction
of vortex motion for@ < 6,c¢(T), and thus, leads to an upwards shift of the irreversibility
line for Hj|c. In the present chapter, the upwards shift of the irreversibility line related to
twin boundaries has been determined for all the samples studied. We have shown that the
upwards shift of the irreversibility line follow a power law dependence on the density of
twin boundaries. On the other hand, the temperature dependence of the region of the vortex
liquid state influenced by twin boundaries has also been investigated. We have found that
the temperature at whidbyc{T)=0 (i.e, the influence of twin boundaries foif|elvanishes),

T*, is similar, within the experimental error for all the samples studied, while the value of
Bacc (T) is strongly sample dependent and seems to be related, also, to the density of twin
boundaries.

The influence of twin boundaries on the vortex activation energy has also been stud-
ied. It has been shown that the vortex activation energy increases|frchbinsistently with
an enhancement of vortex pinning at twin boundaries. The angular behaviour of the vortex
activation energy has enabled to deconvolute the vortex activation energy related to twin
boundaries from that related to the background. It has been observed, that the vortex acti-
vation energy related to twin boundaries is, actually, determined by the particular content of
Y BaCuG particles.

Finally, we have observed that twin boundaries leads to a dip in the ratio between the ther-
mal energy and the vortex activation energy fdrctht the irreversibility line. This behavior
contrasts to that observed for YB2u30,_5/Y 2BaCuG; interface that, acting also as strong
pinning centers lead to an upwards shift of this ratio, thus hardening the vortex solid state.
For YBaCusO;_5/Y2BaCuG; interfaces, we suggested that the observed behavior is related
to an enhanced vortex wandering and increasing vortex entanglement. In the present case,
twin boundaries are linearly aligned correlated pinning centers and thus, a reduction of vor-
tex entanglement is to be expected. This decrease of vortex entanglement, should, therefore,
produce the observed reduction of the relative thermal energy required in order to promote
the solid-liquid transition.






Chapter 8

Vortex liquid phase diagram

8.1 Introduction

Up to now, the influence of the different microstructural defects present on MTG-
YBayCuzO;_5 samples on vortex motion has been studied. Their action on the vortex liquid
has been thoroughly analyzed as a function of the applied magnetic field, its direction and
temperature. In this sense, we have studied the influencegBAGuUG; particles, twin bound-
aries, dislocations (either acting as point-like or line-like pinning centers), microcracks and
stacking faults.

The defects present in MTG-YB@uO;_5 samples have demonstrated to have strongly
different consequences on the angular dependent phase diagram, depending on their geome-
try and structural characteristics of the particular defects. Comparison between the different
features of the phase diagram reveals two important points:

e The irreversibility line is determined by the action of the existing defects. However,
in spite of the observed strong influence of the microstructure, the same angular de-
pendence has been obtained for all the samples when the magnetic field is rotated
from HJc to H||ab. This angular dependence is characterized by an angular depen-
dent background irreversibility temperature (where the influence of aligned defects
has been extracted),ﬁﬁ'(e). This angular dependent irreversibility line follows the

intrinsic anisotropy of a three dimensional system.

e The limit of effectiveness of the considered defects in the angular dependent phase
diagram has also been determined by comparing the temperature dependence of the
resistivity for different directions, in samples with different microstructure.

In particular, it has been observed that the onset of influence of twin boundari@, T*(
and that of microcracks coincide foi|el. The coincidence of these temperatures, may
suggest the possibility of a common origin.

145
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The present chapter pretends to study up to which extension the above considered com-
mon features observed in YBauzO;_g hold. Namely the scaling of the magnetic field with
the effective magnetic field will be analyzed and a possible transition/crossover in the vortex
liquid that could be responsible for the coincidence in the limit of influence of defects acting
differently over vortices will be considered.

The first feature has been analyzed by comparing the results obtained (on the same sam-
ple) in the two different geometries employed through the thesis: the magnetic field applied
within the ab-plane and from the c-axis to the ab-plane in order to check whether a relation
exist. On the other hand, a crossover/transition in the liquid has been tested by performing
flux transformer experiments on one of the samples already studied, allowing us to determine
if full vortex correlation exists. All these results will be contrasted with the experimental data
found in the literature for YBECuO;_5 and other layered cuprates.

8.2 Scaling of the measurements

In this section, the results that we have previously obtained for one sample in two differ-
ent geometries (withlab and Hjc (see sectioh 3.3) and fofd and H|ab (studied in section
[5.3)) are used in order to check whether the phase diagram is similar in both geometries
from a qualitative point of view. Thus, comparison between the obtained phase diagrams in
the different geometries has been performed.

In figure[8.1, the phase diagram in both geometries is shown. It appears clearly that
the same regions are found forj|&b and Hc, thus demonstrating the 3-D character of
YBa,CuzO;_5. However, and following the anisotropic character of these samples, all the
curves corresponding toldb are situated at much higher temperatures than their equivalent
for H||c. This difference on the position of the transitions, may be analyzed quantitatively
by considering the magnetic field dependence of the several different irreversibility lines ap-
pearing in this figure. As it has been shown previously, the irreversibility line follows the
dependency given by:

. T\ 15
Hirr = HCIJ (1_ _> ) (8.1)
Tc

and, therefore, the values obtained ffbg serve as a parameter to quantify the different
influence of an c-axis or a within-plane magnetic field. The obtained values have been
Ho? = 10207 and HJB = 1153T for in plane magnetic fields anH>® = 1382T and

Hgg = 1658T for H||c.We have shown through the thesis that the magnetic field the physical

magnitudes scale when the effective magnetic fieddH = \/y2~ Sir?(0) +co2(8)- H) is
considered, which includes the anisotropy of the sample. Following this scaling for magnetic
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Figure 8.1: Magnetic phase diagram fofjdd(solid symbols, continuous lines) and|&b
(open symbols, dashed lines). Shown ﬁﬁ% (o,), T B(a,A)andT* (v,V).

fields applied parallel to the ab-plane and the c-axis, one should obtain:
H_Lab e
i — £90 v (8.2)
Hir7r €0
. HTB’C Hbg.c .
and from the experimental values we obtﬁzﬁ% ~7 andﬁw ~ 7.3, in close agree-

ment with the valug—1 ~ 7 that has been obtained from the angular dependent irreversibility
lines for the different samples studied in the previous chapters.

Together with the scaling of in-plane and out-of-plane measurements when the effective
magnetic field is considered, these in-plane measurements also allow to compare the influ-
ence of twin boundaries for |l¢ and H|ab. To do so, several factors have to be considered:

1. For H||ab| [110], the family of twin boundaries parallel to 10] is not enhancing
vortex pinning, while for H ¢ all twin boundaries may act as linear-like pinning center.

Therefore, we may consider, assuming an equal distribution of both families of twin

boundaries, that the effective density of twin boundaries has been halved for in-plane

magnetic fieldsd] % = 1/2-dJ £°.

2. In plane magnetic fields produce a stretched triangular vortex lattice, since vortex-
vortex interaction between vortex laying in the same ab-plane or in different layers are
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strongly different. This distortion produces a higher number of vortices in the c-axis
direction, and therefore an enhanced effective density of vortices at twin boundaries.
The distortion of the cell parameters of the vortex lattice for in-plane magnetic fields
has been shown to be given gy [119], and gives a vortex density at twin boundaries

enhanced by a factay'y—1 ~ 2.65.

Therefore, this stretching leads to an effective density of twin boundd&iﬁ%b =
TB, -
deri VY

3. Apart from these geometric considerations that may modify the apparent density
of twin boundaries, a third effect appears: i.e. the distortion of the core of the
vortices themselves. The vortices lying in the ab-plane have the coherence length
along the c-axis reduced by a factgrl, i.e. in the direction parallel to twin
boundarie& = 1/y1-&4p). This effect reduces the ‘volume’ of vortex that may be
pinned.

If we take into account the three factors mentioned above (represented irf figure 8.2), we
obtain that the pinned volumegn) at twin boundaries for kb is related to that for Jit in
the following way:

1
v,ab — /2 - 1'1/T1'VC' —_— = .yt (8.3)
pin VY pin pin
2y 1t

Therefore, the pinning ‘volume’ is found to be smaller by a factob for the same
sample when the magnetic field is parallel to the ab-plane than that|forTHus, it should
lead to a much lower influence corresponding to a density of twin boundaries 5 times smaller.
In figure[8.3, the effective enhancementhyf due to twin boundaries is represented as a
function of the effective density of twin boundaries. There, it is observed that the value
obtained from measurements within the ab-plane (once the effects, and the effective magnetic
field have been taken into account) follows the same curve than the samples measured with
out-of-plane magnetic fields:

AHE O A 9%, (8.4)

consistently with the arguments exposed above.

Although the influence of twin boundaries forj|ab is found to be lower than that of
H||c, the obtained irreversibility line scales with a good approximation with the anisotropic
factor, and therefore, in order to analyze if the same physical mechanisms are responsible
for the behavior observed wher|eland H|ab, we proceed to represent the phase diagram
considering the effective magnetic field, as shown in figuré 8.4. In this figure, it appears
clearly that the different phases existing fofdippear also for ltab, as it has been already
shown in figurg 8]1. However, further information is obtained when considering the effective
magnetic field, since it is observed that the different transitions obtained collapse with that of
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Figure 8.2: Scheme of the different influences of twin boundaries on vortex pinning for
magnetic fields in plane or parallel to the c-axis.
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Figure 8.3: Dependence aﬁHgff with the effective distance between twin boundaries.

Shown is the experimental data obtained fdjcHor the samples : 0%Y21Db), 18%Y211
(), 31% Y211 ¢), 10%Ax0 (), 20% AgO (l) and HOP(SF)X). Also shown is the
data for Hjab for the sample 31% Y21%),
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Figure 8.4: Magnetic phase diagram, shown in a log-log scale. Shoiﬁ%i’rfg,is'l'irTrB and the
limit of effectivity of twin boundaries.

H||c (in particular the irreversibility line follow the same power with the same exponent for
H|lab and Hic), thus suggesting that the mechanisms responsible for the different transitions
for H|jab are the same than those fojjdd Thus, from these results, we suggest that the
anisotropic scaling proposed by G.Blatter|[12] holds for ¥BasO;_5 even for magnetic
fields applied within the ab-plane, where any deviation to this anisotropic scaling should be
strongly enhanced. This scaling is observed not only for the irreversibility line, but also for
the limit of effectivity of twin boundaries. The importance of this scaling will be stressed in
the next section.

8.3 Vortex correlation

8.3.1 Flux Transformer measurements

The coincidence of the limit of influence of twin boundaries and microcracks (fe) H
strongly suggests that these features may be, actually, different manifestations of the same
physical phenomena. An interesting possibility that has to be considered is the existence of
two different phases in the vortex liquid state. In this sense, two different scenarios have been
proposed from the theoretical point of view that could promote the observed behavior:

¢ the first, related to strongly anisotropic superconductors, suggested the possibility of a
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vortex decoupling between superconducting layers, at high temperatures. However, in
YBa,CuzO;_5 the condition of extremely anisotropic systetn,<< sis not fulfilled

(§c > sat T>0.79¢), and this origin seems implausible. Furthermore, the scaling of the
superconducting properties wikh  + also suggests further discards this possibility.

¢ the second one involves the existence of strong thermal fluctuations on vortex posi-
tions that have been interpreted as the creation of thermal vortex(lines.[115] At high
enough temperatures, the relative importance of thermal fluctuations becomes infinity,
and therefore, the sample reaches the normal state even below the upper critical field.
This transition may also be seen as a vanislaffigctivevortex line tension along the
direction of the magnetic field. Similar arguments have been used also by other authors
in order to investigate the influence of thermal fluctuations|[116], 120].

Certainly, these two different arguments promotes the observed behaviors, namely, the
coincidence of the limit of influence of linear defects fofjddand the limit of influence
of microcracks on promoting vortex motion at high temperatures within the liquid state.
However, one strong difference between these theoretical predictions is to be expected: its
angular dependence. Vortex decoupling should not exist fbHsince vortex would be
parallel to the superconducting layers. On the other hand, the lost of vortex tension recently
suggested related to thermal fluctuations is independent of the existence dajezseand
therefore, one may expect the influence of the direction of the magnetic field to be related to
the modification of the effective magnetic field as it is rotated away from the c-axis.

The existence of vortex correlation has been extensively checked ipC(B@;_5 Sin-
gle crystals, while there are only a few works studying the vortex correlation in MTG-
YBay;CuzO;_5 samples. Furthermore, most of these works where performed only for mag-
netic fields parallel to the c-axis and consequently, the study of the vortex correlation for
different directions of the magnetic field appears to be worth of investigation.

Therefore, we proceed by measuring a MTG-¥BesO;_5 sample in a geometry of
flux transformer. First, and in order to check whether the data is similar to that obtained in
single crystals, we proceed by determining the temperature dependence of the voltage at the
top and bottom of the sample at different intensities of the magnetic field §odA$ it is
observed in figurg 8|5, the obtained data collapse at temperatures above the irreversibility
line up to a certain temperature, definedl@grmar

This behavior is similar to that observed in single crystals, but is in contrast with previous
results obtained in MTG-YB&u3O;_5 samples, where the voltage at the top of the sample
is observed to be proportional to the voltage at the bottom[53]. The existence of this propor-
tionality factor was attributed to 2BaCuG; particles promoting vortex cutting. However,
recent studies performed in MTG-(Nd,Eu,Gd)BazO;_5 showed that complete coherence
between vortex motion in the top and the bottom of the sample may also be achieved in
Melt-Textured samples with a high degree of disordef [54].

These measurements allow us to obtain the magnetic field dependence of the upper tem-
perature where full vortex correlation across the sample is still present (shown irf figure 8.6).
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Figure 8.5: Resistivity measurements in a geometry of flux transformer for the sample sub-
mitted to HOP up to a high density of stacking faults fdfd-and different intensities of the
magnetic field (H=0.5,1,2,...,9T). Arrow signal the end of correlation along the direction of
the magnetic field§hermal)-
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Figure 8.6: Magnetic field dependence of g ma for a MTG-YBaCuzO;_5 sample ¢).
Also shown for comparison is the limit of influence of twin boundarigsand Tinermar for
a single crystalX) [121]. Lower inset, thickness dependencel@k ma for different single
crystals[[41]. Upper inset: curves of the main figure together Wijtkmal for single crystals
with different thicknessx) [41]. Also shown for comparison is the extrapolation terOof

Tthermal (®)
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In this figure, it is also shown, for comparison, the limit of effectivity of twin boundary pin-
ning andTihermal fOr @ single crystal. As it should be expected from a scenario where the
vortex correlation is lost, they all coincide in the same H-T line. In the inset of figuie 8.6
Tinermal Measured in single crystalline samples of different thickness (ranging fremmtt0
90umis shown. As it can be observed, the dependendg,gfa Spon a certain temperature
range belowTl * of Tihermal for a MTG-YBaCuzO;_5. Actually, the thickness dependence

of Tihermal reported in{[41] shows that there is indeed a temperature region where the vortex
correlation disappears, even in the presence of twin boundaries, thus suggesting that there
is a loss of the vortex line tension. Thus, the thickness dependefgg@fa does not pre-

clude the possibility of a complete loss of vortex correlation at this liquid-liquid transition

in YBapCuwzO;_5. At large enough thickness, the loss of full vortex correlation across the
sample, as determined by flux transformer measurements, may start at low temperatures,
although a certain vortex line tension is still preserved.

Once determined that the experimental results around T* are consistent with losing the
vortex correlation, we continued by analyzing the influence of rotation of the magnetic field.
Therefore, we performed sets 4, o T curves for different directions of the magnetic
field. These measurements, are shown in figure 8.7, and reveals the same behavior, i.e. a
coincidence between the measurements at the top and the bottom of the sample for all the
directions of the magnetic field, which enables to deTigmal(0)-

The temperature dependencelgfrmal is shown in figurg¢ 818, together with the region
of the angular dependent phase diagram where vortex dynamics is influenced by twin bound-
aries. It appears from the figure that, although twin boundaries are not able to modify vortex
dynamics for angles higher than30°, vortex correlation is preserved up to angles close to
6 = 90°. However, at high angles, the superconducting transition become sharpigsans
is ill defined. In spite of the bad definition Ofhermal at high angles, it appears clear that it
follows the anisotropic scaling. We should stress, however, that a conclusive evidence of the
existence of vortex correlation not promoted by twin boundaries at high argjles3(°)
would only we reached if untwinned samples are also investigated.

The anisotropic scaling of this transition/crossover is in close agreement with the coin-
cidence of the limit of influence of twin boundaries fot/¢land H|jab when the effective
magnetic field is considered and it follows the intrinsic anisotropy scaling. In our opinion,
the scaling of this transition discards vortex decoupling between the superconducting layers
as the origin of this transition in YB&u3O,_s. Therefore, we suggest that these different
phenomena arise as a consequence of the introduction of thermal induced vortices, which
induce a modification of the effective vortex line tension as has been sugdested [115]. As the
temperature is increased, this effective line tension vanishes, and thus, determines the limit
of influence of twin boundaries, microcracks and the end of a complete vortex correlation
across the sample, as experimentally determined.
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Figure 8.8: Angular dependent phase diagram. Shown are the irreversibility line, the limit of
influence of twin boundaries and thgermal(0).
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8.3.2 Discussion

In this section, we have analyzed the possible existence of a lost of vortex correlation
along the direction of the magnetic field. We have first observed by flux transformer mea-
surements that full vortex correlation exists in the samples even if they have a very complex
microstructure. On the other hand, we have observed that there is a temperature at which the
full correlation disappears and which coincides with the limit of influence of twin bound-
aries, in agreement with that expected if vortex correlation is completely destroyed. But
losing completely the vortex correlation should also have other important consequences:

e The influence of microstructural extended defects behaving as linear pinning centers

should be considerably reduced and even vanish at this transition. This phenomenon
has already been observed for twin boundaries, but it should also influence other lin-
early correlated defects such as columnar tracks created through irradiation. There-
fore, any influence of columnar tracks should also vanish at the same temperature.
Certainly, a strong upwards shift of the irreversibility line is produced as the dose
increases, mainly below the matching field. However, measurements in the literature
have reported that this upward shift tends to saturate at high matching fields [122],
below the kink in the irreversibility line (shown in figure ¥.1). Certainly, loosing the
line tension impedes columnar tracks to further shift the irreversibility line and thus, it
saturates.

Any strong influence of the finite size of the sample should disappear when the ef-
fective line tension has vanished, and thus defects such as microcracks parallel to the
ab-planes should not have a significative influence above the transition.

If pinning is absent above this transition, a regime very similar to flux flow is expected
to be found. In chaptéi 3, the dynamic behavior at high temperatures was shown to be
consistent witHlux flow

The disappearance of the vortex line tension at this transition avoids the possibility of
having in the flux transformer measuremeviis = Viop above it, as it is indeed found
experimentally.

Further support to our proposal for the existence of a new transition line in the vortex
liquid state is gained by observing the results reported in figuiie 8.9, where the temperature
dependence of the above mentioned curves is shown. Although the (apparent) strong differ-
ences existing between the origin of these different curves, they all coincide in the magnetic
phase diagram. From our point of view, this coincidence can only we explained if vortices
lose their line tension.

From these experimental results, therefore, we may suggest that the liquid region of the
magnetic phase diagram of YBauzO;_5 has the following regions (as shown schematically

in figure[8.10):
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Figure 8.9: Magnetic phase diagram. Shown is the limit of influence of microcragkshe
irreversibility line for a sample with a high density of columnar defects[12p] Tthermal
for an MTG-YBaCuO;_5 sample ¢), the lower limit of the flux flow region[{) and the

limit of influence of twin boundarieso|.
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Figure 8.10: Schematic representation of our concept of the magnetic phase diagram. Shown
are the dependence of the solid-liquid transition and the liquid with/without vortex lines.

e A solid of vortices, as determined by the zero-resistivity of the samples below the
irreversibility line. This region can be actually formed by several different phases de-
pending on the strength and dimensionality of the defects.

¢ A liquid of vortices with a certain effective line tension. The existence of this effec-
tive line tension enables linear-like pinning centers such as twin boundaries to act as
linearly correlated pinning centers and modify vortex dynamics.

e Aliquid of vortices, abovdiherma, Without an effective vortex line tension, and there-
fore with hardly any effect of defects on vortex pinning.

These different phases also appear in the angular dependent phase diagram, schematically
shown in figuré¢ 8.1]1. In this figure, the different boundaries that have appeared in this thesis
are shown:

e An angular dependent irreversibility line. Its position has been seen to be strongly
determined by the microstructure. Foli¢4 an upwards shift is observed related to the
influence of twin boundaries. The angular dependence of the irreversibility line (for
0 >0, i.€. outside the influence of twin boundaries) follows the intrinsic anisotropy
of YBaxCuzO7_5.
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Figure 8.11: Scheme of the angular dependent phase diagram. Shown is the angular de-
pendent irreversibility line T, (0)), the limit of the region influenced by twin boundaries
(Tace(0)), the limit of the region with vortex line tensiomfss jine tensioh and the limit of
influence of YBaCuO;_5/Y 2BaCuG; particles T214(8)).

e The upper limit of a finite vortex line tension. It also follows the intrinsic anisotropy of
the sample. Further analysis is required from the theoretical point of view to observe
if this is the expected behaviour within this model.

e The limit of the region influenced by twin boundaries. Although the valué,gf (T)
is sample dependent, the temperature at whigh(T)=0, i.e.T*, has been shown to
be sample independent. Furthermore it coincides with the loss of line tension, strongly
suggesting that linear pinning centers are not effective above this upper limit where a
finite vortex line tension is lost.

e The upper limit of influence of YBECusO;_5/Y 2BaCuG; particles on the viscosity of
the vortex liquid. YBaCuzO;_5/Y2BaCuG; interfaces have been shown to be unique
defects to modify the properties of the vortex liquid to extremely high temperatures
(up tof > 0.95 at H=9T).

We have concluded that in YBE&uzO,_g5 a transition exists between a liquid of vortex
lines with effective line tension to a liquid of vortex lines with vanishing effective line ten-
sion, we may now wonder if other compounds with modified intrinsic anisotropy also display
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Figure 8.12: Position of the loss of vortex line tension transition for different compounds
with different methods: NdB&usO;_5 (+), resistivity measurements, present work, chapter
3; (Nd,Eu,Gd)BaxCuzO7_5 (@), flux transformer measurements [54]; Y&a0,_5 (H),
resistivity measurements, present work, chapter 8gBoky 33Sr g7CaCuzOy (o), resistiv-

ity measurements[123]; magnetic relaxationgldGup 2BaxCuQy (), [124];BioSrnCaCuQ@,
Josephson plasma resonangg[125] and flux transformerl ) [126].

this transition in the H-T phase diagram. To do so, we have extracted from the literature the

position of several H-T lines where a certain signature of loss of the line tension has been

reported. Although a wide diversity of experimental techniques have been used to determine
a loss of the line tension in the liquid, most of the authors employed magnetoresistance mea-
surements, either in a flux transformer configuration or analyzing specific anomalies in the

temperature dependence of the resistivity. Irradiation with heavy ions have been often used
in highly anisotropic compounds.

The position of these transition lines for different layered cuprates is shown in[figufe 8.12.
It appears clearly that in low anisotropy compounés)(lay at much higher temperatures
than in more anisotropic compounds.

It is worth to note that the position of the transition for these several compounds strongly
displaces on the phase diagram. These compounds cover a wide range of anisotropies: from
the low anisotropic (where thermal fluctuations produce the lose of the effective line tension
[115]) to the highly anisotropic BEr,CaCwyOg (where vortex decoupling is most likely to
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produce the observed results), and thus, we could expect to observe two clearly differenti-
ated behaviors, corresponding to the introduction of thermal vortices (for 3D systems) and
vortex decoupling (for 2D systems). In figlire 8.12, we observe a gradual displacement of the
transition as the anisotropy of the considered compound increases.

In highly anisotropic compounds, this loss of line tension is given by vortex decoupling
and have been shown to follow[127]:

]
~ 16-T8-KgT -S- @\ap(T )2y 2’

with Ber(T) the magnetic field where the decoupling is observed sdahd interlayer spacing

. For less anisotropic compounds, such as XBa0_5, the possibility of vortex decoupling

is not possible. Up to our knowledge, the position of this transition where vortex line tension

is lost, and its dependence on the intrinsic parameters of each systems has not been yet
obtained. However, it is worth to note that similarly to that predicted from equptign 8.5,
this transition is shifted downwards as the anisotropy of the compound increases from that
of NdBaCusOy_5 (~1 ~ 5)tothatofY BaCuwOg (Y1~ 14). Certainly, the derivation of a
theoretical expression in the frame exposed by|[115] is worth of further study.

The existence of this transition in the vortex liquid state, certainly should have an impor-
tant consequence over the optimization of the superconducting properties above this transi-
tion, since, linearly correlated pinning centers could not have an influence on vortex dynam-
ics. In particular, the irreversibility line should be restricted to temperatures below this transi-
tion. However, an interesting possibility arises that can enable to improve the superconduct-
ing properties: the existence of defects such as splayed defects €Wy, _5/Y 2BaCuG
interface that, due to their particular geometry, promotes entanglement and thus, modifies
vortex viscosity even at temperatures above this transition.

Ber (T) (8.5)

8.4 Conclusions

In this chapter, the main properties of the vortex liquid state have been investigated and
analyzed. Firstly, we have demonstrated that the phase diagrani|éoartd for Hjab are
similar. In particular, we have seen that a solid-liquid transition and a transition above which
twin boundaries are not longer effectives to modify vortex pinning exist for both directions.
Furthermore, we have demonstrated that the position of these cai/EsT,1B and T*)
scale with the effective magnetic field. This scaling of the superconducting properties with
the effective magnetic field further confirms that YJBarO;_5 has a 3-D behaviour even
for magnetic fields very close to the ab-plane. This 3-D behaviour was actualy to be expected
sinceé¢(T) > sin the temperature range investigated in this thesis.

In the previous chapters, we observed that the limit of influence of twin boundaries (act-
ing as pinning centers) and the limit of influence of microcracks (acting as detrimental de-
fects) coincide for Hc. An interesting possibility arose in order to explain this coincidence:
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an intrinsic transition within the vortex liquid state where the vortex line tension is lost. In or-
der to further study this possibility, flux transformer measurements in MTG¥B#0;_5
samples have been performed. We have observed that the temperature where full correlation
Is lost coincides with the limit of influence of twin boundaries and microcracks, and follows
the intrinsic anisotropy of the system, strongly suggesting the existence of such a transition
in the liquid vortex state. Furthermore, different phenomena have been observed to coincide
in this curve: the limit of influence of twin boundaries, the upper limit of the irreversibility
line in YBaxCuwzO5_g single crystals irradiated with heavy ions, the limit of influence of mi-
crocracks, the appearance of flux flow just above this transition and the lost of full vortex
correlation as determined from flux transformer measurements. In our point of view, the co-
incidence of these phenomena in the same H-T line is consistent with the loss of the vortex
line tension in this transition.

Thus, the magnetic phase diagram for ¥BagO;_5 samples is obtained. In this phase
diagram it has been found:

e An angular dependent irreversibility line. Although it has been demonstrated to be
strongly dependent on the microstructure of the sample, it follows the anisotropy of
the system. In this angular dependent irreversibility line, an upwards shift is obtained
for H||c, determined by the density of twin boundaries.

¢ A liquid-liquid transition where the vortex line tension is lost. Similarly to the irre-
versibility line, it follows the intrinsic anisotropy of the system. However, it is an in-
trinsic transition and thus is sample independent.

e Aregion of influence of twin boundaries angBaCuG; patrticles.

Finally, further insight into this liquid-liquid transition has been done by considering dif-
ferent cuprates with anisotropies ranging from 3-D systems to 2-D systems. Although the
strong different characteristics of these systems, it is observed that they follow a similar tem-
perature dependence and is shifted downwards as the anisotropy of the system is increased.
This dependence has been compared with the predictions for 2-D (related to vortex decou-
pling) and 3-D systems (related to the existence of thermal fluctuations).
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Conclusions

The goal of this thesis has been to investigate the influence of the microstructure on the
superconducting properties of the vortex liquid state in Melt Textured GrownC&D;_;
samples. Melt Textured Grown YB@uzO,_5 samples, due to their rich microstructure are
an interesting material in order to investigate the impact of defects over vortex dynamics
under the presence of different kinds of defects.

We have explored the capability of different treatments and post-processes to strongly
modify the density of the naturally grown microstructural defects in Melt Textured single
domains while keeping the density of the rest of the defects almost constant. On one hand,
the microstructure has also been modified through the preparation process of the sample,
which has been modified by changing the initial content gB¥CuG; particles, or adding
ZrBaO; (enabling to obtain a Melt Textured samples withoyBdCuG; particles) or adding
AgOs (thus increasing the separation between microcracks). On the other hand, the action of
different post-processing treatments such as the Cold Isostatic Pressing (enhancing the den-
sity of in-plane dislocations parallels to <110>) and High Oxygen Pressure (increasing the
density of dislocations aligned parallel to <100> and, at latter stages increasing the density
of stacking faults) has been used to modify the microstructural characteristics and therefore,
the superconducting properties.

The existence of this large variety of defects in MTG-¥BazO;_5 samples requires
also a methodology capable of distinguish and deconvolute the influence of each one of the
defects present in the sample. To do so, the angular dependence of magnetoresistance in the
different samples has been used. We have mainly analyzed the angular dependence of the
magnetoresistance while rotating the magnetic filed from the c-axis to the ab-plane. This
angular dependent magnetoresistance is governed by the intrinsic anisotropy of the system,
and thus, a c-axis magnetic field has a stronger influence than an ab-plane magnetic field.
To this anisotropic background, the influence of aligned defects such as twin boundaries or
dislocations is superposed, which can be detected for certain directions of the magnetic field.
Thus, the contribution of aligned defects may be evaluated and extracted through the study
of the angular dependence of the superconducting properties.

165



166 CHAPTER 9. CONCLUSIONS

The dimensionality of the different defects reveals itself as a main subject since it deter-
mines its angular dependence. In this sense, we have classified the defects present in MTG-
YBa,CuzO,_5 samples in the following categories:

¢ In-plane dislocations, when the magnetic field is rotated from the c-axis to the
ab-plane, behave as point-like pinning centers. We have experimentally demon-
strated that in samples with strong pinning centers such as twin boundaries or
YBa,CuzO;_5/Y 2BaCuG; interfaces, the influence of point-like pinning centers van-
ishes in the vortex liquid state.

¢ In-plane dislocations, for in-plane magnetic fields behave as linear-like pinning cen-
ters. It has been shown that these pinning centers promote an enhancement of the
vortex activation energy and an upwards shift of the irreversibility line.

e The influence of twin boundaries in the vortex liquid state has been investigated. For
magnetic fields parallel to twin boundaries, the upwards shift of the irreversibility line
has been determined and shown to be dependent on the density of twin boundaries.
The upper limit of influence of twin boundarie$*), however, has been found to be
sample independent. The vortex activation energy also increases but this enhancement
depends on the density obBaCuG; particles, thus demonstrating the complexity of
vortex dynamics in MTG-YBgCuzsO;_s samples.

e The interfaces of ¥BaCuGy/YBay,CuzO;_g interfaces have been seen to decrease vor-
tex motion in a wide region of the vortex liquid state (up to temperatures higher than
the limit of influence of twin boundaries and dislocations). In particular, the strong
action of Y.BaCuG/YBa,CusO,_g interfaces in the vortex liquid state has been also
shown to lead to a linear shift of the irreversibility line with the interface density of
YoBaCuG particles. The shift of the irreversibility line has been shown to be active
for all the directions of the magnetic field, in agreement with their quasi-spherical ge-
ometry. On the other hand, the vortex activation energy has been shown to increase
only at high contents of ¥BaCuG; particles.

e Microcracks and stacking faults have been seen to be able to promote a downwards
shift of the irreversibility line. This detrimental influence has been attributed to an
increased vortex mobility due to the shortening of the vortex length. The limit of influ-
ence of microcracks in the angular dependent phase diagram has also been determined.
We have observed that the limit of influence of microcracks coincides with that of twin
boundaries for Hc.

The coincidence of the limit of influence of twin boundaries and microcracks (foj,H
while being very strongly different defects with different actions over vortices revealed worth
of further study. The coincidence of these two phenomena could be related to a loss of the
vortex line tension, and therefore, angular dependent flux transformer measurements where
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performed in order to investigate the possible existence of such transition in the vortex liquid
state. Our measurements confirm the existence of such a transition. Furthermore, the angular
scaling of this transition with the effective magnetic field strongly suggests an intrinsic nature
of this transition, determined by the anisotropy of the material.

In addition to the fundamental relevance of this new transition, its existence of a new
transition within the liquid vortex state characterized by the loss of the vortex line tension
may have important consequences from the point of view of technological applications for
these compounds. The linear pinning centers are not longer effective above this transition
and, therefore, this transition could be regarded as an upper limit of the irreversibility line
of YBa,CuzO;_5. We envisage that it would be practically impossible to define a defect
nanostructure that can become effective to pin vortices at such high temperatures if they do
not keep any line tension. Eventhough, defects suchhBaZuG;/YBa,CuzO;_5 interfaces
or splayed defects have been shown to still modify the vortex viscosity above this liquid-
liquid transition.

To conclude, the influence of the main defects present in MTG2¥BgO,_5 samples
on the superconducting properties of the vortex liquid state has been investigated. The partic-
ular action of each kind of defect has been analyzed and explored in terms of their geometry
and dimensionality. The common features of their influence lead to the determination of an
intrinsic transition in the vortex liquid state where the vortex line tension may be lost.
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