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Preface 
 

Metallic glasses have been the subject of widespread research over the past four 
decades with significant advancement in their understanding. As the name suggests, they are 
metallic alloys with no long-range order. The lack of long-range atomic order makes their 
properties and behaviour considerably different from those of crystalline alloys. For example, 
they typically behave as very soft magnetic materials (low coercitivity and high permeability) 
and have led to commercial applications such as transformer cores, magnetic read-heads and 
magnetic shielding [1]. By some specific treatments or techniques, it is possible to control the 
total or partial crystallization of metallic glasses. In some cases very fine, uniform 
microstructures have been exploited for their hard magnetism [2]. Furthermore, early work 
already pointed out that their mechanical behaviour showed unique properties, i.e. high strength, 
large elastic limit, homogeneous and inhomogeneous modes of deformation, and the novel 
“molten” appearance of fracture surfaces [3,4]. 

Due to their poor glass-forming ability, the early glass systems were typically cast by 
rapid quenching techniques, with critical cooling rates of 105 to 106 K s-1, resulting in limited 
section thickness. The development of bulk metallic glasses (BMG) started with Pd-based 
compositions [5], and after extensive work, an enlarged range of multicomponent alloys exists 
with significant lower critical cooling rates [6,7].  

The combination of their high yield strength together with the possibility of casting 
metallic glasses in bulk form has triggered the interest in using them as structural materials [8]. 
However, metallic glasses show a distinctive localization of the plastic deformation into shear 
bands when loaded under ambient conditions [9,10]. Instead of work-hardening, metallic 
glasses soften due to the shear band formation which prevents stable plastic elongation in 
tension. Therefore, enhancement of the ductility of this type of materials has been the aim of 
much research work. 

Recent works have studied the instrinsic toughening of metallic glasses [11,12]. The 
significance of the ratio of the elastic shear modulus, μ, to the bulk modulus, B, for the 
magnitude of toughness has been examined for a variety of different metallic glassy alloys. This 
approach to the brittle/plastic behaviour was first used in crystalline alloys [13,14]. The 
competition between flow and fracture relates the resistance to plastic deformation, proportional 
to μ, to the resistance to dilatation that occurs in the region of a crack tip, which is proportional 
to B. The results of these works on metallic glasses indicate that exceeding a critical value of 
μ/B (i.e. in the range of 0.41-0.43) produces an amorphous/annealed glass that approaches the 
ideal brittle behaviour associated with oxide glasses. Therefore, the correlation between fracture 
energy and elastic moduli indicates that the intrinsic toughness in metallic glasses may be 
enhanced by selection of elements with low μ/B (or, equivalently, high Poisson ratio, ν) as 
constituents. 
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The tremendous toughness increase that accompanies multiple shear banding indicates 
that proliferation of shear bands, regardless of how it is accomplished, should provide a 
powerful toughening mechanism in amorphous metals [15]. This clearly provides the 
opportunity for microstructural design of extrinsically toughened BMGs via a variety of 
techniques. The presence of a secondary phase (amorphous or crystalline) has been shown to 
promote multiple shear band nucleation sites via mismatch in various mechanical properties, 
while also providing barriers to shear band propagation. The result of the promotion of shear 
bands and hindering their propagation finally results in macroscopic compressive ductility 
[16,17]. 

Therefore, the research on the fundamentals of plastic deformation of metallic glasses 
and the effects of secondary phases on the ductility of new glass forming systems open a broad 
range of new investigations. 

The main objectives of this thesis are: 

- To shed light on the shear band formation and propagation in metallic glasses, and its 
dependence with the strain rate by means of nanoindentation. 

- To study the effects of intrinsic anelasticity of the metallic glasses on nanoindentation tests. 

- To investigate the crystallization behaviour, the thermal stability and the mechanical 
properties of Cu60ZrxTi40-x amorphous alloys (x = 15, 20, 22, 25, 30) prepared by melt-spinning 
and copper mould casting. 

- To correlate the mechanical properties with the microstructure on the degree of 
devitrification of a Cu60Zr22Ti18 alloy. 

- To investigate the mechanical properties, by means of nanoindentation, of a two-phase 
amorphous Ni-Nb-Y alloy.  

- To study the differences in the microstructure, mechanical properties and deformation 
behaviour of a Ti-based multicomponent alloy composed of micrometer-sized dendrites 
embedded in a nanostructured eutectic matrix before and after subjecting it to high pressure 
torsion (HPT). 

This thesis has been organized in different chapters as follows: 

- Chapter 1 introduces some general aspects on the theory of metallic glasses and 
nanocrystalline alloys. A brief discussion on the basics of the mechanical properties of 
amorphous materials and nanocrystalline alloys is also presented since the main part of the 
results are on these properties. 

- Chapter 2 deals with the experimental techniques used for casting the studied alloys and to 
characterize their thermal, structural and mechanical properties. Furthermore, the experimental 
procedure for each technique is explained. 

- Chapter 3 presents the results obtained and the discussion. 

- Chapter 4 includes the main conclusions of the work, and the possible future research to be 
developed. 
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Finally, I would like to note that this thesis has been carried out in the framework of two 
Spanish research projects (MAT-2001-2555 and MAT-2004-01679) and two European research 
projects (HPRN-CT-2000-00033 and MRTN-CT-2003-504692). 
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1. Introduction to Metallic Glasses and Nanocrystalline 
Materials 
 

This chapter deals with certain general aspects of metallic glasses and nanocrystalline 
materials. Initially the classical theory of nucleation and growth of crystals in an undercooled 
liquid is described since glass formation may be understood as the absence of crystallinity in a 
material. The phenomenology of the liquid to glass transition, an introduction to the free volume 
model and the crystallization of metallic glasses are included. It is also noted that the structure 
of metallic glasses differs from the crystalline alloys, giving them unique properties. The main 
mechanical properties of metallic glasses together with their mechanisms of elastic and plastic 
deformation are also described. Metallic-glass-matrix composites which represent innovative 
systems to further improve the mechanical properties of metallic glasses are also presented. The 
last part of the chapter deals with nanocrystalline materials and their mechanical properties. The 
reduction to the nanometer scale of the grain size results in outstanding properties, but the 
mechanisms of plastic deformation strongly depend on the grain size of the material, as it is 
shown below. 

 

1.1. Metallic Glasses 

 

Amorphous metallic alloys or metallic glasses are metals and metal alloys with no long 
range atomic order. That is, translation characteristic order of the crystalline alloys or 
orientational characteristic order of quasicrystals is not shown at a longer scale of the 
constituent elements. Furthermore, metallic glasses exhibit glass transition, i.e. they show an 
abrupt change in the second order thermodynamic properties (i.e. heat capacity or thermal 
expansion) at a given temperature from values similar to a crystal until values similar to a 
liquid. 

 

1.1.1 Nucleation and Growth of Crystals 

 

It is now appropriate to ask why a liquid metal can be extensively undercooled for 
extended observable times without crystallization. The explanation for this observation lies in 
the resistance of the undercooled liquids to the formation of crystalline nuclei of critical size [1]. 
The classical theory of nucleation and growth of crystals is described below and gives us an 
initial clue. From this theory, it is shown that the time scale for nucleation of crystals depends 
strongly on undercooling of the liquid allowing glass formation. 
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1.1.1.1 Nucleation of crystals 

 

The essential driving force for a phase transformation is the difference in the free 
energies of the initial and final configurations of the assembly, but when small particles of the 
new phase are formed, the free energy rises at first. The increase is due to the considerable 
proportion of atoms in these particles which are situated in transition regions between the 
phases, where they do not have the environment characteristic of the new phase in bulk. Hence, 
the free energy change (Δg) on the nucleation of a spherical crystal of radius r in the liquid may 
be described by 

Δg = -(4π/3)r3Δgv+4πr2γSL     eq. 1.1 

where Δgv is the difference in free energy between unit volumes of the crystal and the liquid and 
γSL is the interfacial energy between the crystal and the liquid. The curve of Δg against r will 
increase to a maximum and decrease again. The position of the maximum is given by ∂Δg/∂r=0, 
which leads to the critical radius of the droplet rc as 

rc = 2 γSL / Δgv      eq. 1.2 

A nucleus of radius rc is in unstable equilibrium with the liquid. Droplets of radius r < rc will 
tend to disappear, while droplets of radius r > rc will tend to grow. 

 In the above reasoning, the formation of a nucleus has been regarded as a homogeneous 
process occurring with equal probability in all parts of the assembly. In practice, this is unlikely 
to happen unless the assembly is extremely pure. More usually, the presence of impurity 
particles enables nuclei to be formed with a much smaller free energy of activation than that of 
the homogeneous nuclei. For a nucleus in the form of a spherical cap growing on a flat 
substrate, the barrier to heterogeneous nucleation (Wh*) is given by 

Wh*= W*f(θ) and f(θ) = (2 + cos θ)(1-cos θ)2/4  eqs. 1.3 and 1.4 

where θ is the contact angle between the crystal and the nucleating heterogeneity and W* is the 
free energy of a heterogeneous nuclei of radius rc. The function, f(θ), substantially reduces the 
barrier to nucleation when the contact angle is small. 

 At temperatures below the liquidus temperature, embryos (nucleis of r < rc) are formed 
due to fluctuations in the melt. The growth of an individual embryo may be assumed to involve 
a large number of small fluctuations, and only rarely will there be a sufficiently long chain of 
forward fluctuations for an embryo to reach the critical size. Following Christian [2], the rate of 
formation of critical nuclei (Iv) is given by 

⎟
⎠
⎞

⎜
⎝
⎛−=

kT
WkTnI v

v
*exp

3 3ηπλ
    eq. 1.5 

where nv is the number of molecules or formula units of nucleating phase per unit volume, λ is a 
jump distance, of the order of atomic dimensions and η is the viscosity of the liquid. 
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1.1.1.2 Crystals Growth  

 

 The formation of stable nucleus is followed by their subsequent growth. Two main 
types of thermally activated growth are recognized: interface controlled and diffusion 
controlled. 

 Interface growth is controlled by processes in the immediate vicinity of the boundary. 
This means that there is a continuous growth at all points of the boundary or the interface is 
stepped on an atomic scale, and atoms are transferred from one phase to the other only at these 
steps. When crystals grow by interface control, the growth rate (u) can be written [2] 

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ Δ
−−⎟

⎠
⎞

⎜
⎝
⎛=

kT
gfDu vc exp1

λ
    eq. 1.6 

where Dc is the kinetic coefficient governing the rate of transport at the crystal/liquid interface, f 
is the interface site factor (i.e. the fraction of sites on the interface to which an atom can attach), 
and the quantity in brackets is the thermodynamic factor determining the probability that an 
atom on the crystal surface will remain there, rather than jumping back into the liquid. 

 Diffusion controls the growth when the nucleus are richer in solute atoms than the 
liquid, then there may be a region depleted in solute formed around the crystals as growth 
proceeds. The continual growth of the particles requires chemical diffusion, and as the particle 
increases in size, the effective distances over which diffusion takes place may also increase. 
When the particle is first formed, it is probable that processes near the interface will control the 
net rate of growth, but the volume diffusion will eventually become the dominant factor. The 
particle will then grow just as fast as the diffusion rate allows.  In contrast to the linear growth 
law obtained when interface processes dominates the growth of a crystalline particle, the 
position of the interface and the growth rate may be proportional to the square root of the time 
when diffusion is decisive [2]. 

 

1.1.2 Glass Forming Systems 

 

The absence of any nucleation during the cooling from the melt until the glass transition 
temperature ensures forming a glass material without any crystalline precipitate. Therefore, the 
following equation must be satisfied [3] 

∫ <
t

vdtIV
0

1,     eq. 1.7 

where V is the volume of the sample. This is a rigorous definition, as it ensures that a material 
that is called a glass is truly free of any crystallinity. However, calculations from Vreeswijk et 
al. [4] predicted that SiO2 would have to be cooled 1010 times faster than GeO2 to form a glass, 
and that As2O3 would have to be quenched at 107 K/s. These results are clearly inconsistent with 
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experimental evidence. The reason for the failure of this approach is indicated in Fig. 1.1. For 
many systems, the temperature ranges where the nucleation and growth rates are significant do 
not overlap. It may be virtually impossible to avoid forming a nucleus, but those nuclei that do 
form may not be able to grow to any meaningful size. 

 

Figure 1.1. Rates of nucleation and crystal growth in SiO2, calculated from standard theory [5]. 

  

The glass forming ability (GFA) of different metallic systems have been explained by a 
variety of schemes. Although they seem to work for certain groups of materials, they fail for 
others. At the time being, there is not a satisfactory theory which may predict the GFA of a 
metallic alloy [5]. However, Egami and Waseda [6] could predict the composition limit for 
glass formation for a binary system using atomistic theory of hard-sphere dense-random-
packing (HS-DRP) and some semiempirical rules have been formulated by Inoue [7] in order to 
relate the GFA of a system with some fundamental magnitudes. 

 

1.1.3 The Glass Transition 

 

A liquid can be cooled below the liquidus temperature, Tl, if the rates of nucleation and 
growth of crystals are small enough. At temperatures lower than Tl, the liquid is in metastable 
equilibrium. If there are small changes in state caused, for example, by sudden heating or 
cooling, the properties of the liquid gradually approach their equilibrium values. The time-
dependent variation in physical properties as the liquid approaches equilibrium is called 
structural relaxation or physical aging. The glass transition is a region of temperature in which 
the rate of relaxation (corresponding to a viscosity of η ≈ 1011-1013 Pa·s) becomes comparable to 
the time scale of the measurement. 

The temperature dependence of properties such as specific volume (V) and enthalpy (H) 
suffer a change at the glass transition. As illustrated in Fig. 1.2, the volumetric thermal 
expansion coefficient (αv = d ln V/dT) decreases near the glass transition temperature (Tg) from a 
high value characteristic of the equilibrium liquid to a smaller value characteristic of solid glass. 
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The stronger temperature dependence of the liquid may be explained because the atoms are free 
to diffuse, so changes in temperature can produce different atomic configurations in addition to 
changes in vibrational amplitude. In the glass, the atoms are frozen into fixed position and the 
properties change only because the temperature affects the amplitude of vibration of the atoms 
around those positions.  

 
Figure 1.2. Volume change during cooling of a liquid to a  crystalline solid (1) or glass (2), [8]. 

 

1.1.3.1 Cooling rate dependence of the glass transition temperature (Tg) 

 

The dependence of the glass transition temperature on the cooling rate, β = dT/dt shows 
the kinetic nature of the glass transition. It is observed that the higher is β, the higher is Tg [5]. 
This is easy to understand if the process of cooling is regarded as a sequence of temperature 
jumps of size ΔT followed by isothermal holds of length Δt = ΔT/β. The liquid remains in 
equilibrium as long as Δt is much longer than the relaxation time, which is proportional to the 
viscosity [9] 

τ = η / ζ     eq. 1.8 

where ζ is a constant material dependent and τ is the relaxation time or the rate of relaxation. At 
high temperatures, τ is much higher than Δt, but near Tg, τ ≈ Δt, so relaxation of one temperature 
step is not complete before the next step is taken, and the structure drifts farther and farther out 
of the equilibrium as cooling continues. The greater the cooling rate, the less time is available 
for relaxation of each step; since Δt is smaller, the transition occurs at a higher temperature. 

 

1.1.3.2 Thermodynamic and kinetic aspects 

 

 A phase transition is said to be first order if the volume and entropy (which are first-
order derivatives, with respect to pressure or temperature, of the thermodynamic Gibbs 
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function) change discontinuously at a certain temperature and pressure. In the glass transition, 
the discontinuous magnitudes are the specific heat, cp = T(∂S/∂T)p, and αv, which are second-
order derivatives of the thermodynamic Gibbs function. Therefore, the liquid to glass transition 
is thought to be a second order thermodynamic transition.  

However, these changes are not sharp but instead are diffuse, occurring over a small 
temperature interval rather than at a single sharply definable temperature. These observations 
are a manifestation of the kinetic aspects of the glass transition. Furthermore, the influence of β 
on the observed transition, shown in section 1.1.3.1, is the clearest proof that the event actually 
observed near Tg differs from a strict second-order transition and manifests the kinetic 
dimension of the glass transition. 

 Although kinetic effects are important in all practical observations of the transition 
between the amorphous solid and the liquid phase, both the Gibbs-DiMarzio and the Turnbull-
Cohen theories [8] reflect the following prevalent view of the glass transition: there exists an 
underlying thermodynamic transition that is intimately related to Tg. While kinetics intervenes 
to influence the placement of Tg in a particular set of experimental circumstances, Tg never 
strays very far from the value corresponding to the underlying transition. 

 In fact, there is a strong empirical support for the idea that the observed glass transition 
is the kinetically modified reflection of an underlying equilibrium transition. The specific heat 
of the liquid is substantially larger than that of the crystal, and at a given temperature 
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moreover, the excess entropy, Sex(T) = Sliq(T) – Scryst(T), drops sharply between the melting 
temperature and the glass transition temperature. Therefore, at a given temperature below Tg, 
known as the Kauzmann temperature Tk, it may happen that Sex < 0. Since the existence, at the 
same temperature, of a liquid phase with lower entropy than the stable crystalline phase is 
physically implausible, the existence of a transition (the glass transition) is physically necessary 
in order to keep Sex > 0. Indeed, the specific heat of both crystalline and amorphous solids is 
nearly equal, it follows immediately that Sex levels off at low temperatures to a nearly constant 
value close to Sex (Tg). 

 

1.1.4 Atomic Structure of Metallic Glasses 

 

Crystalline and amorphous solids share essential properties of the solid state. However, 
their atomic-scale structures have fundamental differences, which give them their different 
properties. 

In crystalline solids, the nearest-neighbour separations and bond lengths are exactly 
equal (with permission of thermal fluctuations) and a periodic and translational net may be 
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defined with the stable atomic positions. Therefore, long-range order is a main property of the 
crystalline structure. Figure 1.3 a) shows a clear example of a crystalline structure. 

 

      a) crystal                      b) amorphous solid                            c) gas 
 
 
 
 
 
 
 
 
 

Figure 1.3. Bidimensional structure for different matter states. Solid dots denote the equilibrium positions 
about which the atoms oscillate a) and b); for the gas c), the dots denote a snapshot of one configuration 
of instantaneous atomic positions [8]. 

 

However, the essential structural difference between crystal and glass consists merely in 
the latter’s loss of long-range order. Thus, while the lack of long-range order in glasses implies 
randomness at large separations, the atomic-scale structure is highly non-random for a few 
interatomic distances about any given atom, as shown in Fig. 1.3 b). In order to compare a 
genuine random array like a gas, Fig. 1.3 c) has been drawn. Therefore, it is recognised that 
short-range order (SRO) is very much in evidence in the structure of amorphous solids.  

Unlike the crystalline structure, the atomic structure of amorphous alloys (i.e. SRO) is 
highly degenerate and non-unique. As a consequence it has many internal degrees of freedom 
which can be easily changed by heat treatment or mechanical deformation. The SRO in 
amorphous materials can be considered as a consequence of the existent chemical short range 
order (CSRO) and the geometrical short range order (GSRO) in the amorphous structure [10]. 

All metallic glasses stable at room temperature are alloys. In most cases, a completely 
random mixture is not attained, so that the chemical composition around the atoms of each 
alloying component is different from the average. The system then has a CSRO. It is interesting 
to note that a type of atom in an amorphous structure presents a different number and type of 
neighbours in the first neighbour-shell than what it does in the crystalline state. Some important 
changes in the properties due to heat treatment or mechanical deformation are due to changes in 
CSRO, i.e. changes in the Curie temperature and induced magnetic anisotropy. Such changes in 
the CSRO do not have to involve diffusional exchange of atoms, but will take place also via 
more collective atomic rearrangements. 

While many properties depend upon CSRO, they also depend upon the details of the 
geometry of the structure itself, or the degree of randomness of the structure. In network glasses, 
such as amorphous silicon or germanium, oxides and polymers, the topology of the structure is 
well defined in terms of connectivity of bonded atoms, and many physical and chemical 
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properties are determined largely by GSRO. In metallic glasses, the metallic nature of the 
atomic bonding makes the definition of atomic connectivity almost undefined [10]. However, 
since the first nearest neighbour is reasonably well defined owing to the presence of a deep 
valley in the radial distribution function between the first and the second peaks, it is still 
possible to define topology of the system in terms of the topology of Voronoi polyhedra which 
is equivalent to Wigner-Sietz cells in crystals [10]. 

In fact, the atomic structure of metallic glasses is still under discussion [11,12]. Metallic 
glasses also exhibit order over 1-1.5 nm (for comparison, a typical metallic atom has a diameter 
of around 0.3 nm). Clusters of atoms (giving their SRO) gather to generate this medium-range 
order forming a distorted dense packing structure (e.g., face-centred-cubic) [11]. Therefore, the 
atomic structure of metallic glasses is characterized not only by SRO, also by a medium range 
order.  

 

1.1.5 Free-volume Model 

 

The free-volume model is noted for its physical plausibility, mathematical simplicity, and 
its value for qualitatively predicting various experimental observations connected with the 
liquid to glass transition, diffusion in glasses and its mechanical properties. The concept of free 
volume is intuitively appealing and extremely useful. It has been known that volume is a good 
measure of the viscosity of a liquid [13] and the success by Cohen and Turnbull [14-16] to 
quantify the change of viscosity of a liquid with the temperature made this theory widely 
applicable.  

In the gaseous state atoms are free to move, but a liquid is a condensed matter. An atom is 
trapped in the cage of neighbouring atoms, but there are small space in-between the atoms. 
According to the free volume model [14-16], the probability for an atom to have a free volume 
between ν and v+dv is given by 
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where γ is a constant of the order of unity that takes into account overlap of free volume 
between neighbouring atoms, and νf is the average free-volume per atom. The probability, cf, 
that a free volume fluctuation greater than v*, the minimum size that makes a diffusional jump 
possible, is formed is then: 
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Now, since an atom is confined in the cage, a moving atom gets “backscattered” by the 
neighbouring atoms, unless there is a big enough space, ν*, next to it so that the atom can move 
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into this space. The magnitude of ν* is about 80% of the atomic volume. Thus the diffusivity is 
given by [17] 

fcakD 2λ=      eq. 1.12 

where a is a geometric factor, k the atomic jump frequency and λ the average jump distance. 
This gives rise to the Vogel-Fulcher law for viscosity in liquids. When a liquid is rapidly cooled 
the system freezes above Tg, and the value of νf remains high. If the rapidly cooled glass is 
annealed below Tg, structural relaxation takes place and νf decreases and various other related 
properties consequently change. 

 However, the free-volume model has some imperfections. For example, it is assumed 
that the atomic transport in liquids and glasses occurs through atom jumps into a free space next 
to it, similar to vacancy atomic diffusion in crystals. But it has long been known that large 
vacancies are highly unstable in a glass [18]. Recent molecular dynamics (MD) simulations of 
diffusion in glasses clearly show that diffusion in liquids and glasses is a more collective and 
diffusive process, where chain actions occur at many atoms linearly connected [19]. The reality 
of “free-volume” is closer to the “distributed free-volume” picture of Argon [20]. Therefore, 
while the concept of atomic cage is correct, an atom does not come out of a cage by a big jump 
as in the free-volume model, but by gradually changing the neighbours. 

 Although some assumptions of the model are not correct, the concept is useful and 
intuitive. Indeed in glass science the temperature at which the rapidly cooled glass freezes is 
known as the fictive temperature, Tf. Since changes in specific volume of a liquid during cooling 
are linearly related to Tf, free-volume is a convenient measure of the fictive temperature, and 
therefore expresses the degree of relaxation in the glass [21]. 

 

1.1.6 Crystallization of a metallic glass 

 

 The driving force for any transformation is the difference in free energy (usually Gibbs 
free energy, G) of the final and initial states, and is thus determined by thermodynamic 
parameters appropriate to large regions of the phases concerned.  At temperatures above the 
melting temperature, Tm, the liquid is in a thermodynamically stable state since Gibbs free 
energy is in a minimum for that atomic configuration. However, when the system is cooled, 
crystallization may occur because the crystalline solid is the atomic configuration with lower 
Gibbs free energy at T < Tm. If the cooling rate is high enough, crystallization can be suppressed 
(as mentioned above) and the supercooled liquid becomes a glass at Tg. Therefore, a glass is a 
metastable state resistant to all possible fluctuations, and any transformation path must pass 
through states of higher free energy to reach the crystalline state. There is a critical 
configuration which must be attained if the crystalline state has to be reached, and the increase 
in free energy required to form this critical configuration determines the time taken to make the 
unit step. There is thus an activation energy, Ea, for the process which must be supplied by a 
local fluctuation in the thermal energy of the system.  
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 The crystallization process of a metallic glass is a nucleation and growth transformation 
process.  If the activation energy for nucleation is overcome, nucleus of a crystalline phase must 
be formed and subsequent growth may take place. If a metallic glass is heated at temperatures 
near Tg, thermal fluctuations may be high enough to overcome the energy barrier for nucleation. 
Then, the velocity of transformation may be dependent both on the rate at which stable nuclei 
form and on their subsequent growth rates. The activation energy for nucleation is an important 
rate limiting factor, but in condensed phases (i.e. metallic glass) the activation energy for atomic 
migration or diffusion is usually equally important. In fact, the kinetics of growth in the 
crystallization of a metallic glass may be interface or diffusion controlled, typically similar to 
the mentioned in section 1.1.1.2. 

 

1.1.6.1 Johnson-Mehl-Avrami-Kolmogorov (JMAK) model 

 

The transformation kinetics from a phase α to a phase β in a metallic alloy at a constant 
temperature, T, may be described by the Johnson-Mehl-Avrami-Kolmogorov (JMAK) model 
[22-26]. In this model, the transformed fraction of the new β phase, xβ, is related to the time, t, 
by the following equation 

)))()((exp(1)( 0
nttTKtx −⋅−−=β    eq. 1.13 

where K(T) is called the rate constant, t0 is the induction time period, that is the time needed to 
form a transformed β region, and n is the Avrami exponent. The value of the Avrami exponent 
may be related with the characteristics of the transformation. In general, n may be divided in 
two contributions n = nn + ng, where nn depends on the nucleation rate and ng on the growth 
rate. Therefore, nn = 0 indicates a null nucleation rate and nn = 1 a constant nucleation rate. On 
the other side, ng may be defined as ng = b · p, where p is the dimension of the growth and b 
indicates interface controlled growth if b = 1 or diffusion controlled growth if b = ½ [2]. 
However, it is evident that a kinetic investigation which is limited to the establishment of the 
value of n most appropriate to the assumed growth law does not, as once assumed, give 
sufficient information to be deduce the growth habit. 

 Although the JMAK model is widely used in the crystallization of metallic glasses, 
some essential limitations must be taken into account [2]. These limitations are: 

 

i) crystallization is considered in an unlimited medium,  

ii) the nucleation rate does not depend on the local microstructure,  

iii) the existence of a critical radius of nuclei is neglected,  

iv) the growth rate of nuclei does not depend on the local chemical composition and its 
change during crystallization. 
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1.1.7 Mechanical properties of Metallic Glasses 

 

1.1.7.1 Elastic and Anelastic Behaviour 

 

 The usual assertion made in discussing the elastic behaviour of metallic glasses is that 
these amorphous materials behave isotropically, by virtue of a random disordered structure.  
However, amorphous materials are not necessarily structurally isotropic, and anisotropic 
properties can result if directional preparation or treatment conditions imprint a directional 
character on the structure. Furthermore, the deviation from linearity at stresses lower than the 
yield strength in the stress-strain curves shows the relative large anelasticity of metallic glasses. 

 The disordered structure of a metallic glass means that atoms exist in a range of local 
atomic environments. Consequently, not all atoms experience the same displacement in elastic 
deformation, even if they belong to the same species [27]. For instance, Weaire et al. [28] 
showed that allowing atomic relaxation in a model calculation reduced the shear modulus by 
33% compared to a model in which no relaxation was permitted. This result suggested that 
anelastic processes might be occurring during nominally elastic deformation. The atomic 
relaxations consist of topological rearrangements within the atomic near-neighbour environment 
in which an atom switches one of its atomic near-neigbours in preference for another atom in 
the second nearest-neighbour shell [29]. Therefore, if elastic deformation occurred within the 
first neighbour-shell, the elastic modulus would be comparable to that of crystalline materials of 
similar composition. However, the entire structure gets the benefit of the added deformation due 
to the atomic rearrangements and the elastic modulus of metallic glasses is lower than their 
crystalline counterparts [27]. Furthermore, Hufnagel et al. [27] have observed by in-situ 
structural studies that with increasing load the average atomic hydrostatic stress <p> increases, 
but overall p becomes more uniform. This effect may come from the deformation of regions of 
locally large dilatation, which in the unloaded state are regions of unusually low p. As the load 
increases, these are the regions in which the atomic rearrangements described above occur. This 
brings the local p for these regions closer to the overall mean <p>, thus reducing <p2>. A 
reduction in <p>, because it corresponds to a more uniform distribution of free volume, also 
implies a reduction in the entropy of the glass upon loading. This would imply that the stiffness 
of metallic glasses has entropic component, analogous to the entropic contribution in rubber 
elasticity. 

As with most materials, the mechanism of anelastic deformation of metallic glasses is 
closely linked to their structure. In fact, it has been recognized that the free-volume which refers 
to the fraction of matter having a lower atomic coordination than that in a reference material 
having a dense random packing and the same composition, is of key importance for anelastic 
deformation. It is in these free-volume regions where mechanical coupling to the surroundings 
is weak that anelastic relaxations become possible by local atom rearrangements without 
affecting significantly the surroundings. It is interesting to note that such local relaxation 
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processes are not mono-energetic but require a distribution of activation energies, hence a 
distribution of free volume sites with different local atomic coordination [30-32]. 

   

1.1.7.2 Yield criterion for metallic glasses 

 

 Metallic glasses show strength differential between states of tensile and compressive 
loading, suggesting a pressure or normal-stress dependent yield criterion. Donovan [33] studied 
a Pd40Ni40P20 glass in tension, compression and pure shear. This study identified a 
compression/tension strength differential of 23%. Furthermore, it is well-known that the fracture 
angles between the stress axis and the shear plane of metallic glasses always deviate from 45º 
and also show a differential fracture angle when tested in tension or compression [34]. 

The Mohr-Coulomb criterion has been suggested as a description for yielding of 
metallic glasses since it depends not only on the applied shear stress, τ, but also on the stress 
normal to the shear displacement, σn: 

ny ασττ −= 0      eq. 1.14 

Here, τy is the effective shear yield stress, τ0 is a constant, and α is a system-specific coefficient 
that controls the strength of the normal stress effect. 

 Atomistic simulations of metallic glass deformation under multiaxial stress states found 
a pronounced asymmetry between the magnitudes of the yield stresses in tension and 
compression [35]. Therefore, Schuh and Lund concluded that simulated amorphous metals 
plastically yield in a manner consistent with the Mohr-Coulomb criterion, and that this 
behaviour is intrinsic to the atomic-scale processes involved in metallic glass deformation. 

 

1.1.7.3 Plastic deformation and shear transformation zones 

 

 In metallic glasses, the plastic response occurs in two distinct regimes: 

 

i. Homogeneous flow, in which each volume element of the material contributes to the strain, 
resulting in uniform deformation for a uniformly stressed specimen. Homogeneous flow 
occurs at low stresses and temperatures near and above the glass transition. It is measured in 
creep or stress relaxation tests. 

ii. Inhomogeneous flow, where the deformation is localized in discrete, thin shear bands, 
leaving the rest of the material plastically undeformed. Inhomogeneous flow occurs at high 
stresses and low temperatures and is observed in tensile/compression tests, hardness tests 
and cold working processes such as rolling and wire drawing. 
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 However, the deformation mechanism of plastic flow is, for any combination of stress 
and temperature, the same. In the view of shear transformation zone (STZ) type models [20] it is 
envisioned that the fundamental unit of plastic flow is the same for both regimes, and only the 
spatial distribution of these units is influenced by changes in stress, strain rate and/or 
temperature. 

Spaepen first proposed a free-volume theory to account for plastic deformation at any 
stress, rate and/or temperature [36]. The original work of Argon extended the free volume 
model by introducing the concept of shear transformation zone (STZ) [20]. This model depicts 
glass deformation as a collective effect arising from the operation of many small atomic-scale 
shear events, in which a group of atoms collectively shuffle in a shear mode under the combined 
action of stress and temperature. The physical basis for such local shear events was provided by 
early simulations of amorphous systems [37,38] and more recent simulations have continued to 
support this picture of glass plasticity [39]. 

The relation of anelastic deformation with plastic deformation in metallic glasses was 
accounted by Argon [20]. Anelastic local transformations can be thermally assisted under 
applied shear stresses and a threshold stress, τ0, would be sufficient to plastically deform this 
STZ. Therefore, the free energy for activation of flow under a given applied shear stress, τ, less 
than τ0 that can transform a STZ at a terminal rate governed by inertia effects alone, can be 
obtained by the difference in free energy between the stable and unstable equilibrium positions 
of the system 

ΔG = ΔF – ΔW      eq. 1.14 

ΔF and ΔW are respectively the changes in Helmholz free energy of the system and the 
deformation work done on the system. Finally, the rate of activation of the STZ is governed by 
the availability of thermal fluctuation equalling or exceeding this required amount of ΔG. It is 
expected that the sites of largest free volume will have the smallest free energy barrier for shear 
transformation, and that sites with smaller free volume will have increasingly larger free 
energies for rearrangement. 

 Under a small applied stress at temperatures well below Tg, only the few and isolated 
free-volume sites with the smallest free energies can be transformed in meaningful times of 
laboratory experiments while much of the background structure acts substantially as an elastic 
medium. This produces delayed elasticity through which the structure becomes mechanically 
polarized with only a minimum of accompanying irrecoverable deformation. Under 
substantially higher stresses, larger fractions of STZ’s with higher threshold stresses can be 
transformed into sheared states until at a certain well defined stress the shearable STZ’s give 
contiguously sheared regions throughout the volume. At a certain stress range, the elastic 
background is removed, i.e. the reverse reaction against the applied stress makes a totally 
negligible contribution, resulting in plastic deformation. 

 In order to quantify the plastic deformation in a metallic glass and using the connection 
of anelastic relaxations with the STZ’s, Argon calculated the Helmholtz free energy required to 
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sustain a local shear strain γ0 for a STZ of volume Ω0 in terms of the elastic properties of the 
glass obtaining 
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where μ(T) and ν are the temperature-dependent shear modulus and Poisson’s ratio of the glass, 
respectively. The parameter β is a numerical constant that describes the volumetric dilatation of 
the STZ relative to its shear distortion, and is about equal to unity for amorphous metals. It is 
assumed that this elastic shear strain energy is short lived and that it may be dissipated soon 
after the transformation by other surrounding transformations resulting in loss of memory for 
the initial state in the first region. But as stated above, plastic deformation may occur at 
sustained shear stresses, even below τ0. Thus, for a metallic glass subjected to a shear stress τ, 
the strain rate resulting from the superposition of many individual STZ operations is then given 
as 
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in which α0 is a constant incorporating the fraction of material that is capable of undergoing 
shear transformation and ν0 is the natural frequency (attempt rate) of the STZ’s. 

 Argon originally derived eq. 1.16 for high temperature viscous flow, in which STZ’s are 
roughly spherical and there is no spatial correlation between them. He proposed that at lower 
temperatures (where shear banding occurs) the STZ might change character somewhat, 
transitioning from spherical to disk-shaped, with a somewhat different value for ΔF0.  

Recently, Johnson and Samwer [40] have introduced the concept of cooperative shear 
model (CSM) to describe plastic yielding of metallic glasses in the glassy state below Tg. 
Following the idea of STZ cooperative movements, the elastic energy of an STZ is described by 
a periodic elastic energy density and the barrier W for shear flow is related by a scaling law to a 
universal critical yield strain γC0, the shear modulus µ for a fixed glass configuration, and the 
effective volume of cooperative shear zones (CSZ) Ωeff = ζΩ. 
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The core volume of CSZ is Ω, and ζ is an “Eshelby” factor correcting for matrix confinement of 
the CSZ. This relation predicts that the barrier height for shear flow for a given glass or liquid 
configuration is proportional to µ. Therefore, yielding occurs when the applied stress causes a 
critical density of “minimum” barrier STZ’s to become unstable. 

Furthermore, recent molecular dynamic simulations [41] have shown that plastic 
deformation occurs through the movement of mobile clusters of the order of 10-15 Å within a 
rigid glass matrix, which are interconnected via single strings of mobile atoms. Both clusters 
and interconnections together seem to form a dynamic network of plastic deformation, which 
controls the macroscopic behaviour. Furthermore, comparable networks of clusters and 
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interconnects are observed for any strain, strain rate and temperature below the corresponding 
yielding point. Only the number of clusters and the distance that atoms move plastically seems 
to vary, increasing for higher strains or temperatures. 

 

1.1.7.4 Factors determining the metallic glasses strength 

 

Interestingly, there exist remarkable similarities between the physical processes of plastic 
deformation and glass transition of metallic glasses. Both phenomena are facilitated by 
collective atomic motions, which require sufficient energy to overcome the bonding force 
between atoms and result in an increase of the free volume [20,21,36]. Whereas the thermal 
energy for glass transition spreads around the entire body of the solids during heating, the 
mechanical energy of shearing at low temperatures (below Tg) is highly confined in the 
localized shear bands in metallic glasses. Following this reasoning, Yang et al. [42] have 
recently found a relation for the strength of metallic glasses which may be expressed as 

V
Tg

f

Δ
= 55σ      eq. 1.18 

where ΔTg is the temperature difference between Tg and room temperature, σf is the fracture 
strength and V is the molar volume. This simple equation indicates that the strength of metallic 
glasses at room temperature is governed by both the glass transition temperature and the molar 
volume. 

 Given a similar energy density between localized shear deformation and glass transition, 
the heat dissipated from STZ’s should be able to raise their temperatures close to Tg. In other 
words, a stress slightly higher than the yield strength will be able to increase the shear band 
temperature to Tg, which will result in rapid viscosity drop and significant softening inside the 
shear bands. Temperature raise above Tg in shear bands have recently shown by Lewandowsky 
and Greer [43]. 

 

1.2 Metallic-Glass-Matrix Composites 

 

Below Tg, plastic deformation of metallic glasses occurs by the initiation and 
propagation of shear bands [20,36]. Many important mechanical properties of metallic glasses, 
including ductility and toughness, are therefore determined by the individual and collective 
behaviour of shear bands. Although, metallic glasses show high fracture strength, the final 
fracture is produced after yielding by the propagation of a shear band along the specimen after a 
little percent of deformation. Therefore, the ductility of metallic glasses is severely limited by 
their plastic deformation mechanism.  
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There have been many studies of shear band behaviour and structure, and several 
theories of shear localization in metallic glasses have been proposed [20,21,36,40,41]. 
Therefore, the understanding of how the structure of metallic glasses affects shear band 
initiation and propagation becomes every time more accurate.  

However, several groups have explored the behaviour of composite materials in order to 
further improve the ductility of metallic glasses in the inhomogeneous flow regime. These 
composite materials consist of: 

 

i. crystalline second phases in an amorphous metallic matrix,  

ii. metallic glasses decomposed in two amorphous phases.  

 

Any of these structures may provide higher ductility than a monolithic metallic glass; 
however the followed strategy is different for any of the above morphologies.  

 

1.2.1 Crystalline Second  Phase in an Amorphous Matrix 

 

Obtaining a crystalline second phase in a metallic-glass-matrix is possible by different 
routes: 

a) a crystalline phase is precipitated from the melt during cooling or by partial 
devitrification of the metallic glass (in situ composites) 

b) the reinforcing phase is physically added to the metallic glass prior to casting (ex situ 
composites). 

 

1.2.1.1 In situ composites 

 

I) Precipitated from the melt during cooling 

 

The precipitation of a second phase during casting gives rise to a two-phase 
microstructure consisting of a metallic glass matrix reinforced with a crystalline second phase. 
Usually, this kind of alloys are prepared by forcing the precipitation of one of the constituent 
elements to a crystalline phase, or by a mix of a good glass former composition plus a high 
melting element which will precipitate in form of a second phase [44]. While in the first case the 
alloys are prepared by simple Cu-mould casting, in the second case, the alloys are prepared by a 
two-step process before casting. One of the elements of the glass composition is mixed with the 
high melting element and later, the rest of the elements are melted together obtaining a master 
alloy. In the first step, the high melting element and the other element form a supersaturated 
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solid solution, in which the high melting element is dissolved in the structure of the other 
element. When this ingot is melted together with the other elements, the high melting alloy 
precipitates out to form micrometer sized particles. These particles have a very high melting 
point, so it is likely that they remain solid when the ingot is melted and cast to form the 
metallic-glass-matrix composite. During casting, these small particles apparently agglomerate to 
form larger particles. The result of this processing route is shown in Fig. 1.4.  

 
Figure 1.4. Backscattered electron micrograph of as-cast sample of Zr56Ni8Cu16Ta10Al10 showing Ta 
micron-scale particles dispersed in amorphous matrix [44]. 

 

The mechanical properties of these metallic-glass-matrix composite differ from the 
monolithic metallic glasses. In fact, these second-phase particles cause the plastic strain to be 
distributed over a larger volume of material, delaying the onset of fracture and therefore, 
increasing the plasticity of the alloys [45-47]. Unlike conventional metal-matrix composites, the 
reinforcing phase in these alloys typically has a lower yield stress than the matrix. Recently, Ott 
et al. [47] have shed light on the micromechanics of deformation of an in situ formed metallic-
glass-matrix composite. During loading, the particles experience plastic deformation, while the 
stronger glass matrix remains elastic, leading to the development of a plastic misfit strain in 
both phases. At applied stresses below the yield stress of the matrix, the matrix yield criterion is 
only satisfied in the regions immediately around the particles, as shown in their finite element 
modelling of Fig. 1.5. Thus, if a shear band initiates at the particle and propagates away, it will 
quickly encounter a region where the yield criterion is not satisfied and the shear stress is 
insufficient to sustain shear band propagation. This situation is exacerbated for systems of 
multiple particles, in which the stress state is highly inhomogeneous and there can even be 
regions where the applied stress is higher than the von Mises stress. In addition to reducing the 
driving force for shear band propagation under these conditions the plane of maximum shear 
stress can deviate locally from 45º, creating an opportunity for shear bands to be deflected. 
Therefore, it is expected that it is more difficult for shear bands to propagate under these 
conditions, and that this may explain why the composites can exhibit significant plastic strains 
prior to failure. 
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Figure 1.5. Contour maps of von Mises effective stress for a single particle (white) embedded in an 
amorphous matrix. The images show the results for successive displacement steps increasing from (b) 
through (e). The light coloured areas correspond to regions in the matrix where the von Misses stress is 
greater than 1750 MPa (the matrix yield stress). The corresponding stress for the contour maps is noted 
on the stress–strain curve (a), [47]. 

 

II) Devitrification of the metallic glass 

 

Metallic glasses are in a metastable state, as explained in section 1.1.6. Therefore, heat 
treatments below or above Tg may lead to the crystallization of the metallic glass. In order to 
produce a composite material, the nucleation and growth mechanisms of the crystallization of a 
metallic glass must be understood. The importance of distribution of a specific 
crystalline/quasicrystalline phase and effects due to remaining amorphous matrix, which may change 
its composition or the extent of free volume/relaxation during crystallization, may be studied for 
each alloy and heat treatment since the mechanical properties depend on them and their interacting 
effects [48,49].  

A typical example of these types of alloys is the Al-based metallic glasses. A large number 
of studies have been reported that examine the first stage of crystallization in these alloys, when pure 
α-Al crystals form in the glass during heat treatment [50,51]. The first stage of crystallization, when 
α-Al crystals form, is thus fairly well understood, with an early period of crystal nucleation and rapid 
growth followed by a period with no more crystal nucleation and where crystal growth slows to very 
low rates or stops. Such slowing of growth has been interpreted in terms of the rejection of solute 
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from the pure α-Al crystals into the surrounding glassy matrix or in terms of the overlapping of such 
diffusion fields from the nearby crystals.  

The influence of the distribution and size of the α-Al crystallites on the microhardness and 
ductility of an Al90Ni4Ce6 metallic glass is studied in [49]. The appearance of nanosize α-Al crystals 
inside the glass after a thermal treatment initially increases the hardness while the alloy remains 
ductile. For longer annealing times, the nanocrystals do not grow and their amount remains almost 
the same, however, the alloy becomes brittle. It has been suggested that this loss of ductility is due to 
changes of the extent or morphology of crystallization or may instead be caused by changes in the 
glassy matrix. 

 

1.2.1.2 Ex situ composites 

 

 The addition of a high melting temperature element or composite such as W, WC, SiC, 
Ta, C, etc… directly in the melt is used to improve the mechanical properties of the monolithic 
metallic glass. They may be added in the form of wire [52] or micrometer sized particles [53]. 
Another route to produce ex situ composites consists of adding reinforcing particles to 
amorphous powders and a posterior warm extrusion of the composite particles [54,55]. 

 In the fabrication of ex situ composites directly in the melt, it is important that the 
reinforcement material does not react significantly with the matrix glass, the glass must wet well 
enough the reinforcement to make composites with good mechanical integrity and the thermal 
expansion coefficients of both materials should not be too different [52]. 

 This composites show improved ductility compared to the monolithic glass depending 
on the volume fraction and the nature of the reinforcement material [52-55]. Therefore, the 
mechanisms of plastic deformation are also dependent on both parameters. 

 

1.2.2 Decomposition of the Amorphous Matrix into two Amorphous Phases 

 

Probably a metallic glass which has suffered decomposition into two amorphous phases 
of different composition may not be considered as a metallic-glass-matrix composite. However, 
the morphology exhibited by these alloys allows them to show different properties compared to 
a monolithic metallic glass. 

The decomposition of a metallic glass into two amorphous phases is due to 
immiscibility composition gaps. Phase separation (or decomposition) occurs in a liquid when 
the free energy of the decomposed liquid is lower than in the homogeneous one. In a liquid 
composed of two elements A and B, the Helmholtz free energy of mixing, Fmix, may be related 
with the internal energy of mixing, Umix, and the entropy of mixing, Smix, at any temperature, T, 
by the following equation 

Fmix = Umix – TSmix .     eq. 1.19 
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The entropy of mixing in a ideal binary system for any given composition, cA, is expressed as 

Smix = -Nk[cA·ln cA + (1-cA)·ln (1-cA)] ,   eq. 1.20 

where N is the number of particles in the system. If a hypothetic AB system presents a higher 
Umix for the homogeneous phases of the A and B elements than for any other composition, Fmix, 
it may present a minimum in two compositions (cA1 and cA2) at a given temperature, as shown in 
Fig. 1.6. Therefore, an alloy of composition higher than cA1 and lower than cA2 will decompose 
into two liquids of different composition. 

0,0 0,2 0,4 0,6 0,8 1,0cA2
cA1

Fmix

Umix

-TSmix

CA  
Figure 1.6. Hypotetic representation of Fmix, Umix, and  – TSmix for a binary A-B system in the liquid state 
at a given temperature T. 

 
When the temperature of the system is increased, the –TSmix minimum becomes deeper 

and at a certain temperature, Fmix will present only one minimum and at that temperature the 
liquid will show a homogeneous phase. If a system shows a minimum temperature for phase 
separation lower than the melting temperature, the undercooled liquid will tend to decompose. 
The decomposition of the liquid may take place either during cooling if it is not fast enough or 
during a heat treatment below or above Tg. 

 The morphology of a decomposed glass depends on the mechanism and the kinetics of 
the phase separation. Therefore, two mechanisms can induce the decomposition of the liquid or 
glass and both can be classified according to their Helmholtz free energy dependence on the 
composition. Gibbs demonstrated that a phase is stable or metastable for infinitesimal 
fluctuations in the composition if the chemical potential of an element is higher for higher 
amounts of the element in the composition, or for ∂2F/∂c2 > 0. In this case, an activation energy, 
Ea, for the process must be supplied and hence, the phase separation will take place by a 
nucleation and growth process. However, if the system Fmix behaves ∂2F/∂c2 < 0 like with the 
composition, the homogeneous liquid or glass is unstable to any thermal fluctuation, and hence, 
the decomposition of the liquid does not require any activation energy, and only the diffusion of 
the constituent elements restricts the process. This second decomposition mechanism is called 
spinodal decomposition. 
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Recently, several systems presenting decomposition in the amorphous state have been 
studied because of their enhanced mechanical properties [56-58]. These alloys show larger 
plastic strain to failure than a monolithic metallic glass. The inhomogeneities in composition 
ultimately promote the nucleation of shear bands throughout the bulk material and enable their 
branching. The intersection of shear bands decreases their sharpness, hinders their rapid 
propagation and increases the flow stress of the material leading to enhanced plasticity. 

 

1.3 Nanocrystalline Materials 

 

 Nanocrystalline materials are single or multi-phase polycrystals with nano scale grain 
size. At the upper limit of this regime, the term “ultrafine grain size” is often used (grain sizes of 
250-1000 nm). Nanocrystalline materials are structurally characterized by a large volume 
fraction of grain boundaries, which may significantly alter their physical, mechanical, and 
chemical properties in comparison with conventional coarse-grained polycrystalline materials, 
which have grain sizes usually in the range 10-300 μm. Figure 1.7 shows a schematic depiction 
of a nanocrystalline material. The grain-boundary atoms are white and are not clearly associated 
with crystalline symmetry. 

 As the grain size is decreased, an increasing fraction of atoms can be ascribed to the 
grain boundaries. We can consider two types of atoms in the nanocrystalline structure: crystal 
atoms with neighbour configuration corresponding to the lattice and boundary atoms with a 
variety of interatomic spacing. As the nanocrystalline material contains a high density of 
interfaces, a substantial fraction of atoms lie in the interfaces. Assuming the grains have the 
shape of spheres or cubes, the volume fraction of interfaces in the nanocrystalline material may 
be estimated as 3Δ/d (where Δ is the average interface thickness and d is the average grain 
diameter). Thus, the volume fraction of interfaces can be as much as 50% for 5 nm grains, 30% 
for 10 nm grains, and about 3% for 100 nm grains. 

 

Figure 1.7. Two-dimensional model of a nanostructured material. The atoms in the centers of the crystals 
are indicated in black. The ones in the boundary core regions are represented as open circles [59]. 
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Due to this high volume fraction of atoms forming the grain boundaries, nanocrystalline 
materials may exhibit increased strength/hardness, improved toughness, reduced elastic 
modulus and ductility, enhanced diffusivity, higher specific heat, enhanced thermal expansion 
coefficient, and superior soft magnetic properties in comparison with conventional 
polycrystalline materials. 

 

1.3.1 Classification 

 

The number of dimensions in which the material has nanometer modulations classifies the 
nanocrystalline materials. Thus, they can be classified into (a) layered or lamellar structures, (b) 
filamentary structures, and (c) equiaxed nanostructured materials. A layered or lamellar 
structure is a one-dimensional (1D) nanostructure in which the magnitudes of length and width 
are much greater than the thickness that is only a few nanometers in size. A rod-shaped 
nanostructure that can be termed filamentary is a typical two-dimensional (2D) nanostructure if 
the length is substantially larger than width or diameter, which are of nanometer dimensions. 
Equiaxed grains of nanometer size form a three-dimensional (3D) nanostructure and are termed 
nanostructured crystallites. 

The nanostructured materials may contain crystalline, quasicrystalline, or amorphous 
phases and can be metals, ceramic, polymers or composites. Finally, it is worth mentioning that 
Gleiter has further classified the nanostructured materials according to the composition, 
morphology and distribution of the nanocrystalline component [59]. 

 

1.3.2 Microstructure 

 

From the stated before and following Fig. 1.7, it is clear that nanocrystalline metals can 
be considered to consist of two structural components small crystallites and interfacial 
components. The small crystallites are formed of crystalline structures with long-range order 
and different crystallographic orientations, the interfacial components are a network of 
intercrystalline regions the structure of which differs from region to region. The interatomic 
spacing in the interfacial component have a wide distribution and further the average atomic 
density is considerably less than the crystal density depending on the type of chemical bonding 
between the atoms. 

In nanocrystalline single-phase alloys and pure metals, the most important structural 
parameter is the grain size and, therefore, an accurate determination is important. Both direct 
(imaging) and indirect (scattering) techniques have been employed to determine the grain sizes. 
Nanocrystalline alloys composed of more than one phase can show different morphologies. For 
example, a microstructure of equiaxed grains of different phase can be formed by i.e. the 
crystallization of an amorphous alloy [60] or by mechanical alloying [61], and a eutectic 
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microstructure with lamellae width of nanometers may be also obtained by rapid quenching 
technique [62]. 

 

1.3.2.1 Atomic structure of the grains 

 

 The structure of the crystallites in nanocrystalline materials has been normally accepted 
to be the same as in a coarse-grained material. Consequently, there have not been many 
investigations into this aspect. High-resolution transmission electron microscopy has shown that 
nanocrystalline materials consist of small crystallites of different crystallographic orientation 
separated by grain boundaries. Even though not frequently reported, the grains contain a variety 
of crystalline defects such as dislocations, twin boundaries, multiple twins, and stacking faults. 

 Lattice distortions in the crystallites may occur in nanocrystalline materials like in 
coarse-grained materials, but some properties of the nanocrystalline materials produce these 
distortions. It is now well established that the solid solubility of elements is usually higher in the 
nanocrystalline state than in the coarse-grained condition. This change in solid solubility can 
lead to changes in lattice parameters. Furthermore, a significant change in vacancy 
concentration can also affect the lattice parameters. It has also been noted that nanocrystalline 
materials have large mean square lattice strains, which increase systematically with a decreasing 
grain size. This strain appears to depend on the thermal and mechanical history of the specimen, 
suggesting that at least part of the strain is not intrinsic to the nanocrystalline state [63]. 

 

1.3.2.2 Atomic structure of the grain boundaries 

 

The structure of the grain boundaries has received a lot of attention, especially to decide 
whether it is different in the nanocrystalline and coarse-grained materials of the same 
composition. The grain boundary structure determines de diffusivity, and consequently the rate 
of deformation by grain boundary diffusion (Coble creep) and the rates of sintering and grain 
growth. The nature of atomic structure of the grain boundaries seems to be solved and it is 
accepted that it is similar to the coarse-grained materials. Although Gleiter [64] and co-workers 
showed that the grain boundaries in nanocrystalline materials may be random, the incomplete 
densification of the material may explain their observed results. Later, Siegel [65] has shown 
that the grain boundary structure in nanocrystalline materials is similar to that in coarser-grained 
conventional material based on the evidence from X-ray diffraction, EXAFS, Mössbauer 
spectroscopy, Raman spectroscopy, HRTEM images and computer simulations. So, one can 
assume a boundary a few atomic distances thick. However, it is safe to assume that the number 
of grain-boundary ledges is reduced because of the size. The reorientation/rotation of the 
nanosized boundaries is also significantly enhanced in comparison with conventional 
boundaries [66]. 
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1.3.3 Elastic and Plastic Deformation of Nanocrystalline Materials 

 

 Because of the very fine grain sizes and consequent high density of interfaces, 
nanocrystalline materials exhibit a variety of properties that are different and often considerably 
improved in comparison with those of conventional coarse-grained materials. But it is becoming 
increasingly clear that the early results on the properties of nanocrystalline materials are not 
reliable, mainly due to the significant amount of porosity present in those samples. 

 

1.3.3.1 Yield Stress 

 

Grain size is known to have a significant effect on the mechanical behaviour of 
materials, in particular, on the yield stress. The dependence of yield stress on grain size in 
metals is well established in the conventional polycrystalline range (micrometer and larger sized 
grains). Yield stress, σy, for materials with grain size d, is found to follow the Hall-Petch 
relation, 

2/1
0

−+= kdy σσ     eq. 1.21 

where σ0 is the lattice friction stress to move individual dislocations and k is a material 
dependent constant. Even though the above relationship was obeyed by a number of 
nanocrystalline materials, some instances are also available when, below a critical grain size, the 
hardness was found to decrease with a decreasing grain size [67]. That is, the slope k has a 
negative value and this has been called as inverse Hall-Petch relationship. Furthermore, a more 
general formulation is used with exponent –n, where 0.3 ≤ n ≤ 0.7, to account deviations in the 
value of n. 

The Hall-Petch trends for a range of grain sizes from the micro to the nanocrystalline 
are plotted in Fig. 1.8 for four different metals: Cu, Fe, Ni and Ti [66]. Note that the data points 
in the conventional coarse-grained state for most of these plots overlap while they are more 
spread out in the nanocrystalline range. The Hall-Petch curve for the nanocrystalline range 
clearly shows a deviation from the regular trend in the microcrystalline range; there is a 
significant decrease in the slope for small grain sizes. However, there is no clear evidence on the 
nature of the curves at grain sizes below 10-15 nm. It seems that there is insufficient 
information to validate the existence of the negative Hall-Petch effect. The most probable 
behaviour is that the yield strength plateaus below a critical grain size. The real trend is still to 
be determined along with the knowledge of whether it varies for different materials. 

In fact, the Hall-Petch relationship was derived on the basis of strengthening resulting 
from dislocation pile-ups at physical obstacles like grain boundaries. Nanocrystalline materials 
have extremely small grain sizes, therefore, enough number of dislocations will not generate 
and migrate to have a pile-up, and so it is doubtful if strengthening could occur by this 
mechanism; other mechanism may have to be invoked. While some people accept that the 
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inverse Hall-Petch relationship (i.e., a decrease of strength for decreasing crystallite size) is real 
and some theoretical explanations have been offered for its occurrence, others believe that this 
is an anomaly.  

 

Figure 1.8. Plots showing the trend of yield stress with grain size for different metals as compared to the 
conventional Hall-Petch response: (a) Cu, (b) Fe, (c) Ni and (d) Ti, [66]. 

 

1.3.3.2 Ductility and Toughness 

 

It is well known that grain size has a strong effect on ductility and toughness of 
conventional grain size (>1µm) materials. For example, the ductile/brittle transition temperature 
in mild steel can be lowered about 40ºC by reducing the grain size by a factor of 5. Grain size 
can make crack propagation more difficult and therefore increase the apparent fracture 
toughness in conventional grain size materials. But materials that exhibit ductile behaviour 
when tested with a coarse-grained size microstructure show reduced ductility -sometimes brittle 
behaviour- at the smallest nanometer grain sizes. This is presumably due to the inability of usual 
dislocation generation and motion to occur at these nanometer grain sizes. Furthermore, 
nanocrystalline metals are characterized by a low work-hardending rate, which is a direct 
consequence of the low density of dislocation encountered after plastic deformation. This low 
work hardening rate leads to tensile instability and a low tensile ductility. 

However, nanocrystalline materials can show some ductility at room temperature if the 
plastic deformation mechanism is not based on the dislocation generation and motion. A grain 
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size distribution consisting of a 30% volume fraction of larger grains of 50 nm combined with 
smaller nano-scale grains exhibited more strain hardening and therefore more ductility than the 
same material with smaller grain size [68]. Dislocation activity occurred in the larger grains 
while the smaller grains provided the strengthening. Furthermore, it has also been shown that 
the ductility of a nanocrystalline material is enhanced by increasing significantly the density of 
growth twins by annealing [69]. 

 

1.3.3.3 Mechanisms of plastic deformation 

 

Different mechanisms have been proposed for the plastic deformation in nanocrystalline 
materials. The more important are described below, 

i. Pile-up break down: As the grain size is decreased, the number of dislocations piled up 
against a grain boundary decreases, at a fixed stress level, since this number is a function of the 
applied stress and of the distance to the source. Conversely, an increased stress level is needed 
to generate the same number of dislocations at the pile-up. At a critical grain size, we can no 
longer use the concept of a pile-up to explain the plastic flow. 

ii. Grain-boundary sliding: Under an applied shear stress, one layer of grains slides with 
respect to the other, producing a shear strain in the process. Plastic deformation takes place by 
virtue of the top layer of grains translating to one direction with respect to the bottom layer of 
grains. 

iii. Core and mantle model: The model is based on dislocation generation at or adjacent to 
grain boundaries and on the formation of work-hardened grain boundary layers. The existence 
of grain-boundary ledges with spacing of 10-100 nm provides an ample supply of nucleation 
sites of dislocations that, upon emission into the grains, cross-slip and multiply, creating a work 
hardened layer close to the grain boundaries. As the grain size is reduced, the ratio between 
volume fractions of the mantle and core increases, providing an increase in yield stress. At 
critical grain size, the ledges can no longer operate and do not promote plastic deformation in 
the nanocrystalline regime. 

iv. Shear band formation: For all smaller grain sizes (d < 300nm) shear band development is 
often observed to occur immediately after the onset of plastic deformation. This has been 
correlated to changes in strain hardening behaviour at those grain sizes, since the ability to work 
harden by the increase in dislocation density is lost. 

v. Mechanical twinning: Mechanical twinning and slip can be considered as competing 
processes. In FCC metals and alloys, the twinning stress is directly related to the stacking fault 
energy. The decrease in grain size is expected to render deformation twinning more difficult. At 
least, this is what conventional materials science predicts in the micrometer regime [66]. 

It is therefore surprising that molecular dynamic (MD) simulations by Yamakov et al. 
[70] predicted mechanical twinning in the deformation of a nanocrystalline aluminium-like 
metal, and later, first observation of twins in aluminium by Chen et al. [71] were carried out. 
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Although mechanisms for deformation twinning in nanocrystalline metals are not proposed, 
some preliminary comments are of order: (a) the conventional nucleation mechanism breaks 
down in the nanoscale; (b) there are local stress concentrations (triple points, etc.) that raise the 
stress significantly, propitiating twinning; (c) the partial dislocation separation increases in the 
nanoscale domain, aiding twinning. The last possibility is discussed in the next point. 

vi. Grain boundary dislocation creation and annihilation: When the grain size is reduced to the 
nanocrystalline regime, the mean free path of dislocations generated at grain-boundary sources 
is severely limited. Rather than cross slipping and generating work hardening, these dislocations 
can run freely until they meet the opposing grain boundary, which acts as a sink. Thus, the 
dislocation density remains low throughout the plastic deformation process, and work hardening 
is not significant. Dislocations, which were generated at one grain boundary, run unimpeded 
until they encounter the opposing grain boundary. Grain boundary ledges are responsible for 
generation of plastic flow in the conventional polycrystalline regime. However, as the grain size 
falls below 20 nm, the grain boundaries will become virtually free of ledges, and intrinsic and 
extrinsic grain-boundary dislocations have to be pushed out into the grains. Another significant 
difference is that the mean free path of dislocations is limited by the grains size, and therefore 
dislocation reactions, cross slip, and other mechanisms of dislocation multiplication are 
effectively prohibited. 

Although all these mechanisms may play a role under specific internal (grain size, 
composition …) or external (temperature, strain rate, stress state) parameters, a few seem 
dominant in the nanocrystalline regime. Therefore, three domains of grain size may be invoked: 

a) 1 µm > d > 100 nm: commonly referred as “ultrafine grain size, a core-and-mantle model 
seems to describe the response during plastic deformation.  

b) 100 nm > d > 20 nm: in this region, the H-P slope gradually decreases with decreasing d. 
The grain-boundary ledges can no longer supply dislocations in this regime because their 
spacing (l < 30 b, b is the burger’s vector of a dislocation) becomes large with respect to the 
grain size. The dislocations emitted from the grain boundaries can hardly cross-slip and 
multiply in the grains. Dislocations generated at grain boundaries can, in the lower limit of this 
size range, travel through the grains relatively unimpeded and annihilate in the opposing 
boundary. This can be carried out without significant work hardening, since the density remains 
constant. This leads to shear localization. 

c) 20 nm > d > 1nm: the grain boundary effects dominate the deformation process in this 
regime. Grain-boundary sliding becomes important in this regime and has been identified by 
Conrad [72] as the principal mechanism. Grain-boundary sliding cannot occur by itself and 
associated plastic deformation is needed. This was demonstrated by computer calculations of Fu 
et al. [73] and shown in Fig. 1.9. A nanocrystalline copper with a grain size of 20 nm was used 
for the MD simulations. The grain-boundary shear strength was completely eliminated for one 
of the simulations, effectively creating a grain-boundary layer with zero viscosity. Although, 
one would expect that the material strength would drop to zero, the nanocrystalline material 
retained approximately 2/3 of its original mechanical response. Hence, one concludes that grain-
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boundary sliding can contribute, at most, one-third of the plastic strain, under the most 
favourable conditions. 

 

Figure 1.9. Computed mechanical response of nanocrystalline copper (d = 20 nm) assuming that grain 
boundaries have zero viscosity, and equivalent material with perfect grain boundaries [73]. 

 

The plastic deformation needed for grain-boundary sliding can be assisted by stacking 
faults and/or twinning. Chen et al. [71] have recently shown deformation twins in 
nanocrystalline aluminium. Aluminium has high stacking fault energy and a reduction of grain 
size makes twinning more difficult. However, there seem to be clear indications that there is a 
threshold grain size at which perfect dislocations decompose into partials [74]. This is because it 
is easier to emit a second partial dislocation from a boundary adjacent and at a twin separation 
from the first partial. Thus, once a partial is emitted, conditions become ripe for twinning. The 
mechanical twins observed and modelled by MD in nanocrystalline metals are only a few 
atomic layers thick and therefore only require a few partial dislocations gliding on parallel 
planes. Thus, the critical event for deformation twinning is the separation between partials. 
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2. Experimental Methods 
 

 This chapter will outline the main experimental techniques that have been used in this 
work. In section 2.1 the processing methods of the studied alloys are covered, i.e. arc furnace, 
melt spinning, Cu-mould casting and high pressure torsion. Arc furnace has been used to obtain 
master alloys of the different studied compositions. The metallic glasses studied in this work 
have been processed by melt-spinning and Cu-mould casting, while the samples subjected to 
severe plastic deformation have been processed by high pressure torsion. Afterwards, in section 
2.2, the characterization techniques used (thermal, microstructural and mechanical) are 
described. The basic operation of differential thermal analysis and differential scanning 
calorimetry is explained and the Kissinger method used to extract the activation energy of a 
process is deduced. The fundamentals of electron microscopy and x-ray diffraction are 
presented. Finally, the compression tests, the viscosity measurements and the methods of 
measurement of hardness and elastic modulus by nanoindentation are also explained. 

 

2.1. Processing Methods 

 

2.1.1. Arc-melting 

 

An electric arc furnace is a system that heats charged material by means of an electric 
arc. Arc furnaces range in size from large units of approximately one ton capacity used in 
foundries for producing cast iron products, down to about 50 grams in research laboratories.  

In the 19th century, a number of men had employed an electric arc to melt iron. Sir 
Humphry Davy conducted an experimental demonstration in 1810; welding was investigated by 
Pepys in 1815. Pinchon attempted to create an electrothermic furnace in 1853 and, in 1878-79, 
Sir William Siemens took out patents for electric furnaces of the arc type. 

 

2.1.1.1. Description of the technique 

 

An electric arc furnace used for alloy making consists of a refractory-lined vessel, 
usually water-cooled in larger sizes, covered with a retractable roof, and through which one or 
more tungsten electrodes enter the furnace. Electrodes may be pyramidal allowing the formation 
of an electric arc between the material and the electrode. The material is heated both by current 
passing through the charge and by the radiant energy evolved by the arc. 

The tungsten electrodes are automatically raised and lowered by a positioning system, 
which may use either electric winch hoists or hydraulic cylinders. The regulating system 
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maintains an approximately constant current and power input during the melting of the alloy, 
even though scrap may move under the electrodes while it melts. 

The arc furnace described above can be used extensively for the preparation of different 
alloys. This includes systems with high-melting point elements like tungsten, rhenium, and 
molybdenum. In order to make an alloy melt as homogeneously as possible, generally the 
samples are remelted numerous times. If the alloys are brittle then the standard procedure is to 
crush the melt with mortar and pestle and, then remelt it. If the alloy samples are not brittle they 
can be machined into chips which then can be remelted. However, quite homogenous melt can 
be made by simply distributing the constituents in a random manner in the mould and repeating 
the arc melting several times with successive inversions of the sample [1]. 

 

Figure 2.1. Scheme of an arc furnace. 

 

Different ingots with nominal composition of Cu60ZrxTi40-x (x = 15, 20, 22, 25, 30), 
Ni59.5Nb40.5, Ni57.5Y42.5, Ni58.5Nb20.25Y21.25, and Ti60Cu Ni14 12Sn6Nb10 (at%) were produced by arc 
melting of pure elements on a water-cooled copper mould under a high purity argon 
atmosphere. The ingots were remelted at least three times to obtain a macroscopic homogeneous 
distribution. 

 

2.1.2. Introduction to metallic glass formation 

 

An amorphous material represents the ultimate metastable state of solid matter and may 
be obtained in a number of different ways, including solidification from the liquid or vapour 
state, deposition from a chemical solution or an electrolyte. 

The vitrification of a melt requires a high cooling rate in order to avoid the 
crystallization and therefore the atoms are frozen in their liquid configuration [2]. Thus, a glass 
may be implicitly defined as a material that contains an insignificant quantity of crystals. A 
time-temperature-transformation (TTT) curve may be calculated using the JMAK theory 
(section 1.1.6.1), which relates a crystallized volume fraction, x, to the rates of nucleation (I) 
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and growth (u). Under isothermal conditions, when I and u are constant, and for x small enough, 
the following expression is obtained, 
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3
tIux π

≈      eq. 2.1  

The TTT curve can be constructed using eq. 2.1 together with measured or calculated values for 
I and u, as in Fig. 2.2. From Fig. 2.2, the existence of a critical cooling rate is observed in order 
to obtain a really small volume fraction of crystallites during cooling and hence, a glass can be 
formed. 

 

Figure 2.2. Time-temperature-transformation (TTT) diagram showing the conditions for metallic glass 
formation [3]. 

 

From Fig. 2.2 and eq. 2.1, there is no clear-cut separation between glass-formers and 
non-glass-formers; instead, the glass-forming tendency of a liquid may be quantified in terms of 
the critical cooling rate. Therefore, glass formation occurs easily in some familiar classes of 
non-metallic materials such as silicates and organic polymers. In these materials, the nature of 
the bonding imposes severe limits on the rearrangement rate of the atoms or molecules, which 
are necessary for maintaining the thermodynamic equilibrium during cooling. Consequently, the 
melt solidifies to a glass even at low cooling rates, often less than 10-2 K/s. In contrast, metallic 
melts have non-directional bonding, and hence the crystallization occurs very rapidly, even at 
high undercooling states below their equilibrium solidification temperature. For these reasons, 
high cooling rates, greater than 105 K/s, are necessary to obtain some amorphous materials, 
although some metallic alloys are able to form a metallic glass at cooling rates in the order of 
102-103 K/s. 

 

2.1.3. Melt-spinning processing 

 

 The melt spinning process derives its name from the fact that it involves the extrusion of 
molten metal to produce fine fibbers or ribbons. The melt can be broadly solidified in flight or 
against a chill depending on the method used.  
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In this work, the metallic glass ribbons have been obtained by chill-block melt-spinning. 
This process involves directing a molten metal jet onto a cold and rotating wheel where the jet is 
reshaped and solidified. The jet on impingement with the disk forms a melt puddle, as the 
solidification begins, the ribbon is expelled from the surface of the wheel, as schematically 
illustrated in Fig. 2.3. 

Ribbon 

Inert Gas 

Melt 

Cold  wheel 

Crucible 

Induction coil furnace 

Ribbon 

 

Figure 2.3. Schematic illustration of a chill-block melt-spinning. 

 

 The fundamental principle to obtain an amorphous metal by chill-block melt-spinning is 
based on the heat transfer from the melt to the rotating wheel. The ribbon of thickness X at an 
initial temperature (Ti) is in contact with a heat conducting material (the wheel) at a temperature 
TS, therefore the process may be describe by the Fourier law, 

dx
dTkA

dt
dQ

−=     eq. 2.2 

where x is the coordinate perpendicular to the wheel surface, k is the thermal conductivity of the 
absorbing heat media (the wheel in our case), and A is the contact surface. From eq. 2.2, the 
cooling rate decreases with the ribbon thickness, with high contact area and high thermal 
conductivity of absorbing heat media. But intrinsic parameters of the melt such as heat capacity, 
density and thermal conductivity also affect the cooling rate. Therefore, the cooling rate will be 
higher for low heat capacities and higher thermal conductivity of the melt. 

 A chill-block melt-spinning consists of different parts: induction furnace, crucible and 
injection system, the wheel and pressure/atmosphere control system, as shown in Fig. 2.3. 
Optimizing the parameters for casting is an essential work to obtain metallic glassy ribbons and 
control the quality of the final product. 

Crucibles: The main materials used for crucibles are alumina, quartz and graphite. Selection of 
crucible material is based on chemical compatibility with the melt, temperature capability, 
thermal shock resistance, low thermal conductivity and low porosity. When melting is complete, 
the alloy is ejected by applying overpressure in the crucible. 
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Wheels: Primarily, the aim is to select a wheel material which will extract heat from the ribbon 
as quickly as possible, i.e. with high thermal conductivity, while allowing the puddle to wet the 
wheel and form the ribbon. Wheel surface texture and cleanliness influence both product quality 
and form. The homogeneity of the puddle depends on the roughness or imperfections in the 
surface wheel. If the flow is not laminar and stable the quality of the obtained ribbon may be 
affected. 

 The hardness of the substrate is found to be one of the factors that influence the wear 
resistance because a roll made of age-hardened Cu-2%Be alloy showed comparatively little 
wear even after much longer service than pure copper. 

Distance between crucible and wheel: The distance between the crucible and the wheel has to 
ensure a laminar and stable flow. Longer distances than the optimum one may provoke 
turbulences in the puddle, while too short distances may cause the contact between the puddle 
and the crucible. 

Chamber atmosphere: Spinning can be carried out in vacuum, air, inert atmosphere, or reactive 
gas depending upon the chemical and physical properties of the charge. Alloys susceptible to 
oxidation can be cast in vacuum or inert gas. 

Ejection Pressure: Ejection of the melt from the crucible is accomplished by gas pressurization. 
Although an inert gas is generally used, any gas compatible with the melt can be used. Ejection 
pressure depends upon the desired melt delivery rate. 

Wheel speed: Increasing the wheel speed leads to the formation of thinner ribbons and therefore, 
to higher cooling rates. The time of contact of the solidifying material on the chill block is of 
decisive importance in the fabrication of amorphous metallic ribbons. If the ribbon detaches 
from the disk too soon, crystallization and phase decomposition may occur. 

 

2.1.3.1. Experimental procedure 

 

 The casting of the Cu-base ribbons studied in this work has been done in the SZFKI 
(Solid State Physics Research Institute) in Budapest, while the Ni-base ribbons have been cast 
in the IFW Dresden by Prof. Mattern. 

 The Cu Zr Ti60 x 40-x (x = 15, 20, 22, 25, 30) amorphous ribbons were obtained by single-
roller melt spinning technique. The parameters used for the casting are the followings: 

 
• Cu-2%Be wheel of 35 cm in diameter. 
• Wheel speed: 39 m/s. 
• Crucible material: graphite. 
• Working atmosphere: inert (Ar). 
• Injection temperature: 1300ºC. 
• Ejection pressure: 1.5 bar. 
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2.1.4. Copper mould casting 

 

The method used in this work to produce amorphous bulk alloys is the copper mould 
casting (CMC). A part of the master alloy is introduced in a graphite crucible where it will be 
melted by the action of an induction furnace, similar to the case of melt spinning. Then, the melt 
is injected into a copper mould (see Fig. 2.4) by applying an over-pressure in the crucible. The 
cooling rate is generally 102-103 K/s and therefore only some metallic alloys, with high glass 
forming ability, may be cast by this method obtaining them with an amorphous structure.  

 

Figure 2.4. Schematic view of the Cu mould casting process. 

 

Similarly to the chill-block melt-spinning, the optimization of the casting parameters is 
an essential work to obtain a metallic glass and to control the quality of the final product. 
Crucibles and chamber atmosphere depend on the reactivity of the alloy with them, similar to 
the melt-spinning case. The main parameters controlling the cooling rate are the temperature 
and pressure of ejection. A high temperature of ejection may lead to a low cooling rate due to its 
difference with the glass transition temperature. A low temperature of ejection results in a high 
viscosity of the melt and therefore, the alloy may solidify before filling the mould. 

The casting of the Cu-base cylinders studied in this work has been done in the IFW 
Dresden. The initial ingots of composition Cu60ZrxTi40-x (x = 15, 20, 22, 25, 30) obtained by arc-
melting were remelted in a graphite crucible an injected in a copper mould. Cylinders of 50 mm 
in length and 3 mm diameter were obtained using the following casting conditions: 

 
• Crucible material: graphite. 
• Working atmosphere: inert (Ar). 
• Injection temperature: between 1250 - 1300ºC. 
• Ejection pressure: 1.5 bar. 
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2.1.5. Severe plastic deformation by torsion straining under high pressure 

 

2.1.5.1. High-pressure torsion (HPT) method 

 

High pressure torsion (HPT) method is used for fabrication of disk type sample, see Fig. 
2.5 a). An ingot or master alloy is held between anvils (plunger and support) and strained in 
torsion under an applied pressure (P) of several GPa at a given temperature. Torsion strain is 
imposed through rotation of the lower support and surface frictional forces deform the disk by 
shear. Due to the specific geometric shape of the sample, the main volume of the material is 
strained in conditions of quasihydrostatic compression under the applied pressure. Figure 2.5 b) 
depicts the variables used in estimating the strain imposed in HPT method where, for an 
infinitely small rotation, dθ, and a displacement, dl, it follows that dl = rdθ, where r is the 
radius of the disk and the incremental shear strain, dγ, is given by dγ = dl/h=rdθ/h, where h is 
the disk thickness [4]. 

a) b) 

 

 

Figure 2.5. (a) Schematic illustration of HPT processing and (b) parameters used in estimating the total 
strain in HPT [5]. 

 

Different relationships have been developed to account for the imposed strain in HPT, 
as discussed in [5]. However, based on the uncertainties in calculating strain and following an 
earlier suggestion [6], the strain may be specified in terms of the total number of whole 
revolutions applied to the disk. 

CuPieces from the ingots of Ti60 14Ni12Sn6Nb10 (at%) alloys were processed by HPT, 
subjecting them to 5 whole-turn torsion under an applied pressure of 4 GPa, using a modified 
Bridgeman anvil type device [4] located at the “Institute for Physics of Advanced Materials” in 
Ufa. Several disks, of approximately 10 mm in diameter and 0.3 mm in thickness were obtained. 
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2.2. Characterization techniques 

 

 Differential Scanning Calorimetry (DSC) has been used to study the thermal stability 
and the crystallization kinetics of several metallic glasses. The different processing routes and 
posterior heat treatments induce several morphological and structural changes in the studied 
materials, which have been analyzed by means of scanning electron microscopy (SEM) and X-
ray diffraction (XRD), respectively. The structural changes occurring in metallic glasses 
subjected to different heat treatments have also been studied by transmission electron 
microscopy (TEM). Nanoindentation has been used to determine the mechanical properties of 
the studied metallic glasses and nanocomposite materials. 

 

2.2.1. Differential Thermal Analysis (DTA) and Differential Scanning Calorimetry 
(DSC) 

 

2.2.1.1 Basic principles for DTA and DSC 

 

 Following the temperature of a substance as a function of time, i.e., thermal analysis, 
has been a scientific tool since long age. Le Chatelier, however, added the feature of considering 
the rate of change of temperature, differential thermal analysis. His very clever experimental 
method displayed marks at equal increments of time and the spacing between marks 
corresponded to the change in temperature. Marks were close together during slow rates and 
further apart during rapid changes. 

 An improvement of the technique consisted of placing an inert reference material, 
having a similar heat capacity, along side the specimen of interest and following the difference 
in temperature between the reference and sample. Unintended fluctuations in the rate of heating 
and cooling are much less likely to cause a significant disturbance in the signal. Both the sample 
and reference will react similarly cancelling the potential effect leaving the baseline 
unperturbated. 

 The principle and a scheme of a DTA apparatus are illustrated in Fig. 2.6. As the 
specimen is heated or cooled in a controlled manner, its temperature (TS) will depart from the 
normal rate as it undergoes a reaction or transformation. Considering the heating curve, if the 
event is endothermic then the sample will slow its rate of heating while it is undergoing the 
particular process. Similarly, if the event is exothermic, then the sample’s temperature would 
increase at a more rapid rate during that period. A change in the thermal conductivity or heat 
capacity of the sample would give a change in slope during thermal analysis and an offset or 
step in the baseline of a DTA curve. 

The typical DTA apparatus utilizes a pair of matched temperature sensors, generally 
thermocouples, one of which is in contact with the sample or its container and the other in 
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contact with the reference material, as shown in Fig. 2.6 b). The output of the differential 
thermocouple is amplified and fed to the recorder or data acquisition system. The ΔT is 
generally plotted as a function of either the actual sample temperature, reference temperature or 
time. 

 

a) 

 

TS Tr 

ΔT= (TS – Tr) 

Heating system 

b) 

 

Figure 2.6. a) General principle for an endothermic event. b) Scheme of a DTA apparatus, where TS and 
Tr are the sample and the reference temperature respectively [3]. 

 

The sample and reference systems are closely matched thermally and arranged within 
the furnace or oven in a symmetrical fashion so that they are both heated or cooled in identical 
manner. Under these circumstances the ΔT signal will be essentially zero until the sample 
undergoes one exothermic or endothermic event. 

Ideally the area under the DTA peak should be proportional to the enthalpy of the 
process that gave rise to the peak. There are many factors, however, which influence the curve 
and which are not compensated in the traditional simple DTA plot. The changes in thermal 
transport properties of the system, detector sensitivity, etc. with temperature will generally 
diminish the response of the DTA with increasing temperature. 

The DSC was very cleverly developed to either avoid these difficulties or to 
quantitatively compensate for their effects. A schematic representation of a power compensating 
DSC is shown in Fig. 2.7. The inventive concept keeps the value of ΔT equal to zero by placing 
the temperature sensor, Pt resistance thermometers, into a bridge circuit. Any imbalance is used 
to drive a heater in the appropriate sample or reference portion of the cell. The power needed to 
keep the bridge circuit in balance is proportional to the change in heat capacity or enthalpy 
occurring. The integral of the power over the time of the event gives the energy difference 
between the sample and the reference, which corresponds to the enthalpy difference of the 
process. Therefore, if power is supplied to the sample, the process is endothermic, if it is 
supplied to the reference side, then the process is exothermic. 
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Figure 2.7. Schematic representation of a power compensating DSC instrument and its operation [3]. 

 

The transformations experimented by a material display a peak in the DSC signal which 
represents the power supplied (dQ/dt) to the sample to keep the same temperature for the sample 
and the reference. Figure 2.8 shows a schematic representation of a DSC curve. The 
interpretation of this curve, following the IUPAC (International Union of Pure and Applied 
Chemistry), helps us to find the transformation temperature of a process, to study its kinetics 
and measure its enthalpy [7]. 

 The IUPAC has given precise definitions of the terminology used for the interpretation 
of the DSC curves. 

• Baseline: part or parts of the DSC curve in which dQ/dt is nearly zero (lines AB and DE 
in Fig. 2.8) 

• Peak: part of the curve which initially goes off and later goes back the baseline (line BCE 
in Fig. 2.8). Those transformations with dQ/dt < 0 are exothermic. 

• Peak width: interval of temperature or time in which the DSC curve goes off the baseline 
(line B’D’ in Fig. 2.8). 

• Peak height: distance, perpendicular to the temperature o time axis, between the 
interpolation of the baseline and the peak vertex (line CF in Fig. 2.8). 

• Peak area: closed area by the peak and the interpolation of the baseline (area limited by 
the lines BCDB in Fig. 2.8). 

• Initial temperature of the transformation: temperature corresponding to the intersection 
point between the tangent at the maximum slope point at the beginning of the peak and 
the interpolation of the baseline (point G in Fig. 2.8). 
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• Final temperature of the transformation: temperature corresponding to the intersection 
point between the tangent at the maximum slop point at the end of the peak and the 
interpolation of the baseline (point H in Fig. 2.8) 

 

Figure 2.8. Schematic representation of a DSC curves and its interpretation following the IUPAC rules 
[7]. 

 

2.2.1.2. Applications of the DSC technique in the present study 

 

Linear heating and isothermal treatments have been performed by DSC. Linear heating 
have allowed us to study the thermal stability of the different metallic glasses and to determine 
the activation energy of the crystallization processes. The crystallization kinetics of a metallic 
glass has been studied by isothermal treatments. 

The calorimetric curves obtained by DSC may be related to kinetic variables. In 
agreement with the Borchard approximation [8,9], the heat flux generated in the transformation 
(the DSC signal) is directly proportional to the transformation rate, dx/dt: 

dt
dQA

dt
dx

=      eq. 2.3 

where A, is a proportionality constant and dQ/dt is the amount of energy absorbed or emitted by 
a sample. Integrating the area under the transformation peak to a specific time or temperature, Tf 
or t , the transformed fraction, x(T ,tf f f) is: 

∫=
ff tT

tT

dt
dt
dQAx

,

, 00

'     eq. 2.4 

imposing x = 1/ ΔHtotal, where ΔHtotal is the enthalpy of transformation of one reference material, 
the A constant may be determined. 

Since the DSC signal corresponds to the dQ/dt absorbed or emitted by the sample 
during the transformation as a function of temperature (in linear heating) or time (in isothermal 
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treatments), the peak area, S, of the DSC curve is proportional to the transformation enthalpy, 
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where β is the heating rate. Supposing that the crystallization enthalpy is constant during the 
process, the transformed or crystallized fraction, x, may be calculated dividing ΔH over ΔH(tf). 
Figure 2.9 shows a DSC curves corresponding to a transformation process, the transformed 
fraction may be calculated for an isothermal treatment by 
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where St is the area at a given time t during the treatment and S the total area closed under the 
peak. From eq. 2.7, the transformation rate is given by 
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Equation 2.8 is the same for a linear heating, since the heating rate, β, is cancelled. Therefore, 
the transformed fraction and the transformation rate can be evaluated at any time of the 
transformation process. 

 

T, t 

h

dt
dQ

tft0 t 

St

 

Figure 2.9. Schematic representation of a DSC curve corresponding to a transformation process. 
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2.2.1.3. Kissinger Method 

 

The most common application of DSC technique in the study of the crystallization 
kinetics is the determination of the activation energy by the Kissinger method [10]. This method 
starts from the fundamental kinetic equation: 

)()( xfTK
dt
dx

=      eq. 2.9 

where dx/dt is the transformation rate of the transformed fraction, K(T) is the constant rate and 
f(x) is a characteristic function of the studied process. Considering the constant rate, K(T) as a 
function of temperature of the Arrhenius type hence results that: 
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EKTK aexp)( 0     eq 2.10 

 is a pre-exponential factor, Ewhere K0 a is the activation energy of the process (related with the 
potential barrier of the process, supposing that the studied temperature range is constant), T is 
the temperature and R is the universal gas constant. 

2x/dt2On the assumption that the transformation rate is maximum (d =0) in the maximum 
of the peak and the transformed fraction in this point, xp, is the same for all heating rates, the eq. 
2.10 is brought in differential form: 
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evaluating the equation terms, it is seen: 
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adopting the Arrhenius expression for K(T) results that: 
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Finally, substituting these expressions in eq. 2.11, one obtains: 
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from where the following relation it is reached: 
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The ln(f’(x )) ≅ 1 and is much lower than Ep a/RT for the reactions which take place in solid state, 
so the eq. 2.15 will be written in the approximate form: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+−≅

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

ap

a

p E
RK

RT
E

T
0

2 lnln β
   eq. 2.16 

The Kissinger method consists of plotting ln(β/Tp
2) versus 1/Tp for different heating rates. The 

slope of the linear regression of the data gives, -Ea/RT, from where it is possible to calculate the 
activation energy. 

 

2.2.1.4. Experimental method and working conditions 

 

 DSC experiments have been performed in the different metallic glasses studied. A DSC-
7 (Perkin Elmer) has been used for the calorimetry studies. For linear heating treatments, the 
mass of sample treated is 8-12 mg for the ribbons and 25 mg for the bulk samples. For the 
isothermal treatments 35-50 mg has been used for ribbons and bulk samples. The samples have 
been placed in graphite crucibles for any kind of treatments, avoiding any reaction between the 
sample and the crucible. In the reference cell, similar graphite crucibles have been used. 

 A heating rate of 1.67 K/s has been used in isothermal treatments to raise the 
temperature at the desired one. Once the heat treatment is finished, a linear heating is performed 
in order to ensure the complete crystallization of the sample. Furthermore, this linear heating 
allows calculating the transformed fraction during the isothermal treatment. A subsequent 
isothermal treatment of the crystallized sample was used as baseline for the first isothermal 
treatment, while a final linear heating was used as baseline for the first linear heating. 

 

2.2.2. Scanning Electron Microscopy 

 

2.2.2.1. Origins and fundamentals of the technique  

 

 In 1835 Knoll demonstrated, theoretically, that it was possible to build up a scanning 
electron microscope (SEM) [11]. In 1938, Von Ardenne constructed the first prototype [12,13]. 
Scanning electron microscopes became elaborated at an industrial scale in 1965, by the 
Cambridge Instruments company. Since then, they have become an essential tool in many fields 
of scientific research, such as biology or materials science [14-16]. 

 The main characteristic of electron microscopes, compared to conventional optical 
microscopes, is that they use electrons instead of light and electromagnetic lenses instead of 
glass lenses. Under certain assumptions, electrons can be considered as waves, with 
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wavelengths much smaller than visible light. This allows the observation of very small 
structures that would remain unobservable using optical microscopes, due to diffraction effects. 

Basically, it is possible to distinguish between: (i) transmission electron microscopy 
(TEM), where one can directly observe on a fluorescent screen the image obtained by electrons 
that go through a thinned sample and (ii) scanning electron microscopy (SEM), where the 
electron beam scans over the surface of the sample, inducing electronic transitions and 
reemission of new electrons that can be used to form the image of the scanned surface.  

 

2.2.2.2. Interaction between the electron beam and the sample 

 

 When an electron beam arrives at the surface of a sample, some electrons can penetrate 
into it. The depth of this penetration directly depends on the atomic number of the constituents 
of the specimen. The electrons lose their kinetic energy as they go deeper into the sample. In the 
zone of penetration, a certain number of interactions between the electrons of the beam and the 
atoms of the sample take place. And, as a consequence, in this zone, several kinds of signals are 
emitted (see Fig. 2.10): 

 
•     Auger electrons. 
•     Secondary electrons. 
•     Backscattered electrons. 
•     X-rays. 
•     Transmitted electrons. 

 

Auger Electrons: This type of electrons are emitted when an electron of one of the atoms of the 
specimen, belonging to an external electronic shell, is transferred to an inner shell due to the 
interaction with the electrons of the incident beam. These electrons have typically low energy 
values and, therefore, they can only escape the sample from its surface (from a depth range 
between 0.5 and 2 nm), thus not giving information about more internal parts of the sample. 
Nevertheless, the energy of this type of electrons is characteristic of the atom that emits them. 
Thus, these electrons give compositional information of the specimen. 

Secondary electrons: These electrons originate from the impacts between high energetic 
incident electrons and the atoms of the specimen. If the energy of the incident electrons is large 
enough, the electrons of the atoms in the sample may have enough energy to be expelled out. 
These are the so-called secondary electrons, which have energies in the range of 0-50 eV. The 
secondary electrons give information about the density of the sample and the surface 
topography. However, all the information obtained from secondary electrons is restricted to a 
penetration depth of 10 nm.  
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Backscattered electrons: These electrons are originated when the electrons of the incident beam 
hit the sample but are not able to penetrate it and are consequently reflected back.  Therefore 
their energy depends very much on the energy of the primary incident beam. The information 
they give also depends on the atomic number of the elements on the surface and also on its 
topography. Hence, for example the brightness of the image will depend on the atomic number 
of the specimen since for higher atomic numbers a larger number of backscattered electrons will 
be obtained. 

X-rays: Energy Dispersive X-ray analyses (EDX): When an incident electron hits one atom of 
the sample inducing the emission of another electron, the corresponding “hole” is immediately 
occupied by a third electron initially located in a more external electronic shell. As a 
consequence, some energy in the frequency range of x-rays, is emitted. The wavelengths of the 
emitted x-rays are characteristic of the atoms that compose the sample. Thus, the resulting 
spectrum is often used to make compositional analyses of the material. This process is usually 
denoted as energy dispersive x-ray analysis (EDX). If some regions of the sample are scanned 
selecting the part of the x-ray spectra corresponding to one of the elements in the sample, it is 
possible to obtain the distribution of this element at the surface. This technique is commonly 
known as x-ray mapping. Therefore, regions with higher densities of this element will appear as 
bright in the image, while lack of this element will result in a dark area.  

Transmitted electrons: When the penetration depth of the electronic incident beam is larger than 
the sample thickness, some electrons are able to go through it, i.e. they are transmitted. These 
electrons can be detected so as to obtain a two-dimensional image of the internal structure of the 
sample. Although a detector for transmitted electrons can be incorporated to a scanning electron 
microscope, it is rather uncommon and specific transmission electron microscopes are more 
frequently used for this purpose. 

 

Figure 2.10. Types of electrons and radiation generated inside the sample in a scanning electron 
microscope. 
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The main components of a scanning electron microscope are: 

 
•     Filament. 
•     System of electromagnetic lenses and diaphragms. 
•     Sample chamber. 
•     Scanning generator system. 
•     Detectors. 

 

When the filament (generally a tungsten wire) is heated it produces a beam of electrons, 
which are accelerated under application of a voltage between cathode and anode, in the range 
between 1 and 30 kV. Since electrons have a net charge they can be deviated by applying 
electric and magnetic fields and, therefore, the beam diameter can be significantly reduced by 
using a system of electromagnetic lenses. Moreover, the beam can be further refined and 
homogenized by means of several metallic diaphragms. Furthermore, the electromagnetic 
lenses also contribute in accelerating the particles and, thus, they can influence the sharpness of 
the resultant image.  

In the sample chamber one can find: the holder, with mechanical mechanisms to move 
the sample along the three spatial directions and, also, several detectors of the different types of 
radiation emerging from the sample (x-rays, secondary electrons, backscattered electrons, etc.). 

In order to systematically scan the sample, there are two electromagnetic spirals, 
located among the electromagnetic lenses that produce oscillating magnetic fields, along the X-
Y directions.  This allows precise control of the scan speed. 

 

2.2.2.3. Experimental method and working conditions 

 

Our observations were carried out using a JEOL JSM-6300 microscope and a Gemini 
device (Zeiss), located at the Servei de Microscopia at the Universitat Autònoma de Barcelona 
and the IFW Dresden, respectively. The first microscope was equipped with EDX data 
acquisition system (model Link Pentafet).  

 The versatility of SEM has allowed observing many different samples. The images of 
fracture surface after compression tests were obtained by direct observations. The observation 
of the microstructure of the studied samples was carried out according to the following 
metallographic procedure: 

a) The samples are embedded in a conducting epoxy resin.  

b) They are subsequently polished in order to eliminate the surface and to be able to 
observe their interior. This process is first carried out using silicon carbide sand paper. 
Afterwards a more refined polishing is performed using diamond paste (of 6, 3 and 1 µm in 
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particle size) and finally with a colloidal suspension of 0.04 μm SiO  particles mixed with H2 2O2 
in the ratio 9:1 and etched. 

c) Only the Ti-base samples were chemically etched in a dilute aqueous solution of HF 
and H2O  (100:5:2). 2

d) some of the studied samples are subsequently metallized with Au (i.e. 
Ti60Cu Ni14 12Sn4Nb10 alloy) 

The samples were imaged using both secondary and backscattered electrons. Their 
composition was analyzed by means of EDX mappings. 

 

2.2.3. Transmission Electron Microscopy 

 

 Although this technique has only been used in this work to study the structural changes 
during heat treatments on the Cu Zr60 20Ti20 metallic glass, in this section a brief description of 
the fundamentals of the technique and the experimental procedure will also be given following 
[17]. 

 In a conventional transmission electron microscope (TEM) a thin specimen is irradiated 
with an electron beam of uniform current density. The electrons, which are emitted in the 
electron gun by thermionic emission from tungsten cathodes, have typical energies in the range 
60-150 keV. If the penetration depth of the electrons is larger than the thickness of the sample 
they can go through it. The transmitted electrons are then focused onto a fluorescent screen.  

 Electrons interact strongly with atoms by elastic and inelastic scattering. The specimens 
must therefore be very thin, typically of the order of 5 nm – 0.5 µm for 100 keV electrons, 
depending on the density and elemental composition of the specimen and the resolution desired. 
Therefore, special preparation procedures are usually required: mechanical thinning, 
electropolishing, ion milling, etc. In the present work, ion beam thinning has been used to 
prepare the samples for TEM observation. The TEM apparatus utilized in our study were a 
Phillips CM30 SuperTwin, a HITACHI 600AB and a JEOL 2010F microscopes.  

 Furthermore, TEM observations were complemented by selected area electron 
diffraction (SAED). To perform this experiment, a selected part of the sample is illuminated 
with electrons, which similar to x-ray diffraction (XRD), are diffracted as they go through the 
sample. The cone of diffracted electrons, which has an amplitude of a few mrad, goes then 
through a system of electromagnetic lenses and is finally focused onto the screen, giving an 
image consisting of a combination of spots (for single crystals) and rings (for polycrystals). The 
diameter of the area selected in our case cannot be decreased below 1 µm owing to the spherical 
aberration of the objective lens.  

 If the area illuminated by the electron beam includes a large number of randomly 
oriented crystallites, then a powder pattern is generated. In this case, a family of rings is 
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displayed in the fluorescent screen. The radius R of a specific ring is related to the d-spacing of 
the reflection and the wavelength of the electron beam, λ, by the following relationship: 

R
Ld λ

=      eq. 2.17                  

where L is the effective camera length of the electron microscope when used as a diffraction 
camera. Therefore, by using eq. 2.17 and measuring the relative diameter of the rings it is 
possible to determine the Miller indexes corresponding to each ring. 

 

2.2.4. X-ray diffraction 

  

2.2.4.1. Origins and fundamentals of the technique 

 

 The first experimental evidence concerning x-ray diffraction was given by Max von 
Laue who in 1912 demonstrated that x-rays could have a comparable wavelength to the atomic 
spacing in crystals and, therefore, they could be diffracted. This was immediately confirmed by 
Walter Friedrich and Paul Knipping [18].  

 In 1914 Darwin elaborated a Kinematic Theory of Diffraction, which assumed that x-
rays diffracted by each element in the volume of the material were independent of x-rays 
diffracted by the other elements [19]. Once diffracted, the beam could not be diffracted again by 
other elements. Two years later Ewald proposed the Dinamical Theory of Diffraction, which 
took into account the possibility of having more than one reflection inside the material before 
the beam emerged from it [20]. 

 If one assumes that the incident x-ray beam is perfectly collimated and monochromatic 
(with a single wavelength λ) and makes an incident angle θ with respect to the reticular planes 
of the crystal, it can be demonstrated (see appendix I) that when the following condition is 
fulfilled: 

θλ sindn 2=       eq. 2.18 

where n is the reflection order and d is the interplanar distance of one family of crystallographic 
planes, x-rays will be completely in phase and will, therefore, give constructive interferences. 
This condition is known as Bragg’s law and it can be used to determine the angular positions of 
the XRD peaks diffracted by each family of planes [21-23]. 

 The Bragg’s law assumes the crystal is ideal (without structural defects) and the 
incident beam is perfectly monochromatic and collimated. These conditions are never fulfilled 
completely. Moreover, usually, the materials are found to be composed of several grains, with 
different orientation and with certain amount of defects. Each of these grains is called a 
crystallite. The size of these crystallites and the microstrains present in them can also be 
obtained from the XRD spectra, since both effects contribute to the width of the diffraction 
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peaks [22,23]. The most frequent procedure to evaluate these effects is to consider that the 
peaks can be fitted using a pseudo-Voigt function (see appendix I), which is a linear 
combination of a gaussian and a lorentzian (or Cauchy) profile [24,25]. Using this formalism, 
the crystallite size can be deduced from the Cauchy contribution to the integral width of the 
diffraction peak, βfC, as follows: 

BfC
hkld

θβ
λ
cos

=      eq. 2.19 

 where θB is the angular position of the peak (measured in radians) and λ is the wavelength 
(measured in Å). The value of d

B

hkl represents the coherent diffraction domain and is measured 
also in Å. This equation is commonly known as the Scherrer formula [26]. Analogously, 
microstrains can be determined from the Gaussian contribution to the integral peak width, βfG, 
using the expression: 
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=><=     eq. 2.20 

where <e> represents the upper limit of microstrains. However, it is more frequent to use the 
mean square root of microstrains, <ε2>1/2 (rms strain), which is related to <e> in the following 
way: <e> = 1.25 <ε2>1/2. Deduction of eq. 2.19 and 2.20 and a detailed description of the 
methods used in this work to fit the XRD data is presented in appendix I. 

 When a powder sample, composed of several phases, is analyzed by x-ray diffraction, 
each phase originates its own diffraction pattern. The relative intensity of the several peaks in 
the pattern depends on the relative concentration of the different phases. The phase 
identification can be carried out by comparison with the Powder Diffraction Files database [27].  

 In general, a powder diffractometer is composed of the following parts [22,23]:  

 
• X-ray generator 
• Monochromator.   
• Entrance Soller slits 
• Divergence slits 
• Sample 
• Exit Soller slits 
• Reception slits 
• Detector 

 

a) The x-ray generator is based on the impacts between source electrons and metal atoms, 
which result in the emission of electrons of the metal, leaving a large number of holes inside the 
inner electronic shells. These holes become immediately occupied by electrons from more 
external shells and the excess of energy is liberated as x-ray radiation, whose energy depends on 
the energy difference between the energy levels of the electrons and, hence, has discrete values. 
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b) The monochromator is a filter used to make the radiation as monochromatic as possible, 
eliminating unwanted radiations.  

c) The x-ray generator emits radiation in all directions. The entrance Soller slits are used 
to obtain a parallel and collimated beam. This is accomplished by several fine metallic foils, 
very close to each other that are located parallel to the diffraction circle plane. 

d) There are two divergence slits that are located in front of and behind the Soller slits. 
Their role is to allow the emitted x-rays to diverge as little as possible, in an angle that can 
usually vary between (1/30)º and 4º. 

e) The sample in general needs to be flat, so that x-rays can be well focussed on its 
surface. 

f) The exit Soller slits have a similar role to the entrance Soller slits, i.e. to keep the 
diffracted beam, to some extent, collimated.  

g) The divergence slits are used to make the x-rays diffracted by the sample more 
convergent. The width of these slits determines the maximum intensity in the detector. 

h) There are several types of detectors: gas, Geiger, semiconductors, etc. The detectors are 
calibrated so as to count the number of photons per second, so that the intensities are relative to 
each specific equipment. 

 

2.2.4.2. Experimental method and working conditions 

 

XRD experiments were carried out at the Servei de Difracció at the Universitat 
Autònoma de Barcelona, using a Phillips PW3050 diffractometer.  

For XRD experiments, the different types of samples were held on a circular silicon or 
iron holder. While the ribbons were simply cut and fixed onto silicon holders by water, the bulk 
samples were cut and fixed by plasticine onto iron holders ensuring that the sample surface is at 
the Bragg plane of the diffractometer.  

Some technical specifications are presented here: 

Tube: 

Anticathode: Cu 

Voltage: 40 kV 

Current: 50 mA 

Radiation:  Cu-Kα  λ(K ) = 1.54060 Å α1

    λ(K ) = 1.54439 Å α2

    I(Kα2) / I(Kα1) = 0.500 
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Primary beam optics: 

Soller slits:  0.04 mm 

Divergence at the entrance: ½º 

Secondary beam optics: 

Soller slits:        0.04 mm 

Divergence at the exit: ½º 

Monochromator:    pyrolitic graphite 

 

The x-ray spectra were obtained in a step-scan mode. This means that the sample and 
the detector rotated in steps instead of in a continuous way. The appropriate step size for each 
experiment was selected in order to have at least 10 experimental points above the half height 
width. Therefore, depending on the peak widths, 2θ steps of 0.04º or 0.08º were chosen. 
Moreover, the time for step was selected to be relatively long (10 to 20 s) in order to reduce the 
statistical error. 

 The powder diffractometer used in our study was set up in Bragg-Brentano geometry 
(see Fig. 2.11). In this geometry, both the x-ray source and the detector are located in the 
focalization circle. Since the detector has to follow the diffracted radiation, when the sample 
rotates at an angular speed θ, the detector has to rotate at 2θ. Thus, if the sample rotates an angle 
θ the diffracted beam is deviated 2θ with respect to the incident direction. As a consequence, the 
Bragg-Brentano geometry is also known as“θ - 2θ scan”. 

 

 

Figure 2.11. Schematic picture of an x-ray diffractometer. 
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2.2.4.3. Synchrotron radiation 

 

 Synchrotron radiation is electromagnetic radiation generated by the acceleration of 
ultrarelativistic electrons through magnetic fields. This may be achieved artificially by storage 
rings in a synchrotron. The radiation typically includes infrared, optical, ultraviolet and x-rays. 

In synchrotrons, electrons are accelerated to high speeds in several stages to achieve a 
final energy that is typically in the GeV range. The electrons are stored in an ultrahigh vacuum 
ring on a closed loop and thus circle the ring a vast number of times. The electrons are forced to 
travel in a closed loop by strong magnetic fields. The magnets also need to repeatedly 
recompress the Coulomb-exploding space charge electron bunches. A dramatic effect of 
relativity is that the radiation pattern is also distorted from the isotropic dipole pattern expected 
from non-relativistic theory into an extremely forward-pointing cone of radiation. This makes 
synchrotron radiation sources the brightest known sources of X-rays. 

The advantages of using synchrotron radiation for spectroscopy and diffraction have 
been realized by an ever-growing scientific community. These advantages are due to the 
following characteristics of the synchrotron radiation: 

• High brightness and high intensity, many orders of magnitude more than with X-rays 
produced in conventional X-ray tubes. 

• High brilliance, exceeding other natural and artificial light sources by many orders of 
magnitude. 

• High collimation, i.e. small angular divergence of the beam 

• Widely tunable in energy/wavelength by monochromatization. 

• High level of polarization (linear or elliptical). 

• Pulsed light emission (pulse durations at or below one nanosecond). 

In this work, time resolved in-situ X-Ray diffraction studies were performed at the ID11 
beam line of the European Synchrotron Radiation Facilities (ESRF) using a monochromatic 
beam of 95 keV (0.1304Ă). The rolled-up ribbons were sealed in a quartz tube under vacuum of 
10-2 torr and placed in the centre of an induction heating apparatus. The X-ray beam with a size 
of 200x200 μm2 passed the sample in transmission mode. The crystallization behaviour during 
heating of the as-quenched materials was observed by taking 2-dimensional diffraction patterns, 
using a CCD detector (FRELON) coupled to an image intensifier, with an exposure time of 2 or 
3 seconds. The delay between consecutive patterns, due to read-out time of the CCD 
(2048x2048 pixels) and write-time to hard-disc was 2 seconds. The 2-dimensional patterns were 
integrated, after dark-current and spatial distortion correction. The sample temperature was 
constantly monitored (500 ms interval) with an optical pyrometer (IGAQ, 10 LO, IMPAC) with 
a working range of 623-1573 K and with an uncertainty of ±3 K below 773 K. 
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2.2.5. Mechanical properties 

 

The mechanical properties of a material are those properties that involve a reaction to an 
applied load.  The mechanical properties of metals determine the range of usefulness of a 
material and establish the service life that can be expected.  Mechanical properties are also used 
to help classify and identify material.  The most common properties considered are strength, 
ductility, hardness, impact resistance, and fracture toughness.  

The mechanical properties of a material are not constants and often change as a function 
of temperature, rate of loading, and other conditions. For example, temperatures below room 
temperature generally cause an increase in strength properties of metallic alloys; while ductility, 
fracture toughness, and elongation usually decrease. Temperatures above room temperature 
usually cause a decrease in the strength properties of metallic alloys. Ductility may increase or 
decrease with increasing temperature depending on the same variables. 

It should also be noted that there is often significant variability in the values obtained 
when measuring mechanical properties. Seemingly identical test specimen from the same lot of 
material will often produce considerable different results. Therefore, multiple tests are 
commonly conducted to determine mechanical properties and values reported can be an average 
value or calculated statistical minimum value. Also, a range of values are sometimes reported in 
order to show variability. 

In our work, compression tests have been performed to different metallic glasses. The 
intrinsic brittleness in tension of metallic glasses makes compression tests a useful tool to 
evaluate yield stress, ultimate stress and modulus of elasticity of these materials, always 
regarding that they are obtained in compression. 

 

2.2.5.1. Compression tests 
 

The application of a force to an object is known as loading. Materials can be subjected 
to many different loading scenarios and a material’s performance is dependant on the loading 
conditions. There are five fundamental loading conditions: tension, compression, bending, shear 
and torsion. Tension is the type of loading in which the two sections of material on either side of 
a plane tend to be pulled apart or elongated. Compression is the reverse of tensile loading and 
involves pressing the material together.  

In compression testing the sample is squeezed in a very controlled manner, while the 
load and the displacement are carefully recorded.  Compression tests result in mechanical 
properties that include the compressive yield stress, compressive ultimate stress, and 
compressive modulus of elasticity. 

The main product of a compression test is a load versus elongation curve which is then 
converted into a stress versus strain curve. The stress-strain curve relates the applied stress to 
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the resulting strain and each material has its own unique stress-strain curve. A typical 
engineering stress-strain curve is shown below. If the true stress, based on the actual cross-
sectional area of the specimen, is used, it is found that the stress-strain curve increases 
continuously up to fracture. 

 

Figure 2.12. Engineering stress-strain curve of a brittle and a ductile material. 

 

The elastic moduli, yield stress and ultimate strength are obtained from the stress-strain 
curve. As can be seen in the figure, the stress and strain initially increase with a linear 
relationship. This is the linear-elastic portion of the curve and it indicates that no plastic 
deformation has occurred.  The slope of the line is called the modulus of elasticity or Young's 
modulus.  To compute the modulus of elasticity, the stress is simply divided by the strain in the 
elastic region of the stress-strain curve. It is interesting to note that Young’s moduli are 
generally greater in compression for most of the commonly used structural materials. 

Compressive yield stress is the stress required to produce a small-specified amount of 
plastic deformation and is measured in a manner identical to that done for tensile yield strength.  
When testing metals, it is defined as the stress corresponding to 0.002 of plastic strain. Finally, 
the ultimate compressive strength is the stress required to rupture a specimen.  

 

2.2.5.2. Experimental procedure and working conditions 

 

Macroscopic compression tests were carried out using an Instron 8562 testing machine 
at a strain rate of 1 × 10–4 s–1 at room temperature located at the IFW Dresden. The compression 
samples with an aspect ratio of 2:1. 
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2.2.6. Thermomechanical Analysis 

 

In thermomechanical analysis (TMA), dimensional changes in a sample are the primary 
measurement, while the sample is heated, cooled, or studied at a fixed temperature. A simple 
schematic figure of a typical TMA instrument is shown in Fig. 2.13. 

The sample sits on a support within the furnace. Resting upon, it is a probe to sense 
changes in length, which are measured by a sensitive position transducer, normally a Linear 
Variable Displacement Transducer (LVDT). The probe and support are made from a material 
such as quartz glass (vitreous silica), which has a low, reproducible, and accurately known 
coefficient of thermal expansion, and also has low thermal conductivity, which helps to isolate 
the sensitive transducer from the changing temperatures in the furnace. A thermocouple near the 
sample indicates its temperature. There is usually provision for establishing a flowing gas 
atmosphere through the instrument, to prevent oxidation for example, and also to assist in heat 
transfer to the sample.  

F

LVDT Signal related to 
position 

sample 

probe 

furnace 

 

Figure 2.13. Schematic representation of a thermomechanical instrument 

 

The load may be applied by static weights or by a force motor. This latter method gives 
the advantage that the applied load can be programmed to allow a greater range of experiments.  

 

2.2.6.1. Viscostity measurements 

 

 Using a thermomechanical analyser, it is possible to measure the viscosity at any 
temperature of an undercooled liquid. By measuring the height of the sample in function of 
time, the viscosity, η, is given by the equation 
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dt
dha

hF
23π

η ⋅
=      eq. 2.21 

where F is the applied load, a the radius of the sample, and h the height of the sample. 

 

2.2.6.2. Experimental procedure and working conditions 

 

Our experiments were carried out using a TMA 7 (Perkin Elmer) located at the IFW 
Dresden. Viscosity measurements were performed in Cu60ZrxTi40-x (x = 15, 20 and 30) metallic 
glasses. The instrument was calibrated for position measurements by heating a sample whose 
expansion coefficient is accurately known. It was important to prepare samples with clean, flat 
and parallel faces to avoid artefacts in the recorded curves. The samples for viscosity 
measurements were disks of 0.3 mm in height and 3mm of diameter, which were carefully 
prepared by a metallographic procedure to ensure parallel faces. 

 

2.2.7. Nanoindentation 

  

2.2.7.1. Origins of the technique 

 

 Traditionally indentation has been used to measure the hardness by applying a known 
load to a pyramid or sphere. After the load is removed the area of the residual imprint is 
measured, generally by optical microscopy. However, as interest has increased in smaller 
indents, the resolution of optical microscopy has become inadequate. SEM or atomic force 
microscopy (AFM) can be used although finding the indents is problematic and the whole 
process can be very time consuming, especially if large numbers of indents need to be 
measured. To increase the accuracy and speed of the hardness testing instrumented 
nanoindenters, where the force and displacement are constantly measured throughout the 
indentation cycle, are now routinely used. 

 

2.2.7.2. Instrumented Pyramidal nanoindentation 

 

As this procedure does not involve directly observing the residual area, such area must 
be calculated from the depth of penetration of the indenter into the surface and the associated 
load. Early work showed that in metals the area of contact between the indenter and the surface 
at maximum load is equal to the residual area after the indenter has been removed [28]. 
Furthermore, work on ceramic materials has revealed this to be also the case [29]. This is 
interesting because elastic relaxation during unloading only affects the depth of the indent. 
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Therefore, if the vertical elastic component of the deformation can be removed then only the 
plastic deformation will remain. If the depth of plastic penetration is evaluated the contact area 
(residual area) can be calculated if the shape of the indenter is also known. 

For materials that exhibit little elastic deformation during indentation the maximum 
depth of indentation would be expected to give a good approximation to the plastic depth. 
However, this would not be suitable for elastic materials and it has been shown that for both 
cases the final depth would be more suitable [30]. A better approximation involves using the 
early stages of the unloading slope to calculate the elastic depth of the indent. This can then be 
removed from the total depth to give the plastic deformation. The early part of the unloading 
slope is also used as it is the stiffness measured across the whole contact area. This stiffness can 
then be extrapolated down to zero load to extract the elastic depth. Initially the stiffness was 
calculated from the first third of the unloading slope (assuming it to be linear) [31]. However, 
subsequent work indenting Aluminium, Tungsten, soda-lime glass, fused silica, quartz and 
sapphire showed that the unloading data was rarely linear but could be fitted with a power law 
relationship. More specifically the unloading data was fitted to Sneddon’s solution [32] of 
elastic deformation of a surface by a parabola of revolution and was found to be more consistent 
than previous fits that had been used with either flat punch or conical indenters [29]. This 
formed the bases for the widely used analysis technique developed by Oliver and Pharr, which 
has been used in this work and will be described below. 

 

2.2.7.3. The method of Oliver and Pharr 

 

The method was developed to measure the hardness and elastic modulus of a material 
from indentation load-displacement data obtained during one cycle of loading and unloading. 
Although it was originally intended for application with sharp, geometrically self-similar 
indenters like the Berkovich triangular pyramid, it has been recognized that it is much more 
general than this and applies to a variety of axisymmetric indenter geometries including the 
sphere. 

A schematic representation of a typical data set obtained with a Berkovich indenter is 
presented in Fig. 2.14, where the parameter F designates the load and h the displacement 
relative to the initial undeformed surface. During unloading, it is assumed that only the elastic 
displacements are recovered; it is the elastic nature of the unloading curve that facilitates the 
analysis. For this reason, the method does not apply to materials in which plasticity reverses 
during unloading. However, finite element simulations have shown that reverse plastic 
deformation is usually negligible [33]. 

There are three important quantities that must be measured from the F-h curves: the 
maximum load, Fmax, the maximum displacement, hmax, and the elastic unloading stiffness, S = 
dF/dh, defined as the slope of the upper portion of the unloading curve during the initial stages 
of unloading (also called the contact stiffness). The accuracy of hardness and modulus 
measurement depend inherently on how well these parameters can be measured experimentally. 
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Another important quantity is the final depth, hf, the permanent depth of penetration after the 
indenter is fully unloaded. 

 

Figure 2.14. Schematic illustration of indentation load-displacement data showing important measured 
parameters. 

 

The analysis used to determine the hardness, H, and the elastic modulus, E, is essential 
to fit the unloading curve. In the work of Oliver and Pharr, the unloading data was fitted to a 
relationship of the form 

mF = A’(h-hf) ,      eq. 2.22 

where A’, m, and hf are all described by a least squares fitting procedure. This relationship 
describing the unloading curve could then be differentiated to yield the initial unloading slope 
and therefore the initial stiffness. 

F 

a 

hfhs

hc
h 

Initial surface 

unloaded 

loaded
 

Figure 2.15. Schematic illustration of the unloading process showing parameters characterizing the 
contact geometry [29]. 
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 The exact procedure used to measure H and E is based on the unloading processes 
shown schematically in Fig. 2.15. The basic assumption is that the contact periphery sinks in in 
a manner that can be described by models for indentation of a flat elastic half-space by rigid 
punches of simple geometry [32,34]. Assuming, that pile-up is negligible, the elastic models 
show that the amount of sink-in, hs, is given by: 

S
Fhs

maxε=      eq. 2.23 

where ε is a constant that depends on the geometry of the indenter. Using eq. 2.22 to 
approximate the vertical displacement of the contact periphery, it follows from the geometry of 
Fig. 2.15 that the depth along which contact is made between the indenter and the specimen, hc 
= h  – hmax s, is: 

S
Fhhc

max
max ε−=     eq. 2.24 

Letting f(h) be an area function that describes the projected (or cross sectional) area of the 
indenter at a distance h back from its tip, the contact area A is then 

A = f(h ).     eq. 2.25 c

The area function, also sometimes called the indenter shape function, must carefully be 
calibrated by independent measurements so that deviations from nonideal indenter geometry are 
taken into account. These deviations can be quite severe near the tip of the Berkovich indenter, 
where some rounding inevitably occurs during the grinding process. 

 Once the contact area is determined, the hardness is calculated using: 

A
FH max=      eq. 2.26 

Note that because this definition of hardness is based on the contact area under load, it may 
deviate from the traditional hardness measured from the area of the residual hardness 
impression if there is significant elastic recovery during unloading. However, this is generally 
important only in materials with extremely small values of E/H [35]. 

Measurement of the elastic modulus follows from its relationship to contact area and the 
measured unloading stiffness through the relation 

AES effπ
β 2

= ,    eq. 2.27 

where Eeff is the effective elastic modulus defined by 

i

i

eff EEE

22 111 νν −
+

−
= .    eq. 2.28 

The effective modulus takes into account the fact that elastic displacements occur in both the 
specimen, with Young’s modulus E and Poisson’s ratio ν, and the indenter, with elastic 

 66



constants E  and νi i. Equation 2.27 was originally derived for elastic contact only [36], it has 
subsequently been shown to apply equally well to elastic-plastic contact [37]. 

 The determination of the contact area is of crucial importance for the values of H and E. 
Therefore, the shape of the indenter and the compliance of the whole system must be known. 
Unfortunately the two are linked but the compliance is addressed first. The total compliance of 
the system C is made up of the load frame compliance C  and the specimen compliance Cf s

C = C +C       eq. 2.29 f s

As sample compliance is equal to 1/S, system calibrations are generally based on the relation 

AE
CC

eff
f

1
2
π

+= .    eq. 2.30 

-1/2Then if C vs A  is plotted the intercept will be the load frame compliance but to achieve this, 
the diamond area function needs to be known. In this case, it can be seen that the best results 
will be when A-1/2 is small i.e. large indents. As the exact diamond area function is not known 
the relationship for a perfect Berkovich indenter is used, and is given by 

A = 24.5 hc
2      eq. 2.31 

After Cf has been determined the contact area can be calculated for a range of indentation loads. 
The contact areas are then plotted again hc and fitted to the relationship 

∑
=

−=
8

0

2)(
n

n
cn hCA     eq. 2.32 

where Cn are constants. This will then yield new values for the contact areas, and influence the 
load frame compliance and reduced modulus values. The new values are then submitted into eq. 
2.30 and new values calculated, the process is iterated until convergence is achieved. At 
convergence C-C  = 0, eq. 2.29. f

 

2.2.7.4. Possible measurement errors 

 

When using this technique and indentation in general a few problems should be kept in 
mind. Firstly, the method of Oliver and Pharr takes all measurements of height from the surface. 
Therefore, if the material flows plastically and piles up around the indenter the contact height 
could actually be above the surface. This would mean that some of the area supporting the load 
would not be accounted for. This was elegantly demonstrated by indentation experiments in 
copper [38]. Indents were made and the hardness measured. Pile up of material was observed 
surrounding the indents, and it was ground away. Later the indenter was again placed in the 
indent with the same load as before, and it was shown that the indenter sank into the material, 
yielding a lower measured hardness. 
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Further problems can arise with very shallow indents. This is because in all work with 
pyramidal indenters, the tips are assumed to be sharp even when their shape may deviate from a 
perfect Berkovich or Vickers pyramid. However, a pyramidal tip is never perfectly sharp; it is 
always rounded at some length scale. This results in shallow indents being carried out with a 
spherical tip, which do not induce plastic deformation immediately. Instead, they produce an 
elastic response from the material. This could mean, in an extreme case, a perfect elastic indent 
being formed, which would give rise to a material with an infinite hardness. 

Detecting the surface of the sample accurately arise problems for the H and E 
determination. This might be insignificant for large indents but if the indent depth is around 50 
nm, inaccuracies in surface detection of even a few nanometres will lead to significant errors. 

 

2.2.7.5. Experimental procedure 

 

Nanoindentation tests were carried out using different nanoindenters: Triboscope 
nanoindenter (Hysitron), Nano Test 600 machine (Micro Materials Ltd.) and Nano Indenter XP 
(MTS Systems Corp.), located at the IFW Dresden, University of Cambridge and MATGAS 
(Barcelona), respectively. The second nanoindenter was equipped with a hot stage. The analysis 
software employed in all the cases uses the method of Oliver and Pharr to determine the H and 
E of the studied specimens. 

High temperature indentation was carried out using a hot stage designed by Micro 
Materials for their nanoindenters. The sample was mounted onto a heated stage, and the tip was 
also heated by a resistance coil. A heat shield was fitted between the stage and the rest of the 
indenter to limit the temperature rise of the electronic components during indentation. 

 The samples for nanoindentation measurements were carefully prepared by the 
following metallographic procedure: 

 

a) The samples are embedded in epoxy resin.  

b) They are subsequently polished in order to leave the surface to a mirror appearance.  

 

This process is first carried out using silicon carbide sand paper. Afterwards a more refined 
polishing is performed using diamond paste (of 6, 3 and 1 µm in particle size) and finally with a 
colloidal suspension of 0.04 μm SiO  particles. 2
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3. Results and Discussion 

 

3.1 Deformation behaviour of a Pd-based metallic glass under an 
indenter 
 

Pd-based bulk metallic glasses have been investigated for a long time due to their high 
glass-forming ability [1]. However, the first report of the quaternary Pd40Cu30Ni10P20 metallic 
glass appeared on 1996 [2]. This alloy possesses an extremely high glass-forming ability, and 
high thermal stability against crystallization. For example, a cooling rate of merely 0.1 K/s is 
required to suppress crystallization, and to form a metallic glass sample with diameter up to 72 
mm. Due to its high thermal stability and large supercooled liquid region, many studies on the 
basic fundamentals of metallic glasses have been published using this alloy, i.e. measurements 
of viscosity [3], crystallization [4], diffusion [5] and structural changes in the glass transition 
[6]. But the possibility of casting large bulk samples has allowed extensive and detailed 
investigations on the fundamentals of the mechanical properties of metallic glasses. Namely, the 
deformation dependence on the strain rate in compressive and tensile tests at room temperature 
was studied by Mukai et al. [7,8]. According to Mukai et al., serrated flow was clearly visible in 
compression, but at high strain rates, the specimens fractured near the yield stress due to the 
activation of multiple shear bands. Therefore, as will be shown in the next section, 
nanoindentation studies on this alloy shed light on the shear band formation and propagation in 
metallic glasses, and its dependence with the strain rate. Furthermore, its high thermal stability 
allows nanoindentation studies at temperatures above room temperature. 

 

3.1.1 Thermal and structural characterization of Pd40Cu30Ni10P20 bulk metallic 
glass 

 

A master alloy with composition Pd40Cu30Ni10P20 has been prepared by arc melting a 
mixture of the pure elements in an Ar atmosphere. A cylinder of 5 mm diameter and 50 mm 
length has been obtained by Cu mould casting in an Ar atmosphere. 

 

3.1.1.1. Thermal stability of Pd40Cu30Ni10P20 metallic glass 

 

Figure 3.1 shows the DSC curve of the studied alloy obtained at 0.167 K/s between 500 
and 760 K. This curve presents a glass transition temperature (Tg), followed by a supercooled 
liquid region (ΔTx=Tx−Tg) and one exothermic crystallization peak. Tx is the temperature of the 
onset of the crystallization peak and is 663 K. Therefore, the supercooled liquid region spreads 
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over about ΔTx = 95 K. After the crystallization peak, an endothermic peak is also present and 
corresponds to the melting of the alloy, with a liquidus temperature (Tl) of 750 K. Hence, the 
reduced glass transition temperature (Tg/Tl) of this alloy is 0.75 and thus it is really a good glass 
former.  

 
Figure 3.1. Continuous heating DSC curve obtained at 0.167 K/s for Pd40Cu30Ni10P20 bulk metallic glass. 

 

3.1.1.2. Microstructural characterization Pd40Cu30Ni10P20 metallic glass 

 

Figure 3.2 shows the XRD pattern of the as-quenched rod. A broad and symmetric halo 
is present at Q = 2.88 A-1, the first halo is followed by a subsequent smaller halos, typical for a 
fully amorphous phase. Similar results on the same alloy are found in the literature [6]. 

 
Figure 3.2. X-ray diffraction pattern of Pd40Cu30Ni10P20 alloy corresponding to the BMG sample. 
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3.1.2 Anelastic, plastic deformation and mechanical softening during 
nanoindentation in Pd40Cu30Ni10P20 bulk metallic glass 

 

Time-dependent deformation processes (i.e., anelasticity) during nanoindentation have 
been investigated. Deformation under constant load has been characterized as a function of prior 
loading rate and temperature. The constant-load displacement of the indenter into the sample 
shows classic relaxation kinetics and reveals the importance of anelasticity for the overall 
mechanical behavior of metallic glasses at the nanoscale.  

Furthermore, plastic effects during nanoindentation tests of this Pd40Cu30Ni10P20 bulk 
metallic glass have been studied after loading over a wide range of indentation rates (from 0.04 
up to 6.4 mN s-1) under the standard load control mode. New results using the feedback 
displacement control mode are also presented. The plastic deformation manifests as pop-in 
events during loading. The dependence of the pop-in formation on the loading rate is analysed. 
A softening effect occurs when increasing the loading rate. This is explained by the differences 
in plastic deformation at different indentation rates. The displacement control mode was used to 
avoid the shear localization of the free volume, leading to the almost complete absence of pop-
ins along the loading curve. The obtained results suggest that plastic flow in bulk metallic 
glasses is governed by the rate of creation of free volume, which depends on the strain rate, and 
its localization into shear bands. 

 

3.1.2.1 Deformation under constant-load 

 

The load-time function employed under the load control mode is shown in Fig. 3.3. It 
consists of two loading segments, two holding force segments of 150 s at a maximum force of 
10 mN and two unloading segments at 1 mN s-1. The two load holding segments are labeled as 
hold 1 and 3 in Fig. 3.3. Different loading rates (0.2, 0.5, 1.0 and 2.0 mN s-1) were used, keeping 
the same in both cycles, to study the influence of this parameter on the holding segment. A low-
load segment of 60 s was introduced between the two cycles to measure the thermal drift and 
also the relaxation time (labelled as hold 2). The second cycle was added to investigate time-
dependent plastic deformation that could take place during the first one. Finally, a low-load 
holding segment was added to determine whether the thermal drift rate has changed 
significantly during the course of the experiment. Furthermore, nanoindentation experiments 
have been performed at different temperatures (298, 311, 323 and 336 K) in air. The number of 
tests at every indention condition was 10 in all the cases. The high reproducibility of the 
material response allowed statistical calculations from the raw data giving standard deviations 
lower than 10% of the average calculated values. The hardness and the reduced elastic modulus 
were derived from these load-displacement curves using the method of Oliver and Pharr [9]. 
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Figure 3.3. Load function used to study anelasticity by nanoindentation tests. 

 

 
Figure 3.4. Evolution of the indenter displacement into the sample (h) during the first, a), and third, b), 
load holding segment for different loading rates at 298 K. The continuous lines are the fits of the data 
using eq. 3.1. 
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From the maximum penetration depths at the end of hold 1 and hold 2 it is possible to 
evaluate the overall plastic deformation occurring during the first load-unload cycle. For sharp 
indenters with fully elastic loading and unloading, the penetration depth h is linearly 
proportional to F1/2 [10,11], where F is the applied load. Thus, plotting h versus F1/2 and 
extrapolating to F = 0, one can obtain the overall plastic deformation, which was found to be 
around 150 nm for all the investigated loading rates. 

Figures 3.4 a) and b) show the evolution of the indenter displacement into the sample 
during the first and third load holding segment, respectively, for different loading rates at 298 
K. To facilitate comparison, the starting points at maximum load for different loading rates are 
aligned. Similar tendencies can be observed over the range of indentation rates. Once the 
maximum force has been reached, the indenter still penetrates into the material, and for higher 
loading rates the penetration is more pronounced. Nevertheless, the overall maximum 
indentation depth achieved at the end of the holding segment is similar. As a consequence, the 
measured hardness and reduced elastic modulus are independent of the loading rate, as shown in 
Table 3.I. Remarkably, for a given loading rate, the overall penetration depth obtained after the 
second loading+hold 3 is the same as that after the first loading+hold 1. 

 

dF/dt (mN s-1) 
 

2.0 1.0 0.5 0.2 

H (GPa) 4.7 ± 0.2 4.6 ± 0.2 4.6 ± 0.2 4.5 ± 0.2 

Er (GPa) 114 ± 2 110 ± 3 110 ± 3 109 ± 3 

 

Table 3.I. Influence of the indentation rate on the hardness, H, and the reduced Elastic modulus, Er. 

 

The nanoindentation experiments were also performed at different temperatures. Figures 
3.5 a) and b) show the h versus time dependences for first and third load holding segment, 
respectively, at different temperatures for experiments with a loading rate of 2 mN s-1.The 
ultimate penetration is more pronounced at lower temperatures. But at a given temperature, the 
final indentation depth after the loading+constant-load segments is approximately independent 
of the loading rate. 

The displacements of the indenter into the sample during the different load holding 
segments show classic relaxation kinetics, described by: 

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛−−=

τ
thth exp1)( 0      eq. 3.1 

where t is the time, h0 is the ultimate additional penetration that takes place during the load 
holding segment and τ is the relaxation time. Data shown in Figs. 3.4 and 3.5 are all fitted with 
eq. 3.1. The values obtained for τ are quoted in Table 3.II. Furthermore, the ultimate additional 
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penetration during the load holding segment evaluated directly from the experimental data 
(h0,exp) is shown in Table 3.II. Both values have been averaged over the experiments performed 
at the different conditions. For the experiments performed at the same temperature, τ is similar 
for all load-holding segments independent of the loading rate. However, h0,exp increases with the 
loading rate and is larger for hold 1 than for hold 3, Table 3.II. Moreover, comparison of the 
different curves in Fig. 3.5 shows that time-dependent deformation occurs faster at higher 
temperatures. Therefore, τ clearly decreases with increasing temperature. 

 
 

Figure 3.5. Evolution of the indenter displacement into the sample (h) during the first, a), and third, b), 
load holding segment at different temperatures for experiments with a loading rate of 2 mN s-1. The 
continuous line is the fit of the data using eq. 3.1. 

 

The similarity of the relaxation times at the same temperature independently of the 
loading rate and the load holding segment, see Table 3.II, leads to the idea that the underlying 
mechanism governing this behaviour must be the same. Furthermore, the overall maximum 
depth is the same after the first and third load holding segments, denoting that the material 
behaves anelastically and has almost no time-dependent plastic deformation during the holding 
segments. It is noteworthy that anelasticity has already been described in metallic glasses 
[12,13]. Moreover, the penetration during the holding segments (h0,exp) is larger for faster 
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loading rates (see Table 3.II) since the material has less time, during the loading segment, for 
anelastic strains to reach the stable elastic state. 

 

Temperature 

298 K 311 K 323 K 336 K 

 

Fitted 
parameters 

dF/dt 

(mN s–1) 

Hold 
1 

Hold 
3 

Hold 
1 

Hold 
3 

Hold 
1 

Hold 
3 

Hold 
1 

Hold 
3 

2.0 12.5 13.6 9.3 9.0 6.5 6.1 4.6 4.6 

1.0 12.7 13.1 9.5 9.1 6.2 6.3 - - 

0.5 13.2 11.4 9.4 9.3 6.2 6.3 - - 

 

τ (s) 

0.2 12.5 12.7 - - - - - - 

2.0 7.5 5.3 4.8 2.8 2.6 1.3 2.2 1.4 

1.0 6.1 3.3 3.2 2.3 2.2 1.6 - - 

0.5 5.0 3.8 2.4 1.7 1.5 1.4 - - 

 

h0,exp (nm) 

0.2 3.4 1.6 - - - - - - 

 

Table 3.II.  Dependence of relaxation time,τ, and the penetration depth during the holding segments, 
h0,exp, on the temperature and the loading rate.  Note that standard deviations of the data are < 10% of 
the average calculated values.  Some values are missing because they are too small to be reliably 
evaluated. 

 

The effects of anelasticity on the elastic contribution to the overall material deformation 
are schematically represented in Fig. 3.6 [14]. This figure explains why the penetration during 
hold 1 is larger than during hold 3. During hold 2 the material shows anelasticity and it is 
completely relaxed. Hence, when the indenter again applies a constant loading rate during the 
second loading segment, the material deforms from a different elastic state, with higher elastic 
modulus, than in the first loading segment. As a result, h0,exp for hold 3 is always lower than for 
hold 1 (Fig. 3.6). 

Since anelasticity is a thermally activated process, the relaxation time is expected to 
decrease with increasing temperature, as observed experimentally. Namely, for a thermally 
activated relaxation, each value of the distributed relaxation time has the form [12-15]: 

⎟
⎠
⎞

⎜
⎝
⎛=

kT
Qexp0ττ     eq. 3.2 

where Q is the activation-energy of the process, τ0 is a pre-exponential factor, k is Boltzmann’s 
constant and T is the absolute temperature. In Fig. 3.7, the logarithm of the mean of the 
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observed relaxation times at each temperature is plotted as a function of 1/T. The temperature 
dependence of τ is described by an effective activation energy of 0.26 eV, evaluated from the 
slope of the linear fit in Fig. 3.7. 

 
Figure 3.6. Schematic representation of the overall anelastic material behaviour during the 
nanoindentation experiments.  The discontinuous line indicates the equilibrium elastic response of the 
material (i.e., if there were no anelastic strain). 

 

 
Figure 3.7. Logarithm of the mean of the observed relaxation times (t0) at each temperature plotted as a 
function of 1/T. The straight line is the fit of the data using eq. 3.2. 

 

It is well-known that anelasticity in metallic glasses is a process distributed over a 
certain range of activation energies [13], and Ocelik et al. already studied the influence of the 
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loading time on the calculated spectra of activation energies for the anelastic processes in an 
amorphous ribbon [12]. In particular, a fully developed spectrum was only observed for long 
enough loading times (around 100 s) at 618 K. It was concluded that not all of the anelastic 
deformation defects with longer relaxation time were activated at faster loading rates and 
therefore did not take part in the creep recovery process. The low temperatures and the high 
loading rates used in the present nanoindentation experiments favour anelastic deformation 
processes with shorter relaxation times, failing to be activated the ones with longer τ and 
therefore not taking part in the creep recovery [12], and finally leading to the low observed Q. 
The scatter on the collected data does not allow calculating the distribution on the activation 
energies. Moreover, at high temperatures, the penetration during the constant-load segments 
decreases because the characteristic relaxation time is so short that partial anelastic recovery can 
occur during the loading. 

The microscopic mechanisms of anelasticity for short time and low temperature 
anelastic relaxations are similar to those for reversible annealing-induced structural relaxation, 
according to Kursumovic and Cantor [13]. Therefore, the low activation energy together with 
the short relaxation time found in our case indicate that local atomic shear motions which 
change only the local shear stress, but break no atomic bonds, should be the mechanism 
responsible of the anelasticity process observed. 

  

3.1.2.2. Plastic deformation and mechanical softening 

 

Deformation and shear banding in metallic glasses has been investigated to some extent 
[7,8,15-21]. Early conventional uniaxial compression tests on BMGs showed that plastic flow 
was typically found to be serrated [21]. However, this was not the case for uniaxial tension tests, 
in which BMGs fail following the propagation of a single shear band without appreciable plastic 
deformation [8]. Moreover, Mukai et al. have shown that for a Pd-base BMG, the fracture 
strength depends on the strain rate applied during compression testing [7], while this 
dependence disappears when tensile testing the same material [8]. 

The plastic flow is a time dependent deformation and in a metallic glass is governed by 
the rate of the free volume creation. Defect concentration, cf, as defined in section 1.1.5, 
depends on a certain critical amount of free volume necessary to form a defect [17]. It is already 
established that at a given temperature, thermal dilatation creates a certain amount of free 
volume and a relaxation process tends to annihilate free volume by structural rearrangements. 
This can be expressed as [22,23],  

( eqfffr
f ccck

dt
dc

,−−= )     eq. 3.3 

in which kr is the rate factor for the thermally activated process of structural relaxation, cf,eq is 
the defect concentration in equilibrium at the given temperature. Furthermore, eq. 3.3 has also 
been shown to be valid under low stress [24]. However, when a metallic glass is subjected to a 
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reasonable strain rate, van Aken et al. proposed that the defect concentration rate may be 
expressed as [24], 

( ) ( ε&,,, TcPccck
dt

dc
feqfffr

f +−−= )            eq. 3.4 

in which ( )ε&,,TcP f  is an additional production term, which depends on the strain rate, ε& . 

Furthermore, at an applied stress, the free volume is created when an atom squeezes into a 
neighbouring free volume site with slightly smaller volume, and annihilated by structural 
rearrangements [17]. In compression tests at high stresses, the creation rate exceeds the 
annihilation rate, resulting in a softening as the free volume increases. Once the stress drops 
after each serration, the driving force for free volume creation decreases and both rates become 
equal. 

In order to study the plastic deformation under an indenter, load and depth control 
modes have been used. The mechanisms of plastic deformation during nanoindentation have 
been investigated using the load control mode and different loading rates. It is worth noting that 
the range of loading rates used in this study is among the widest reported in the literature [25-
27], allowing a more complete analysis of the material behaviour. The depth controlled mode 
indentation has been used to control shear band formation and propagation. 

 
Figure 3.8. Load-displacement (F-h) curves measured during nanoindentation tests in load control mode, 
at different loading rates. Loading rates are shown on the top of the figure and are in mN/s. 

 

Figure 3.8 shows load-displacement (F-h) nanoindentation curves obtained under load 
control mode for the different loading rates studied. The curves have been displaced by 20 nm 
from each other in order to facilitate their observation. Important differences and clear 
tendencies can be observed from rapid to slow indentation rates. Pop-in events or steps appear 
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in all the loading curves, but they decrease in size and number as the loading rate increases, 
tending to become imperceptible at the highest loading rate. The apparent absence of serrations 
at low depths may be due to either lack of resolution of the system [28], or the fully elastic 
response of the material in the first nanometers of penetration [29]. Similar results have also 
been previously reported in the literature [25-28]. Furthermore, the maximum indentation depth 
achieved at the end of the first indentation segment (loading part of the curve) for each 
experiment increases as the loading rate decreases. The difference in indentation depth between 
the highest and the lowest loading rate is around 40 nm, which is about 30 % of the total depth 
measured at 6.4 mN s-1. Such a large difference has not been observed by other authors [25-28], 
probably because their experiments were performed in a narrower loading rate range, without 
reaching such low loading rates as in the present work. 

 
Fig. 3.9. Dependence of the displacement into the sample, h, curve a), and the applied force, F, curve b), 
on the indentation time in a displacement control mode test. The inset shows a detail of a pop-in event. 

 

Figure 3.9 shows both the evolution of the applied force, F, and the displacement into 
the sample, h, as a function of time for a displacement control mode nanoindention. In this 
experiment the depth variation is kept as constant as possible by the feedback indenter position 
controller for every indentation segment. Since the material tends to produce sudden penetration 
steps at given loads, the applied force is reduced when this occurs in order to maintain the 
desired constant penetration rate. Nevertheless, the pop-in events occur in time intervals of 
around 10-2s (see Fig. 3.9 inset) and, consequently, the feedback response of the equipment is 
not fast enough in some of the cases to completely avoid them, giving rise to steps of up to 2 
nm. This can be seen in Fig. 3.9, where the applied force deviates from a continuous and smooth 
line, and the displacement curve exhibits some small steps but rapidly goes back to a straight 
line, in both cases at equal indentation times. Moreover, the displacement rate during loading, 
2.6 nm s-1, that would be approximately equivalent to a loading rate of 0.09 mN s-1 under load 
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control mode, considering the overall duration of the loading indentation segment, leads to a 
maximum penetration depth of the loading segment (120 nm) more similar to the maximum 
depth achieved during loading at 6.4 mN s-1 (144nm), than at 0.08 mN s-1 (165 nm). 

The average pressure, Pm, applied to the sample during the indentation experiments was 
calculated dividing the instantaneous force by the projected contact area. The dependence of the 
average applied pressure on the indenter penetration is shown in Fig. 3.10. Apparently, Pm 
decreases after the pop-in events for the load control mode experiments [see curves a), b) and 
c)], and the drops are more marked when the loading rate is lower. Moreover, the average 
pressure is always higher for the experiments performed at higher loading rate.  

A strain softening (i.e. a progressive decrease of Pm) is also observed during the force 
holding segment [16]. The displacement control mode experiment presents a serrated average 
pressure, with a roughly constant maximum value in each serration, except for h = 80, 100 and 
115 nm, where the maximum values of the serrations become lower. This can be related with 
uncontrolled pop-ins in the displacement into the sample, also visible in Fig. 3.9. Therefore, the 
strain softening in the displacement control mode mainly occurs at these displacement values 
and compared to experiments carried out in the load control mode, is overall lower as evidenced 
by the larger values of the average pressure obtained in this case in the overall range of 
displacement into the sample. 

 
Fig. 3.10. Mean pressure applied to the material as a function of displacement into the sample, h, for the 
experiments at constant loading rate a) 0.08, b) 0.8 and c) 6.4 mN/s and constant displacement rate d) 
2.6 nm/s. 

 

The formation of pop-ins in the loading curve, see Fig. 3.8, may be associated with 
shear band propagation, where instantaneously, the nanoindenter drops into the material, in 
agreement with the literature [25-28]. Furthermore, Fig. 3.10 shows that the pop-in events, or 
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shear bands propagation, result in a reduction of the mean applied pressure to the material, 
related to a decrease of the stress into the material [30]. The relationship between these steps 
and the stress decrease with shear banding agrees with Argon’s model for shear localization in 
metallic glasses [31]. Argon pointed out, by using a mechanistic model, that metallic glasses 
under high stress should be prone to shear localization. According to his results, the localization 
starts out slowly but then proceeds with a rapid, almost discontinuous, jump until all the plastic 
deformation is concentrated into a shear band in the material. Moreover, the localization is 
accompanied by a stress drop of several percent [31]. 

Shear band propagation can be minimized by displacement control mode experiments, 
as shown in Fig. 3.9. Once the shear localization starts to concentrate in a band, the 
nanoindenter releases some force from the tip leading to a stress drop in the material and, 
consequently, the shear localization stops. Nevertheless, some free volume is already created in 
each serration and accumulates in the material. Therefore, although it is not initially localized in 
a shear band, finally, at a critical amount, it localizes unavoidably, thus leading to a step in the 
displacement into the sample curve. It is worth noting that when a shear band is formed, the 
mean pressure necessary to start the shear localization for the subsequent bands is lower, see 
curve d) in Fig. 3.10, particularly appreciable around 80, 100 and 115 nm.  

This mechanical softening is also observed and exacerbated in the load control mode 
experiments, see Fig. 3.10. Spaepen already predicted the softening in metallic glasses at high 
stresses due to a dramatic increase in the free volume [17]. Moreover, Steif et al. [32] suggested 
that once a shear band is created, the free volume accumulated in the shear band should increase 
the average free volume leading to a softening as observed in Fig. 3.10 for all the curves. 

At the lowest loading rate investigated, the plastic deformation is mainly achieved 
during loading, since during the load holding segment virtually no further deformation occurs, 
as shown in Fig. 3.4. This implies that the free volume created as a consequence of the high 
stress localizes into the shear bands and has time to coalesce, as suggested by Li et al. [33,34], 
leading to a maximum decrease of the stress in each pop-in event, as can be seen in curve a) of 
Fig. 3.10. Consecutive shear bands progressively require a lower stress to form, since free 
volume has already been created in the material [32]. At higher loading rates, a lower plastic 
deformation is achieved during the loading segment. In this case, the term ( )ε&,,TcP f , in eq. 3.4, 

should be more important, because the rate of defect concentration should not create fast enough 
the necessary free volume to reach the equilibrium defect concentration and, hence, the 
equilibrium plastic deformation conditions. However, the localization of the free volume in a 
shear band should be limited by kinetics at high loading rates as suggested by Schuh et al. [35]. 
For these reasons, pop-in events are smaller at higher loading rates and, as a consequence, the 
plastic deformation during loading segment is lower, the mean pressure decrease in each pop-in 
event is smaller, and the stress in the material at the same displacement into the sample is higher 
for higher loading rates. Therefore, during the loading segments, at higher indentation rates, 
there has not been enough time to create and accommodate free volume into shear bands, and 
the excess stress accumulated in the material favours the higher anelastic deformation during the 
creep segment for higher loading rates [14,17,31]. 
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3.1.2.3 Summary 

 

In summary, during constant-load segments, the displacement of the indenter into the 
sample shows classic relaxation kinetics with relaxation times which are temperature-dependent 
but independent of the constant-load segment and the loading rate. The observations can be 
consistently interpreted in terms of anelasticity of the metallic glasses. Furthermore, plastic flow 
of a metallic glass under an indenter at low loading rate is accommodated by shear localization 
of the free volume into shear bands, leading to a serrated loading curve. High loading rates limit 
the localization and coalescence of free volume into shear bands. A strain softening is observed 
as a consequence of shear band formation. In displacement control mode tests, shear 
localization of the free volume is inhibited since the nanoindenter releases some force from the 
tip, leading to a stress drop in the material and, consequently, the shear localization stops. Shear 
band formation provokes a drop in the necessary mean pressure to start the shear localization for 
the subsequent bands. 
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3.2 Thermal, structural and mechanical characterization of Cu-based 
Bulk Metallic Glasses 

 

 Since the first synthesis of a La-based bulk glassy alloy by copper mould casting in 1989 
[1], a number of bulk glassy alloys have been reported in multi-component systems such as Mg 
[36], Zr [37], Pd-Cu [38], Ti [39]. These systems with high glass-forming ability are usually 
composed of four and more elements. However, the search for good glass-forming systems as 
simple (i.e. two or three elements) and cheap as possible is important to extend the applications 
of metallic glasses. In 2001, the first report on the formation of a BMG alloy in Cu-based alloys 
containing more than 50 at.% appeared [40]. Inoue et al. obtained fully amorphous rods of 4 mm 
in diameter in the Cu60(ZrxTi1-x)40 ternary system. The development of these Cu-based BMGs is 
important to broaden the applications of metallic glasses due to its low cost. The discovery of 
these new Cu-based BMGs has motivated many research studies on their crystallization 
behaviour and mechanical properties [41-46]. Furthermore, several authors have tried to improve 
their ductility [45]. 

In this section, results on the crystallization behaviour, the thermal stability and the 
mechanical properties of Cu60ZrxTi40-x amorphous alloys (x=15, 20, 22, 25, 30) prepared by melt-
spinning and copper mould casting are presented. 

 

3.2.1 Thermal characterization of Cu60ZrxTi40-x metallic glasses 

 

3.2.1.1. Thermal stability of Cu60ZrxTi40-x metallic glasses 

 

Figure 3.11 shows the DSC curves of the studied alloys obtained at 0.33 K/s between 
670 and 870 K. These curves present a glass transition temperature (Tg), followed by a 
supercooled liquid region (ΔTx=Tx−Tg) and several exothermic crystallization peaks (Tp1, Tp2, 
Tp3). Tx, Tp1, Tp2 and Tp3 are the temperatures of the onset and the maximum of the crystallization 
peaks, respectively. The characteristic temperatures of the main transformations at this scanning 
rate are presented in Table 3.III. As can be seen, the crystallization process between 670 and 
870 K depends on the Zr content. For x = 20, 22, 25 and 30 two crystallization stages were 
observed, whereas more complex crystallization behavior was found for x = 15. The 
supercooled liquid region reached a maximum for x = 22. However, the supercooled liquid 
region value may also be influenced by the quenching conditions [41]. The reduced glass 
transition temperature (Tg/Tl) is shown in Table 3.III for each composition and as can be seen 
from the table, it is not greatly influenced by the composition. This parameter indicates the glass 
forming ability. Therefore, the samples studied are relatively good glass formers. The apparent 
activation energies (Ea) of the different processes were evaluated and the values obtained, see 
table 3.III, indicate high thermal stability. It is worth mentioning that the x = 25 and 30 alloys 
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also presented crystallization peaks at higher temperatures. However, in this study, we focused 
in the two first crystallization stages. 
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 Figure 3.11. Continuous heating DSC curves obtained at 0.33 K/s for Cu60ZrxTi40-x, a) x = 30, b) x = 25, 
c) x = 22, d) x = 20 and e) x = 15. 

 

 Tg  Tg/Tl Tx ΔTx Tp1 Ea1 Tp2 Ea2 Tp3 Ea3

Cu60Zr15Ti25 706 0.61 736 30 745 4.5 770 3.2 820 2.43 

Cu60Zr20Ti20 681 0.60 718 37 728 4.3 799 3.6   

Cu60Zr22Ti18 694 0.60 735 41 749 4.2 800 3.6   

Cu60Zr25Ti15 703 0.61 729 26 741 3.4 802 3.8   

Cu60Zr30Ti10 715 0.61 741 26 754 3.9 820 4.2   

 

Table 3.III. Characteristic temperatures for the glass transition (Tg), the onset of crystallisation (Tx) and 
the peaks (Tp1,Tp2, Tp3), obtained from the continous heating experiments between 670 and 870 K at 0.33 
K/s for the Cu60ZrxTi40-x alloys and activation energies for each composition and each exothermic peak. 
Temperatures are in K and activation energies in eV. 

 

3.2.1.2. Viscosity measurements of Cu60ZrxTi40-x metallic glasses 

 

 Viscosity is a key parameter to describe the kinetic slowdown when a melt is 
undercooled below its liquidus temperature, but also to monitor the glass transition and the 
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crystallization of a metallic glass during heating. The increase of viscosity with undercooling 
reflects the increasingly longer time scale for structural rearrangements in the supercooled liquid 
state. If the viscosity reaches a value of 1012 Pa·s upon undercooling, the intrinsic time scale for 
maintaining metastable equilibrium becomes comparable to the laboratory time scales, i.e. the 
cooling time. The liquid freezes to a glass, namely it vitrifies. However, when a metallic glass is 
heated, near the glass transition the mobility of the atoms is higher and the viscosity becomes 
measurable and lower than 1012 Pa·s, as shown in section 1.1.3. However, when the 
crystallization starts, the atoms are trapped in the crystalline net and at a critical volume fraction 
of crystals, the material cannot flow leading to a high viscosity, i.e. > 1012 Pa·s  [47]. 

Figure 3.12 shows the viscosity dependence on the temperature for x = 15 a), 20 b) and 
30 c), measured at a heating rate of 0.167 Ks-1. In order to better understand the change in 
viscosity, DSC curves of each alloy are also presented in the same graph. In all the cases the 
viscosity starts to decrease near the glass transition temperature. 

 

Figure 3.12. Viscosity( ) and heat flow (continuous line) as a function of the temperature for different 
studied alloys, both obtained at 0.167 Ks-1, a) x = 15, b) x = 20 and c) x = 30. 

  

During the first crystallization peak the viscosity continues to decrease. Therefore, the 
precipitation of nanocrystals is slow and does not provoke the increase of viscosity according to 
Einstein’s equation for the flow of mixtures [48]. This equation accounts for the viscosity 
change due to a small volume fraction of spherical particles suspended in a medium of known 
viscosity, and may be expressed as 

( )ξηη 5.21+=eff       eq.3.5 
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ηeff is the viscosity of the mixture, η is the viscosity of the surrounding medium, and ξ is the 
volume fraction of particles. According to eq. 3.5, it is immediately apparent that any volume 
fraction of crystals would not cause an increase of the viscosity of two orders of magnitude as 
observed in all the cases and hence, the matrix dominates the change in viscosity during the first 
crystallization peak. Therefore, the equilibrium viscosity of the non-crystalline matrix has itself 
changed significantly probably because the matrix has changed its composition towards a state 
with a lower equilibrium viscosity [47]. 

 The precipitation of crystals during the first crystallization process may reach a critical 
volume fraction after the peak temperature, the material flow is hindered and therefore the 
viscosity increases. Further precipitation of crystals leads to a high viscosity, , i.e. > 1012 Pa·s, 
since the material cannot longer flow. 

 

3.2.2. Microstructural characterization of Cu60ZrxTi40-x metallic glasses 

 

Figure 3.13 shows the XRD patterns of the as-quenched ribbons. As can be seen, they 
present a broad and symmetric halo, which is typical for a fully amorphous phase. The halo 
moves from 2θ=41.4º to 40.2º when increasing the Zr content. This may be due to the fact that 
the atomic radius of Zr is bigger than the Ti one. 
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Figure 3.13. XRD patterns of the as-quenched state for Cu60ZrxTi40-x ribbons, a) x = 15, b) x = 20, c) x = 
22, d) x = 25 and e) x = 30. 

 

The XRD patterns obtained after the first crystallization stage, shown in Fig. 3.14, still 
indicate a strong amorphous halo for all the Cu60ZrxTi40-x alloys, but differ from the curves 
obtained for the as–quenched alloys. The first peak becomes narrower and its intensity increases 
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for all compositions, which indicates an atomic rearrangement in the initial amorphous matrix. 
This might be due either to a decomposition process or to the initial precipitation of some 
nanocrystals. Similar results were also found by Aronin et al. in Cu50Zr40Ti10 alloy [49], and 
Jiang et al. in Cu60Zr20Ti20 [42]. 
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Figure 3.14. XRD patterns after first crystallization stage of Cu60ZrxTi40-x ribbons, a) x = 15, b) x = 20, c) 
x = 22, d) x = 25 and e) x = 30. 

 

Figure 3.15. XRD patterns of Cu60Zr15Ti25 ribbon of the as-quenched state, a), after first, b), second, c), 
and third, d), crystallization process. The symbols ● and ■ correspond to the Bragg peaks of hexagonal 
Cu51Zr14 and hexagonal CuTi2, respectively. 
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Due to its different crystallization behaviour, the next step was to study the 
crystallization process of the Cu60Zr15Ti25 alloy. Figure 3.15 shows the XRD patterns of this 
alloy in the as-quenched state and after heating at 0.33K/s to 745 K, 773 K and 835 K, curves 
a), b), c) and d) respectively. 
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Figure 3.16. XRD patterns of Cu60ZrxTi40-x ribbons after second stage crystallization process,  a) x = 20, 
b) x = 22, c) x = 25 and d) x = 30. The symbols ● and □ correspond to the Bragg peaks of hexagonal 
Cu51Zr14 and hexagonal Cu2TiZr, respectively. 

 
2nd DSC peak 3rd DSC peak 

hexagonal Cu51Zr14 hexagonal Cu2TiZr hexagonal Cu51Zr14
tetragonal 

CuTi2 

a (nm) c (nm) a (nm) c (nm) a (nm) c (nm) a (nm) 
c 

(nm)
Cu60Zr15Ti25 1.130 0.824 - - 1.124 0.824 0.297 1.078
Cu60Zr20Ti20 1.130 0.824 0.514 0.823 - - - - 
Cu60Zr22Ti18 1.126 0.824 0.514 0.824 - - - - 
Cu60Zr25Ti15 1.129 0.825 0.516 0.828 - - - - 
Cu60Zr30Ti10 1.129 0.825 0.519 0.831 - - - - 

 

Table 3.IV. Cell parameters for second and third exothermic peaks of each composition. 

 

After the second crystallization stage (continuous heating at 0.33 K/s up to 773 K), the 
XRD pattern curve c, reveals the presence of hexagonal Cu51Zr14 (P6/m, similar to what was 
reported by Liu et al. [50]) superposed to a halo produced by residual glassy phase. After 
continuous heating to 835 K, completion of the third exothermic peak, tetragonal CuTi2 

 90



(I4/mmm) is formed and coexists with hexagonal Cu51Zr14. This result indicates that during the 
third crystallization peak, CuTi2 nucleates and grows, while hexagonal Cu51Zr14 continues to 
grow. The cell parameters are quoted in Table 3.IV. The final microstructure (after heating at 
0.33K/s up to 973K), consists in hexagonal Cu51Zr14-like, tetragonal CuTi2-like and tetragonal 
CuTi-like phases. 

Figure 3.16 shows the XRD patterns for x=20 until x=30 after linear heating up to the 
completion of the second crystallization stage. The microstructure reveals the coexistence of 
hexagonal Cu51Zr14-like phase and hexagonal Cu2TiZr-like phase. In the case of x = 30, the final 
microstructure (after heating at 0.33 K/s up to 948 K), consists in hexagonal Cu51Zr14-like, 
hexagonal Cu2TiZr-like and orthogonal Cu8Zr3-like phases. 
 

3.2.3. Crystallization kinetics and microstructural evolution during first DSC peak 
of the Cu60Zr20Ti20 amorphous alloy 

 

In order to better understand the crystallization of the Cu60ZrxTi40-x alloys, the effect of 
continuous heating and isothermal heat treatments on Cu60Zr20Ti20 amorphous ribbons was 
monitored by differential scanning calorimetry, X-ray diffraction, synchrotron radiation, 
transmission and high resolution transmission electron microscopy. Upon continuous heating, 
the alloy exhibited a glass-transition, followed by a supercooled liquid region and two 
exothermic crystallization stages, as shown in section 3.2.1.1. Decomposition of the amorphous 
phase was also observed and crystallization kinetics was studied by the classical nucleation 
theory. Deviations from the Johnson-Mehl-Avrami-Kolmogorov (JMAK) theory may be 
explained by the contribution of the decomposition of the amorphous matrix. 

 

3.2.3.1. Crystallization kinetics of the Cu60Zr20Ti20 amorphous alloy 

 
Figure 3.17 shows the DSC curves obtained at different heating rates under continuous 

heating regimes. The characteristic temperatures of the main transformations at different heating 
rates (β) are presented in Table 3.V. The transformation enthalpies (ΔH1 and ΔH2) were 
obtained as the area of the first and second exothermic peak and the estimated values were 19±2 
J/g and 30±3 J/g, respectively. The apparent activation energy values were evaluated from the 
Kissinger plots (shown in Fig. 3.17 as an inset) and found to be 4.3±0.5 and 3.6±0.3 eV for the 
first and second crystallization processes, respectively. 

Figure 3.18.I. presents the isothermal DSC curves performed at different annealing 
temperatures (723, 728 and 733 K) above Tg. These curves present only an exothermic peak, 
with a transformation enthalpy of 20±2 J/g, which value is close to that obtained for the first 
crystallization peak of continuous heating. 
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Figure 3.17. DSC curves obtained at several heating rates of the Cu60Zr20Ti20. The inset shows the 
Kissinger plots. 

 

β (K/s) Tg (K) Tx (K) ΔTx (K) Tp1(K) Tp2(K) 
0.083 688.6 714.9 26.3 724.3 767.3 
0.167 690.2 722.8 32.6 732.1 777.1 
0.334 694.3 732.5 38.2 742.9 789.7 
0.667 710.7 742.0 31.3 753.1 803.0 

 

Table 3.V. Transformation parameters obtained from the continuous heating experiments for the 
Cu60Zr20Ti20 alloy. 

 

The crystallized fraction (x(t)) at a given time t is determined from the ratio between the 
subtended area at that time and the area of the complete exothermic crystallization peak and for 
each isothermal treatment are shown in Fig. 3.18.II, where dashed lines correspond to the 
experimental data and continuous curves are the JMAK fits to the experimental data using the 
theory of nucleation and growth [51-56]. The apparent activation energy of the crystallization 
process was calculated from the fundamental equation for the transformation rate in a solid [43], 
see section 2.2.1.3, 

( )
RT
Exfk

dt
dx a−⋅=⎟

⎠
⎞

⎜
⎝
⎛ )(lnln 0     eq. 3.6 

where Ea is the apparent activation energy, k0 the pre-exponential factor and f(x) the function 
which reflects the mechanism of crystallization. Ea can be evaluated from the slope of ln(dx/dt) 
vs 1/T, at a constant transformed fraction, shown in the inset of Fig. 3.18.II. The apparent 
activation energy was found to be 4.2±0.5 eV, similar to the value obtained for the first 



activation energy was found to be 4.2±0.5 eV, similar to the value obtained for the first 
crystallization peak of the continuous heating. For each isotherm, the transformed fraction 
curves were fitted by the JMAK model [51-56]. The calculated Avrami exponent was 1.05±0.05 
corresponding to one dimensional nucleation and subsequent interface-controlled grain growth 
processes [51-56]. 

 

Figure 3.18. I. Isothermal annealing DSC curves of the Cu60Zr20Ti20 obtained at a) 733 K, b) 728 K, c) 
723 K. II. Fraction transformed x(t) (dashed lines) and JMAK approximation (solid lines) of isothermal 
anneals at a) 733 K, b) 728 K, c) 723 K. The inset shows ln(dx/dt) vs 1000/T for the determination of 
activation energy from eq. 3.6 (x = 0.4, ∆; x = 0.5, ○; and x = 0.6, □). 

 

3.2.3.2. Microstructural development of the Cu60Zr20Ti20 amorphous alloy 

 

X-ray diffraction − Figure 3.19 shows the XRD patterns of the as-quenched ribbon and after 
linear heating up to 763 K and 833 K, curve a, b and c respectively. The as-quenched state 
exhibits a broad and symmetric halo around 2θ=41°, which is typical for a fully amorphous 
phase. After the first crystallization stage (continuous heating at 0.33 Ks-1 up to 763 K or 
isothermally annealed at 698 K for 7200s), the XRD pattern still indicates a strong amorphous 
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halo with a maximum at 2θ=40.5°. Similar results were also found by Aronin et al. [49] in 
Cu50Zr40Ti10 alloy. As already shown in section 3.2.2, after completion of the crystallization 
process, curve c), the microstructure reveals the presence of hexagonal Cu51Zr14 (P6/m a= 1.130 
nm, c=0.824nm, similar to the found by Liu et al. [50]) and hexagonal Cu2TiZr-like (MgZn2-
type structure a= 0.514 nm, c=0.823nm) [57] crystalline phases, in agreement with the 
equilibrium phase diagram [58]. 

 

Figure 3.19. X-ray patterns corresponding to the Cu60Zr20Ti20 ribbon for a) the as-quenched state, b) 
partially crystallized (after the first crystallization stage when continuous heating at 0.34 Ks-1 up to 763 
K) states, and c) fully crystalline (after the second crystallization stage when continuous heating at 0.34 
Ks-1 up to 833 K). ● and □ correspond to the Bragg peaks of hexagonal Cu51Zr14 and hexagonal Cu2TiZr-
like, respectively. 

 

Synchrotron experiments – Real time X-ray diffraction patterns taken in transmission mode 
during continuous heating are shown in Fig. 3.20. The microstructural changes start with a shift 
of the position of the amorphous halo (T = 698 K), indicating a possible atomic rearrangement 
in the initial amorphous matrix. This might be due either to a decomposition process or to the 
initial precipitation of some crystals of hexagonal Cu51Zr14. The first crystalline peaks appear at 
T = 723 K indicating the formation of hexagonal Cu51Zr14 crystalline phase. At T = 763 K, some 
faint crystalline peaks appear corresponding to hexagonal Cu2TiZr-like. Finally, at T = 783 K 
the microstructure clearly reveals the coexistence of hexagonal Cu51Zr14 and Cu2TiZr-like. It is 
worth mentioning that slight changes in the characteristic temperatures may appear due to the 
different heating mechanism in the DSC and in the synchrotron beam. 

So, concerning the data presented in Fig. 3.20, two different crystallization stages were 
found by the synchrotron experiment, which agrees with the DSC data. The first crystallization 
stage consists of nucleation and growth of hexagonal Cu51Zr14, while during the second 
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crystallization stage hexagonal Cu51Zr14 continues to grow and hexagonal Cu2TiZr-like 
nucleates and grows. Similar results were found by Jiang et al [42]. 

 

Figure 3.20. In situ XRD patterns during continuous heating of the Cu60Zr20Ti20 alloy. ● and □ 
correspond to the Bragg peaks of hexagonal Cu51Zr14 and hexagonal Cu2TiZr-like, respectively. 

 

Transmission electron microscopy  − The evolution of the microstructure during non-isothermal 
and isothermal conditions was also studied by TEM. Figure 3.21 summarizes the TEM 
micrographs and the corresponding selected area electron diffraction (SAED) patterns of the as-
quenched sample and the sample continuously heated to 763 K (after the first crystallization 
stage). 

For the as-quenched state the micrograph (Fig. 3.21 a) does not show any crystalline 
contrast, in addition, the corresponding SAED pattern is a diffuse halo, indicating a fully 
amorphous state (inset Fig. 3.21 a). After the first crystallization stage (continuous heating up to 
763 K), the bright-field TEM image shows areas of different contrast homogeneously dispersed, 
with an average characteristic size of 10 to 20 nm (Fig. 3.21 b). The difference in contrast of 
these areas suggests different compositions. The corresponding SAED pattern still shows an 
amorphous halo (inset of Fig. 3.21 b), however, the diffraction rings become narrower and the 
position of the bright ring inside the amorphous halo indicates the initial precipitation of a 
crystalline phase [59]. The energy filtered transmission electron microscopy (EFTEM) image 
(Fig. 3.21 c) of the same crystalline state reveals the formation of homogeneously dispersed 
nuclei in the residual matrix. The corresponding histogram can be fitted by a log-normal 
distribution function with a mean particle sizes of about 4-5 nm (Fig. 3.21 d). The overall 
distribution seems to be compatible with a process of nucleation. 
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Figure 3.21. TEM micrographs and SAED patterns corresponding to the Cu60Zr20Ti20 as-quenched ribbon 
(a) and to the sample heated up to 763 K (b). EFTEM micrograph (c) and grain size histogram 
corresponding to the sample heated up to 763 K (d). 

 

 
Figure 3.22. (a) HRTEM micrograph of the Cu60Zr20Ti20 sample heated up to 763 K. (b) FFT of the 
selected nanocrystal (c) Fourier filtered reconstruction of the selected area. 
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A HRTEM micrograph of the same sample is presented in Fig. 3.22 a). The crystallite at 
the center of the image, with visible atomic planes is about 3 nm in size. Note that the 
surrounding material exhibits a speckle contrast characteristic of an amorphous phase. The 
square selection has been digitally analyzed by obtaining a fast Fourier transform (FFT), as 
shown in Fig. 3.22 b). The intensity peaks in the Q-space (marked by white circles) are 
consistent with the hexagonal Cu51Zr14 (410)-plane (2.12 Å). The corresponding filtered image 
(Fig. 3.22 c) shows that the grain interior exhibits periodic atomic planes. 

Isothermal annealings were carried out at T = 698 K for 2700 and 7200 seconds in order 
to determine the evolution of the microstructure. At this temperature the isothermal DSC signal 
was smaller than the sensitivity of the equipment and difficult to evaluate. However, subsequent 
continuous heating experiments showed that the area of the first peak diminished by about 60% 
and almost 100%, respectively. In contrast, the area of the second peak remains practically 
unchanged, indicating that the contribution of the second crystallization stage is negligible. 

 

Figure 3.23. TEM micrographs and SAED patterns corresponding to the Cu60Zr20Ti20 isothermally 
annealed samples at Tann=698 K for (a) 2700 s, (b) 7200 s and grain size histograms corresponding to the 
isothermally annealed samples at Tann=698K for (c) 2700 s, (d) 7200 s.  
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Figures 3.23 a) and b) illustrate the evolution of the microstructure when the as–
quenched alloy was isothermally annealed at 698 K for 2700 and 7200 seconds showing the 
formation of small nanoscale crystallites, homogeneously dispersed in the amorphous matrix. 
The SAED patterns (insets in Fig. 3.23 a) and b) exhibits less diffuse rings, indicating the 
formation of crystalline phases. After the longer annealing time, slightly narrower SAED rings 
are visible; this indicates a slight grain growth. Figure 3.23 c) and d) present histograms of grain 
size distribution of the samples annealed at 698 K for 2700 and 7200 seconds, respectively. 
Particle distributions were adjusted in both cases to a log-normal distribution, and for both heat-
treatments the mean grain sizes are very small, about 5nm and 7nm, respectively. These results 
are in agreement with usual findings in other bulk metallic glasses and rapidly quenched 
amorphous alloys [60-63].  

A HRTEM image of the isothermally annealed state at 698 K for 2700 seconds shown 
in Fig. 3.24 a), reveals nanocrystals embedded in the amorphous matrix. The crystallite in the 
selected area is about 7 nm. The FFT image-analysis confirmed the precipitation of hexagonal 
Cu51Zr14 during isothermal annealing; the circles in Fig. 3.24 b) correspond to the Cu51Zr14 (411) 
plane (2.06 Å). The filtered image can be seen in Fig. 3.24 c). 

 

Figure 3.24. (a) HRTEM micrograph of the Cu60Zr20Ti20 isothermally annealed sample at Tann=698K for 
2700 s. (b) FFT of the selected nanocrystal. (c) Fourier filtered reconstruction of the selected area. 

 

3.2.4. Microstructural evolution during decomposition and crystallization of the 
Cu60ZrxTi40-x metallic glasses 

 

Glade et al. pointed out that Cu47Ti34Zr11Ni8 metallic glass decomposes by the diffusion 
of Ti atoms with activation energy of 4.28±0.11eV, [59], in Cu and Ti rich zones. These values, 
close to those obtained for isothermal and non-isothermal anneals, suggest that decomposition 
of the Cu60Zr20Ti20 may also occur by Ti diffusion, forming Ti-rich zones in the amorphous 
matrix. Furthermore, the bright-field TEM image shown in Fig. 3.21 b) presenting regions of 
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different contrast and with bigger crystals size than those shown in Fig. 3.21 c), also agrees with 
the idea of decomposition of the amorphous phase in two different composed amorphous 
regions [44]. It is noteworthy that Louzguine and Inoue [44] have shown that in the case of 
Cu60Zr30Ti10 decomposition in two different amorphous regions plus precipitation of 
nanocrystals occurs during the first crystallization peak, although no Bragg peaks of the 
crystallized phase were observed in the conventional XRD pattern. 

Jiang et al. [42] and also in this work, it has been established, by in situ synchrotron 
experiments, that the first crystalline phase to nucleate in Cu60Zr20Ti20 is hexagonal Cu51Zr14 and 
coincides with the first crystallization stage. Based on these data and on the experimental results 
presented, the nucleation of hexagonal Cu51Zr14 may take place during first crystallization stage. 
According to the viscosity measurements presented in Fig. 3.12, the precipitation and growth of 
nanocrystals have to be slow during the first crystallization stage, since the supercooled liquid 
matrix dominates the viscosity changes. 

The heat release for partial crystallization of the hexagonal Cu51Zr14 phase from the 
amorphous matrix is remarkably high. This means that there is a considerable enthalpy 
difference between the purely amorphous state and the partially crystallized nanocrystalline 
state, suggesting that the driving force for nanoscale precipitation of Cu51Zr14 is large. In 
contrast, the XRD patterns in Fig. 3.19 do not show any significant difference between the as-
quenched and the continuously heated state. The explanation for such an observation is the high 
Gibbs free energy of formation for Cu51Zr14, [58], and the contribution from the decomposition 
of the amorphous matrix. The decomposition of the amorphous phase in Cu- and Ti-rich zones 
may force the formation of this phase in the Cu-rich ones. One should mention that phase 
separation on heating was also previously observed in the binary Cu-Zr metallic glasses [64,65]. 
Similarly in Zr-Be based bulk metallic glasses, phase separation was observed by several teams 
using different investigation techniques [66-68]. 

From the Avrami exponent found in the kinetics of crystallization and assuming 
interface-controlled growth due to the decomposition, the nucleation occurs through a one 
dimensional nucleation and is followed by subsequent grain growth processes. However, from 
the TEM image in Fig. 3.19, it seems a three dimensional process. This divergence in the results 
of the different experimental techniques can be explained by the decomposition of the 
amorphous phase. In this case, the coexistence of different amorphous regions with different 
composition may decrease the free Gibbs energy of the initial amorphous state. Consequently, 
when the decomposition takes place, the material releases some heat which contributes to the 
enthalpy of the first crystallization event. Furthermore, in the JMAK model it is assumed that 
the nucleation rate and growth rate of the nuclei does not depend on the local microstructure, 
whereas in the case of decomposition it does. So, the transformed volume fraction could be 
explained as a combination of two processes, decomposition of the amorphous matrix plus 
nanocrystallization of a crystalline phase. 

For all the studied compositions the apparent activation energy for the first 
crystallization process is similar, see Table 3.III. Furthermore, the microstructure shown in X-
ray after first crystallization stage is also comparable for all the compositions, see Fig. 3.14. 
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Both experimental data indicate analogous processes for each composition during the first 
crystallization peak and therefore, for all compositions Ti diffusion occurs, leading to a 
decomposition of the amorphous phase in two different amorphous regions. 

For the alloys x=20 up to x=30, during the second crystallization stage hexagonal 
Cu2TiZr nucleates and grows, while hexagonal Cu51Zr14 continues to grow. Moreover, cell 
parameters of hexagonal Cu51Zr14 remains more or less constant, while for hexagonal Cu2TiZr 
increase with Zr composition, probably due to the substitution of Zr for Ti in the cell. No 
information on its solubility limits is available in the literature. However, in the case of x = 15, 
only hexagonal Cu51Zr14 grows during second crystallization stage, while tetragonal CuTi2 
nucleates and grows during third crystallization stage. 

The final microstructure obtained in all the alloys agrees with the equilibrium phase 
diagram of Cu-Ti-Zr [58]. The formation of only two phases was also found by Woychik and 
Massalski [69], without a satisfactory explanation. The reason could be again the decomposition 
of the liquid in Cu and Ti rich zones. While Cu rich zones undergo a crystallization of 
hexagonal Cu51Zr14, in Ti rich zones hexagonal Cu2TiZr-like is the crystallized phase. 

 

3.2.5. Mechanical properties of Cu60ZrxTi40-x metallic glasses 

  

The mechanical properties of Cu60ZrxTi40-x amorphous alloys (x = 20, 22, 25, 30) prepared 
by Cu-mould casting have been studied by means of compression tests. All the compositions 
exhibit high and similar yield and ultimate compression stress. However, all of them show poor 
plastic deformation although some differences have been found depending on the composition. 
These differences are discussed as a function of the ratio between the shear (μ) and bulk (B) 
modulus, since a recent compilation of data showed a universal and sharp correlation between μ/B 
and fracture toughness (G) for metallic glasses [70]. In this approach, the competition between flow 
and fracture relates the resistance to plastic deformation, proportional to μ, to the resistance to 
dilatation that occurs in the region of a crack tip, which is proportional to B. 

 

3.2.5.1. Compression tests of Cu60ZrxTi40-x metallic glasses 

 

Figure 3.25 shows the dependence of stress on strain during compression tests for the 
different studied compositions. To facilitate comparison the starting points of the curves are 
displaced. Furthermore, the strain at yield (εe), yield stress (σY), maximum strain (εUS), ultimate 
stress (σUS), elastic modulus (E) and fracture plane inclination angles (θ) for the different studied 
glassy alloys are shown in Table 3.VI. All the compositions show a high ultimate stress around 
2000 MPa, and a similar Young modulus around 110 GPa. Nevertheless, for x = 20-25 few per 
cent of the total strain corresponds to plastic strain, while for x = 30, the plastic strain is 
considerably larger (i.e. 1.3%). Similar results were obtained by Inoue et al. [40]. 
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composition εe (%) σY (MPa) εUS (%) σUS (MPa) E (GPa) θ (°) 
Cu60Zr20Ti20 1.5 ± 0.1 1600 ± 100 1.95 ± 0.1 2000 ± 50 118 ± 1 43 ± 1 
Cu60Zr22Ti18 1.5 ± 0.1 1600 ± 100 1.88 ± 0.1 1925 ± 50 112 ± 1 41 ± 1 
Cu60Zr25Ti15 1.6 ± 0.1 1600 ± 100 1.97 ± 0.1 1920 ± 50 104 ± 1 42 ± 1 
Cu60Zr30Ti10 1.5 ± 0.1 1600 ± 100 2.80 ± 0.1 2020 ± 50 115 ± 1 40 ± 1 

 
Table 3.VI. Strain at yield stress (εe), yield stress (σY), maximum strain (εUS), ultimate stress (σUS), elastic 
modulus(E) and fracture plane inclination angles (θ) for the different investigated glassy alloys. 

 

Plastic flow in metallic glasses is thought to be a diffusion-like process involving the 
stress-induced cooperative rearrangement of small groups of atoms referred to as shear 
transformation zones [17,32]. These flow defects are associated to free volume sites, which are 
distributed throughout the structure. Thus, it is usually assumed that the amount and distribution 
of the free volume controls plastic flow. Furthermore, extensive plastic deformation is possible 
when multiple shear bands are generated [17,32]. 

 

Figure 3.25. Uniaxial compressive stress-strain curve measured for Cu60ZrxTi40-x amorphous alloys. 
Starting points of the curves are displaced. 

 

During uniaxial compression test, metallic glasses load elastically to the yield stress, at 
which point serrated plastic flow begins. Serrated flow is characterized by repeating cycles of a 
sudden stress drop followed by elastic reloading [71]. Since the plastic deformation achieved by 
bulk amorphous alloys is confined almost entirely in narrow regions near the shear bands, the 
extent of plastic deformation in the bulk amorphous alloy is largely dependent on the density of 
the shear bands. Therefore, it was expected that the different alloys would differ in their number 
density and the shape of their shear bands. In fact, detailed observation of the plastic strain in 
the stress-strain curve of each alloy show serrated flow during deformation, each burst is related 
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to the formation and propagation of shear bands, Fig. 3.26. The alloy with x = 30 shows more 
bursts than the other alloys. 

 

Figure 3.26. Stress as a function of strain in serrated flow region in the Cu60ZrxTi40-x tested in uniaxial 
compression. 

  

According to Lewandowski et al. [70], metallic glasses show a brittle behaviour for 
certain ratios of shear modulus, µ, to bulk modulus, B, precisely for (µ/B) > 0.41-0.43 or 
equivalently for a Poisson ratio, υ < 0.31-0.32. The υ is related to µ/B by:  
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In basis of this correlation, Yang and Greer have presented a formula to predict plasticity or 
brittleness of metallic glasses [72]. Their calculations are based on the property of a glass being 
an average of the constituent elements. Therefore, they used an average of the previous moduli 
weighted by volume fraction and, applying a uniform-strain model it is possible to calculate the 
shear modulus and bulk modulus of a metallic glass alloy according to 
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where: Xi, ci and Vi are the modulus (µ or B), atomic fraction and volume per atom for the i-th 

constituent element, respectively; mV  and cX  are the measured average atomic volume and the 
calculated modulus of the metallic glass. But an assumption of uniform stress rather than strain, 
gives a lower bound for the calculated modulus 
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From the mean of eqs. 3.8 and 3.9, a ratio between shear modulus and bulk modulus 
may be obtained. However, Zhang and Greer realized that it was necessary to scale it in order to 
predict the intrinsic plasticity or brittleness of the alloy. They obtained a scaled value to be 
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In basis of the calculation of Zhang and Greer, the (µ/B)sc of the studied compositions 
have been evaluated in order to predict their plasticity, obtaining the values quoted in Table 
3.VII. 

The lower ratio of shear modulus to bulk modulus of Zr than Ti makes the alloy with x 
= 30 to become the alloy with lower (µ/B)sc. In agreement with this result, the plasticity of the 
alloy x = 30 is higher than the rest, see Fig. 3.26. Furthermore, Egami has recently shed light in 
the brittle-plastic behaviour of metallic glasses and its relation with the ratio of shear to bulk 
modulus or Poisson’s ratio [73]. The relation is in fact easy to understand if we assume that the 
local heating within the shear band is enough to make the temperature in the band exceeding the 
glass transition temperature [74]. In the system with a high Poisson’s ratio or low ratio of shear 
to bulk modulus, the viscosity of liquid will quickly decrease, showing a fragile behaviour of 
the liquid [73]. This will allow stress concentration in the shear band to dissipate quickly, 
slowing down the propagation of the shear band, resulting in a ductile behaviour. On the other 
hand if the Poisson’s ratio is low, the liquid will be strong and the viscosity will remain high, 
not allowing the stress concentration to dissipate, resulting in a brittle fracture. According to this 
reasoning, it has been observed that the alloy with x = 30 the viscosity decreases at higher rate 
and to a lower value at the glass transition temperature than the alloy with x = 20, see Fig. 3.12. 
However, the alloys with x = 22 and 25 behave as a more brittle materials than the alloy with x 
= 20 in spite of the higher amount of Zr. The possible explanation might be the difference in the 
atomic volume of the constituents, leading to a higher (µ/B) than the calculated (µ/B)sc. 

 

Composition (µ/B)sc

Cu60Zr20Ti20 0.290 
Cu60Zr22Ti18 0.289 
Cu60Zr25Ti15 0.288 
Cu60Zr30Ti10 0.286 

 

Table 3.VII. Calculated scaled ratio of shear modulus, µ, to bulk modulus, B, according to eqs. 3.8 to 
3.10. 

 

3.2.5.2. Fracture surfaces of Cu60ZrxTi40-x metallic glasses  

 

So far several studies on uniaxial tension [7,75-78], compression [75,76,78-82], three 
point bending [83-85], fracture toughness [86,87] and fatigue [88,89] were reported in order to 
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reveal the mechanisms of strain localization, plastic deformation, crack initiation and 
propagation in metallic glasses. In these previous works, different features on the fracture 
surfaces were observed depending on the fracture mode. Mainly, three different distinct patterns 
were described: vein-like, smooth featureless and river-like features. The first one has been 
reported several times in compression tests, while the smooth featureless has been attributed to 
fast crack propagation and the last one corresponds to the morphology known from tensile tests 
of BMGs.  

 In the present section, we report on the different fracture features developed during 
compression of Cu-based BMG. The quasi-static compression fracture surface displays a 
mixture of the three mentioned patterns and randomly distributed transversal steps on the 
fracture plane. The presence of these different fracture features indicates that the development 
of the fracture plane occurs in a stepwise mode. 

The as-cast samples studied fractured along a single plane, indicating that one major 
shear-band dominates the final fracture. The inclination fracture angle in compression for each 
studied alloy are quoted in Table 3.VI, and are lower than 45º, indicating that plasticity in the 
present BMG deviates from the classical von Mises yield criterion, as usual in metallic glasses, 
see section 1.1.7.2. 

The SEM image of the Cu60Zr30Ti10 presented in Fig. 3.27 shows the fracture surface 
covered mostly with a vein-like pattern. Similar fracture morphology was observed for other 
metallic glasses with different chemical compositions [7,75,76,78-82]. This type of pattern is 
generally considered to be typical for the compression fracture of BMGs. The uniform 
arrangement of the veins agrees with the flow direction in the shear plane, as already pointed 
out by Zhang et al. [75]. 

 

Figure 3.27. Transversal step and fracture morphology of neighboring regions formed on fracture 
surface of Cu60Zr30Ti10 upon compression. Inset shows enlargement of the transversal step with the river-
like morphology. 
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However, other distinct fracture patterns have been observed at higher magnification. A 
river-like morphology is found on the fracture plane of all studied alloys, as exemplified in the 
inset of Fig. 3.27. This morphology appears in the form of islands surrounded by vein-like 
patterns and intermittent smooth regions that sometimes contain fine striations (Fig. 3.27). 
Similar fracture surface features were found for the Cu60Zr20Ti20 (see Fig. 3.28). Both figures 
reveal areas where transversal steps are emerging from the main fracture plane, presenting the 
localized formation of a river-like pattern (see inset of Fig. 3.27). An analogous morphology has 
been recently found by Xi et al. [90] on the fracture surface of a brittle Mg-based BMG. 

 

Figure 3.28. Fractography of Cu60Zr20Ti20. Overview of the fracture surface with regions of different 
morphology; with transversal step and mixed fracture morphology – vein-like pattern, river-like pattern 
and intermittent smooth regions. 

 

Note that, when following the direction opposite to the direction of the shear force, 
there is no visible distinct boundary for the transition from the river-like pattern to the 
intermittent smooth regions and to the vein-like pattern. However, there is a sharp discontinuity 
between the vein-like and the river-like patterns in form of a transversal step on the fracture 
surface, as exemplified in Fig. 3.27 for Cu60Zr30Ti10 and in Fig. 3.28 for Cu60Zr20Ti20. 
Transversal steps of different sizes ranging from a few micrometers up to hundreds of 
micrometers were found. It is noteworthy that the river-like fracture pattern formed on the 
transversal steps resembles the pattern observed on the fracture surface after tensile testing 
[75,76,78]. Furthermore, it is well-known that when two parallel flat glass surfaces with a thin 
layer of silicone in between are separated (like in a tensile test experiment), a river-like pattern 
is formed on the two surfaces. 
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The presence of different morphologies on the fracture surface may help to interpret the 
conditions as well as the time sequence of their formation during compression.  

As it is mentioned above, the fracture surface analysis of the Cu-based BMGs reveals 
three distinct morphologies: (a) vein-like pattern, (b) intermittent smooth regions and (c) river-
like pattern. According to the literature, a high temperature is achieved in the shear bands, [74], 
due to local heating (well above the glass transition temperatures), and when the fracture occurs 
the vein-like pattern is formed on the fracture surface. This morphology covers most of the 
fracture surface area of the studied alloys. 

Besides the dominant vein-like morphology, some intermittent smooth regions are also 
observed on the examined fracture surfaces. According to Conner et al., these smooth regions 
were formed during fast crack propagation when the crack tip recovered from a trap of a 
crystalline particle in a Zr57Nb5Al10Cu15.4Ni12.6 metallic glass reinforced with W particles [91]. 
After the particle was sheared due to the high energy accumulated in the elastic-plastic zone of 
the crack tip, the crack propagates through the glassy matrix forming a smooth region. Subhash 
et al. [92] used the proposed model of the intermittent smooth region formation to explain a 
similar feature observed on the fracture plane of a BMG deformed at high strain rate. Both 
studies confirmed the essential role of fast crack propagation. Therefore, local conditions similar 
to high rate crack propagation might be established in the regions where intermittent smooth 
regions are observed, generally near the transversal steps. 

’ 

 
 
Figure 3.29. Schematic representation of a compression test on a BMG. (i) and (ii) represent the primary 
and secondary shear bands, respectively, formed during compression test. σ and τ are the resolved 
normal and shear stress components of the compression force FC, respectively. 

 

The river-like pattern is the third distinct morphology found randomly scattered over the 
fracture surface, frequently covering areas near the edge of the fracture plane. This morphology 

(i) 

(ii) 

Fc

τ σ 

F’c

τ’ σ
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is a region where fine tributaries merging into coarser rivers are present on the fracture surface. 
The orientation of the tributaries reflects the imposed local stress and their onset points 
correspond to the nucleation site of a crack [93]. Merging sets of rivers originating from 
neighboring flaws are observed to form loops, as it has already been reported [75,76] (see the 
inset in Fig. 3.27). The nucleation centers of the river-like morphology are located either 
randomly on a transversal plane or near the intersection of the shear plane with transversal steps.  

The morphology of the river-like pattern formed on the transversal steps is very similar 
to that observed for BMGs fractured in tension [75,76]. However, the presence of local tensile 
stresses acting on the main fracture plane is not obvious during compression. In order to 
understand the role of the shear-bands in the formation of transversal steps, the resolved 
components of the superimposed compression force are overlapped with an array of shear bands 
or a transversal step penetrating onto the surface of the compression test specimen, as shown in 
Fig. 3.29. According to Kusy et al. [93], the shear bands can be divided into two distinct groups; 
(i) shear-bands aligned parallel with the fracture plane (plane i) – primary shear bands, (ii) shear 
bands approximately perpendicular to the fracture plane (plane ii) – secondary shear-bands, see 
Fig. 3.29. 

It should be considered that the crack nucleation and subsequent crack growth at the 
shear bands of group ii (secondary shear bands) and group i (primary shear bands) leading to 
failure are competing, since they have exactly the same stress magnitude. Basically, the 
secondary shear bands (ii) act as bridging ligaments between a set of parallel primary shear 
bands. Such physical separation is very similar to the failure under pure normal stress. This, in 
turn, helps to develop a core structure and a river-like pattern close to the plane ii and forms 
transversal steps on the fracture plane, as it is clearly evidenced in Figs. 3.27 and 3.28. In 
contrast, final failure along a shear plane causes the formation of melting features on the 
fracture surface leading to a vein-like pattern. 

In summary, the obtained results show that the fracture surfaces of the studied alloys 
present the same motives of fracture morphology: a vein-like pattern, intermittent smooth 
regions and a river-like pattern. The river-like patterns as well as the intermittent smooth 
regions cover isolated regions of the fracture surface surrounded by a dominating vein-like 
pattern. The river-like pattern formed on transversal steps resembles morphology similar to the 
one observed on the fracture planes of samples loaded in tension. Easy separation along the 
secondary shear bands takes place at the instability prior to failure due to the significant strain 
accommodated along perpendicular and parallel direction with respect to the shear band planes 
during the compression test. 

Possibly sub-critical crack nucleation starts from sites covered with the river-like 
pattern. The crack propagation further continues forming the intermittent smooth regions. The 
vein-like pattern develops during the ultimate failure of the compression specimens in the 
regions of the softened shear bands. 
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3.3. Effect of relaxation and primary nanocrystallization on the 
mechanical properties of Cu60Zr22Ti18 bulk metallic glass 

 

 As it has been shown in the previous section, Cu-base BMGs display little plastic 
deformation at room temperature because the plastic flow is governed by the formation of 
localized shear-bands. The precipitation of ductile or nanoscale crystalline phases may be used 
to improve the mechanical behaviour of BMGs, [94-96], since nanocrystals may disrupt shear-
band propagation, as shown in section 1.2. The precipitation of nanocrystals in the amorphous 
matrix may be induced by the addition of elements which cause partial crystallization during 
casting, [95], or by primary crystallization during heat treatment of the BMG. However, the 
formation of brittle intermetallic compounds may strongly degrade the toughness and the 
plasticity of the material. The grain size and volume fraction of the precipitated intermetallic 
phases are important parameters to control, since when certain critical values are exceeded the 
material may become brittle.  

Despite the high compressive strength, Young’s Modulus around 100-115 GPa, and an 
elastic elongation of about 2.0% in the as-cast state for the Cu-Zr-Ti presented alloys, few 
efforts have been made to investigate the effect of the addition of  nanocrystalline precipitates in 
the amorphous matrix, either by element addition, [45], or by primary crystallization. As it has 
been stated in section 3.2.1, the Cu60ZrxTi40-x amorphous system showed for x = 22 the widest 
supercooled liquid region and the highest glass forming ability. Therefore, the dependence of 
the microscopic and macroscopic mechanical response of a Cu60Zr22Ti18 BMG on the degree of 
thermal relaxation and different crystalline volume fractions are presented. As it is shown, 
macroscopic compression tests reveal that the fracture strength and Young’s modulus increase 
with increasing annealing time and hence, with increasing crystalline volume fraction. However, 
embrittlement of the material is also found for longer annealing treatments. In the forthcoming 
section we will show that a perfect solute mixture model of defect-free nanoparticles embedded 
in an amorphous matrix can be used to account for the strengthening effect. Nanomechanical 
tests will also contribute to the understanding of the mechanical behaviour of the heat treated 
BMG states under investigation. 

 

3.3.1. Thermal treatments in the Cu60Zr22Ti18 BMG 

 

The amorphous nature of the alloys was confirmed by X-ray diffraction (XRD) and 
differential scanning calorimetry (DSC) as described above, in section 3.2.1. Relaxed state was 
produced by heating the sample up to 698 K (Tann~ Tg) at a heating rate of 0.33 K s-1 and 
subsequent cooling. Isothermal heat treatments were carried out for different times in a Linn 
oven by heating the sample up to 698 K (Tann~ Tg). 
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The typical DSC curve of the as-cast specimen shows two exothermic peaks 
corresponding to the crystallization of the amorphous material. It has been shown that in the 
case of Cu60ZrxTi40-x (x = 15, 20, 22, 25, 30) alloys, decomposition in two different amorphous 
regions plus precipitation of nanocrystals of Cu51Zr14 occurs during the first crystallization peak, 
although no Bragg peaks of the crystallized phase were observed in the conventional XRD 
pattern, as shown in section 3.2.1. Furthermore, after the completion of the first crystallization 
peak nanocrystals of 4-5 nm embedded in an amorphous matrix were observed in x = 20 and x = 
30, shown in section 3.2.3 and [44,97]. 

 

Figure 3.30. First DSC peak (heating rate of 0.667 K s-1) of the Cu60Zr22Ti18 specimens a) as-cast, b) 
relaxed, and after isothermal annealing at 698 K holding the temperature for c) 15 min, d) 30 min and e) 
120 min, of a continuous heating at 0.667 K s-1. The inset shows the complete DSC-curves of the as-cast 
Cu60Zr22Ti18 specimens recorded at the same heating rate. 

 

 As-cast 
Thermally 

relaxed 
Tann hold 

5 min 
Tann hold 
10 min 

Tann hold 
30 min 

Tann hold 
120 min 

Vcrys 0 0 0.058 0.075 0.181 0.403 

E (GPa) 106 ± 7 115 ± 8 130 ± 9 137 ± 10 139 ± 10 142 ± 10 
σUS (MPa) 1925 ± 193 2045 ± 205 2050 ± 205 2075 ± 208 2100 ± 210 2200 ± 220
εUS (%) 1.9 ± 0.2 2.0 ± 0.2 1.7 ± 0.2 1.7 ± 0.2 1.6 ± 0.2 1.5 ± 0.2 

 

Table 3.VIII. Crystallized volume fraction, Vcrys, Young modulus, E, ultimate fracture stress, σUS, and 

ultimate fracture strain,  εUS, for the as-cast and thermally treated samples, where Tann = 698 K. 
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Figure 3.30 shows the first DSC peak obtained at 0.667 Ks-1 for the as-cast and the heat-
treated samples. Curve a) corresponds to the fully amorphous state. After thermal relaxation the 
first peak shifts to lower temperature without variation in the peak enthalpy (curve b) Fig. 3.30). 
Furthermore, we were unable to detect incipient crystallization using experimental means 
available. The displacement of the first crystallization peak after relaxation may be due to a 
rearrangement in the atomic short range order, such as initial decomposition of the amorphous 
phase [97]. A subsequent increase of the duration of the annealing at 698 K leads to a reduction 
of the enthalpy of the first DSC peak, as shown in Fig. 3.30, indicating a primary crystallization 
of Cu51Zr14 from the amorphous matrix [97]. However, the enthalpy measured in the second 
crystallization peak remains unaltered. This indicates that no formation of the second crystalline 
phase, Cu2TiZr, has taken place during the thermal treatments. From the enthalpies released 
during the first crystallization peak, the total crystallized volume fraction, Vcrys, for each 
specimen was calculated by methods previously outlined [41], and presented in Table 3.VIII. 

 

3.3.2. Fracture behaviour of relaxed and nanocomposite Cu60Zr22Ti18  

 

The results obtained from the compression tests are shown in Table 3.VIII. Both 
structural relaxation and Cu51Zr14 precipitation produce an increase in Young’s modulus and 
fracture strength, while the ultimate strain slightly increases once the sample relaxation takes 
place and decreases with the increasing volume fraction of Cu51Zr14 formed. As noticeable in 
Fig. 3.31, the structural relaxation produces an increase in the maximum strength before failure 
reached during the elastic deformation, linear part of curve b), maintaining the plastic flow in a 
similar range. Subsequent formation of Cu51Zr14 nanocrystals leads to a reduction in plastic 
deformation and a tendency for catastrophic failure as a consequence of the increasing 
crystalline volume fraction. The combination of these two behaviours explains the increase in 
ultimate strain for the relaxed specimen and its decrease with increasing amount of nanocrystals. 

The fracture surfaces of the compression test specimens were examined in order to 
understand the fracture behaviour dependence on the crystallized volume fraction (Fig. 3.32). 
The as-cast sample fractured along a single plane, indicating that one major shear-band 
dominates the final fracture. The inclination angle in compression is around 40.8°, which 
indicates that plasticity in the present BMG deviates from the classical von Mises yield 
criterion, as usual in metallic glasses [76]. The fracture surface of the as-cast sample shows the 
typical vein-like structure already found in different metallic glasses (Fig. 3.32 a). This vein-like 
structure is attributed to local softening by melting of some regions of the alloy within the 
shear-band, induced by the high elastic energy release upon instantaneous fracture [74,79].  

The relaxed sample did not fracture along a single plane since the fracture surface was 
relatively rough. This result may be due to simultaneous operation of multiple shear bands. 
Despite the different fracture surface of the relaxed and the as-cast specimens, and the different 
fracture mode, a similar vein-like structure was observed in both specimens. While as-cast 
samples fractured in two pieces, relaxed and partially crystallized samples fractured to several 
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pieces, showing a reduction in size and an increase in the number of the pieces with increasing 
crystallized volume fraction, hence, the material becomes brittle for longer annealing times. 

 

Figure 3.31. Compression test curves of the Cu60Zr22Ti18 specimens a) as-cast, b) relaxed, and after 
isothermal annealing at Tann = 698 K for c) 5 min, d) 10 min, e) 30 min and f) 120 min. The curves have 
been displaced by 0.5% in strain. 

 

 

 

Figure 3.32. Fracture surfaces of the Cu60Zr22Ti18 specimens for the a) as-cast state, and  b) after 
isothermal annealing at Tann = 698 K for 10min. 

  

Figure 3.32 b) shows the fracture surface of a sample heat treated for 10 min. The 
propagation of the fracture starts with a few vein patterns, (right-hand bottom corner of Fig. 
3.32 b), and continues to a zone in which cracks and microvoids have formed. The observed 
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fracture surface reveals that during compressive loading micro-cracks join together to form 
continuous cracks, leading finally to brittle fracture. This response together with the 
compression test result implies that the ability of the amorphous matrix to deform plastically 
decreases with increasing volume fraction of crystalline precipitates. Longer annealing result in 
similar features on the fracture surface, and the material fractures into multiple pieces, larger in 
number for longer annealing times. 

 

3.3.3. Nanoindentation results on relaxed and nanocomposite Cu60Zr22Ti18

 

The deformation behaviour of the alloy under investigation was also analysed by 
nanoindentation. Figure 3.33 shows load-displacement curves for each of three different 
thermally treated specimens. The curves have been displaced 20 nm from each other to facilitate 
comparison. During the loading segment, all the curves exhibit a very similar displacement at 5 
mN load (inset of Fig. 3.33). Increasing the load to 8 mN produces a different displacement in 
each of the three materials, showing a clear trend in final indentation depth as a function of the 
volume fraction of crystalline Cu51Zr14, although this variation is small. Additionally, the slope 
of the unloading part of the curves, which is related to elastic recovery of the materials, is 
clearly higher for the relaxed specimen and lower for the other two (the values for the two 
partially crystallised samples are comparable). It is also worth mentioning that some small pop-
in events, attributed to shear-band formation, are distributed randomly along the loading 
segment of the curves in all the samples [28]. Furthermore, these pop-in events become more 
visible with the relaxation degree of the amorphous matrix. 

 

3.3.4. Correlation between compression and nanoindentation results 

 

The features on the fracture surface of as-cast alloy, such as viscous flow traces, vein 
pattern morphology, and localized melting, reveals typical deformation behaviour of amorphous 
alloys and corresponds to a slightly ductile fracture mode [7,92]. 

Structural relaxation of the amorphous alloy produces a small increase in the Young's 
modulus and fracture strength of the material with respect to the as-cast sample, similar results 
were also found by Mulder et al. in a Fe32Ni36Cr14P12BB6 metallic glass [98]. During structural 
relaxation, a more dense randomly packed structure is obtained due to the annihilation of free-
volume, and hence, the elastic atomic rearrangements which takes place during the compression 
test are more difficult [98,99], leading to the increase in Young’s modulus. Embrittlement (i.e. 
reduction in the plastic fracture strain) is generally observed in BMGs after relaxation [98-101]. 
This is indeed the case here, but the reduction in plastic strain failure is very small for the 
relaxed sample and can only be observed for the samples annealed for longer times (Fig. 3.31). 
According to the Wu and Spaepen phenomenological free-volume flow model, a critical 
minimum amount of free-volume is required for significant plastic deformation [102]. In the 
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Figure 3.33. Load-displacement curves of the Cu60Zr22Ti18 specimens a) relaxed, and after isothermal 
annealing at Tann = 698 K for b) 15 min and c) 30 min, measured during nanoindentation tests at 1.6 
mN/s. The inset shows a zoom of two load displacement curves (not displaced) between about 5 and 8 mN, 
for a relaxed, a 15 min and a 30 min annealed sample at Tann= 698 K.  

present case, the reduction of free-volume during relaxation treatment clearly has not caused a 
catastrophic embrittlement of the material, and shear-band formation may be still possible in the 
relaxed specimen. In fact, shear band formation and propagation is observed in the relaxed 
specimen by nanoindentation, see Fig. 3.33. 

The fracture stress and Young's modulus of the material increase with increasing 
volume fraction of Cu51Zr14 although the plastic deformation decreases, as shown in Fig. 3.31 
and described above. The increasing relaxation of the amorphous matrix and the precipitation of 
nanocrystals during annealing may therefore appreciably influence the deformation and fracture 
behaviour. The relaxation of the amorphous matrix dominates the deformation behaviour 
because crystallization kinetics of the alloy is known to be rather slow [97]. For this reason and 
because the small grain size of any precipitate is not conducive to the formation of dislocations, 
the main deformation mechanism of these materials should be shear-banding across the 
amorphous matrix. So, the embrittlement of the crystallized samples, since plastic deformation 
dramatically disappears with increasing annealing time, is attributed to the reduction of the free-
volume in the amorphous matrix, and the formation of shear bands result in fracture without 
plastic deformation. This may be observed from the nanoindentation tests, which show steps in 
the loading curve corresponding to the shear-band propagation (Fig. 3.33), and these steps are 
more marked for longer annealing times. Furthermore, the nanocrystals formed during the 
annealing are not able to inhibit significantly shear-band propagation maybe due to their small 
size. Thus, catastrophic failure is still observed. 

A phase mixture model [103,104] can be invoked to explain the increase of the fracture 
strength with the increasing volume fraction of precipitates. In this simple model the partially 
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crystallized alloy is considered as a nanocomposite consisting of defect-free nanoparticles 
embedded in the amorphous matrix. The rule of mixtures for the compressive strength, σ, of the 
different heat treated samples is represented by eq. 3.11, 

14511451 ZrCuZrCurelaxrelax VV σσσ +=    eq. 3.11 

where Vrelax and σrelax and  and 
1451ZrCuV

1451ZrCuσ  are the volume fraction and the compressive 

strength of amorphous phase in the relaxed state and of the nanocrystalline particles, 
respectively. In order to calculate the fracture strength for the annealed states with the phase 
mixture model, fracture strength of the relaxed state is used, because the amorphous matrix 
undergoes a relaxation during heating to the isothermal annealing temperature and the main 
deformation mechanism is shear banding, as described above. The yield strength of Cu51Zr14 is 
used since no plastic deformation of the nanocrystals is expected, due to their small grain size. 
Taking into account that Vickers microhardness of Cu51Zr14 is around 6.7 GPa, and using the 
well-known relationship HV = 3σy, [105], to approximate the yield strength of Cu51Zr14, the 
results for the fracture strength of the different treated samples using the phase mixture model 
are shown in Fig. 3.34. There is a rather satisfactory agreement between the experimental values 
and the modelled function. 

 

Figure 3.34. The fracture strength values, σ, versus the crystallized volume fraction, Vcrys.  corresponds 
to the experimental points. The straight line represents the theoretical fracture strength calculated by the 
phase mixture model. 

 

Therefore, macroscopic compression tests revealed embrittlement of the material with 
increasing annealing time. The embrittlement of the annealed samples may be attributed to the 
reduction of the free-volume in the amorphous matrix during the annealing treatment, since a 
critical minimum amount of free-volume is necessary for sufficient plastic deformation 
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according to the model of Wu and Spaepen [102]. According to nanoindentation and 
macroscopic compression tests, the main deformation mechanism of these materials is shear-
banding across the amorphous matrix. The nanocrystals formed during the annealing may not 
disrupt shear-band propagation due to their small size and this leads to catastrophic failure 
without plastic deformation in the nanocomposite. Fracture strength and Young’s modulus 
increase with increasing crystalline volume fraction. A perfect solute mixture model of defect 
free nanoparticles embedded in an amorphous matrix has been applied satisfactorily to describe 
the strengthening mechanism. 
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3.4 Mechanical properties of a two-phase amorphous Ni-Nb-Y alloy 
studied by nanoindentation 

 

Different mechanisms have been proposed to overcome the low ductility of metallic 
glasses such as precipitation of a second phase or fine dispersion of porosity [106-108]. 
Namely, the precipitation of a second phase in the amorphous matrix may disrupt shear-band 
propagation and hence improve the ductility of these materials at low temperature. Usually, 
ductile or nanoscale crystalline phase(s) are used for this purpose [106,108]. However, recent 
studies have succeeded in obtaining metallic glasses with heterogeneous two-phase amorphous 
structures [109-114]. A particular case is the Ni-Nb-Y alloy, which is composed of two binary 
amorphous phases due to the immiscibility gap of the Y-Nb system in the liquid as well as in 
the solid states due to the strong positive enthalpy of mixing. It is noteworthy that the studies on 
the mechanical behaviour of two-phase metallic glasses are very scarce and the few existing 
works only deal with systems in which one of the two phases composing the metallic glass is 
nanometric in size [113,114]. 

The purpose of the current section is to investigate the mechanical properties, by means 
of nanoindentation, of a two-phase amorphous Ni-Nb-Y alloy. A comparison with 
nanoindentation results on the corresponding single-phase amorphous alloys is made to provide 
valuable information for better understanding of the deformation mechanisms in the two-phase 
amorphous composite metallic glass. 

Three master alloys with nominal compositions Ni59.5Nb40.5, Ni57.5Y42.5 and 
Ni58.5Nb20.25Y21.25 (at%) were prepared by arc melting a mixture of the pure elements in an Ar 
atmosphere. Ribbons of each composition were obtained from the melt by means of rapid 
quenching. Nanoindentation were run in load-control mode at a constant loading rate of 0.25 
mN s-1, to a maximum force of 10 mN held during 30 s followed by unloading at a constant rate 
of 1.00 mN s-1. The thermal drift was kept below ± 0.05 nm s-1 for all the indentations 
considered here. The hardness and the reduced elastic modulus (Er) were derived from these 
load-displacement curves using the method of Oliver and Pharr [9]. 

 

3.4.1 Microstructure of the two-phase amorphous Ni-Nb-Y alloy 

 

The XRD patterns of the two single-phase studied alloys (not shown) exhibit broad and 
symmetric halos, typical of fully amorphous phases. In the case of the two-phase alloy, the 
spectrum is a superposition of the patterns of the different individual phases [111]. The 
microstructure of the ternary alloy shows decomposition into two phases (see Fig. 3.35). Energy 
dispersive X-ray analysis (EDX) reveals that the bright amorphous matrix is enriched in Y, 
while the globular darker regions are rich in Nb [111]. From the HRTEM images, it is 
interesting to note that the inter-phase boundary is rather sharp due to the large immiscibility 
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gap of the Nb-Y system, similar results were found in other systems [109-114]. Furthermore, 
from an ensemble of different SEM images corresponding to the ternary alloy, the phase 
percentages of Y-rich matrix and Nb-rich globules have been determined to be 60 vol.% and 40 
vol.%, respectively. Further details on the phases and microstructure of the alloy can be found 
in Ref. [111]. 

 

Figure 3.35. Transmission electron microscopy micrographs (cross section) of the rapidly-quenched 
Ni58.5Nb20.25Y21.25 alloy. The inset shows a HRTEM image of the same alloy. 

 

3.4.2 Mechanical properties of the two-phase amorphous Ni-Nb-Y alloy 

 

The mechanical properties of composite materials are usually understood as being the 
result of a combination of the individual mechanical properties of each of the constituent phases 
[115]. The so-called rule of mixtures in isostrain conditions can be expressed as 

∑= iic PXP       eq. 3.12 

where Pc is the mechanical property of the composite, and Pi and Xi are the property and the 
volume fraction of the ith composing phase, respectively.  

Figure 3.36 shows load-displacement (F-h) nanoindentation curves for the studied 
metallic glasses. The hardness (H) and the reduced elastic modulus (Er) values obtained for each 
composition are quoted in Table 3.IX. Also indicated in Table 3.IX are the H and Er values for 
the Ni58.5Nb20.25Y21.25 alloy calculated using eq. 3.12. Although the calculated Er for the ternary 
alloy is similar to the measured value, the calculated hardness is larger than the measured one. 
Clear pop-in events or steps appear in the loading curve corresponding to the Ni59.5Nb40.5 alloy. 
Such discontinuities in the loading curve are related to shear bands, the characteristic feature of 
inhomogeneous plastic deformation in metallic glasses [16,116,117]. However, in the other two 
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loading curves, pop-in events are almost imperceptible. The apparent absence of serrations may 
be due to either lack of resolution of the system or a poor rate of data acquisition [118], since 
shear bands are indeed formed, in all the alloys, in the vicinity of each indentation, as it can be 
observed in the HRSEM images shown in Fig. 3.37. 

 

Figure 3.36. Load-displacement (F-h) curves measured during nanoindentation tests in load control 
mode for: (a) Ni59.5Nb40.5, (b) Ni58.5Nb20.25Y21.25 and (c) Ni57.5Y42.5 amorphous alloys. 

 

The apparent lack of serrated flow in the ternary alloy, similar to what is observed in 
Ni57.5Y42.5, may suggest that the plasticity of this alloy is dominated by the soft Y-rich matrix. 
Nevertheless, the reduced elastic modulus of the ternary alloy is equal to the calculated one 
using the rule of mixtures under isostrain conditions, indicating that the elastic properties of the 
Ni58.5Nb20.25Y21.25 composite glass can be well described by this rule. This result implies that the 
two amorphous phases deform concomitantly under an elastic deformation, and therefore the 
boundary between the two compositionally different regions has almost no effect on the overall 
elastic behaviour. Actually, according to Hufnagel et al. [119], the elastic deformation in 
amorphous metals is confined to the nearest-neighbour atomic shell, although due to the 
amorphous structure of a metallic glass, not all atoms, even if they are of the same species, 
experience the same displacement in elastic deformation. In the two-phase alloy, the atomic 

 Ni59.5Nb40.5 Ni57.5Y42.5
Ni58.5Nb20.25Y21.25 

Measured 

Ni58.5Nb20.25Y21.25

Calculated 
(40 % NiNb) 

H (GPa) 11.5 ± 0.3 4.6 ± 0.2 6.5 ± 0.4 7.4 ± 0.3 
Er (GPa) 190 ± 8 58 ± 5 107 ± 3 111 ± 8 

 

Table 3.IX. Hardness, H, and reduced elastic modulus, Er, for the different studied compositions. The 
last column corresponds to the calculation of the H and Er for the Ni58.5Nb20.25Y21.25 alloy using eq. 3.12. 
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distribution in the boundaries differs from the one in the Y-rich matrix and the Nb-rich globular 
phase. However, since the interfaces are very sharp (see Fig. 3.35) the percentage of atoms 
forming the boundaries is low. Hence, their contribution to the elastic modulus is very small. On 
the other hand, eq. 3.12 overestimates the hardness value of the composite (see Table 3.IX). 
This is not so surprising taking into account that this rule is not fully applicable for the 
morphology of the composite material investigated in this work. Namely, in our case, the 
system consists of a discontinuous composite in which the reinforcement is hard and more rigid 
than the matrix while the morphology for which it might be more reasonable to use eq. 3.12 is 
one with a percolating hard and rigid phase (for example in lamellae loaded in parallel or a 
discontinuous composite with a reinforcement softer than the matrix).  Nevertheless, the 
indentation strain field once the load is released might almost lead to isostrain conditions in the 
material and this may account for the relatively good agreement between the calculated and 
measured reduced elastic modulus. 

 

Figure 3.37. Scanning electron micrographs of: (a) an indentation performed in the single-phase 
amorphous Ni59.5Nb40.5 alloy, (b-d) indentations performed in the Ni-Nb-Y alloy. 

 

Detailed morphological features inside and around the nanoindentations were observed 
by HRSEM. Figure 3.37 a) shows the typical morphology of an indentation and its vicinity for 
the Ni59.5Nb40.5 single-phase alloy, revealing similar features as those observed by Jiang and 
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Atzmon in an Al-based metallic glass [118]. The same morphology in the surroundings of an 
indentation is found for the Ni57.5Y42.5 alloy, but with larger indentation size due to its lower 
hardness (see Table 3.IX). Both single-phase metallic glasses present few slip-steps on the top 
of the surface surrounding the indents. This indicates that the shear bands which formed the 
slip-steps could freely propagate around the indenter following the induced strain field. The 
plane-strain distribution evolution during an indentation test in a metallic glass has been 
calculated by finite element analyses [120]. These calculations show that slip-steps are formed 
due to the propagation of several shear-bands, and are visualized as pop-in events in the load-
displacement nanoindentaion curves. On the other hand, the two-phase alloy also presents slip-
steps in the vicinity of the indents, but their distribution is different compared to the single-
phase amorphous samples [compare Fig. 3.37 a) with Fig. 3.37 b)]. In this case, the shear-bands 
form and propagate in the matrix, since it is softer than the globular phase. But once a shear 
band collides with the Nb-rich phase, it is either deflected, as shown in Figs. 3.37 b) and 3.37 c), 
or stopped, as shown in Fig. 3.37 d). Note that after deflection, the shear bands do not follow 
arbitrary trajectories, but tend to propagate along the boundaries of the Nb-rich globular phase. 
Actually, the presence of the Nb-rich phase makes the stress state in the matrix highly 
inhomogeneous, similarly to what has been reported in a composite materials consisting of 
crystalline particles dispersed in an amorphous matrix [121] and as shown in section 1.2.1.1. 
Due to the difference in elastic modulus between the two phases, a misfit strain is induced 
around the precipitates during deformation which causes a load transfer to the matrix. As a 
result of this local stress increase in the vicinity of the globular phase the overall stress 
distribution is modified compared to the single phase alloy. Shear bands initiate in regions 
where the yield stress is overcome by the indentation-induced stresses and propagate along 
directions where the local stress is higher than the yield stress, i.e. predominantly along the 
boundaries of the globular phase. Shear bands eventually stop if they encounter a region where 
the shear stress is insufficient to sustain shear band propagation. This is for example the case 
inside the harder globular phase [see Fig. 3.37 d)], where the yield stress is larger than in the 
matrix and thus the yield criterion is not satisfied. As a result of the stress distribution in the 
two-phase amorphous alloy, shear band propagation is hindered and restricted in the soft-
matrix. 

In conclusion, the mechanical behaviour of a two-phase metallic glass, consisting of a 
Y-rich softer matrix and a globular harder Nb-rich phase, has been investigated by 
nanoindentation. The reduced elastic modulus of the two-phase ternary alloy can be described 
by a proportional addition of the reduced elastic modulus of the different constituent phases. 
The propagation of shear bands during deformation mainly initiates in the softer matrix, but it is 
interrupted or deflected when they collide with the globular harder phase. Therefore, the 
plasticity and the hardness of the two-phase alloy are enhanced with respect to the single softer 
amorphous alloy composing the matrix and their magnitude can not be predicted by the simple 
rule of mixtures of the composite. 
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3.5 Severe plastic deformation of a Ti60Cu14Ni12Sn4Nb10 nanocomposite 
alloy studied by nanoindentation technique 

 

Adding several percent of refractory metals, e.g. Nb or Ta, into a Ti-base BMG forming 
alloy, He et al. obtained micrometer-scale dendritic crystalline phase in a nano/ultrafine eutectic 
matrix [122]. The refractory metal in these alloys induces the precipitation of a β-Ti solid 
solution with dedritic morphology at the early stage of solidification, while the remaining liquid 
then transforms into a nano/ultrafine-structure at the later stage of solidification [122], leading 
to a nanocomposite alloy instead of a metallic glass matrix, as it would be expected. 
Nevertheless, this morphology yields excellent mechanical properties such as high strength, 
typical of nanostructured materials [123], combined with enhanced plasticity [122]. 

In this section, the microstructure and mechanical properties of a Ti-based 
multicomponent alloy composed of micrometer-sized dendrites embedded in a nanostructured 
eutectic matrix have been studied before and after subjecting it to high pressure torsion (HPT). 
HPT causes an enhancement of the overall hardness of the alloy due to high microstrains and 
grain refinement of the different constituent phases. Nanoindentation experiments are used to 
probe the local hardening during HPT of each individual phase. The indentation size effects and 
the applicability of the rule of mixtures of the constituent phases to extract the overall hardness 
of the composite are investigated. In the arc-melt state the dendrites are harder than the 
nanostructured eutectic matrix. Since HPT forces the material to plastically deform without 
fracture, the nanostructured eutectic matrix undergoes significant work-hardening during HPT. 
The contribution of the local hardening of each phase to the overall mechanical response in the 
HPT alloy is discussed. 

An ingot with the composition Ti60Cu14Ni12Sn4Nb10 was prepared by arc-melting a 
mixture of the pure elements under argon atmosphere. Pieces from the arc-melted alloy (AM) 
were processed by HPT, subjecting them to 5 whole-turn torsion under an applied pressure of 4 
GPa, using a modified Bridgeman anvil type device [124] in the constrained geometry. 

 

3.5.1. Microstructure before and after severe plastic deformation 

 

Figures 3.38 a) and b) show SEM images of the AM alloy. Micrometer-sized dendrites 
(A), an eutectic matrix (B) and precipitated phases (C and D) compose the microstructure of the 
AM alloy; the D phase is mainly found surrounding the dendrites. EDX results show that the 
dendrites are enriched in Nb and Sn, while the matrix is enriched in Cu and Ni (see Table 3.X). 
Taking into account that Nb and Sn are β-stabilizers [125], the dendrites are assumed to be a β-
Ti solid solution; in agreement with the XRD patterns (shown later) and previous results 
reported in the literature [126-129]. The C and D regions are enriched in Cu and Ni and 
presumably are intermetallic phases precipitated during cooling of the melt, after the formation 
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of the dendrites. Furthermore, Figs. 3.38 a) and b) reveal that the eutectic matrix is composed of 
nanoscale lamellae (their width is around 100 nm), and appear to have varying lamellae spacing, 
probably because of the different orientation of the eutectic colonies. 

 

Figure 3.38.  Scanning electron microscopy (SEM) images of the Ti60Cu14Ni12Sn4Nb10 alloys 
corresponding to: a) and b) the AM specimen; c) and d) the center of the disk processed by HPT; e) and 
f) the edge of the HPT disk. 

 

The consequences of the severe plastic deformation on the microstructure of the alloy 
are evidenced in Fig. 3.38 c)-f). Near the centre of the disk the dendrites are virtually not 
deformed and still maintain a rounded shape [see Figs. 3.38 c)]. Furthermore, the precipitated 
phases appear to be almost unaffected. However, as can be seen in Fig. 3.38 d), the eutectic 
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lamellae become severely distorted. HPT deforms and bends the lamellae and although they 
remain parallel, a loss of a preferential directionality is observed. At the disk edges both the 
dendrites and the eutectic are affected. As shown in Fig. 3.38 e), the dendrites become deformed 
and elongated, in contrast to what is observed at the centre of the disk, since the strain level 
during HPT process is higher at the edge [130]. The eutectic matrix is also deformed and the 
lamellae are even more distorted than in the centre of the disk [see Fig. 3.38 f)]. 

 
at% Ti Cu Ni Sn Nb 
A 59 5 2 8 26 
B 54 16 21 3 6 
C 62 24 10 0 4 
D 50 25 24 0 1 

 

Table 3.X. EDX compositional analyses, corresponding to Figure 2 a), for the different phases present in 
the AM specimen of the Ti60Cu14Ni12Sn4Nb10 alloy. Note that the compositions for B are averaged values 
over the different eutectic phases. 

 

 

Figure 3.39.   X-ray diffraction patterns of Ti60Cu14Ni12Sn4Nb10 alloys corresponding to: a) the AM 
sample, b) the central part of a disk processed by HPT and c) the edge of a disk processed by HPT. 
Plotted together with the experimental data are fits obtained using the full-pattern fitting procedure 
(Rietveld method) and the corresponding difference between the calculated and the experimental profiles. 
The main peaks of the different phases are also indicated. 
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Figure 3.39 shows the XRD patterns from a) the AM sample, b) the HPT disk centre 
and c) the HPT disk edge. Plotted together with the experimental data are fits obtained using the 
full-pattern fitting procedure (Rietveld method [131,132]) and the corresponding difference 
between experimental and calculated profiles. Since the β-Ti reflections are asymmetric, two β-
Ti phases were considered in order to fit well the XRD spectra. These two β-Ti phases form the 
dendrites and one of the phases in the eutectic colonies [126,133] and have slightly different 
lattice parameters, as recently reported by Woodcook et al. through transmission electron 
microscopy investigations [129]. The higher lattice parameter of the β-Ti forming the dendrites 
is probably due to the higher amount of solvents, i.e. Sn and Nb (see Table 3.X). The AM and 
HPT samples also show the presence of tetragonal CuTi2 (I4/mmm), tetragonal CuTi (Pnmm), 
cubic NiTi (Pm3m), orthogonal NiTi (Pmma) and monoclinic NiTi (P21/m) phases. The 
crystallite sizes and the microstrains for each phase and sample are summarized in Table 3.XI. 
The table reveals that HPT causes a significant structural refinement in all the phases and 
confirms that, indeed, this refinement is more pronounced at the disk edges. 

 
AM HPT center HPT edge 

 
D  

(nm) 
<ε2>1/2

x 10-3
D  

(nm) 
<ε2>1/2

x 10-3
D  

(nm) 
<ε2>1/2

x 10-3

β-Ti (dendrites) 100 ± 3 1.8±0.1 42 ± 3 4.3 ± 0.3 21 ± 1 4.5 ± 0.5 

β-Ti (eutectic) 36 ± 2 1.0±0.2 13 ± 1 3.5 ± 0.2 10 ± 1 6.0 ± 0.5 

tetragonal CuTi2 
(I4/mmm) 

51 ± 3 0.6±0.1 14 ± 1 2.0 ± 0.1 8 ± 1 4.0 ± 0.2 

monoclinic NiTi 
(P21/m) 

37 ± 2 1.8±0.1 25 ± 2 1.8 ± 0.1 7 ± 1 5.0 ± 0.3 

orthogonal NiTi 
(Pmma) 

26 ± 2 0.9±0.1 10 ± 2 1.0 ± 0.1 8 ± 1 3.5 ± 0.2 

cubic NiTi 
(Pm3m) 

50 ± 3 2.7±0.2 15 ± 2 2.7 ± 0.2 13 ± 1 2.5 ± 0.2 

Tetragonal CuTi 
(P4/nmm) 

70 ± 3 3.3±0.2 16 ± 2 0.8 ± 0.1 10 ± 1 3.0 ± 0.2 

 

Table 3.XI. Summary of the crystallite sizes, D, and microstrains, <ε2>1/2, of the different phases present 
in the different samples of Ti60Cu14Ni12Sn4Nb10 alloy. 

 

3.5.2. Phase distribution and microstructure of the AM alloy 

 

Previous investigations have described the microstructure of similar compositions cast 
by rapid quenching techniques, i.e., Cu-mould casting [122,127-129]. Such alloys present a 
dendrite structure surrounded by a matrix composed of eutectic regions and a third phase, 
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identified as tetragonal CuTi2 [129]. In the present case, the AM sample also shows a dendrite 
structure, however the matrix differs in the constituent phases. Namely, apart from the eutectic 
regions present in the matrix, two precipitated phases are observed instead of one, which 
correspond to the C and D regions in Fig. 3.38 (a). According to EDX measurements (see Table 
X) combined with the XRD analyses (see Table 3.XI) the D phase is ascribed to be tetragonal 
CuTi, with some Ni dissolved in its structure as a substitutional element for Cu, while tetragonal 
CuTi2 constitutes the second precipitated phase (C), also with some Ni dissolved. Furthermore, 
the XRD analyses and the SEM images, in agreement with Woodcock et al. [129] and previous 
work from Concustell et al. [133], indicate that β-Ti, cubic NiTi (Pm3m), orthogonal NiTi 
(Pmma) and monoclinic NiTi (P21/m) compose the eutectic regions. The high cooling rate and 
the Cu content in the NiTi eutectic phases favor the formation of the NiTi martensitic product 
phases (orthogonal and monoclinic) from the austenitic parent phase (cubic) [134,135]. 
Woodcock et al. suggested that the tetragonal CuTi2 phase is the equilibrium phase in the 
rapidly quenched Ti60Cu14Ni12Sn6Ta10 alloy, while the formation of the metastable β-Ti – NiTi 
eutectic is favoured by both the high cooling rate and the addition of Nb and Sn which 
kinetically exclude the formation of the equilibrium phase [128,129]. Our results indicate that, 
apart of the formation of the metastable eutectic, the tetragonal CuTi compound, which is also 
metastable, precipitates at the regions surrounding the dendrites and the eutectic counterparts. 
This may be assisted by the rejection of Cu and Ni from the β-Ti phases (composing the 
dendrites and the eutectic) during cooling, creating Cu- and Ni-rich zones in their surroundings 
and, therefore, allowing the formation of the observed CuTi phase. 

 

3.5.3. Microstructural changes after high pressure torsion 

 

During HPT processing the applied strain increases towards the edge of the disks [130]. 
Therefore, the samples undergo different levels of deformation along the radius. Near the centre 
of HPT disks, as it has been previously mentioned, the dendrites seem rather unaffected, 
although the XRD analyses show that the β-Ti dendritic phase has smaller crystallite size and 
higher microstrains than in the AM as a result of the severe plastic deformation and the 
increment of dislocation density accompanying the HPT process. Such effect is more evident at 
the edge of the disk, where the dendrites become elongated and even smaller crystallite sizes 
and higher microstrains are obtained (see Table 3.XI). Concerning the eutectic regions, it is 
noteworthy that the lamellae colonies become bent after HPT, both at the centre and edges of 
the disk. This morphology might be related to the highly localized deformation processes, which 
occur in order to accommodate the shear strain under the constrained geometry imposed by HPT 
and result in a reduction of the crystallite size and an increase of the microstrains of the 
constituent phases. However, contrary to what has been reported for AlCu eutectic alloys 
subjected to equal channel angular pressing (ECAP) [136], no periodic shear banding is 
observed in our case. This is probably due to the fact that HPT is more energetic than ECAP and 
also because of the lack of ductility of the Ti-based eutectic matrix in the present studied alloy 
[137]. 
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3.5.4. Nanoindentation results on the Ti60Cu14Ni12Sn4Nb10 composite (AM and 
HPT alloys) 

 

The nanoindentation tests were run in load control mode at a constant loading time of 
15 s, applying maximum forces of 3, 10, 25, 50 and 500 mN held during 30 s followed by 
unloading at a constant time of 15 s. For each condition, a set of 100 indentations was 
performed. For low values of maximum loads, each phase composing the alloy could be 
indented separately. After nanoindentation tests, the specimens were observed by SEM to 
identify each individual indent site, as shown in Fig. 3.40. 

 

Figure 3.40. Scanning electron microscopy (SEM) image of an array of indentations performed using a 
maximum indentation load of 3 mN on the Ti60Cu14Ni12Sn4Nb10 alloy processed by HPT (centre of the 
disk). 

 

Figure 3.41 presents load-displacement (F-h) nanoindentation curves for a) AM, b) 
centre and c) edge of the HPT disk with a maximum applied load of 3 mN. Due to this small 
load value, it is possible to evaluate the hardness and reduced elastic modulus of each individual 
phase separately. However, due to their small percentage and the concomitant difficulty of 
being independently indented, the nanomechanical response of the intermetallic phases is not 
presented. The hardness, H, and the reduced elastic modulus, Er, values for the dendrites and the 
eutectic matrix, deduced from the curves in Fig. 3.41, are given in Table 3.XII.  

Nanoindentation curves for the AM alloy reveal a clear difference in the 
nanomechanical properties of each phase, i.e. the displacement into the sample for the 
indentations corresponding to the dendrites is much lower than in the ones belonging to 
the eutectic matrix, as shown in Fig. 3.41 a). Therefore, for the AM alloy, both H and Er 
of the dendrites are higher than for the eutectic matrix (see Table 3.XII) in agreement 
with the results of Alcalá et al. [138]. The table also shows that the H and the Er values 
obtained from nanoindentation tests are larger at the edge than in the centre of the HPT 
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specimen. However, each phase evolves in a different way. Near the disk centre, both 
the dendrites and the eutectic matrix harden compared to the AM alloy but the dendrites 
remain still harder than the eutectic matrix, while Er becomes similar for both. At the 
edge of the disk, the hardness and the Er values of both phases are almost equal, as 
shown in Table 3.XII. 

 

Figure 3.41. Load-displacement (F-h) curves of the Ti60Cu14Ni12Sn4Nb10 alloys corresponding to: (a) the 
AM specimen, (b) centre and (c) edge of the HPT specimen. 

 
Dendrite Eutectic 

 
H (GPa) Er (GPa) H (GPa) Er (GPa) 

AM 6.3 ± 0.3 115 ± 8 5.0 ± 0.3 86 ± 9 

HPT center 7.0 ± 0.2 118 ± 5 6.4 ± 0.2 111 ± 6 

HPT edge 7.5 ± 0.2 121 ± 4 7.7 ± 0.3 118 ± 6 

 

Table 3.XII. Hardness (H) and reduced elastic modulus (Er, as defined by Oliver and Pharr [9]) obtained 
by nanoindentation of the dendrites and eutectic regions in the Ti60Cu14Ni12Sn4Nb10 alloys. 

 

It is well-known that in crystalline materials the hardness of an alloy increases when 
decreasing the maximum applied load [139,140]. This effect has been reported to be more 
pronounced for larger grain sizes and has been attributed to the interaction of dislocations loops 
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with each other and with the crystal surface [140]. Figure 3.42 shows the dependence between 
hardness and penetration depth corresponding to the AM, for both the dendrites and the eutectic 
matrix when they are independently indented at different maximum forces. Note that the 
indentation size effect of the constituent phases could only be studied using forces of up to 50 
mN. For larger load values, the indentations always affected both the dendrites and the eutectic 
matrix simultaneously. Figure 3.42 evidences that indentation size effects are larger for the 
dendrites, which can be ascribed to their larger crystallite size, as shown in Table 3.XI. 
Interestingly and in spite of the indentation-size effect, the hardness of the dendrites in the AM 
remains always higher than in the eutectic matrix. 

 

Figure 3.42. Dependence of the hardness on the penetration depth for the dendrites ( ) and the eutectic 
matrix ( ) in the AM specimen of the Ti60Cu14Ni12Sn4Nb10 alloy. 

 

 

Figure 3.43. Dependence of the composite hardness on the radius of the HPT disk of the 
Ti60Cu14Ni12Sn4Nb10 alloy, evaluated from indentations using a maximum load of 500mN. 
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Finally, the dependence of the overall hardness, evaluated from nanoindentations using 
a maximum load of 500 mN, on the distance from the disk centre for the alloy processed by 
HPT is shown in Fig. 3.43. The hardness of the composite is found to progressively increase 
towards the edge of the HPT disk. 

 

3.5.5. Nanomechanical characterization and overall mechanical hardening 

 

The nanoindentation experiments probe the local mechanical behaviour of the 
individual phases present in the different specimens. The results of hardness and reduced elastic 
modulus of the individual phases in the AM alloy presented in this work (Table 3.XII) are in 
agreement with the compression test results of He et al. [137], who have shown that the elastic 
modulus of a monolithic nanostructured eutectic sample is lower than that of a dendrite – 
nanostructured eutectic alloy. Therefore, the precipitation of dendrites, with higher elastic 
modulus, produces an increase of the overall elastic modulus in the rapidly quenched alloy. 
Furthermore, He et al. also pointed out that the high macroscopic fracture strain of the rapidly 
quenched specimens is caused by the obstruction of the shear band propagation by the 
mechanically harder dendrites, which would be also in agreement with the present results. 

Different strengthening mechanisms are responsible for the large hardness values 
observed in the AM alloy. The dissolution of Nb and Sn in the β-Ti dendrites and the 
dislocation density due to the rapid cooling, observed as microstrain in the XRD analysis, are 
the principal hardening mechanisms in the dendrites. Note that the solution hardening in the β-
Ti phase of the dendrites is more pronounced than in the β-Ti of the eutectic matrix, due to the 
higher solute concentration (see Table 3.X). This can explain the higher values of hardness 
obtained in the dendrites (as shown in Table 3.XII). The nanometer-scale eutectic matrix 
strengthens the alloy by the presence of a large number of grain boundaries, which have an 
effect on the deformation behaviour by serving as an effective barrier to the movement of 
dislocations [115]. Actually, this structural refinement leads to a large mechanical hardness in 
agreement with the Hall-Petch relationship, as has been reported for some eutectic alloys [141]. 

In addition to the local mechanical properties, nanoindentation tests also allow probing 
the overall mechanical behaviour of the composite, when the indentations are large enough (i.e, 
for sufficiently large maximum loads) to affect both the dendrites and the eutectic matrix at the 
same time. Figure 3.44 shows the overall hardness values evaluated at different forces, i.e. 10, 
25, 50, 500 mN, in the AM alloy. These values have been obtained averaging from different 
indentations, which have indented dendrites and eutectic matrix simultaneously. It is noteworthy 
that an indentation size effect is also observed for the overall hardness values of the composite.  

On the other hand, in composite materials, it is common to assume that the overall 
hardness of the composite is directly proportional to the hardness of the different constituent 
phases [127]. Hence, if we neglect the contribution from the tetragonal CuTi and the tetragonal 
CuTi2 secondary precipitated phases (whose volume percentage is around 10 %), the hardness 
of the composite can be written as: Hcomposite = A HE + B HD, equivalent to eq. 3.12, where HE 
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and HD are the hardness values of the eutectic and dendrites while A and B are the eutectic and 
dendrites volume phase percentages. From an ensemble of twenty SEM images corresponding 
to the AM sample, the phase percentages A and B have been determined to be 55% and 45%, 
respectively. From these phase percentages and the local hardness values in the dendrites and 
eutectic regions (evaluated only for loads up to 50 mN), one obtains the hardness values which 
are plotted as open symbols in Fig. 3.44. Interestingly, the hardness values of the composite 
calculated from the rule of mixtures of the constituent phases agree reasonably well with the 
measured ones. The small discrepancies may be due to the contribution of the precipitated 
phases whose hardness is even higher than that in the dendrites. Note also that for the smallest 
penetration depth (i.e., when the maximum load is only 3 mN) the dendrites and the eutectic are 
always separately indented. Hence, the hardness of the composite can only be estimated using 
the rule of mixtures. However, as evidenced in Fig. 3.44, the overall hardness of the AM alloy 
can only be determined from the rule of mixtures of a composite if the local hardness values are 
also evaluated at the same indentation depths. 

 

Figure 3.44. Dependence of the measured overall hardness of the composite on the indentation depth for 
the AM specimen of the Ti60Cu14Ni12Sn4Nb10 alloy ( ). Calculated composite hardness using the rule of 
mixtures ( ). 

 

The HPT processing brings about a further increase of the hardness of the individual 
constituent phases (see Fig. 3.44 and Table 3.XII). However, comparing the mechanical 
properties of the AM with those at the centre of the HPT specimens it can be seen that the 
hardness increase of each phase is different: the dendrites have an increment of 9% while the 
hardness in the eutectic regions increases by 28%. A similar difference is observed when 
comparing the local hardness increases between the centre and the edge of the HPT specimen. 
Overall, the eutectic regions harden three times more than the dendrites when severe plastic 
deformation is applied on the alloy. This indicates that during HPT the eutectic matrix 
undergoes high plastic deformation. It should be noted that under the constrained conditions of 
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the HPT process, the eutectic colonies have to deform through the creation of dislocations and 
grain refinement, as evidenced by the broadening of the XRD peaks, in order to accommodate 
the shear strain. This brings about a loss of preferential directionality of the eutectic lamellae 
[see Figs. 3.38 d) and f)]. Moreover, the heat generated during deformation may help the 
dislocations to rearrange into low-angle grain boundaries [115]. These deformation mechanisms 
also contribute to the hardening of the eutectic matrix measured by nanoindentation. 
Furthermore, the structural refinement restricts further deformation not only by hindering the 
dislocation movement but also by limiting the eutectic interlamellar glide. This latter 
mechanism has been reported to control the mechanical properties of several eutectic systems, 
particularly when the phases composing the lamellae are not structurally coherent [142]. It 
should be noted that as the lamellae progressively bend, the eutectic colonies tend to overlap 
[see Fig. 3.38 f)] and, as a result, interlamellae glide along preferential orientations becomes 
restricted. On the other hand, the harder dendrites can only accommodate the shear strain by the 
creation of dislocations and grain refinement, thus leading to a lower total hardening than in the 
eutectic regions. It is worth mentioning that the dendrites only become deformed, i.e., 
elongated, at the edge of the HPT disk [see Fig. 3.38 e)] where the eutectic matrix becomes hard 
enough to force this deformation, as shown in Table 3.XII.  

Using a large applied load (500 mN), the overall hardness of the composite after HPT 
has also been evaluated. As expected, the overall hardness also increases as the distance from 
the disk centre is increased (see Fig. 3.43). When the rule of mixtures is applied to the AM and 
HPT sample using the local hardness values obtained at 3 mN, overall composite hardness 
values of 5.6, 6.7 GPa and 7.6 GPa are obtained for the AM, at the centre of the HPT disk and at 
the edge of the HPT disk, respectively. However, the measured hardness values applying 500 
mN are much lower. This difference can be again ascribed to the indentation-size effect. 
Actually, the overall hardness in the AM, the centre and the edge of the HPT disk evaluated 
using 500 mN are 32 %, 34 % and 29 % lower than when the applied maximum load is 3 mN. 
These values are very similar and denote that, once indentation size effects are taken into 
account, the hardening in the HPT disk, as it has been shown for the AM alloy, can be 
correlated with the local hardening of the constituent phases. 

In summary, our results demonstrate that HPT is a very effective technique to 
mechanically harden bulk nanocomposite materials. The nanoindentation experiments shed light 
to the mechanical behaviour of these alloys, illustrating that the overall mechanical hardening of 
these materials is due to the hardening of each individual phase composing them. The 
microstructure evolution and the mechanisms of mechanical hardening during high pressure 
torsion in a Ti-based dendrite/eutectic nanostructured alloy have been investigated. In the initial 
arc-melt sample the dendrites are found to be harder than the eutectic matrix. During HPT both 
the dendrites and the eutectic strengthen. This is due to the structural refinement that occurs in 
all phases during the severe plastic deformation imposed by HPT. Interestingly, this hardening 
is more pronounced for the eutectic regions, probably due to the bending effect observed in the 
lamellae which causes a concomitant loss in their directionality, thus hindering the interlamellar 
glide. Furthermore, we have demonstrated that the well-known indentation size effect also 
occurs in composite materials. The estimation of the overall hardness from the hardness of the 
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constituent phases is only possible when using local hardness values evaluated at similar 
indentation depths. 
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4. Conclusions
 

 The fundamentals of deformation behaviour of several families of metallic glasses and 
composite materials have been investigated by means of compression tests and nanoindentation 
experiments. The main conclusions on the results presented in this work are the following: 

 

1. The mechanisms of elastic, anelastic and plastic deformation of metallic glasses influence 
the response of the material during a nanoindentation test. The observed and discussed results 
on the deformation behaviour of a Pd-base BMG lead to the following conclusions: 

 

• The deformation of a Pd-base BMG under an indenter during constant-load segments 
shows classic relaxation kinetics with relaxation times which are temperature-dependent but 
independent of the constant-load segment and the loading rate. The observations have been 
correlated to anelastic deformation of metallic glasses. Hence, an activation energy of 0.26 
eV has been quantified for the deformation process during constant-load segments. The low 
activation energy together with the short relaxation time found indicates that the observed 
anelastic processes are due to local atomic shear motions which change only the local shear 
stress but break no atomic bonds. 

• Pop-in events have been observed during loading segments of the nanoindentation 
tests. The intensity and appearance of the serrated flow depends on the loading rate. These 
observations have been related to the nature of plastic deformation in metallic glasses. 
Plastic flow of a metallic glass under an indenter at low loading rate is accommodated by 
shear localization of the free volume into shear bands, leading to a serrated loading curve. 
High loading rates limit the localization and coalescence of free volume into shear bands.  

• A strain softening has been observed as a consequence of shear band formation. In 
displacement control mode tests, shear localization of the free volume is inhibited since the 
nanoindenter releases some force from the tip, leading to a stress drop in the material and, 
consequently, the shear localization stops. Shear band formation provokes a drop in the 
necessary mean pressure to start the shear localization for the subsequent bands. 

 

2. The crystallization behaviour, thermal stability and mechanical properties of the 
Cu60ZrxTi40-x (x = 15, 20, 22, 25, 30) metallic glasses have been extensively studied. The main 
conclusions are listed below: 

 

• All the compositions studied show high thermal stability due to the combination of   
high crystallization temperature and high apparent activation energy. Some of the 
experimental results suggest the decomposition of the amorphous matrix in Ti and Cu rich 
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zones. The first exothermic transformation for all the compositions corresponds to the 
formation of a nanocomposite structure with hexagonal Cu51Zr14 particles embedded in the 
amorphous matrix. However, the final microstructure depends on the composition of the 
alloy. 

• Similar elastic modulus and yield strength has been observed for the different studied 
amorphous alloys of the Cu60ZrxTi40-x system. The difference in plastic deformation between 
the alloys has been related to the µ/B ratio. 

• The fracture surfaces of compression tested Cu60Zr30Ti10 and Cu60Zr20Ti20 present the 
same motives of fracture morphology: a vein-like pattern, intermittent smooth regions and a 
river-like pattern. The distribution of these features has led to the analysis of the failure of a 
BMG. Therefore, sub-critical crack nucleation starts from sites covered with the river-like 
pattern. The crack propagation further continues forming the intermittent smooth regions. 
The vein-like pattern develops during the ultimate failure of the compression specimens in 
the regions of the softened shear bands. 

 

3. The influence of relaxation and the precipitation of secondary phases on the mechanical 
response of a BMG have been analysed, and the main conclusions are summarized as follows: 

 

• Macroscopic compression tests have revealed embrittlement of the material with 
increasing annealing time of a Cu60Zr22Ti18 BMG. The reduction of the free-volume in the 
amorphous matrix during the annealing treatment causes the embrittlement of the annealed 
samples, since plastic flow in metallic glasses needs a critical minimum amount of free-
volume.  

• The precipitation of nanocrystals does not change the main deformation mechanism 
of these materials and therefore, shear bands form and propagate across the amorphous 
matrix. The nanocrystals formed during the annealing may not disrupt shear band 
propagation due to their small size and this leads to catastrophic failure without plastic 
deformation in the nanocomposite. Fracture strength and Young’s modulus increase with 
increasing crystalline volume fraction. A perfect solute mixture model of defect free 
nanoparticles embedded in an amorphous matrix has been applied satisfactorily to describe 
the strengthening mechanism. 

• The mechanical behaviour of a two-phase metallic glass, consisting of a Y-rich softer 
matrix and a globular harder Nb-rich phase, has been investigated by nanoindentation. The 
elastic behaviour has been described by a proportional addition of the elastic behaviour of 
the different constituent phases. The plasticity and the hardness of the two-phase alloy are 
enhanced with respect to the single softer amorphous alloy composing the matrix, due to 
deflection of the shear bands in the vicinity of the hard globular phase. 
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4. The microstructure evolution and the mechanisms of mechanical hardening after high 
pressure torsion in a Ti-based dendrite/eutectic nanostructured alloy have been investigated. The 
main results can be summarized as follows: 

 

• The dendrites are formed of a β-Ti solid solution, while the matrix is composed by a 
nanostructured eutectic of β-Ti and NiTi phases and an intermetallic phase (i.e. CuTi2). 
After HPT, no phase transformations take place, but grain size of all phases is reduced while 
microstrains are increased.  

• The dendrites are found to be harder than the eutectic matrix. The structural 
refinement that occurs in all phases during the severe plastic deformation imposed by HPT 
strengthens the material. Interestingly, this hardening is more pronounced for the eutectic 
regions, probably due to the bending effect observed in the lamellae which causes a 
concomitant loss in their directionality, thus hindering the interlamellar glide.  

• The estimation of the overall hardness from the hardness of the constituent phases is 
only possible when using local hardness values evaluated at similar indentation depths, due 
to the indentation size-effect. 

 

The deformation mechanisms and the applications of metallic glasses and composite 
materials are still under investigation. The use of complementary techniques, such as SEM or 
TEM, has shown to provide valuable information for the in-depth investigation of the 
microscopic mechanisms governing plastic flow in metallic glasses and their composites. The 
work presented in this thesis is likely to motivate new studies on the subject, from both 
fundamental and technological points of view. Nanoindentation can still be vastly used to study 
the deformation behaviour of metallic glasses. The obtained results can help in the interpretation 
of phenomena, like the indentation size-effect, relaxation processes, cyclic deformation and 
deformation during indentation in metallic glasses. The work has shed some light into the 
recently proposed routes to increase mechanical toughness of metallic glasses, such as the 
development of nanocomposites or phase separation into two amorphous counterparts. Although 
studies using nanoindentation in composite materials are still not widely carried out, the power 
of this technique is clearly shown in this work enabling a distinction to be made between the 
hardening of the constituent phases. Hence, the underlying mechanisms governing the property 
changes in a composite material during plastic deformation (i.e. compression tests or severe 
plastic deformation) can now be better understood. Finally, more work has to be done in the 
optimization of ductilization procedures of metallic glasses and nanocrystalline alloys which 
may enhance their performance and widen their applicability as structural materials. 

It is also worth noting that several papers directly or indirectly related to the presented 
work have been published in international journals. These papers are listed below: 
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APPENDIX -I- 
 
 
Microstructural analysis by means of x-ray diffraction 
 
 
I.I.- Bragg’s law of x-ray diffraction 

 

 To describe the way x-rays diffract in a perfect crystal (without distortions and with 
atoms located in fixed positions) we will consider that x-rays are perfectly parallel and 
monochromatic (with a wavelength λ) and make an incident angle θ with respect to the reticular 
planes of the crystal [1].  

 As a result of interactions with atoms, x-rays are dispersed in all directions, but the 
diffraction beam is formed from those x-rays for which the incident angle is equal to the 
reflected angle. For example, as can be seen in Fig. A1.1, the rays 1 and 1a  strike atoms K and 
P and are scattered in all directions, but only in the directions 1’ and 1a’ these scattered beams 
are completely in phase and therefore capable to reinforce one another. Therefore, the difference 
in their path length will fulfil the following relationship: 

QK PR PK PK− = − =cos cosθ θ 0   eq. a1.1 

Similarly, the rays scattered by all the atoms in the first plane in a direction parallel to 1’ are in 
phase and add they contribute to the diffracted beam. This will actually occur for all planes 
separately. 

 
Figure A1.1. X-ray diffraction in a crystal [1]. 

 

However, rays 1 and 2 will be scattered by atoms K and L, respectively, and their path 
difference will be: 
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θθ sindsindLNML +=+    eq. a1.2 

Similar relationships can be derived from other rays striking atoms in different planes. 
Therefore, rays 1’ and 2’ will be completely in phase if the following relationship is fulfilled 
(difference of path length equal to a whole number of wavelengths, n): 

θλ sindn 2=      eq. a1.3 

where n is the reflection order, d is the interplanar difference and θ is the incidence angle. This 
relationship is known as Bragg Law, since it was elaborated in 1912 by W.L. Bragg [2]. 

 

I.II.- The effect of crystallite size and microstrains on the XRD patterns: 
Scherrer’s formula deduction 

 

 Bragg’s law of XRD assumes the crystal to be ideal, without defects. This is usually not 
fulfilled in reality. Moreover, x-rays are never perfectly collimated, i.e. some divergence is 
always inevitably present. This is of big importance, since it allows determination of the 
crystallite size, which is the minimum part of material that diffracts coherently [1]. 

 Let us consider a crystal of finite thickness t, composed of a set of m + 1 diffraction 
planes (see figure A1.2). In the figure, θ  is the incident variable angle, θB is the incident angle 
that fulfills exactly Bragg’s law and λ and d are the wavelength of the incident beam and the 
interplanar distance, respectively. 

B

 The rays A, D, ..., M  make an incident angle with the crystallographic planes exactly 
equal to θB. The ray D’ is out of phase with respect to A’ by exactly an amount equal to one 
wavelength. And M’ is m wavelengths out of phase with respect to A’. Therefore, the rays A’, 
D’, ..., M’ interfere constructively and form a diffracted beam of maximum intensity. Let us 
now suppose that two different rays, B and C, that make incident angles θ

B

1 and θ2, slightly 
different from θBB, so that: 

θθθ
θθθ
Δ−=
Δ+=

B

B

2

1      eq. a1.4 

and fulfil the condition: 

λθ

λθ

)1(2

)1(2

2

1

−=

+=

msint

msint
  eq. a1.5 

Thus, for θ1, the planes i and i + 1 are slightly out of phase and between the planes 0 and m it is 
possible to find midway in the crystal a plane for which the difference of phase with respect to 
B’ will be exactly λ / 2, thus interfering destructively with it. These rays cancel one another and 
so do the other rays from similar pairs of planes throughout the crystal, the net effect being that 
rays scattered by the top half of the crystal annul those scattered by the bottom half. The 
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intensity of the beam diffracted at an angle θ1 is therefore zero. Similarly, the intensity of the 
beam diffracted at an angle θ2 is also zero. For rays making an incident angle between θ1 and θB 
the intensity will have an intermediate value between IMàx and I = 0. Thus, a distribution of 
intensities is obtained.  

 
Figure A1.2. Finite crystallite size effect on diffraction [1]. 

 

Subtracting equations eq. a1.5 one obtains: 

Btsintsinsint θ
θθθθθθ

θθλ cos
2
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22

cos4)(22 212121
21 ⎟
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⎞
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⎛ −
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where the approximation sin(x) ≈ x has been used, together with: 

θ θ
θ1 2

2
+

= B                        eq. a1.7 

If we define: (θ1 - θ2) = β, where β is the half-height width, from equation a.6 one can deduce: 

Bt θ
λβ

cos
=                     eq. a1.8 

which is the well-known Scherrer formula for crystallite size [1,3]. A more precise treatment 
gives that: 

Bt θ
λβ

cos
9.0

=      eq. a1.9 

This equation is valid only for crystallite sizes smaller than 100 nm. Moreover, t is not exactly 
the crystallite size but the coherent diffraction domain (portion of crystal that gives a beam of 
diffracted rays with well-defined phase relation). This means that dislocations or stacking faults 
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inside the crystallites can also limit the coherent diffraction domain. Moreover, for an infinite 
crystal: 

( ) Bddm
mlímlím

m
m

θλλθ sin
22

1sin 1 ==⎟
⎠
⎞

⎜
⎝
⎛ −

=
∞→

∞→
         eq. a1.10 

This means that for an infinite crystal θ1 = θB = θB 2, and the intensity will be a δ -Dirac. 

 Furthermore, during ball milling and heat treatments not only crystallite size is found to 
vary but also some strains may appear in the material which, to some extent, can deform the 
grains or particles. In general, it is important to distinguish between macrostrains, which affect 
the overall crystal, and microstrains, which are created by the influence of neighbouring grains 
in the form of dislocations, stacking faults, etc. Both the crystallite size and microstrains can be 
evaluated from the width of the diffraction peaks. However, in the peak width there is also an 
experimental contribution. Therefore, in order to obtain reliable values of the crystallite size, all 
effects have to be somehow isolated and evaluated separately.  

 
Figure A1.3. Effect of strains on the width and position of the diffraction peaks [1]. 

 

It is qualitatively easy to understand that microstrains contribute to the broadening of 
the diffraction peaks, while macrostrains induce a shift in their positions. Figure A1.3 shows 
schematic diagrams of (a) unstrained crystal, (b) uniformly strained crystal and (c) non-
uniformly strained crystal. In (b) a macrostrain is shown to bring about an increase of the cell 
parameter, thus shifting the diffraction peak to a lower angle. In (c) the non-uniform strain 
makes different portions of the crystallites to deform differently. Thus, the cell parameter varies 
inside the crystallite from one region to another. As a result, we would obtain several sharp 
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peaks (one from every sub-crystallite), mutually overlapped which, as a result, would give a 
wide diffraction peak, as observed experimentally.  

 

I.III.- Evaluation of structural parameters by single-peak fit method (Marquardt 
Model) 

 

The analysis of XRD data can be performed by fitting peak by peak or fitting the whole 
spectra (Fourier analysis). The analysis peak by peak was carried out using the MARQFITO 
program, which was obtained from the Materials Engineering Department of Trento University. 
This program fits the peaks using a pseudo-Voigt function, by means of mathematic algorithms, 
based on the Marquardt model [4], using a minimum square method.   

 The diffraction profile obtained experimentally, h(x), is the convolution product of a 
“pure” diffraction profile, f(x), and the experimental contribution, g(x): 

∫
∞

∞−

−= εεε dxfgxh )()()(    eq. a1.11 

 Crystallite sizes and microstrains are determined from the pure diffraction profile, f(x). 
A good approximation of f(x) is obtained using a pseudo-Voigt function [5], which can be 
written as a lineal combination of a Cauchy (related to crystallite size) and Gaussian (related to 
microstrains) functions. The width of the experimental contribution to the diffraction peak, g(x), 
also has these two components. 

 It has been demonstrated that the Voigt function is a good mathematical approach to 
describe the behaviour of the diffraction peaks [6]. In particular, it can be written as the 
convolution product of a Gaussian, G(x), and a Lorentzian (or Cauchy), C(x), functions, which 
when normalized to the peak integrated intensities, are given by:      
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                                 eq. a1.13                          

where x represents the distance with respect to the maximum of the diffraction peak (it takes the 
value 0 at the peak center) and W1/2 is the full-width at half height, once the background is 
eliminated. Sometimes it is also designated as HWHM (half width at half maximum). It is 
necessary to distinguish W1/2 from the integral width, β, which is defined as the integrated 
intensity of the peak divided by its height: 
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∫= )2()2(1 θθβ dI
I p

                                    eq. a1.14                              

where Ip is the maximum intensity of the peak and I(2θ) is the intensity corresponding to the 
angle 2θ. 

 Therefore, the instrumental function, g(x), has two contributions: gaussian (gG(x)), 
which is mainly due to the x-rays source and geometry and is especially important for low 
angles (2θ < 90º), and the lorentzian (gC(x)), which is mainly due to the wavelength dispersion 
and is especially important for high angles. Therefore, g(x) can be written as the convolution 
product of gG(x) and gC(x), which we can indicate in a simple way as follows: 

          )x(g)x(g)x(g CG ∗=         eq. a1.15 

Similarly, the pure diffraction profile, f(x), can be expressed as a convolution product of 
a gaussian contribution, due to microstrains, and a lorentzian contribution, due to crystallite size 
distribution. We can express, therefore, f(x) as follows: 

                                                f x f x f xG C( ) ( ) ( )= ∗                              eq. a1.16 

 In summary, the experimental profile can be written in this way: 

                    [ ] [ ])x(g)x(f)x(g)x(f)x(h CCGG ∗∗∗=       eq. a1.17              

 To avoid having to calculate lengthily the integrals of the convolution product, a good 
approximation is to use the pseudo-Voigt function, instead of the Voigt function. The pseudo-
Voigt function can be written as a linear combination of Cauchy and Gauss functions: 

pV x C x G x( ) ( ) ( ) ( )= + −η η1                   eq. a1.18        

where η is the Gaussian parameter, which can take values from 0 to 1. If η is close to unity this 
indicates that the curve lorentzian-like. Conversely if η is close to 0, the gaussian contribution 
predominates. For x = 0, i.e. at the maximum intensity, the pseudo-Voigt function can be written 
in the following way: 
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Moreover, both the integral width and the full width at half height are taken into account in the 
factor form parameter: 

β
2/12W

=Φ                  eq. a1.20 

Hence, it is possible to express the integral width as follows: 
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where the last equality is valid when the overall area of the peak is normalized to unity. 

Therefore, the form factor gives an idea of the gaussian and lorentzian profile 
contributions, since it can be expressed in the following way: 
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This relationship holds both for the instrumental or the observed (experimental) profiles and, 
thus, it avoids having to work with the convolution products. 

 Experimentally, it has been demonstrated that the observed and experimental profiles 
fulfil the following relationships [5]: 
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  eq. a1.24 

where the a and b parameters take the following values: 

a0 = 2.0207   b0 = 0.6420 

a1 = -0.4803   b1/2 = 1.4187 

a2 = -1.7756   b1 = -2.2043 

                                                 b2 = 1.8706 

The error in this approach is estimated to be less than 1 %. Moreover, the following 
relationships are also valid: 

    β β βhG fG gG
2 2 2= +             eq. a1.25 

    β β βhC fC gC= +               eq. a1.26 

The valuesθ, W1/2 and η for the experimental spectra are determined using the fitting 
program. From equation eq. a1.22 it is possible to determine the form factor of the observed 
spectra and from equation eq. a1.21 the integral width, βh, can also be evaluated. Then, using 
equations eq. a1.23 and eq. a1.24 it is possible to calculate βhC and βhG. The instrumental values 
of W1/2 and η were determined using a Si single-crystal standard and they were found to fulfil 
the following expressions: 

1-η = 0.84220 – 6.6440·10-3 (2θ)      

W1/2 
2 = 1.8064·10-4 + 1.3797·10-3·tg(θ) + 7.6180·10-4·(tg(θ))2   eq. a1.27 

Finally, expressions eq. a1.25 and eq. a1.26 can be used to determine the Cauchy, βfC, 
and Gaussian, βfG, contributions of the “pure” diffraction profile.  
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. Hence, for a specific peak, 

ystall

The Cauchy part of the integral width, βfC, is related to the microstrains, while the 
gaussian contribution, βfG, to the width is related crystallite size
cr ite size is determined from βfC using the following expression: 

BfC
hkld

θβ
λ
cos

=      eq. a1.28 

whereθB is the angular position of the peak (measured 
(measured in Å). The value of dhkl represents the diffraction coherent domain and is measured 

1

in radians) and λ is the wavelength 

also in Å. This formula is able to estimate crystallites sizes up to 1500 Å. For larger dhkl, βfC 
tends to 0 and dhkl to ∞. Equation .28 is called the Scherrer formula.  

 The following expression can be used to determine microstrains: 

Btg
enmicrostrai

θ
fGβ

4
=><=    eq. a1.29 

where <e> represents the upper limit of microstrains. However,
mean square root of microstrains, <ε2>1/2 (rms strain), which is related to <e> in the following 

2 1/2

n it procedure: Rietveld Method 

ation of the sample by fitting the 
ntire XRD pattern, thereby overcoming the problem of peak overlap and allowing the 

maximu

n of the Rietveld method is that one must start with a model 
that is a

asonably 

 the MAUD program, created by L. Lutterotti in Trento University [8,9]. 
Although it is out of the scope of this thesis to give a detailed description of all the equations 

 it is more frequent to use the 

way: <e> = 1.25 <ε > . 

 

I.IV.- The full patter  f

 

The Rietveld method is used to obtain structural inform
e

m amount of information to be extracted. In the Rietveld method, during the refinement 
process, structural parameters, background coefficients and profile parameters are varied in a 
least-squares procedure until the calculated powder profile, based on the structural model, best 
matches the observed pattern [7].  

This method was first applied to powder neutron diffraction data but later it was adapted 
for use with x-ray data. A limitatio

 reasonable approximation of the actual structure and it is, therefore, primarily a 
structure refinement, as opposed to structure solution techniques. Rietveld refinements can yield 
very precise structural parameters, as well as quantitative analyses of phase mixtures.  

 The basic requirements for any Rietveld refinement are: accurate powder diffraction 
intensity data measured in intervals of 2θ (i.e. step-scan), a starting model that is re
close to the actual crystal structure of the material of interest and a model that accurately 
describes shapes, widths and any systematic errors in the positions of the Bragg peaks in the 
powder pattern.  

 The calculation of all structural parameters, by means of the Rietveld method, has been 
carried out using
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u  the program, in the following paragraphs some of the more relevant aspects of the way 
the program fits the data will be summarized. 

 During a Rietveld refinement, the quantity that is minimized by the least-squares 
procedure is the weighted R-pattern, R

sed by

wp, which is given by [7]: 
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  eq. a1.30

where Yio is the observed intensity and Yic is the calculated i nsity
statistical weight assigned to each step intensity:  

=

 σig is the standard deviation at each step i of 
the rest of the spectrum. The goodness of fit can be estimated from co ariso f Rwp

following parameter: 

nte  at step i, and wi is the 

222
ibigiiw σσσ +=     eq. a1.31

Here σib is the background standard deviation and
mp n o  with the 
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=
∑

i
ioi Yw

R     eq. a1.32

where N is the number of points in the spectrum and P the n
Usually the results are normalized and expressed in terms of GoF = wp exp

a value equal to 1 it would indicate that the fit is perfect. 

umber of parameters to be fitted. 
R /R . If GoF would take 

 The calculated XRD profile, Y , c can be expressed in the following way: 

[ ] bkgIBYc += )2(*)2( θθ     eq. a1.33 

here B mental profile 
and bkg is the background, which is fitted using a 4th degree
model B and I are fitted using a pseudo-Voigt function.  

th 2θ, while the microstrains 

w (2θ) is the function that describes the sample profile, I(2θ) is the instru
 polynomial. As in the Marquardt 

 Actually, complicated algorithms are used to express B(2θ). For crystallite size and 
microstrains determination MAUD used the Delft model [7,10], which is based on the fact that 
broadening due to crystallite size refinement does not change wi
contribution depends on 2θ. 
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