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List of Abbreviations 

Abbreviations used along the dissertation are collected as follows.  

 

Abbreviation  Meaning 

ACP    Alkylidenecyclopropane  

CAAC   Cyclic(alkyl)(amino)carbene 

COD   Cyclooctadiene  

DFT   Density Functional Theory 

EDA   Energy Decomposition Analysis 

HF   Hartree-Fock 

M06   Zhao and Truhlar’s Minnesota 06 density functional 

MCB   Methylenecyclobutene 

NHC   N-heterocyclic carbene  

PES   Potential Energy Surface 

PCM   Polarizable Continuum Model 

RDS   Rate Determining Step 

SCF   Self-consistent Field 

SDD   Stuttgart-Dresden effective core potential 

SMD    Solvent model density 

TOF   Turnover frequency 

TON   Turnover number 
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Preface 

The topic of this thesis is the DFT study of the mechanism of intermolecular 

hydroaminations catalyzed by rhodium and gold catalyst.  

The nitrogen-containing compounds are very valuable and have a lot of uses ranging from 

pharmaceutical to chemical. The hydroamination reaction is the most economical pathway 

to synthesize substituted amines. Metal catalyst developed for direct hydroamination 

includes lanthanides, as well as early and late transition metals. The most versatile catalysts 

for the intermolecular hydroamination are based on late transition metals. There are a lot of 

studies published in recent years about this reaction, but despite the effort some questions 

remain open.  

The main challenges of hydroamination reactions are the use of simple amines and 

unactivated substrates, the intermolecular version, the control of regioselectivity (especially 

the anti-Markovnikov version) and the asymmetrical version. In this thesis we mainly 

focused on the study of the control of regioselectivity in the intermolecular version of this 

reaction and an asymmetric process.  

The first and second chapters are an introduction to the subject and a theoretical 

explanation of all the topics used in this thesis. In the third chapter are collected the points 

this work pretends to achieve, in the fourth chapter we studied an anti-Markovnikov 

hydroamination of alkenes catalyzed by a rhodium catalyst. The fifth chapter deals with the 

enantioselective hydroamination of allenes catalyzed by a rhodium catalyst. The sixth 

chapter is devoted to the hydroamination reaction of alkynes, alkenes and allenes with 

hydrazine catalyzed by a cationic gold catalyst and in the seventh chapter we studied an Au-

catalyzed anti-Markovnikov hydroamination. The last chapter of this thesis includes a brief 

conclusion and summary of the outcome of the work carried out. 

  

I hope you enjoy the dissertation as much as I did. Thanks for reading and have fun! 

 

 

Almudena Couce Ríos 
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Chemistry, unlike other sciences, sprang  

originally from delusions and superstitions,  

and was at its commencement exactly on a  

par with magic and astrology. 

Thomas Thomson 

 

 

  

 

 

~Chapter 1~ 
INTRODUCTION 

 

 

 

 

  

 

 

This chapter introduces some basic concepts on organometallic chemistry, transition metal 

complexes, catalysis and reaction mechanisms. Regarding the reaction studied, 

hydroamination, the proposed mechanisms as well as the most important theoretical and 

experimental studies about the reaction are described.  
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1.1 Basic Concepts  

The first chapter of this thesis introduces some basic concepts related with the topic of this 

thesis which is the computational study of the hydroamination reaction catalyzed by 

organometallic complexes. In the first part of this chapter some general ideas on 

organometallic chemistry and transition metal complexes, what is a catalyst and how it 

works and what is a reaction mechanism are described. The second part of this chapter is 

devoted to present the hydroamination reaction and the most important theoretical and 

experimental studies about this reaction.  

1.1.1 Organometallic Chemistry 

Coordination compounds (also named as coordination complexes) are a class of substances 

with chemical structures in which a central metal atom (neutral or positively charged) is 

surrounded by nonmetal atoms or groups of atoms, called ligands (neutral or negatively 

charged). Organometallic complexes are a particular type of coordination complexes. 

Organometallic compounds are defined in Elschenbroich and Salzer’s book as “materials 

which possess direct, more or less polar bonds Mδ+-Cδ- between metal and carbon atoms”.1 

The most common metals used in organometallic complexes are transition metals2,3 

because of the presence of electrons in their valence d-subshells and their ability to easily 

change their oxidation state along the reaction.  

The nature of the metal, the spin state and the steric and electronic effects of the ligands 

define the geometry around the metal center, as well as its behavior during the reaction 

process. Some basic concepts about the structure of transition metal complexes are given in 

this section.  

The most extended guide to explain the structure of transition metal complexes is the 18-

electrons-rule.4 This rule is based on the fact that the metal atom should fulfill 9 orbitals 

(one s orbital, three p orbitals and five d orbitals) which overall count to 18 electrons. This 

means that a metal complex which has 18 electrons is going to have a noble gas 

configuration and is going to be stable. But several exceptions are found in the literature, in 

special the 16-electron transition metal complexes.4  

The simplest approach to explain the geometry of the coordination complexes is based on 

the coordination number which is the number of occupied sites on the metal center atom 

and the number of non-bonded electron pairs of the metal. In Table 1.1 are collected the 

most important geometries.  
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Table 1.1: The most common geometries presented in coordination complexes.  

Coordination  
number 

Geometry 

2 Linear  

3 Trigonal-planar 
 

 T-shaped 
     

4 Tetrahedral 
 

 Square-planar 
 

5 Trigonal bipyramidal 
 

6 Octahedral 
 

The geometry of the coordination complex affects to the energy of the d-type orbitals of the 

metal center. This effect was first studied by a crystal field model, developed by Hans Bethe 

and John Hasbrouck van Vleck.5 This model assumes that the ligands are simple point 

charges and shows how the ligands disturb the energy of the d-orbitals of the metal by 

means of classical potential energy equations that take into account the attractive and 

repulsive interactions between charged particles (the ligands and the electrons of the 

orbitals). All these d-orbitals have the same energy in an isolated metal atom. Different 

geometries of the coordination complexes are going to perturb the d orbitals in a different 

way resulting in different crystal field splittings. The energy difference generated between 

orbitals is named as crystal field splitting and represented by a Δ symbol. This energy gap 

depends on the oxidation state of the metal as well as the nature of the ligands. Ligands 

which generate a small crystal field splitting are called weak field ligands and the ones that 

generate a large crystal field splitting are called strong field ligands. In Figure 1.1 is 

represented the crystal field splitting for an octahedral and a square-planar geometry of the 

ligands.  

For an octahedral geometry, ligands approach the metal ion along x, y and z axes, therefore 

the orbitals which lie along these axes (dx2−y2 and dz2 , collectively named as Eg) are going to 

suffer higher repulsions and be more energetics that the dxy, dyz and dxz orbitals 

(collectively named as T2g). This means that in an octahedral geometry, the energy level of Eg 

orbitals are higher than in the free metal atom (0.6∆o where ∆o is the energy of the orbitals 

in an isolated metal atom) while T2g orbitals are lower (0.4∆o).  For a square-planar geometry 

the strongest repulsions take place at the xy plane. Therefore for the two orbitals in this 

plane (dx2−y2 and dxy) are destabilized. Overall, an splitting with four different energies 
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levels appears (Figure 1.1). The splitting energy (from highest orbital to lowest energy 

orbital) is 1.74∆o. The square-planar geometry is common in metals containing eight 

electrons in their d-orbitals such as rhodium(I) complexes while rhodium(III) complexes with 

six electrons in their d-orbitals prefer an octahedral geometry.  

  

Figure 1.1: Crystal field splitting in octahedral and square-planar geometries. 

More recently, the molecular orbital (MO) theory was used to explain the electronic 

structure of these complexes.6 The shape and energy of the molecular orbitals of a complex 

depend on the number of ligands and their geometrical arrangement around the metal. The 

interaction between the ligand orbitals (l orbitals) and the nine atomic orbitals of the metal 

(five d orbitals, one s orbital and three p orbitals) giving rise to l bonding molecular orbital 

and l anti-bonding molecular orbitals. When the number of ligand orbitals is different to the 

number of atomic orbitals on the metal, the remaining orbitals (9 - l or l - 9 depending of the 

number of ligands) stay as nonbonding orbitals. The separation between the energy levels 

of the nonbonding and anti-bonding orbitals is related with the strength of the interaction 

between the ligand orbitals and the atomic orbitals of the metal. The bigger is the gap 

energy (thereby more destabilized are the antibonding orbitals) the stronger is the 

interaction.  

The most used method to construct the molecular orbital diagram of a complex is the 

“fragment method”. The stages to construct the MO diagrams are: (i) find the point-group 

symmetry, (ii) determine the symmetry properties of the orbitals on the central metal atom, 

(iii) consider the ligand orbitals as linear combinations of these orbitals which are adapter to 

the symmetry of the complex and (iv) allow the metal to interact with the ligand orbitals. 

Only orbitals of the same symmetry can interact, since their overlap is non-zero.  
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Figure 1.2: MO diagram for an octahedral complex and representation the orbitals involved. 

For an octahedral geometry, the point-group symmetry is Oh. The symmetry of the metal 

orbitals is obtained directly from the table of the octahedral point group. The s orbital has 

the same symmetry properties as the function x2 + y2 + z2, therefore it has A1g symmetry. The 

px, py and pz orbitals transform as x, y and z, respectively and therefore the symmetry is T1u. 

The d atomic orbitals have two different symmetries: Eg symmetry for dx2−y2 and dz2 

orbitals and T2g symmetry for dxy, dyz and dxz orbitals. The symmetry-adapted σ orbitals for 

an octahedral complex is Au1+T1u+Eg. The last stage to build the MO diagram is to allow the 

interaction of these symmetry-adapted ligand orbitals with the metal orbitals (fragment 

method). The interaction of Au1+T1u+Eg  ligand orbitals with those with the same symmetry 

in the metal give rise to Au1,T1u and Eg bonding and the same anti-bonding orbitals whereas 

T2g orbitals of the metal remain as non-bonding orbitals. The MO diagram for an octahedral 

complex is represented in Figure 1.2.  
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The representations of the symmetry-adapted σ orbitals for an octahedral complex and 

orbitals with the same symmetry on the metal center as well as the formed MO orbitals are 

also depicted in Figure 1.2. 

Figure 1.2 shows that for an octahedral complex there are six valence atomic orbitals on the 

metal which contribute to the formation of the six metal-ligand bonds (the s, the three p 

and two d orbitals). For octahedral complexes, the term “d block” is commonly used. This 

term is referred to the five molecular orbitals that are mainly concentrated on the d orbitals 

of the metal: the three nonbonding T2g MOs and the two anti-bonding Eg MOs. The three 

non-bonding orbitals are purely the dxy, dyz and dxzorbitals from the metals. The Eg
* 

orbitals are often represented as dx2−y2 and dz2  orbitals with antibonding contributions on 

the ligands.  

One of the most relevant applications of coordination complexes is homogeneous catalysis 

for the production of organic compounds. The coordination complexes are able to catalyze a 

variety of reactions, in particular the hydroamination reaction which is the focus of this 

dissertation. The next sections are devoted to describe basic concepts in homogeneous 

catalysis as well as the concept of reaction mechanism which is intimately ligated to that of 

catalysis. 

1.1.2 Reaction mechanism 

A reaction mechanism is defined as a step-by-step description of what occurs at the 

molecular level in a chemical reaction. Usually a reaction takes place through several steps. 

Each step of the reaction mechanism is known as elementary process so a reaction 

mechanism consists of multiple elementary processes. A reaction cannot proceed faster 

than the rate of the slowest elementary step. Therefore, the slowest step in a mechanism 

establishes the rate of the overall reaction. This step is named the rate determining step of 

the reaction (RDS). 7–12 

During a chemical reaction, the reactants go through bond forming and bond breaking steps 

forming different intermediate species connected by different transition states until forming 

the products of the reaction. A transition state is defined as a maximum of potential energy 

along the reaction coordinate and an intermediate is defined as a local minimum of 

potential energy. The representation of the Gibbs energy of all these species along a given 

reaction coordinate is named as energy profile diagram or reaction Gibbs energy diagram 

which is represented in Figure 1.3.  
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Figure 1.3: Energy profile diagram of a model reaction mechanism. 

The thermodynamics of the reaction concerns the difference between Gibbs energy of 

reactants and products (∆𝐺𝑟) and governs the spontaneity of the process. On the other 

hand, the kinetics is determined by the activation energy of the reaction (Ea) which is an 

empirical parameter introduced by Arrhenius. The Arrhenius equation derives from 

empirical observations and ignores any mechanistic considerations, such as whether one or 

more reactive intermediates are involved in the conversion of a reactant to a product.  

The Transition State Theory (TST) defines a new concept: the Gibbs energy barrier which is 

the Gibbs energy difference between the activated transition state complex and reactants; a 

fully knowledge of the operative mechanism is required. The experimentally-obtained 

reaction rate constant (𝑘) can be connected with the Gibbs energy barrier (∆𝐺‡) by the 

Eyring equation: 

𝑘 =
𝑘𝐵𝑇

ℎ
𝑒−∆𝐺‡ 𝑅𝑇⁄                                                            [1.1] 

where kB is the Boltzmann constant, h the Planck constant, R the universal gas constant and 

T the absolute temperature. 

Kozuch introduced the concept of energetic span (𝛿𝐸), which is defined as "the energy 

difference between the summit and trough of the catalytic cycle". The energetic span is 

determined by the transition state and the intermediate that maximize the energetic span 

which are named as TOF-determining transition state (TDTS) and the TOF-determining 

intermediate (TDI). Turnover frequency (TOF) concept is explained into the next section.  
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According to Kozuch, this energetic span can be calculated as the energy difference 

between these two states whenever the TDTS appears after the TDI, but when the opposite 

happens, the driving force (∆𝐺𝑟) has to be also added to this difference obtaining the  

following equation:13–15  

𝛿𝐸 = {
𝑇𝑇𝐷𝑇𝑆 − 𝑇𝑇𝐷𝐼 (𝑎)

𝑇𝑇𝐷𝑇𝑆 − 𝑇𝑇𝐷𝐼 + ∆𝐺𝑟 (𝑏)
                                             [1.2] 

Equation (𝑎) has to be used if TDTDS appears after TDI and equation (𝑏) if TDTS appears 

before TDI. The experimentally-obtained reaction rate constant (𝑘) can be connected with 

the energy span by adapting the Eyring transition state theory.16 This equation has to be 

adapted by substituting the Gibbs energy barrier (∆𝐺‡) by the energy span (𝛿𝐸).  

A mechanism study consists in finding the most feasible pathway to connect reactants with 

products through the analysis of the thermodynamic as well as the kinetic aspects of the 

reaction.17 In our case mechanistic studies are done by means of computational 

calculations.  

1.1.3 Homogeneous Catalysis 

A catalyst was defined in 1894 by Otswald as a chemical substance that accelerates the 

reaction without being consumed.18 In the presence and in the absence of the catalyst the 

reaction has the same initial and final points, but it occurs through different mechanisms, 

involving different intermediates and transition states. The reaction is faster in presence of 

the catalyst. This means that a catalyst decreases the activation energy of the reaction 

allowing it to be carried out under milder conditions and therefore more efficiently.19,20  A 

model energy profile of a reaction in presence and absence of catalyst is represented in 

Figure 1.4.  

 

Figure 1.4: Energy profile diagram of a model reaction mechanism in presence (black line) 

and absence of catalyst (red line).  
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Catalysts can be classified into homogeneous or heterogeneous depending on whether they 

exist in the same phase as the substrate or not.21–23 Biological catalysts are usually placed in 

a different group thereby having three different categories to classify the catalysts. In 

homogeneous catalysis the catalyst is in the same phase as the reactants, most often a 

liquid phase. Some examples of homogeneous catalysts are simple acids and bases, organic 

molecules and organometallic complexes, which are the ones studied in this dissertation.  

Most often the reaction starts with the coordination of some of the reagents to the 

organometallic complex. At the end, the reaction product is decoordinated from the 

catalyst, which in this way is regenerated.  A catalytic cycle of a model chemical reaction is 

represented in Figure 1.5. In some cases, at the final point of the reaction, the catalyst is in a 

different oxidation state or includes different ligands than at the beginning of the reaction, 

so one or more additional steps are necessary to recover the catalyst and close the catalytic 

cycle.  

 

Figure 1.5: Catalytic cycle of a model chemical reaction.  

Usually a catalytic cycle is complicated because it involves several elementary steps. In 

addition, competing side reactions can also occur yielding unwanted products and 

decreasing the efficiency of the chemical process. For this reason, it is very important to 

have some magnitudes to measure the efficiency of the catalyst allowing to compare 

different catalysts. Two magnitudes are usually used to quantify the activity of the catalyst: 

the turnover number (TON) and the turnover frequency (TOF).20 The turnover number is 

defined as the total number of moles of substrate that a mole of catalyst can convert into 

product molecules. This magnitude gives an idea of the robustness of the catalyst by 

measuring the number of times the catalyst performs the catalytic cycle before becoming 

inactivated. The turnover frequency is used to refer the turnover per unit time and 

quantifies the activity of the catalyst. Both magnitudes can be estimated from the energetic 

span of the reaction24–26  which requires a fully knowledge of the operating mechanism.  
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1.2 Hydroamination reaction  

As mentioned above, the topic of this thesis is the computational study of the 

hydroamination reaction catalyzed by organometallic complexes, so the second part of this 

chapter is devoted to present the hydroamination reaction and to summarize the most 

important theoretical and experimental studies about this reaction.  

The hydroamination reaction is the addition of a nitrogen-hydrogen bond of an amine to an 

unsaturated carbon-carbon bond to yield a nitrogen-containing compound. The nitrogen-

containing compounds are present in our daily life because they form a part of dies, drugs, 

solvents, fertilizers, etc. They also are very important bulk and fine chemical and building 

blocks in organic synthesis.27–29 For this reason, it is very important to develop efficient 

methods for their synthesis.  

The most atom-economic way to synthesize the nitrogen-containing compounds starting 

from readily available and inexpensive materials is the hydroamination reaction. Table 1.2 

summarizes several methods applied for the synthesis of amines and the efficiency of each 

method for aliphatic as well as for aromatic amines. The efficiency is calculated as the 

percentage of the amount of the N-containing product respect of the amount of total 

product obtained in the reaction. The most used method at the laboratory scale is the 

nucleophilic substitution of organic halides by amines, azides or cyanides. In accordance 

with the results presented in Table 1.2, the nucleophilic substitution occurs with efficiency 

between 26 and 54% while the hydroamination reaction has a theoretical 100% efficiency.30  

The scope of the hydroamination reaction can be divided into the types of the substrate 

containing the carbon-carbon bond such as alkenes, alkynes, allenes and dienes. Among 

these species the hydroamination of alkenes is the most challenging hydroamination. The 

direct addition of an amine to a carbon-carbon unsaturated bond can yield two different 

isomers depending on what carbon the addition takes place: the Markovnikov isomer when 

the addition takes place over the most substituted carbon or the anti-Markovnikov if the 

addition takes place over the less substituted carbon. According to the Markovnikov rule, 

the Markovnikov product is usually favored in the presence of Brønsted or Lewis acids due 

to the higher stability of the intermediate carbocation. Consequently, the synthesis of anti-

Markovnikov amines are rare, being the anti-Markovnikov hydroamination of alkenes 

included in the top ten of challenges of homogeneous catalysis. 31 
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Table 1.2: Comparison of various routes to amines. Table adapted from reference 30. 

Reaction 

Atom-
efficiency 

R1=H R1=Ph 

Nucleophilic substitution followed by reduction 

 

30 54 

 

26 48 

Amination of organic halides or alcohols 

 

36 60 

 
71 57 

Reductive amination of carbonyl compounds 

 

71 87 

Reduction of nitro compounds 

 

56 77 

Hydrocyanation of olefins followed by reduction 

 

100 100 

Hydroamination of olefins 

 

100 100 

Hydroaminomethylation of olefins 

 

77 88 

The direct addition of amines to unsaturated carbon-carbon bond is thermodynamically 

accessible but has very high activation energy associated which makes the use of catalysts 

necessary.32–38  Several studies were carried out to develop an efficient catalyst for this 

reaction and some Brønsted acids39,40 and bases30,41 and alkali and alkaline metals42–46 have 

been found to be active catalysts for this reaction. Alternative catalysts based on late 

transition metals are also active for the hydroamination reaction. Particularly, rhodium, 

iridium and gold catalysts have been developed in the last years.36,47–49  
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Despite of efforts devoted to this reaction, there are some challenges yet to be solved. The 

first one is the use of unactivated olefins, like ethylene, because the activation energy is 

very high.50–52 The second one is the use of small nucleophile molecules, like hydrazine or 

ammonia because they form very stable compounds with the catalyst that prevent the 

reaction from happening.53–57 Other challenges are the intermolecular version of the 

reaction, which is entropically disfavored and the control of the regioselectivity, especially 

the anti-Markovnikov addition. The last one is the development of enantioselective version 

of the reaction.  

This dissertation is focused to study selected hydroamination reactions catalyzed by 

rhodium and gold catalysts in order to understand the operating mechanism in each 

reaction and to explain relevant aspects like the selectivity (hydroamination vs oxidative 

amination) as well as the regioselectivity and the enantioselectivity observed 

experimentally. Several different mechanisms have been proposed for the hydroamination 

reactions. This section describes the different mechanistic alternatives and the most 

important contributions in rhodium and gold-catalyzed hydroaminations reported in the 

literature.  

1.2.1 Reaction mechanism 

The hydroamination reaction can occur through different mechanisms and the selectivity of 

the reaction as well as the efficiency depends on the pathway followed. The catalyst, the 

substrate and the amine employed determine the operative mechanism. This section 

summarizes all the proposed mechanisms for the hydroamination reaction.  

1.2.1.1 Electrophile activation mechanism 

In this mechanism the reaction starts with the activation of the unsaturated substrate and it 

is followed by a nucleophilic attack of the amine. Two different plausible mechanisms could 

occur along this pathway.  

a) Hydroamination by nucleophilic attack of amine on coordinated alkene/alkyne 

This pathway is the most common one. A Lewis-acidic catalyst activates the carbon-carbon 

bond withdrawing electron density, which renders it susceptible to the nucleophilic attack 

by the lone electron pair of the amine nitrogen atom. This pathway ends with a 

protodemetallation by a direct protonolysis or with a proton transfer assisted by a second 

amine. The regioselectivity observed in the hydroamination reaction is defined in the 

nucleophilic attack step. The most important steps of this pathway are represented in 

Scheme 1.1.  
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Scheme 1.1: Catalytic cycle for hydroamination by nucleophilic attack of amine on 

coordinated unsaturated substrate. 

This mechanism was proposed for the hydroamination reaction by Trogler et al. for the 

addition of aniline to the activated dialkyl substrate58 based on previous suggestion by 

Venanzi et al. for the cyclization of aminoalkenes.59 The catalyst used was a platinum 

complex in the first case and a palladium catalyst in the second case. This mechanism was 

proposed also by Muller et al. for the palladium-catalyzed cyclization of 6-aminohex-1-yne60 

and supported by kinetic studies.61 Several groups have reported experiments supporting 

this mechanism for rhodium and iridium,62,63 palladium,64,65 platinum,66–68 and gold69 

catalysts. This mechanism has been also proposed for the hydroamination of dienes 

catalyzed by palladium in absence of acid.70   

The reaction pathway appears feasible for electron-deficient alkenes and alkynes in 

combination with electron-rich N-nucleophiles. This pathway was studied at HF level by 

Åkermark et al. for a Nickel catalyst71 and later by Seen et al. using DFT calculations for d8-

transition metal complexes from groups 9 and 10.72 Our group established by means of DFT 

calculations that this mechanism also operates for the hydroamination reaction of alkenes 

and alkynes catalyzed by gold complexes.73,74 Theoretical studies have shown that the 

slippage of the coordinated substrate is very important for the nucleophilic addition as well 

as the shape of the LUMO orbital. 75,76 

b) Insertion of substrate into the Metal-Hydride bond 

This pathway requires a metal-hydride bond, so the first step of this pathway (when a 

catalyst is not a hydride) can be a direct protonation of the metal center or an oxidative 

addition of an acid. This step is followed by the insertion of the substrate into the metal-

hydride bond to yield a species which is susceptible to be attacked by the N-nucleophile. In 

case of the substrate being an alkyne, this step leads to vinyl-metal species; when the 

substrate is an allene, this step leads to an allylic complex and in case the substrate is an 

alkene, this step yields an alkyl species. The catalytic cycle for this pathway is represented in 

Scheme 1.2.  
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Scheme 1.2: Catalytic cycle for hydroamination starting with the insertion of (a) alkene and 

alkynes (b) allenes into a metal-hydride bond. 

This pathway has been described for hydroamination of allenes catalyzed by palladium,77–79 

alkenes and alkynes catalyzed by copper-hydride complexes80,81 and also dienes catalyzed 

by nickel.82 This pathway seems to be operating also in the hydroamination reaction of 

alkenes83  and dienes70 catalyzed by a palladium complex in presence of acid, as well as 

catalyzed by a palladium complex immobilized over a film of ionic liquid.84 The allyl complex 

formed can be isolated and was identified as the major species,82,85 this fact indicates that 

the nucleophilic addition is the rate determining step when the hydroamination reaction 

takes place through an insertion of the substrate into a metal-hydride bond.  

A similar mechanism has been proposed for the hydroamination reaction of alkynes 

catalyzed by ruthenium complexes.86–88 This mechanism starts with the formation of a 

hydride catalyst and it is followed by the insertion of the alkyne into the metal-hydrogen 

bond. This step produces a vinyl-metal species which can rearrange into the corresponding 

vinylidene complex. From this intermediate the nucleophilic addition of amine takes place 

forming the product of the reaction. This mechanism is represented in Scheme 1.3.  

 

Scheme 1.3: Catalytic cycle for insertion of an alkyne into metal-ruthenium bond pathway. 
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1.2.1.2 Amine activation mechanism 

This mechanism starts with the activation of the amine and it is followed by the insertion of 

the substrate into the metal-nitrogen bond. Two pathways are possible depending on how 

the activation of the amine takes place: one is the deprotonation of the amine followed by 

the coordination of the amine to the metal center and the other is the activation of the 

amine by an oxidative addition step.  

a) Deprotonation of amine 

In this pathway the first step of the mechanism is the deprotonation of the amine. This 

proton can be removed by a ligand of the precatalyst, by another amine or by an external 

base, for example, the solvent. This step is followed by the coordination of the 

deprotonated amine and the substrate to the metal center and by a migratory insertion of 

the substrate into the metal-nitrogen bond. The last step is the protonation of the 

alkylamine complex to yield the reaction product.  This mechanism is represented in 

Scheme 1.4.  

 

Scheme 1.4: Catalytic cycle for amine activation mechanism starting with deprotonation of 

amine. 

This mechanism was proposed for the hydroamination reaction of alkenes with acrylonitrile 

catalyzed by platinum complexes.89 This pathway was also studied by DFT calculations for 

the hydroamination of alkenes catalyzed by a rhodium (I) complex.90  

A similar mechanism was studied by DFT calculations by Uhe et al. for a hydride-rhodium 

(III) catalyst.91 In this study the amine is deprotonated by protonating a second amine or a 

ligand of the precatalyst. Then, the deprotonated amine is coordinated to the metal center 

and the formation of the carbon-nitrogen bond takes place by a migratory insertion step. 

The reaction finishes with the reductive elimination of the reaction product. 
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b) Oxidative addition of amine 

In this pathway the reaction starts with the oxidative addition of the amine. During the 

oxidative addition step the oxidation number of the metal is increased in two units as well 

as the coordination number. Thus, a coordinatively unsaturated transition metal is required. 

Subsequently, the migratory insertion of the amine into the metal-nitrogen bond occurs and 

a reductive elimination of the product regenerates the active low-valent metal catalyst. A 

representation of this pathway is shown in Scheme 1.5.  

  

Scheme 1.5: Catalytic cycle for hydroamination through oxidative addition of amine. 

This pathway was proposed for the first time by Casalnuovo et al. for the hydroamination 

reaction of norbornene with aniline catalyzed by an iridium complex. 92 This pathway was 

also proposed for the redox couples Ru0/RuII,93 IrI/IrIII,94 Pd0/PdII,95 Pt0/PtII 96,97 and CuI/CuIII.98 

Theoretical studies carried out by Tsipsis et al. show that the reductive elimination and 

oxidative addition steps are the limiting steps in the hydroamination catalyzed by platinum 

complexes.99 The migratory insertion was also studied by means of DFT calculations by 

Hartwig et al. for the hydroamination catalyzed by rhodium complexes.100 They found that a 

reorganization of the substrate as well as the amine is necessary before the migratory 

insertion. They also affirm that the regioselectivy observed during the migratory insertion 

step depends on the electronic properties of the substituents of the substrate. 

1.2.1.3 [2+2] cycloaddition mechanism 

This pathway starts with the deprotonation of the amine by a second amine molecule, and 

then takes places the formation of a metal-imido complex which undergoes a [2+2] 

cycloaddition reaction with the alkene, alkyne or allene substrate to yield an 

azametallacyclobutene. This azametallacyclobutene is protonated by the protonated amine 

formed in the first step closing the catalytic cycle, and thus restoring the catalyst. The main 

steps of this mechanism are summarized in Scheme 1.6.  



Chapter 1 

18 
 

 

Scheme 1.6: Catalytic cycle for hydroamination through a [2+2] mechanism. 

This mechanism has been shown to occur in several hydroamination reactions catalyzed by 

neutral group 4 metal complexes.101 The study of the hydroamination reaction catalyzed by 

zirconocene complexes show that the reaction follows this [2+2] cycloaddition mechanism 

and the regioselectivity observed can be related with the nature of the turnover-limiting 

step (the protonolysis of the azametallacyclobutene or the [2+2] cycloaddition step).102 The 

hydroamination reaction of alkenes, alkynes and allenes following this pathway was studied 

by means of DFT calculations using a titanium-imido catalyst.103    

1.2.2 Rhodium-catalyzed hydroamination reactions 

This section is devoted to summarize the development of hydroamination reactions 

catalyzed by rhodium-based catalysts as well as the most important studies of its 

mechanism. There are few mechanistic studies of hydroamination reactions catalyzed by 

rhodium complexes. Rh complexes show excellent activity in the catalysis of intermolecular 

anti-Markovnikov hydroamination of alkynes and alkenes. Regarding to the operating 

mechanism for the hydroamination reaction catalyzed by rhodium complexes, two plausible 

mechanisms has been proposed.104 The first is an electrophile activation mechanism whose 

main steps are the coordination of the electrophile substrate to the metal center and the 

nucleophilic attack of the amine (see Section 1.2.1.1 for more details). The second proposed 

mechanism is an amine activation mechanism whose initial step is the oxidative addition of 

the amine and is followed by a migratory insertion step (see Section 1.2.1.2 for more 

details).    

1.2.2.1. Hydroamination of alkenes catalyzed by rhodium-complexes  

The first example of hydroamination catalyzed by a rhodium-catalyst was in 1971 when 

Coulson et at. were able to add a secondary alkylamine to ethylene catalyzed by RhCl3·3H2O; 

high temperatures and pressure are required.50 They found that very small changes on 
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electronic properties of amine produce significant changes on the reaction yield being 

piperidine, pyrrolidine and dimethylamine the ones that produce the better results. Later, 

Taube and coworkers identified the trans-RhCl(C2H4)(piperidine)2 as a intermediate 

compound in the reaction between piperidine and ethylene.105,106  

In 1979, Diamond and co-workers extended the scope of the reaction to the hydroamination 

of ethylene with anilines. 107 Building on early studies,108 Brunet et al. studied the reaction 

of norbornene with anilines in presence of [Rh(PEt3)2Cl]2. 
109

 It was observed that using less 

electron rich phosphines (PPh3), more sterically demanding phosphines (PCy3) or complexes 

reminiscent of Wilkinson’s catalysts ((PEt3)RhCl) provided inferior conversions to products. 

Brunet and co-workers extended this study to the hydroamination of styrene and 1-hexene 

using the same catalyst. They found that a mixture of the Markovnikov and the Markovnikov 

isomer is obtained in 30:65 ratio.110  

In 1999, Beller et al. reported the first example of anti-Markovnikov hydroamination of 

alkenes catalyzed by a transition metal catalyst. In this study they used a mixture of  

[Rh(cod)2]BF4 and PPh3.104,111 Even in all cases the oxidative amination product is the major 

one (enamine product), they found that higher yields of the hydroamination product are 

obtained using morpholine as amine.112,113 Later, in 2003, Hartwig et al. were able to obtain 

the anti-Markovnikov hydroamination product as the major one for the hydroamination 

reaction of vinylarenes with various secondary aliphatic amines catalyzed by a cationic 

rhodium catalyst with a DPEphos ligand [(Oxydi-2,1-phenylene)bis(diphenylphosphine)]. 

This reaction is represented in Scheme 1.7 and studied in Chapter 4. Other ligands like 

Xantphos and DBFphos (4,5-Bis(diphenylphosphin)-9,9-dimethylxanthene and 4,6-

Bis(diphenylphosphino)dibenzofuran, respectively) give little or no hydroamination 

products.114  

This reaction was extended to the hydroamination of alkynes in 2007. Fukumoto et al. 

developed the first Rh(I) catalyst that is able to carry out the anti-Markovnikov 

hydroamination reaction of terminal alkynes with both primary and secondary aliphatic 

amines.115   Also in 2007, Brunet and co-workers studied the effect of iodide ions in the 

hydroamination of ethylene. 116 

 

Scheme 1.7:  First anti-Markovnikov hydroamination of styrene catalyzed by a Rh(I) catalyst.  
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Concerning the intramolecular version of this reaction, Hartwig also reported the 

intramolecular hydroamination of nonactivated alkenes with primary amines.117 They found 

that the nucleophile addition of the amine toward the coordinated olefin is the rate-

determining step of this reaction.118 In 2010, Buchwald reported the asymmetric 

intramolecular hydroamination of alkenes catalyzed by a rhodium complex with an 

dialkylbiaryl phosphine as ligand.119 

In regard to the study of the mechanism of this reaction, there are a few examples of 

computational studies of hydroamination reactions catalyzed by rhodium complexes. The 

first example was published in 2000 when Senn et al. carried out the DFT study of ethylene 

with group 9 and 10 transition metals catalysts through an alkene activation mechanism.72  

Later Hartwig et al. studied the migratory insertion step of ethylene into a rhodium-nitrogen 

bond. 100  Polo et al. studied by means of DFT calculations the reaction of styrene with a 

secondary amine using a rhodium catalyst with a hemilable phosphine ligand.90 They affirm 

that the operating mechanism is an amine activation mechanism starting with the 

deprotonation of the amine.  

The hydroamination reaction was also studied by DFT calculations using a Rh(III) catalyst in 

2010 by Uhe et al.91 The last example of DFT studies of this reaction catalyzed by rhodium 

complexes was carried out very recently by Balcells and Hartwig. They computationally 

studied the intramolecular hydroamination of aminoalkenes catalyzed by a Rh(I) catalyst 

with a phosphine ligand. 120 

1.2.2.2. Hydroamination of allenes catalyzed by rhodium-complexes  

There are very few cases of hydroamination of allenes catalyzed by rhodium complexes; the 

first example was reported by Breit et al. in 2012. In this study they first reported the 

hydroamination of allenes with anilines catalyzed by a [Rh(cod)Cl]2/DPEphos system.  

 

Scheme 1.8:  First enantioselective hydroamination of allenes catalyzed by a Rhodium 

catalyst with a Josiphos ligand.  

Thus, inspired by the iridium system with a Josiphos ligand described by Togni,121 they 

explored the performance of a rhodium catalyst with a Josiphos ligand. They found out that 

it is able to catalyze the enantioselective hydroamination of aniline to allenes.122 This 
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reaction is represented in Scheme 1.8 and studied in Chapter 5. Later they also reported the 

enantioselective addition of pyridines to allenes.123  

1.2.3 Gold-catalyzed hydroamination reactions 

Gold complexes have been intensely investigated as catalyst for the inter- and 

intramolecular hydroamination reaction of alkynes and allenes, showing very high turnover 

numbers (TON).47,49  

The operating mechanism of hydroamination reactions catalyzed by gold complexes was 

also object of intense study.124–127 The general mechanism can be described as an initial 

coordination of the amine followed by an exchange of the amine by an electrophile 

substrate molecule. The reaction continues with the nucleophilic attack of the amine and 

finally a protodeauration step takes place to close the catalytic cycle (see Section 1.2.1.1 for 

more details about this mechanism).  Several computational studies support this mechanism 

for the hydroamination reaction of alkenes,73,128 alkynes74,129 and allenes.130,131  

Despite of the efforts devoted to the study of the mechanism of hydroamination reactions 

catalyzed by gold complexes, some aspects, such as the associative or dissociative nature of 

the exchange of the amine with the electrophile substrate or the inner- or outer-sphere 

mechanism for the nucleophilic attack of the amine have not been substantiated yet.  

In this section are summarized the most important gold-catalysts used in the 

hydroamination reaction, classified depending on the substrate: alkene, alkyne or allene.  

1.2.3.1. Hydroamination of alkynes catalyzed by Gold-complexes  

In 2003, Tanaka et al. reported TON number of up to 9000 for an acid-promoted gold(I)-

catalyzed intermolecular hydroamination of alkynes.132 Bertrand and co-workers developed 

the only example of late transition metal-catalyst which is able to carry out the 

hydroamination reaction of alkynes using ammonia as N-nucleophile under the influence of 

a cationic gold complex with a cyclic(alkyl)(amino)carbene (CAAC) ligand.133 The ammonia is 

a challenging reagent in hydroamination reactions due to its moderate nucleophilicity and 

its strongly coordinating properties. This reaction was computationally studied by our 

group.74 Later, the same catalyst was employed to catalyze the hydroamination reaction of 

alkynes using secondary amines134–136 as well as hydrazine137 in good yield and moderate 

regioselectivity. This reaction is depicted in Scheme 1.9 and studied in Chapter 6. 
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Scheme 1.9:  Hydroamination of alkynes with hydrazine catalyzed by a Gold(I) catalyst with 

a) [CAAC] ligand b) anti-Bredt ligand and c) abnormal NHC ligand.  

Shi et al. reported in 2009 a very stable triazole-gold complex that is able to catalyze the 

intermolecular hydroamination reaction of unprotected amines to terminal and internal 

alkynes.138 Later, Hesp and Stradiotto reported a P-N ligand to support the gold complex 

that is able to catalyze the stereo- and regioselective hydroamination of internal alkynes to 

give E-enamines.139 

In 2013, Bertrand group reported a new NHC ligand in which one of the two nitrogen atoms 

of the classical NHC ligand is placed in a strained bridgehead position. This ligand is named 

as anti-Bredt NHC ligand. Using a gold(I) complex with this anti-Bredt NHC ligand, Bertrand 

was able to catalyze the hydroamination reaction of alkynes with hydrazine at room 

temperature.140 Very recently, in 2014, Hashmi’s group reported the hydroamination of 

alkynes catalyzed by a gold(I) catalyst with abnormal NHC ligands.141 All these reactions are 

represented in Scheme 1.9 and studied in Chapter 6. 

Regarding the intramolecular versions of this reaction, in 2006, Shin and co-workers 

developed an Au(I)-catalyst which showed very good results in the catalysis of 

intramolecular hydroamination of alkynes with a significant effect of the counterion used. 
142 Hashmi and coworkers studied a similar hydroamination reaction catalyzed by AuCl3.143 

Other authors like Ritter and Mitchells also reported intramolecular hydroamination 

reactions using gold(I) complexes as catalysts.144,145   

Jørgenson et al. described the use of a gold catalyst for the asymmetric hydroamination 

reaction on an alkyne with a very high selectivity.146 Other authors like Dyker and Takemoto 

developed different gold catalysts that catalyze intramolecular hydroamination 

reactions.147,148 Asensio’s group studied the hydroamination of ureas under the catalysis of a 

NHC-gold(I) complex.149 
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1.2.3.2. Hydroamination of allenes catalyzed by gold-complexes  

The addition of amines to allenes has received limited attention, although this 

transformation produces valuable products such as allylic amines and enamines. In 2006, 

Nishina and Yamamoto reported for the first time the intermolecular hydroamination of 

allenes with anilines using AuBr3 as catalyst.150 Later, in 2007, they extended this reaction to 

the hydroamination reaction of allenes with aliphatic amines catalyzed by a gold-phosphine 

complex. 151,152  

In 2008, Widenhoefer reported the hydroamination of allenes with a series of different 

amines catalyzed by AuCl/AgOTf. 153 The same year, Bertrand and coworkers were able to 

catalyze the intermolecular hydroamination of allenes with ammonia using a gold(I) catalyst. 

The reaction of a tetrasubstituted allene with ammonia is carried out under the influence of 

a cationic gold complex with a CAAC ligand.133 In the subsequent year, the same group 

extended this reaction to a variety of primary and secondary amines154 as well as 

hydrazine.137 This reaction is represented in Scheme 1.10 and studied in Chapter 6.   

 

Scheme 1.10:  Hydroamination of alkynes with hydrazine catalyzed by a gold(I) catalyst with 

a [CAAC] ligand.  

Later, Toste et al. reported the hydroamination of allenes using hydrazide as amine and 

Ph3PAuNTf2 as catalyst. During mechanistic investigations, they found that the rate-

determining step of this reaction involves an activated allene complex. The reaction was 

found to be first order with respect to the gold catalyst and the allene and zero order with 

respect to the amine.130  This fact support the mechanism based into the initial coordination 

of the allene followed by nucleophilic addition of the amine. 

With regard to the intramolecular hydroamination of allenes catalyzed by gold complexes, 

Espinet et al. found that the nitrogen acyclic carbene (NAC) gold(I) complex is an active 

catalyst.155 In 2007, Toste et al. developed an enantioselective hydroamination of allenes 

using a chiral gold complex. This study shows that the effect of the counterion is essential to 

obtain high enantioselectivities.156,157 Further studies from this group showed that sterically 

differentiating protecting groups on the amines were necessary to improve the 

enantioselectivities.158   
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1.2.3.3. Hydroamination of alkenes catalyzed by gold-complexes  

Quite-few gold-catalyzed hydroamination of alkenes have been described. The first report 

was the intra- and intermolecular addition reported in 2006 by He and coworkers using a 

Ph3PAuOTf catalyst.69 The same year, Widenhoefer reported the combination of a gold(I) 

catalyst and AgOTf as active catalyst for this reaction. 159,160 More recently, in 2009, 

Widenhoefer and coworkers published an efficient protocol for the intermolecular 

hydroamination of ethylene and unactivated alkenes with cyclic ureas using a gold(I) 

catalyst.161 Very recently, Widenhoefer et al. reported the first gold-catalyzed anti-

Markovnikov hydroamination of alkenes using an urea-based amine.162 In this study they 

used a gold(I) complex with a phosphine ligand to catalyze the reaction of 

alkylidenecyclopropanes (ACP) as alkenes and an urea-based as N-nucleophile. However, 

the reaction of methylenecyclobutene (MCB) with the same urea-based N-nucleophile yields 

the Markovnikov isomer. These reactions are summarized in Scheme 1.11 and studied in 

Chapter 7. In that chapter is also studied the effect of changing the alkene as well as 

changing the ligand of the gold-catalyst.  

 

Scheme 1.11:  Hydroamination of alkylidenecyclopropanes (ACP)  and 

methylenecyclobutene (MCB) with ureas catalyzed by a gold(I) complex.  

In contrast with the cases described in previous subsections (hydroamination of alkynes and 

allenes catalyzed by gold complexes), there are no examples of hydroamination reaction of 

alkenes catalyzed by gold(I) complexes with NHC ligands. For this reason, and for 

comparative purposes, this reaction is studied and compared with the hydroamination 

reaction of alkynes and allenes in Chapter 6.  

 



 

 
 

The most beautiful thing we  

can experience is the mysterious.  

It is the source of all true art and science.  

Albert Einstein 
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This chapter introduces the fundaments of computational chemistry focusing on the density 

functional theory (DFT), which is the methodology used in this dissertation. Other 

methodological aspects as the basis set and the solvation models are also discussed.   
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2.1 Quantum Mechanics 

In the beginning of the 20th century, physicists found that classic mechanics failed to 

describe the behavior of small particles such as electrons, atoms and molecules and 

founded that the behavior of these particles is governed by a set of principles named as 

quantum mechanics. Quantum mechanics is the youngest branch of physics and was born to 

solve the impossibility of reproducing some observations by means of classical mechanics, 

such as the stability of the atoms and the thermal radiation provided from the microscopic 

vibration of particles. In the next subsection are briefly commented the most important 

studies in the history of quantum mechanics.  

2.1.1. Historical Background of Quantum Mechanics  

In 1801 Thomas Young proved the wave nature of light by observing diffraction and 

inference phenomena when light passed through two small adjacent holes.  In 1860, 

Maxwell developed four equations, named as Maxwell’s equations, which unified the 

electricity and magnetism laws. According with Maxwell’s law, an accelerated charge would 

radiate energy in the form of electromagnetic waves consisting of oscillating electric and 

magnetic fields. Maxwell’s study also concluded that light is an electromagnetic wave. In 

1888, Hertz detected radio waves produced by accelerated electric charges in a spark. All 

the electromagnetic waves have a speed of c = 2.998 · 108 m/s in vacuum. The frequency (𝜐) 

and wavelength (𝜆) of an electromagnetic wave are related by 𝜆𝜐 = 𝑐.  

In the end of 1800, the intensity of light at various frequencies emitted by a heated 

blackbody was measured at a fixed temperature. Statistical mechanics as well as 

electromagnetic-wave model of light failed to predict the intensity-versus-frequency curve 

for the emitted blackbody radiation. In 1900, Max Planck developed the theory of energy 

quantization which reproduces the blackbody-radiation curves. Planck affirmed that the 

atoms of the blackbody could emit light energy only in amounts given by ℎ𝜐, where 𝜐 is the 

frequency and ℎ is a proportionality constant, called Placks’s constant which value is  

6.6 · 10-34 J·s. This study marked the beginning of quantum mechanics.  

The energy quantization was used for the second time to explain the photoelectric effect. In 

the photoelectric effect, light shining on a metal caused emission of electrons and was 

observed that the kinetic energy of an emitted electron is independent of the light’s 

intensity but increases as the light’s frequency increases. In 1905, Einstein showed that this 

observation could be explained by assuming that light is composed of particle-like entities 

called photons which energy is given by ℎ𝜐. This study demonstrated that light can shows a 

particle-like behavior in addition to the wave-like behavior displayed in diffraction 

experiments.  
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Regarding the structure of matter, in 1909, Rutherford, Geiger, and Marsden passed a beam 

of alpha particles through a thin metal foil and observed the deflections of the particles by 

allowing them to fall on a fluorescent screen, concluding that such large deflection could 

occur only if the positive charge were concentrated in a tiny, heavy nuclei.  

In 1913, Bohr applied the concept of energy quantization to the hydrogen atom. He 

assumed that the electron is constrained to move only on one of a number of allowed 

circles called orbits. In 1923, Louis de Broglie assumed that the motion of electrons might 

have also a wave aspect. Following this hypothesis, an electron of mass 𝑚 and speed 𝜈 

would have a wavelength given by: 

𝜆 =
ℎ

𝑚𝜈
=

ℎ

𝑝
                                                                [2.1] 

where p is the linear momentum. De Broglie also arrived to the same equation following the 

same reasoning with photons. In 1927, Davisson and Germer confirmed the wave-like 

behavior of electrons showing diffraction effects. Stern observed these effects in helium 

atoms and hydrogen molecules, verifying that wave effects are present in the motion of all 

microscopic particles, resulting in a general law: the wave-particle duality of matter and 

light. Both photons and electron have a particle-like as well as a wave-like behavior but they 

are not the same kind of entities.  

 In 1927, Heisenberg discovered that the wave-particle duality of microscopic particles 

imposes a limit on our ability to measure simultaneously the position and momentum of 

such particles. This limitation is the uncertainty principle and affirms that the more precisely 

is determined the position, the less accurate is our determination of momentum.163 This 

principle can be expressed as: 

∆𝑥 · ∆𝑝𝑥 ≥ ħ
2⁄                                                              [2.2] 

where ∆𝑥 and ∆𝑝𝑥 are the uncertainty of the position and the momentum of the particle. 

For this reason, the quantum mechanics only provides a range of probability of where a 

particle might be given and its momentum. This range of probability is described by the 

wave function or state function (𝛹). The concept of wave function and the equation 

governing its change with time was discovered in 1926 by Erwin Schrödinger. This equation 

is explained in next subsection.  

2.1.2 The Schrödinger Equation 

To describe a state in quantum mechanics, it is postulated the existence of a function of the 

coordinates of the particle named wave function or state function (𝛹). Since the state will 

change with the time, the wave function is going to be also a function of time.  
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To find the future state of a quantum-mechanical system from knowledge of its present 

state, it is necessary an equation which describes how the wave function changes with time. 

For a one-particle and one-dimensional system this equation is postulated to be 

−
ħ

𝑖

𝜕𝛹(𝑥, 𝑡)

𝜕𝑡
= −

ħ2

2𝑚

𝜕2𝛹(𝑥, 𝑡)

𝜕𝑥2
+ 𝑉(𝑥, 𝑡)𝛹(𝑥, 𝑡)                              [2.3] 

where 𝑖 = √−1, 𝑚 is the mass of the particle, 𝑉(𝑥, 𝑡) is the function of the potential energy 

of the system and ħ is defined as  

ħ =
ℎ

2𝜋
                                                                    [2.4] 

This equation is known as time-dependent Schrödinger equation (or the Schrödinger wave 

equation). This equation contains the first derivative of the wave function with respect to 

time and allows us to calculate the future state at any time if the wave function at time to is 

known. It is important to remarks that the quantum mechanics is basically statistical in 

nature; this means that knowing the state, cannot be predicted the result of a position 

measurement with certainty; can be only predicted the probabilities of various possible 

results.  This probability is described by function postulated by Max Born: 

𝑑𝜌(𝑥, 𝑡) = |𝛹(𝑥, 𝑡)|2𝑑𝑥                                                      [2.5] 

This function gives the probability at time t of finding the particle in a region between 𝑥 and 

(𝑥 +  𝑑𝑥) and is known as probability density.  

A very used approach is to restrict to a special case where the potential energy is not a 

function of time but depends only on the coordinate x. This consideration transforms the 

time-dependent Schrödinger equation into the next equation:  

−
ħ2

2𝑚

𝜕2𝜓(𝑥)

𝜕𝑥2
+ 𝑉(𝑥)𝜓(𝑥) = 𝐸𝜓(𝑥)                                         [2.6] 

Most methods for studying chemical reaction are based on this equation164 which is named 

time-independent Schrödinger equation for a single particle of mass 𝑚 moving in one 

dimension. This equation can be expressed as: 

Ĥψ(𝑥) = 𝐸 ψ(𝑥)                                                            [2.7] 

where Ĥ is the Hamiltonian operator (a “mathematical object” that maps one state vector 

into another) and Ψ(𝑥) are the eigenstates of the Hamiltonian, whose eigenvalues 𝐸 

correspond to the total energies of those states. The time-independent Schrödinger 

equation used a factor of the wave function that depends only on the coordinate x (ψ), and 

this factor can be related with the time-dependent wave function (Ψ) by using the next 

equation: 
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Ψ(𝑥, t) =  e−
iEt
ℏ  ψ(𝑥)                                                       [2.8] 

Note that the Schrödinger equation contains two unknowns: the allowed energies E and the 

allowed wave functions ψ. To solve for two unknowns it is necessary to impose additional 

conditions (called boundary conditions) on ψ.  

At this point, in order to simplify the resolution of the Schrödinger equation for molecular 

systems, the Born-Oppenheimer approximation is applied. This approximation is explained 

in the next subsection.  

2.1.3 Born-Oppenheimer approximation 

If it is assumed that the nuclei and electrons to be point masses and neglect spin-orbit, the 

molecular Hamiltonian is:  

Ĥ = −
ħ2

2
∑

1

𝑚𝛼
∇ 𝛼

2

𝛼

−
ħ2

2
∑

1

𝑚𝑖
∇ 𝑖

2

𝑖

+ ∑ ∑
𝑍𝛼𝑍𝛽𝑒′2

𝑟𝛼𝛽
𝛽>𝛼𝛼

− ∑ ∑
𝑍𝛼𝑒′2

𝑟𝑖𝛼
𝑖𝛼

+ ∑ ∑
𝑒′2

𝑟𝑖𝑗
𝑖>𝑗𝑗

   [2.9] 

where 𝛼 and 𝛽 refer to nuclei and 𝑖 and 𝑗 refer to electrons. This equation can be simplified 

as: 

Ĥ =  𝑇̂𝑁 + 𝑇̂𝐸 + (𝑉𝑁𝑁 + 𝑉𝑁𝐸  + 𝑉𝐸𝐸  )                                       [2.10] 

where 𝑇̂𝑁 and 𝑇̂𝐸 are the operators for the kinetic energy of the nuclei and electrons 

respectively, 𝑉𝑁𝐸 is the potential energy of the attraction between the electrons and the 

nuclei and 𝑉𝐸𝐸 and 𝑉𝑁𝑁 are the potential energies of the repulsions between electrons and 

two different nuclei respectively.  

The Born-Oppenheimer approximation is based on the fact that nuclei are much heavier 

that electrons, so the electrons move much faster that the nuclei, and the nuclei can be 

considered fixed while the electrons carry out their motions.165 This approximation permits 

omitting the term of the kinetic energy of the nuclei and leads to the following equation for 

the molecular Hamiltonian:  

Ĥ = 𝑇̂𝐸 + (𝑉𝑁𝑁 + 𝑉𝑁𝐸  + 𝑉𝐸𝐸  ) = Ĥ𝑒𝑙 + 𝑉𝑁𝑁                                [2.11] 

This equation can also be expressed as the sum of the purely electronic Hamiltonian (Ĥ𝑒𝑙) 

and the potential energy of the repulsion between two nuclei (𝑉𝑁𝑁) which can be 

considered to be constant for a particular nuclear configuration. In equation [2.11] the 

purely electronic Hamiltonian (Ĥ𝑒𝑙) includes the operators for the kinetic energy of the 

electrons (𝑇̂𝐸) and the potential energy of the attraction between the electrons and the 

nuclei of the repulsions between electrons (𝑉𝑁𝐸 and 𝑉𝐸𝐸, respectively).  
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The Born-Oppenheimer approximation enables separates nuclear and electron variables and 

to express the wave function as a product of the electronic wave function and the nuclear 

wave function:  

ψ(q𝑖, q𝛼) =  ψ𝑒𝑙(q𝑖; q𝛼) ψ𝑁(q𝛼)                                          [2.12] 

When this Hamiltonian is applied over the electronic wave function, the equation [2.13] is 

obtained where q𝑖 and q𝛼 denoted the electronic and nuclear coordinates respectively and 

n symbolizes the electronic quantum numbers:  

 (Ĥ𝑒𝑙 + 𝑉𝑁𝑁) 𝜓𝑒𝑙(𝑞𝑖, 𝑞𝛼) =  𝑈𝑛(𝑞𝛼) 𝜓𝑒𝑙(𝑞𝑖, 𝑞𝛼)                                [2.13] 

This equation can be only solved exactly for very simple cases, like H2
+ due to the many-

body problem but more complex systems can be dealt with by approximate methods which 

are discussed in Section 2.1.4. From this term, the total energy can be calculated over the 

nuclear wave function by including the operator for the kinetic energy of the nuclei. The 

equation for calculating the total energy can be written as:  

 (𝑇̂𝑁 + 𝑈𝑛(𝑞𝛼))  𝜓𝑁(𝑞𝛼) =   𝐸 𝜓𝑁(𝑞𝛼)                                        [2.14] 

The term 𝑈𝑛(q𝛼)  is the electronic energy including internuclear repulsions and is also 

named as adiabatic potential. This dependence of 𝑈𝑛 on the nuclear coordinates means that 

for each nuclear position, different electronic wave functions and corresponding energies 

are going to be obtained. This adiabatic potential calculated for a large number of nuclear 

geometries is known as potential energy surface (PES), a concept which is explained in more 

detail in the Section 2.1.5.  

2.1.4 Approaches for the calculation of electronic energies 

The main approximations to solve the Schrödinger equation and calculate molecular 

properties are semiempirical methods and ab-initio methods.166,167  

Semiempirical molecular quantum-mechanical methods use a simpler Hamiltonian than the 

molecular Hamiltonian and include parameters whose values are adjusted to fit 

experimental data or the results of ab-initio calculations.  

Ab-initio calculation uses the correct Hamiltonian and does not use experimental data other 

than the values of the fundamental physical constants. These methods are also known as 

wave function methods, since they imply the computation of the wave function for a given 

set of nuclear coordinates. The most important ab-initio method is the Hartree-Fock (HF) 

method, also called self-consistent field (SCF) method. The essence of this approximation is 

to avoid the complicated many-electron problem by considering each single electron on an 

average of electron-electron repulsion potential, so the exact N-body wave function can be 

approximated by a single Slater determinant and by using the variational method a set of 
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equations can be obtained. A solution of these equations yields the HF wave function and 

the energy of the system.   

Other important ab-initio calculations are the so-called post Hartree-Fock methods such as 

the Configuration interaction methods (CI-SD, CI-SDTQ and CIS), the many-body 

perturbation theory (MBPT) in special the Møller-Plesset (MP) perturbation theory 

proposed in 1934 by Møller and Plesset (MP2, MP3 and MP4 calculations) and the coupled-

cluster (CC) methods introduced by Coester and Kümmel (the CC singles and dobles, CCSD 

and CC singles, dobles and triples, CCSDT).168  

Other methods to  calculate the electronic energy are those based on density-functional 

methods.169 In this thesis, all calculations where performed using density-functional 

methods, thus, these methods will be described in the following section (Section 2.2).  

There is a another approach to calculate molecular properties, the molecular-mechanics 

method, but this method is not a quantum-mechanical based method, so electronic 

energies are not calculated. This method describes the molecule as a collection of atoms 

connected by bonds and expresses the molecular energy in terms of force constants for 

bond bending and stretching and other parameters.  

2.1.5 Potential Energy Surface 

As mentioned in Section 2.1.3, the potential energy surface (PES) is the adiabatic potential 

𝑈𝑛 calculated for a set of fixed nuclear coordinates, so the potential energy surface 

represents the energy of a chemical system as a function of its nuclear coordinates. 

In our case, this potential energy surface is obtained through DFT calculations, which are 

extensively discussed in Section 2.2.  

 Unfortunately, the construction of the complete PES is only feasible for small systems, since 

a nonlinear molecule with N nuclei is defined by 3𝑁 − 6 independent nuclear coordinates 

and the electronic energy (𝑈𝑛) is a function of these coordinates. For this reason, only a few 

points of the PES are taken into account. A calculation of the adiabatic potential at one 

particular arrangement of the nuclei is called a single-point calculation, since it gives one 

point on the molecular PES. An example of a 3D-representation of an arbitrary PES is 

depicted in Figure 2.1.  
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Figure 2.1: 3D-representation of a model potential energy surface.  

The most important single-point calculations are the ones those performed at the stationary 

or critical points (where the energy is stationary with respect to the nuclear coordinates). 

These points have a gradient of 𝑈𝑛 equal to zero, being the gradient defined as the vector 

constituted by the set of 3𝑁 − 6 first partial derivatives of U with respect to each of its 

variables. These points may be a minimum, a maximum or a saddle-point.  

A first-order saddle point is defined as a point which is an energy maximum for one variable 

and an energy minimum for the remaining variables. A local minimum is defined as a point 

that is lower in energy than all PES points in its immediate vicinity and a global minimum is 

defined as the lowest-energy point on the PES.  

2.2 Density Functional Theory 

The density-functional methods calculate the molecular electron probability density (𝜌) and 

calculates the molecular electronic energy from 𝜌.169 

The electron probability density is a function of only three variables 𝜌(𝑥, 𝑦, 𝑧) which 

represents the probability of finding any of the N electrons in a volume element 𝑑𝑥 𝑑𝑦 𝑑𝑧. 

Since the indistinguishability of the electrons, the probability of finding any electron in the 

volume element is 𝑁 times the probability for one particular electron. Thus the electron 

probability density can be expressed as:  

𝜌(𝑥, 𝑦, 𝑧) = 𝑁 ∫··· ∫ |𝜓(𝑥1, 𝑦1 , 𝑧1, 𝑥2, … , 𝑧𝑛, 𝑚𝑠1, … , 𝑚𝑠𝑛)|2 𝑑𝑥2  … 𝑑𝑧𝑛       [2.15] 

𝜌(𝑟) = 𝑁 ∫··· ∫ |𝜓(𝑟1 , 𝑟2, … , 𝑟𝑛, 𝑚𝑠1, … , 𝑚𝑠𝑛)|2𝑑𝑟2  … 𝑑𝑟𝑛                   [2.16] 
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where 𝑚𝑠𝑖  is the spin for each electron. The atomic units of the electron density are 

electrons/bohr3.  

The density Functional Theory as is known nowadays170,171 was born in 1964 with the 

Hohenberg-Kohn theorem published by Pierre Hohenberg and Walter Kohn.172 The authors 

proved by reductio ab absurdum that there cannot be two different external potentials that 

result in the same ground-state electron density.  

The Hohenberg-Kohn theorem proved that for molecules with a nondegenerated ground 

state, the ground-state electron probability density 𝜌𝑜(𝑟) determines the external potential 

𝑣(𝑟) and the number of electrons. Hence, the ground-state wave function and energy (and, 

for that matter, all excited-state wave functions) are determined uniquely by the ground-

state electron probability density.  

As is mentioned in Section 2.1.3, the purely electron Hamiltonian is the sum of kinetic 

electronic term, electron-nuclear attraction and electron-electron repulsions  

(Ĥ𝑒𝑙 = 𝑇̂𝐸 + 𝑉𝑁𝐸  + 𝑉𝐸𝐸). By applying the Hohenberg-Kohn variational theorem, the energy 

can be expressed as:  

E𝑜 = E𝑣[ρ𝑜] = 𝑇̅[ρ𝑜] + (𝑉̅𝑁𝐸[ρ𝑜] + 𝑉̅𝐸𝐸[ρ𝑜])                               [2.17] 

The only term dependent on the external potential is the electron-nuclei attraction (𝑉̅𝑁𝐸), 

so the other two independent terms (𝑇̅[ρ𝑜] and 𝑉̅𝐸𝐸  [ρ𝑜]) can be englobed in a new term 

named as the Hohenberg-Kohn functional (𝐹𝐻𝐾[ρ𝑜]). The energy can be now expressed as:  

E𝑣[ρ𝑜] = 𝐹𝐻𝐾[ρ𝑜] + 𝑉̅𝑁𝐸[ρ𝑜] = 𝐹𝐻𝐾[ρ𝑜] + ∫ ρ𝑜(𝑟) 𝑣(𝑟) 𝑑𝑟                  [2.18] 

The electron-electron repulsions can be split into the classical Coulomb part 𝐽[ρ𝑜] and the 

non-classical contributions 𝐸̅𝑛𝑐𝑙[ρ𝑜] named as exchange energy, so the Hohenberg-Kohn 

functional can be written as:  

𝐹𝐻𝐾[ρ𝑜] = 𝑇̅[ρ𝑜] + 𝐽[ρ𝑜] + 𝐸̅𝑛𝑐𝑙[ρ𝑜]                                        [2.19] 

Kohn and Sham proposed in 1965 a practical method for calculating the ground-state 

electron density ρ𝑜.173 They consider a fictitious reference system of n noninteracting 

electrons where the external potential-energy function is such as to make the ground-state 

electronic density of the reference system ρ𝑠(𝑟) equal to the ground-state electron density 

of the molecule we are interested in ρ𝑜(𝑟). Their basic idea is to calculate the exact value of 

the kinetic energy term for this noninteracting reference system (denoted by the s 

subscript) which is not equal to the kinetic energy of the real system, creating a new term: 

the kinetic correlation energy which is the difference between the kinetic energy of the real 

and the reference systems ( 𝑇̅𝑐[ρ𝑜] = 𝑇̅[ρ𝑜] − 𝑇𝑠̅[ρ𝑜]).  
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Taking in consideration the Kohn and Sham approach, the Hohenberg-Kong equation can be 

rewritten as:  

𝐹𝐻𝐾[ρ𝑜] = 𝑇̅𝑠[ρ𝑜] + 𝑇̅𝑐[ρ𝑜] + 𝐽[ρ𝑜] + 𝐸̅𝑛𝑐𝑙[ρ𝑜]                               [2.20] 

2.2.1 Exchange-Correlation Energy  

In equation [2.20], the kinetic energy of the reference system (𝑇̅𝑠[ρ𝑜]) as well as the classical 

Coulomb part of the electron-electron repulsions (𝐽[ρ𝑜]) can be easily calculated but the 

other two terms, the kinetic correlation energy and exchange energy (the non-classical 

contributions in the electron-electron repulsions) are unknown and are collected into the 

so-called exchange-correlation energy (𝐸𝑋𝐶[ρ𝑜] = 𝑇̅𝑐[ρ𝑜] + 𝐸̅𝑛𝑐𝑙[ρ𝑜]), so the Hohenberg-

Kohn functional is written as:  

𝐹𝐻𝐾[ρ] = 𝑇̅𝑠[ρ] + 𝐽[ρ] + 𝐸𝑋𝐶[ρ]                                            [2.21] 

For convenience, the zero subscript on ρ𝑜  is omitted in this equation and all over this 

section. The key to accurate DFT calculations of molecular properties is to get a good 

approximation for the exchange-correlation energy function.  

A common approach for the design of the exchange-correlation functionals is to split the 

exchange-correlation functional into the exchange part and the correlation part, calculate 

both separately and combine them into the exchange-correlation functional (𝐸𝑋𝐶[ρ] =

𝐸𝑋[ρ] + 𝐸𝐶[ρ]). There are several different approximations to calculate the exchange-

correlation energy, which differ on the accuracy level and the computational cost. These 

approximations were compared with the biblical Jacob’s ladder by Perdew (Figure 2.2). 

 

Figure 2.2: Jacob’s ladder of DFT approximations.  
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The first approach is named local density approximation (LDA) and it assumes that the 

density can be locally treated as a homogeneous electron gas named Jellium, which is a 

hypothetical electrically neutral, infinite-volume system consisting of an infinite number of 

interacting electrons moving through a space with positive charge continuously and 

uniformly distributed.  

This approximation allows expressing the exchange-correlation energy as the sum of 

exchange and correlations parts. The exchange part is given by the Thomas-Fermi- 

Dirac method:174–176 

𝐸𝑋
𝐿𝐷𝐴[ρ] = −

3

4
(

3

𝜋
)

1 3⁄

∫[ρ(𝑟)]4 3⁄ 𝑑𝑟                                     [2.22] 

The correlation has been calculated and expressed as a very complicated function of the 

electron density.177  

This method only works in closed-shell systems due that it assumes the total density is the 

sum of α and β spin densities. For open-shell systems as well as for molecular geometries 

near dissociations, the local-spin-density approximation (LSDA) provides better results. This 

approximation allows electrons with opposite spins paired to have different special Kohn-

Sham orbits, whereas in the LDA such electrons have the same spatial KS orbital. The 

exchange-energy functional in the LSDA is:  

𝐸𝑋
𝐿𝑆𝐷𝐴[ρ] = −

3

4
(

3

𝜋
)

1 3⁄

∫ [(ρ𝛼(𝑟))
4 3⁄

+ (ρ𝛽(𝑟))
4 3⁄

] 𝑑𝑟                   [2.23] 

The LDA and LSDA methods are appropriate for systems where the electron density varies 

slowly with position, because do not consider the variation of electron density with the 

position (the integral is over all space 𝑑𝑟). The next generation of functionals considers the 

variation of electron density with position including the gradient of the electron densities in 

the integrand, the so-called generalized-gradient approximation (GGA). The general 

expression for the exchange-correlation functional including the generalized-gradient 

approximation is:  

𝐸𝑋𝐶
𝐺𝐺𝐴[ρ𝛼 , ρ𝛽] = ∫ 𝑓 (ρ𝛼(𝑟), ρ𝛽(𝑟), 𝛁ρ𝛼(𝑟), 𝛁ρ𝛽(𝑟)) 𝑑𝑟                    [2.24] 

This functional can also be expressed as the sum of the exchange-energy functional and the 

correlation-energy functional.  

𝐸𝑋𝐶
𝐺𝐺𝐴 = 𝐸𝑋

𝐺𝐺𝐴 + 𝐸𝐶
𝐺𝐺𝐴                                                  [2.25] 

The most commonly used gradient-corrected exchange functionals (𝐸𝑋
𝐺𝐺𝐴) are: 

 Perdew and Wang’s 1986 functional (PW86, PWx86 or P)178 

 Becke’s functional (B86)179 
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 Becke’s 1988 functional (B88, Bx88, Becke88 or B)180 

 Perdew and Wang’s 1991 functional (PWx91)181–185 

 Handy’s modification of Becke’s functional (OPTX (O))186,187 

 Modified Perdew-Wang functional (mPW)188 

The two first functionals (PW86 and B86) do not contain empirical parameters; the other 

functionals are based on fitting empirical parameters usually considering experimental data 

for a set of atoms or model molecules.  

The most commonly used gradient-corrected correlation functionals (𝐸𝐶
𝐺𝐺𝐴) are: 

 The Lee-Yang-Parr’s (LYP) functional189 

 The Perdew’s 1986 correlation functional (P86 or Pc86)178 

 The Perdew-Wang’s 1991 parameter-free correlation functional (PW91 or 

PWc91)181–185 

 The Becke’s correlation functional (Bc95 or B96)190 

Any exchange functional can be combined with any correlation functional forming an 

exchange-correlation functional. For example, the BLYP functional is the combination of the 

Becke’s 1988 exchange functional (B88 or B) and the Lee-Yang-Parr’s (LYP) correlation 

functional. Another very common gradient-corrected exchange and correlation functional is 

the Perdew-Burke-Ernzerhof (PBE) functional.191,192  

The meta-generalized-gradient approximation (meta-GGA) functionals were proposed in 

order to improve the GGA functionals. This type of functionals improves the kinetic energy 

density term of the exchange-correlation energy. Some examples or this kind of functionals 

are the B98,193 TPSS,194 VSXC195 and KCIS functionals.196–199  

Other very used functionals are the hybrid functionals (also known as hyper-GGA 

functionals), which uses a Hartree-Fock definition for the exchange energy but replacing the 

Hartree-Fock orbitals by Kohn-Sham orbitals (KS). To relate the fictitious Kohn-Sham 

reference system (with no interacting electrons and therefore no interelectronic repulsions) 

with a real molecule, the adiabatic connection should be introduced:  

𝐸𝑋[𝜌] = ∫ 𝐸𝑛𝑐𝑙
𝜆

1

0

[𝜌]𝑑𝜆                                                    [2.26] 

where 𝜆 is the coupling strength factor with values between 0 and 1. This equation allows 

calculating the exchange-correlation energy as a function of the non-classical contribution of 

the electron-electron interaction in function of the 𝜆 value. A value equal to 0 for 𝜆 

corresponds with a non-interacting system where the non-classical contribution is only the 

exchange energy; a value equal to 1 corresponds with a fully interacting system. As this 

relation is unknown, it has to be calculated using approximations. The simplest 
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approximation is to consider a linear correlation between both parameters. Using this 

approximation, the called half-and-half functional (HH) is obtained.200 In this functional the 

exchange-correlation energy is calculated as an arithmetic media of the non-classical 

interactions for a non-interacting system (𝜆=0) and the non-classical interactions for a fully 

interacting system (𝜆=1).  

𝐸𝑋𝐶
𝐻𝐻 =

1

2
𝐸𝑋

𝜆=0 +  
1

2
𝐸𝑋

𝜆=1                                                   [2.27] 

The most famous combination of this functional is the BHandHLYP functional, where the 

exchange-correlation energy is calculated as:  

𝐸𝑋𝐶
𝐵𝐻𝑎𝑛𝑑𝐻𝐿𝑌𝑃 =

1

2
𝐸𝑋

𝑒𝑥𝑎𝑐𝑡 +  
1

2
𝐸𝑋

𝐿𝑆𝐷𝐴 +  
1

2
𝛥𝐸𝑋

𝐵88 + 𝐸𝐶
𝐿𝑌𝑃                       [2.28] 

where the exchange energy is calculated as a combination of the exact exchange energy 

(𝐸𝑋
𝑒𝑥𝑎𝑐𝑡 which sometimes is denoted as 𝐸𝑋

𝐻𝐹) calculated using a Hartree-Fock definition, 

the exchange energy calculated using the local-density approximation (𝐸𝑋
𝐿𝑆𝐷𝐴) and the 

exchange energy using the gradient-corrected exchange functionals proposed by Becke in 

1988.180 The correlation energy is calculated using Lee-Yang-Parr’s gradient-corrected 

correlation functional.189 

The most famous hybrid functional is the B3LYP functional201 developed by Becke202 where 

the 3 indicates a three parameter functional. The expression for the exchange-correlation 

energy is given by:  

𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = 𝑎𝐸𝑋

𝑒𝑥𝑎𝑐𝑡 + (1 − 𝑎 − 𝑏) − 𝐸𝑋
𝐿𝑆𝐷𝐴 +  𝑏Δ𝐸𝑋

𝐵88 + 𝑐𝐸𝐶
𝐿𝑌𝑃 +  (1 − 𝑐)𝐸𝐶

𝑉𝑊𝑁       [2.29] 

In this expression, the amount of exact exchange is given by the value of the 𝑎 parameter 

which value is 0.20 (20% of exact exchange).  

It is well known that most of density functionals used fails to describe the non-covalent 

interactions (e.g. Van der Waals interactions). The most common way to improve the 

description of the non-covalent interactions is to include a dispersion correction. Analogue 

to the “Jacob’s ladder” of DFT approximations, a “stairway to heaven” of dispersion 

correction schemes was proposed.203  

The most used dispersion correction approximation is the semiclassical correction (DFT-D) 

which is based on an atom pairwise additive treatment of the dispersion energy. This 

correction consists in the addition of a dispersion energy term to the Kohn-Sham energy. 

The general expression for the dispersion energy is given by:204  

𝐸𝑑𝑖𝑠𝑝 = − ∑ ∑ 𝑠𝑛

𝑛=6,8,10,…𝐴𝐵

𝐶𝑛
𝐴𝐵

𝑅𝐴𝐵
𝑛 𝑓𝑑𝑎𝑚𝑝(𝑅𝐴𝐵)                                 [2.30] 
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where the sum is over all atom pairs in the system, 𝐶𝑛
𝐴𝐵denotes the averaged 𝑛th-order 

dispersion coefficient (orders 𝑛 = 6, 8, 10, …) for atom pair AB being 𝑅𝐴𝐵
𝑛  their internuclear 

distance, and 𝑓𝑑𝑎𝑚𝑝 is the damping function, which determines the range of the dispersion 

correction. Global scaling factors 𝑠𝑛 (which are density functional dependent) are typically 

used to adjust the correction to the repulsive behavior of the chosen density functional.  

The most used DFT-D method is the version developed by Grimme in 2010 called DFT-D3205 

(also named as Grimme’s dispersion correction) which is an update of DFT-D1.206 The DFT-

D3 dispersion correction contains accurate dispersion coefficients and cutoff radii for all 

elements up to Z = 94 and can be used for the computation of the dispersion energy in 

molecules and solids.  

Other very common functionals are the Truhlar’s functionals named as MXX. This family of 

functionals was designed in order to provide a good description of the non-covalent 

interactions by including implicit parameterization. The first of these series of functionals 

are the M05 functionals207–209 (M05 and M05-2X with 28% and 56% of exact exchange 

respectively). The second of these series is the M06 family which includes the M06 

functional210 (with 27% of exact exchange), the M06-2X functional210 (with 54% of exact 

exchange), the M06-L functional211 (without of exact exchange) and the M06-HF 

functional212,213 (with 100% of exact exchange). The last of these functional series are the 

M08-HX functional, the M08-SO functionals214 (with 52.23 % and 56,79% exact exchange, 

respectively) and the M11 functional.215 Very recently Truhlar’s group has reported the 

MN15 functional, that has broader accuracy than the previously available.216 These families 

of functionals have been put into question very recently.217 

Other very used functional is the PBE0 functional (also denoted as PBE1PBE1 in the 

literature).218 This functionals is an improvement of the PBE functional by adding an exact 

exchange term where the mixing coefficient for the exact exchange is argued to be 0.25 

from perturbation arguments.219  

Another very extensively used functional is the wB97XD functional220. Such functional 

includes empirical dispersion, uses a version of Grimme’s D2 dispersion model. The w97 and 

w97X variations are also available221 which also include long range corrections. New density 

functionals continue to appear in order to improve the description of the weak interaction 

as well as the excited states. Perdew et al. have developed a non-empirical strongly 

constrained and appropriately normed (SCAN) meta-GGA functional offering very promising 

features.222   

Other important quantum chemistry methods are the so-called composite methods which 

use ab-initio calculations plus empirical corrections to the aim for high accuracy by 

combining results of several calculations at different levels. These methods are the 

Gaussian-3 (G3) method223 and his predecessors G1 and G2 and also varieties of CBS 

(complete basis set) calculations:224–231 the CBS-Q,230,231 CBS-APNO229 and CBS-4.229,231  
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Finally, fully non-local functionals are obtained using the exact exchange and evaluating a 

part of the correlation energy exactly. An example is the random phase approximation (RPA) 

functionals,232 but unfortunately this functional has a very high computational cost making 

them not widely used.  

2.3 Scope of Application 

This section is devoted to explain how the computational methodology above commented 

has been applied to the current dissertation.  

2.3.1 Exchange-Correlation functionals used 

The selection of the functional used depends on the chemical system under study, the level 

of accuracy required and the computational cost associated. All the calculations in this Ph.D. 

thesis have been performed using the Density Functional Theory (DFT) in combination with 

hybrid (or hyper-GGA) functionals because they provide a very good compromise between 

accuracy and computational cost.  

The M06 hybrid functional was the most employed one.210 This functional was tested 

against databases involving transition metal reaction energies and metal ligand bond 

energies by Zhao and Truhlar210 showing very good results. It was also used in the study of 

other hydroamination reactions120,130,233,234 presenting very good results. In the other hand, 

PBE0 functional were used for some calculations using the ADF software, where M06 

functional is not implemented. 

2.3.2 Basis Sets 

The choice of an appropriate basis set is crucial for a good description of the atomic orbitals.  

A basis set is a set of functions which are combined in linear combinations to create 

molecular orbitals. This section is devoted to describe the most used basis set and the ones 

selected to carry out the calculations presented in this dissertation.  

Molecular systems are usually modeled by orbital-like functions which are functions that are 

centered on each atomic nuclei and whose shape is similar to the orbital functions obtained 

for one-electron atoms. There are two types of basis functions, the Slater Type Orbitals 

(STO) and Gaussian Type Orbitals (GTO). The basis sets used in this dissertation are built up 

as a linear combination of Gaussian Type Functions (GTFs) which can be written in term of 

polar coordinates as: 

𝜙𝜁,𝑛,𝑙,𝑚(𝑟, 𝜃, 𝜑) = 𝑁𝑌𝑙,𝑚(𝜃, 𝜑)𝑟2𝑛−2−𝑙𝑒−𝜁𝑟2
                                 [2.31] 

But is most commonly encountered written in terms of Cartesian coordinates as:  

𝜙𝜁,𝑙𝑥,𝑙𝑦,𝑙𝑧
(𝑥, 𝑦, 𝑧) = 𝑁𝑥𝑙𝑥𝑦𝑙𝑦𝑧𝑙𝑧𝑒−𝜁𝑟2

                                        [2.32] 
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where N is a normalization constant, 𝑙𝑥 + 𝑙𝑦 + 𝑙𝑧 the sum that determines the type of 

orbital (for example 𝑙𝑥 + 𝑙𝑦 + 𝑙𝑧 = 1 is a p orbital; if the sum is equal to 0 is a s type orbital 

and a d type for a value of 2) , 𝜁 the pre-exponent and r the distance between the nuclei and 

the electron. There are subtle differences between the two set of coordinates, for example 

a d-type GTO written in terms of spherical functions has five components 

(𝑌2,2, 𝑌2,1, 𝑌2,0, 𝑌2,−1, 𝑌2,−2) but there are six components in the Cartesian coordinates 

(𝑥2, 𝑦2, 𝑧2, 𝑥𝑦, 𝑦𝑧, 𝑥𝑧). Similarly, for an f-type GTO written in spherical functions there are 7 

components which are transformed into ten Cartesian f-functions.  

The use of a complete basis set in calculations is not affordable and a finite number of 

functions must be considered. The smallest basis set is called minimal basis set which is the 

minimum number of basis functions required to represent all of the electrons on each atom. 

For example, for hydrogen and helium the minimum basis set is one s function (1s) and for 

atoms in the second period of the periodic system (Li-Ne) the minimum basis set is a basis 

set of 5 functions: two s functions (1s and 2s) and 3 p functions.  

The most common improvement of the basis sets is a doubling of all basis functions, 

producing a Double Zeta (DZ) type basis denoted by the Greek letter ζ. A DZ basis thus 

employs for hydrogen and helium two s-functions (1s and 1s’) and for the first row elements 

four s functions (1s, 1s’, 2s and 2s’) and two sets of p-functions. A variation of the DZ type 

basis only doubles the number of valence orbitals producing a split valence basis. Nowadays 

a doubling of the core orbitals is rarely considered. Other very used functions are the triple 

Zeta (TZ) functions which contain three times as many functions as the minimum basis set, 

and some of the core orbitals may again be saved by only splitting the valence basis, 

producing a triple split valence basis set.  

In most cases, higher angular momentum functions are required and are obtained by adding 

polarization functions which are auxiliary functions with one additional orbital. The p-orbital 

introduces a polarization of the s-orbital and an f-orbital polarizes d-orbitals. In other words, 

when polarization functions are added to an atom with valence p-orbitals, a set of d-type 

functions is added and when polarization functions are added to valence d-orbitals, a set of 

f-orbitals is added. In cases where polarization is also added to light atoms (hydrogen or 

helium) with valence s-orbitals, a set of p-functions is added to the hydrogen or helium 

minimum basis set. This polarization functions make the orbitals more flexible and suitable 

for the description of chemical bonds. Furthermore, diffuse functions can be also 

incorporated, allowing larger electron delocalization over space, which can be critical for 

anions. 

A very common notation for the basis sets is the Pople’s notation which is implemented in 

the software used in this dissertation (Gaussian 09). In this notation, the basis set are 

described following a k-nlmG format, where the number in front of the dash (k) indicates 

how many GTOs are used for representing the core orbitals and the numbers after the dash 
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(nlm) indicates how many functions the valence orbitals are split into: two values (nl) 

indicate split valence and three values (nlm) indicate triple split valence. The polarization 

functions are placed after G (for Gaussian). The polarization functions are denoted by an 

asterisk (two asterisks indicate that polarization functions are added also to light atoms such 

as hydrogen and helium. Another notation is also used to indicated polarization functions 

which consists in add (d) or (d,p) after the G letter. In this notation, the difusse functions are 

denoted by a plus sign and two plus sings indicate that diffuse functions are also added to 

light atoms (hydrogen and helium).  

For systems involving transition metals from the second and the third row of the periodic 

table which have a large number of core electrons and present relativistic effects, a 

common approach is to replace the electron density from the inner most electrons with a 

potential core, and treat only the valence electrons explicitly by using pseudopotentials or 

Effective Core Potentials (ECP). The two most used ECPs are the Los Alamos National 

Laboratory (LANL) 235 and the Stuttgart-Dresden (SDD) pseudopotentials.236,237 

In this dissertation a SDD pseudopotential was used for the inner most electrons of gold (60 

electrons) and rhodium (28 electrons) atoms and the SDD double-zeta basis set was 

employed to describe the external electrons if such atoms. A 6-31G(d,p) (also named as  

6-31G**) basis set where used to describe the valence electrons for the rest of atoms. The 

6-31G(d,p) basis set is a split valence double-zeta polarized set that adds to the 6-31G set six 

d-type polarization functions on atoms from Li to Ca and ten f-type functions to atoms from 

Sc to Zn and also adds a set of p-type functions to hydrogen and helium. Some single-point 

calculations were performed using the 6-311++G(d,p) triple split valence polarized basis set 

including diffuse functions in order to improve the accuracy of the calculations.   

2.3.3 Solvation Model 

The molecular properties explained in previous sections are calculated for gas-phase 

molecules; however, most of the reactions are carried out in solution. In this section are 

explained the most important approaches to include the solvent in calculations employed in 

this thesis. 238 

A rigorous way to deal with solvent effects would be to carry out several quantum-

mechanical calculations on a system consisting of a solute molecule surrounded by many 

solvent molecules (explicit solvent) for various orientations of the solvent molecules. The 

average properties can be obtained by taking an average over the different calculations with 

the different orientations of the solvent. Sampling the configurational space for the solvent 

molecules would give an enormous number of configurations to be used as starting points. 

These calculations (using QM-based methods) are very impractical due to the large number 

of calculations having to be done over a very complex system (a solute surrounded by 

several solvent molecules) and these calculations are very computational demanding. A 

representation of a system including explicit solvent is depicted in Figure 2.3. 
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The most common way to obtain a full description of the solvent is by using molecular 

dynamics (MD) simulations over the system including explicit solvent.239,240 A MD simulation 

invokes classical Newton's equations and studies the time evolution of atoms under periodic 

boundary conditions (PBC). In a molecular dynamic simulation, the atoms can be 

represented by using force fields (classical MD) or by using quantum mechanics (ab-initio or 

DFT-based MD). The problem is that classical MD does not describe correctly bond-breaking 

or bond-forming situations. These reactions can be studied using first principle MD,239–242 

but are computationally demanding.  

 

Figure 2.3: Representation of a system including explicit solvent.  

The most common way to include solvent effects when studying homogeneous catalytic 

reactions is by using a continuum solvent model (implicit solvent),243,244 where the 

molecular structure of the solvent is ignored and the solvent is modeled as a continuous 

dielectric of infinite extent (characterized by its dielectric constant, εr, also called relative 

permittivity) that surrounds a cavity containing the solute molecule. A representation of a 

system including implicit solvent is depicted in Figure 2.4.  



Chapter 2 

 

44 
 

 

Figure 2.4: Representation of an implicit solvent model where the system is formed by a 

solute into a molecular-shaped cavity in a continuum dielectric solvent.  

 In a QM treatment of the solvent, the interaction between the solvent and the solute is 

modeled by adding a potential term to the molecular electronic Hamiltonian, so 

mathematically, this approach can be thought of in the following way:  

Ĥ𝑡𝑜𝑡𝑎𝑙(𝑟𝑚) = Ĥ𝑠𝑜𝑙𝑢𝑡𝑒(𝑟𝑚) + 𝑉̂𝑠𝑜𝑙𝑢𝑡𝑒+𝑠𝑜𝑙𝑣𝑒𝑛𝑡(𝑟𝑚)                             [2.33] 

The most used method is the self-consistent reaction field (SCRF) method in which the wave 

function as well as the electronic probability density of the solute is allowed to change in 

order to achieve self-consistency between the charge distribution of the solute molecule 

and the solvent’s reaction field.  

The self-consistent reaction field model calculates the Gibbs energy of the solvation as the 

sum of four different terms:  

𝐺𝑠𝑜𝑙𝑣𝑎𝑡𝑖𝑜𝑛 = 𝐺𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝐺𝑐𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛 + 𝐺𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 + 𝐺𝑑𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑜𝑛            [2.34] 

The first term (𝐺𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐) is the electrostatic energy which is a stabilizing term that 

accounts for the electrostatic interactions between the solute and the solvent. The second 

term (𝐺𝑐𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛) is the energy necessary to create the cavity for the solute into the solvent 

and the third and fourth (𝐺𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 + 𝐺𝑑𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑜𝑛) terms are associated with the dispersive 

and repulsive interactions between the solvent and the solute. In particular, the SCRF 

models that have been used in this thesis are the polarizable-continuum model (PCM)245 

and the solvent model density (SMD).246 Polarizable-continuum model (PCM) and solvent 

model density (SMD) models differs in how the shape of the cavity is defined and in that the 

latter also includes a non-electrostatic term.   

Dielectric
solvent

Cavity region
of solute
molecule
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The polarizable-continuum model (developed by Miertus, Scrocco and Tomasi) is based on 

the Poisson-Boltzmann equation which is an expansion of the original Poisson’s equation. 

The polarizable-continuum model considers that each atomic nuclei in the solute molecule 

is surrounded by a sphere of radius 1.2 times de van der Waals radius of that atom and the 

cavity region is taken as the volume occupied by these overlapping atomic spheres. 

A very used variant of the PCM method is the conductor polarizable-continuum model 

(CPCM) in which the continuum is conductor-like, and the charges on the cavity surface are 

calculated using a condition suitable for a solvent, that is an electric conductor rather than a 

dielectric.  

Another very used solvent method is the solvent model density (SMD).246 In the solvent 

model density electrostatic energy is calculated by solving the Poisson-Boltzmann equation 

analogously to PCM, but it does by using a set of specifically parametrized radii which 

construct the cavity. These radii have been optimized for H, C, N, O, F, Si, P, S, Cl and Br and 

for any other atom the van der Waals radii with a scaling factor of 1.52 for group 17 

elements heavier than Br (I and At) and 1.18 for all other atoms is used.  

The last approach consists of considering some explicit solvent molecules in the first 

coordination sphere and the rest with a continuum representation. This hybrid approach is 

called as discrete-continuum model247–249 and is very commonly applied in reaction involving 

solvent molecules as reactants.  

2.3.4 Gibbs energy in solution 

This section discusses how thermodynamic properties can be calculated from the potential 

energy obtained in our calculations.  The equations used are equivalent to those given in an 

standard text on thermodynamics.250  

The internal energy (U) can be calculated from the potential energy by adding the zero-point 

energy ZPE (which is the vibrational energy at 0 K and is calculated using only the non-

imaginary frequencies) and thermic corrections to the internal energy (vibrational, 

rotational, translational and electronic energies). Statistical mechanics gives the 

translational contribution to the internal energy of an ideal gas as 
3

2
𝑅𝑇, the rotational 

contribution as  𝑅𝑇 for a lineal molecule and 
3

2
𝑅𝑇 for a non-linear molecule, the vibrational 

contribution is given by the equation [2.35] and the electronic contribution can be 

considered as zero since there are no temperature dependent terms in the partition 

function.  

𝑈𝑣 = 𝑅 ∑ 𝜃𝑣,𝐾 (
1

2
+

1

𝑒𝜃𝑣,𝐾 𝑇⁄ − 1
)

2

𝐾

                                        [2.35] 
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From the internal energy, the enthalpy can be calculated by using the next equation:  

𝐻(𝑇) = 𝑈 + 𝑅𝑇                                                          [2.36] 

From this equation the Gibbs energy can be obtained by applying the next equation:  

𝐺(𝑇) = 𝐻(𝑇) + 𝑇𝑆(𝑇)                                                    [2.37] 

Statistical mechanics gives the molar entropy (S) of an ideal gas as the sum of the 

translational, rotational, vibrational and electronic contributions (𝑆𝑡,  𝑆𝑟, 𝑆𝑣 and 𝑆𝑒, 

respectively). The translational contribution depends only on the molar mass of the gas, the 

rotational contribution depends on the symmetry number and the principal moments of 

inertia, the vibrational contribution depends on the vibrational frequencies and the 

electronic contribution depends on the degeneracy of the ground and excited electronic 

states, but in our calculations only the ground state is considered (it is assumed that the first 

and higher excited states are inaccessible at any temperature).   

All the calculations presented in this dissertation were carried out including implicit solvent 

in the optimization process of the structures, so all the energies obtained are potential 

energies in solution. The potential energies obtained include Gibbs energies of solvation of 

solute. The remaining contributions to Gibbs energy have been obtained by means of 

frequency calculations, using standard statistical thermodynamics formulas. In this way 

Gibbs energies in solution have been obtained.  

In cases where a single point calculation with a bigger basis set (6-311++G(d,p)) was 

performed, the Gibbs energy in solution was calculated following the next equation:  

𝐺6−311++𝐺(𝑑,𝑝) = 𝐸6−311++𝐺(𝑑,𝑝) + (𝐺6−31𝐺(𝑑,𝑝) − 𝐸6−31𝐺(𝑑,𝑝))                [2.38] 

where 𝐺6−31𝐺(𝑑,𝑝) and 𝐸6−31𝐺(𝑑,𝑝) are the energies in solution obtained during the 

optimization calculation with the smallest basis set and 𝐸6−311++𝐺(𝑑,𝑝) is the energy in 

solution obtained in the single point calculation with the biggest basis set.  
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Nonsense. Just wait till you 

see my calculations.   
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This thesis is focused into the mechanistic study of the hydroamination reaction catalyzed 

by organometallic complexes by means of DFT calculations.  This chapter is devoted to 

describe the goals of the present dissertation.  
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The main topic of this thesis is the mechanistic study of intermolecular hydroamination 

reactions by means of DFT calculations. As mentioned in the introduction, there are some 

challenges of the hydroamination reaction yet to be studied, such us the use of unactivated 

olefins and  small N-nucleophile reagents (like hydrazine or ammonia), the control of the 

regioselectivity, especially the anti-Markovnikov addition and the control of the 

enantioselectivity.   

The goal of this dissertation is to address some of the challenges above mentioned by 

means of analyzing specific reactions for each of the challenges. In this line different 

reaction involving different substrates and different catalyst have been investigated 

depending on the topic: 

 Regioselectivity: to investigate the intermolecular anti-Markovnikov hydroamination 

reaction of styrene catalyzed by a cationic rhodium(I) complex.  The system 

developed by Hartwig et al. has been used for theoretical calculations.114 (Chapter 

4).  

To study the anti-Markovnikov hydroamination reaction of alkenes catalyzed by 

gold(I) complexes . Calculations are based on the only example present in literature 

of anti-Markovnikov hydroamination of alkenes catalyzed by gold complexes which 

has been reported by Widenhoefer et al.161,162 (Chapter 7).  

 

 Enantioselectivity: to analyze an enantioselective hydroamination reaction of 

allenes catalyzed by a cationic rhodium (I) complex. The reaction reported by Breit 

and coworkers has been computed.122 (Chapter 5).  

 

 Use of small N-nucleophiles: to investigate  the hydroamination reaction of alkynes, 

alkenes and allenes catalyzed by a cationic gold(I) complex using hydrazine as  

N-nucleophile. Three different catalysts experimentally developed by Bertrand and 

Hasmi’s groups were employed.137,140,141 (Chapter 6).  

 

 

 

 

 

 





 

 

Science is not about making 

predictions or performing experiments.  

Science is about explaining. 

Bill Gaede  
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This chapter is devoted to the anti-Markovnikov hydroamination of alkenes catalyzed by 

rhodium complexes. The oxidative amination reaction (competing side reaction) is also 

analyzed. These results has been published in Chem. Eur. J., 2016, 22 (27), 9311–9320: The 

Origin of Anti-Markovnikov Regioselectivity in Alkene Hydroamination Reactions Catalyzed 

by [Rh(DPEphos)]+ (reference 252). 

http://www.goodreads.com/author/show/1351600.Bill_Gaede
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4.1 Introduction 

Rhodium complexes have been extensively studied as catalyst for the hydroamination 

reaction because they show excellent catalytic activity in the intermolecular anti-

Markovnikov hydroamination of alkynes and alkenes. A general introduction to the most 

important hydroamination reactions catalyzed by rhodium complexes has been presented in 

Section 1.2.2. 

An important feature of rhodium catalysts is their ability to efficiently promote selective 

anti-Markovnikov hydroamination of vinylarenes. The first example of anti-Markovnikov 

hydroamination of alkenes was reported in 1999 by Beller et al. In this study a mixture of 

[Rh(cod)2]BF4 and PPh3 was used to catalyzed the hydroamination of styrene. However the 

oxidative amination product (enamine) was the major product obtained.104,111 Later, in 

2003, Hartwig et al. improved this reaction by using a cationic rhodium catalyst with a 

DPEphos ligand. This catalyst yields the anti-Markovnikov hydroamination product as the 

major one for the hydroamination reaction of vinylarenes with a variety of secondary 

aliphatic amines. The reaction is depicted in Scheme 4.1.  

 

Scheme 4.1: anti-Markovnikov hydroamination of alkenes developed by Hartwig et al.  

Regarding to the operative mechanism for the hydroamination reaction catalyzed by 

rhodium complexes, two plausible mechanisms have been proposed.104 The first one is an 

electrophile activation mechanism (see Section 1.2.1.1 for more details) while the second 

proposed mechanism is an amine activation mechanism (see Section 1.2.1.2 for more 

details).  

This chapter is devoted to computationally study the mechanism for the hydroamination 

reaction as well as for the formation of the enamine product. The formation of the 

Markovnikov isomer and the origin of the anti-Markovnikov regioselectivity are also 

analyzed.  

4.2 Computational methods and models 

All calculations were carried out using Gaussian 09 program. Calculations were performed at 

DFT level by means of the M06 functional with and ultrafine grid option. The basis sets used 

were the 6-31G(d,p) for all the atoms, except for Rh where the SDD (with an additional f 

orbital) along with the associated pseudopotential was employed. The structures were fully 
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optimized in solution using CPCM model with standard parameters and toluene as solvent 

(ε=2.3741). The nature of stationary points (minima and TS) was confirmed by frequency 

calculations. Connections between the transition states and the minima were checked by 

following the IRC and subsequent geometry optimization till the minima. Energy values 

given in the text correspond to Gibbs energies at 298K calculated including solvent effects. 

The energy decomposition analysis was performed using ADF program by means of the 

hybrid PBE0 functional. Those calculations were carried out in gas phase using ZORA/TZP 

basis set for all atoms. Preparation energies of EDA were computed with Gaussian 09 

software in gas phase using PBE1PBE functional. The basis sets used were 6-31G(d,p) for all 

the atoms, except for Rh where the SDD (with an additional f orbital) along with the 

associated pseudopotential was employed. Natural population analysis was performed 

using NBO6 package. 

The chemical system selected for calculations was analogous to that used in the experiment, 

with no simplifications (Scheme 4.1). The catalyst used was [Rh(DPEphos)(COD)]+. The initial 

conformation of DPEphos ligand was obtained from the solid-state structure of a cationic 

complex of rhodium using a DPEphos ligand characterized by Weller et al.253 Styrene was 

selected as alkene for the study of the reaction mechanism; for the study of the 

regioselectivity other substrates were also utilized. The amine employed in all calculations 

was the simplest dialkylamine used in experiments: NHMe2. The structures are named 

according the following procedure: 4x.y where x correspond to the point in the energy 

profile and y correspond to the initial intermediate (for example, 4.3a correspond to the 

third point for the reaction starting with intermediate 4.1a). 

4.3 Results and Discussion 

This section is divided into three subsections. The first one is devoted to study the operative 

mechanisms for the hydroamination reaction of alkene and for the competing side reaction 

(the oxidative amination reaction). The second one is devoted to study the selectivity 

(amine vs enamine) obtained, and in the third one is to analyze the origin of the anti-

Markovnikov regioselectivity observed in this reaction.  

4.3.1 Analysis of the reaction mechanism 

In this section is investigated the operative mechanism in the hydroamination reaction of 

styrene. Both alkene and amine activation mechanisms were considered. In the first one the 

reaction starts with the coordination of the alkene to the metal center and it is followed by 

a nucleophilic addition of the amine into the coordinated alkene. The first step of the 

second mechanism is the oxidative addition of the amine to the metal center.  

The catalyst used is [Rh(DPEphos)(COD)]+. The first step in both mechanisms must be the 

exchange of COD by reactants in the coordination sphere of the catalyst. Several 
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intermediates could be formed depending on which ligands are coordinated to the metal 

center: the amine (4.1a), the alkene (4.1b), or both simultaneously (4.1c). The optimized 

structures for these intermediates are depicted in Figure 4.1. Their relative energies are 0.0, 

1.3 and 1.0 kcal/mol, respectively.  

 
Figure 4.1: Optimized structures for the initial intermediates of the reaction. Relative Gibbs 

energy values are given under each structure in kcal/mol.  

Complex 4.1a has a square-planar geometry with an empty site; coordination of amine to 

[Rh(DPEphos)]+ fragment has a ∆Gbinding of 28.0 kcal/mol. The distance between rhodium 

and nitrogen in this intermediate is d(Rh-N) = 2.188 Å. A complex with a coordinating 

solvent molecule (toluene) at the empty site was not found as a stable structure in the 

potential energy surface. Another conformation where the DPEphos ligand fulfills the empty 

site by coordinating the oxygen atom from the DPEphos ligand was checked. This structure 

(4.1aO) is a minimum but it lies 7.1 kcal/mol higher in energy.  

Intermediate 4.1b has a square-planar geometry since styrene occupies two coordination 

sites. The distances are 2.203 Å and 2.143 Å for Rh-Ct (terminal carbon atom) and Rh-Ci 

(internal carbon atom) of the double bond, and 2.328 Å and 2.557 Å for Rh-Cipso and Rh-Corto 

of the phenyl ring, respectively. The coordination of another styrene molecule to the metal 

center as well as the occupation of the formal empty site by a solvent molecule (toluene) 

did not result in stable structures in the potential energy surface. The possibility of 

coordination of the oxygen atom from the DPEphos ligand was also evaluated (intermediate 

4.1bO), but such intermediate is 5.3 kcal/mol higher in energy than intermediate 4.1b and 

was not further considered. 

From this initial study, we decided to consider all the three structures as starting points for 

the different hydroamination mechanisms that we describe in the next section.  

 

 

 

4.1a 4.1b 4.1c

0.0 1.3 1.0
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4.3.1.1 Amine vs alkene activation mechanism 

a) Amine activation mechanism 

This subsection describes the amine activation mechanism for the formation of the 

hydroamination product (see Section 1.2.1.2 for more details about this mechanism). 

According to literature, the reaction mechanism through an amine activation pathway can 

be divided into four steps: oxidative addition of the amine, coordination of the alkene to the 

metal center, migratory insertion and reductive elimination step. The calculated reaction 

profile following this sequence of steps is depicted in Figure 4.2.  

 

Figure 4.2: Gibbs energy profile in toluene of the Rh-catalyzed hydroamination of styrene 

trough an amine activation pathway. 

From intermediate 4.1a, the first step involves the oxidative addition of the N-H bond of the 

amine to the Rh(I) center. The corresponding transition state, TS4.1a_4.2a, has a relative 

energy of 44.3 kcal/mol. The breaking N-H bond distance is 1.645 Å, whereas the forming 

Rh-N and Rh-H bond distances are 1.996 Å and 1.571 Å, respectively. The intermediate 

formed, which has the amine and the hydride cis to each other (4.2a), is located at 30.9 

kcal/mol. Another isomer of this intermediate (structure 4.2ab) with the amine and hydride 

ligands trans to each other, lies at 34.7 kcal/mol. 
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The subsequent coordination of the alkene can take place at several positions. Among the 

three isomers found, the most stable one, (4.3a which is formed from the coordination of 

the amine into intermediate 4.2ab with the NMe2 and the H ligands trans to each other) has 

a relative Gibbs energy of 30.4 kcal/mol. The other two isomers (structures 4.3ab and 4.3ac, 

resulting from the coordination of the amine into structure 4.2a in which the NMe2 and the 

H ligands cis to each other) are 4.1 and 6.7 kcal/mol higher in energy, respectively. The 

different structures involved in this step are summarized in Scheme 4.2. 

 

Scheme 4.2: Schematic representation of different structures obtained for the coordination 

of the alkene after the oxidative addition of the amine.  

From intermediate 4.3a, a conformational change (rotation of both amine and alkene 

ligands) is required in order to take place the migratory insertion of the alkene into the Rh-N 

bond. Such conformational arrangement gives intermediate 4.4a with a relative Gibbs 

energy of 47.2 kcal/mol. The transition state for the migratory insertion, TS4.4a_4.5a has a 

Gibbs energy barrier of 56.8 kcal/mol. The distance of the forming N-C bond at the 

transition state is 2.335 Å and is shortened to 1.494 Å in the intermediate 4.5a, which has an 

octahedral geometry. The structures of oxidative addition and migratory insertion steps are 

drawn in Figure 4.3. The high barriers involved make the amine activation pathway 

completely unfeasible.  

From intermediate 4.5a, the mechanism ends with an elimination process. This process that 

gives the aminoalkyl product takes place in two steps: decoordination of the amine first and 

then a reductive elimination yielding the final reaction product. The transition state for the 

first step, TS4.5a_4.6a lies at 21.0 kcal/mol (with a relative energy barrier of 8.3 kcal/mol). 

and yields intermediate 4.6a (at 17.2 kcal/mol). The reductive elimination step takes place 

from this intermediate. The corresponding transition state (TS4.6a_4.7a) has a Gibbs energy 

of 25.2 kcal/mol with a C-H forming bond and Rh-H breaking bond distance of the is 1.812 

and 1.560 Å, respectively. In the subsequent intermediate (4.7a) the formed aminoalkyl 
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product is bonded to the catalyst through an agostic interaction. Replacement of the 

reaction product by a new amine molecule closes the catalytic cycle.  

 
Figure 4.3: Optimized structures of transition states for the oxidative addition and migratory 

insertion steps in the amine activation pathway. Relative Gibbs energy values are given 

under each structure in kcal/mol.  

b) Alkene activation mechanism 

This subsection outlines the alkene activation mechanism for the formation of the 

hydroamination product (see Section 1.2.1.1 for more details about this mechanism). 

In this pathway a styrene molecule needs to be initially coordinated to the catalyst. As 

commented at the beginning of Section 4.1.3, there are two structures with a coordinated 

styrene ligand (4.1b and 4.1c) that differ only by 0.3 kcal/mol. Thus, this process may take 

place starting from any of the two intermediates. Both possibilities were evaluated and are 

presented in this subsection. In addition, the reaction pathway analyzed from each 

intermediate may proceed through a syn or an anti addition of the amine to the double 

bond. If the reaction starts with a syn addition of the amine, the reaction ends up with the 

protonation of the metal center followed by a reductive elimination step. When the reaction 

starts with an anti addition of the amine, the reaction can end with the direct protonolysis 

or assisted by a second amine. All the possibilities were evaluated and are described in this 

subsection. An additional pathway where the reaction starts with the anti addition and ends 

with the protonation of the metal center followed by a reductive elimination step was also 

evaluated.  

For the pathway starting from intermediate 4.1b, a transition state for the anti nucleophilic 

addition of the amine to the coordinated alkene (TS4.1b_4.2b; giving rise to the addition to 

the terminal carbon atom to form the anti-Markovnikov product), was located with a 

relative Gibbs energy of 16.5 kcal/mol. Such transition state displays a forming N-C bond 

TS4.1a_4.2a TS4.4a_4.5a

44.3 56.8

1.645
1.996

1.571

2.335
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distance of 2.074 Å. This distance is shortened to 1.554 Å upon the formation of 

intermediate 4.2b whose relative Gibbs energy is 9.5 kcal/mol.  

Next step in the process should be the proton migration from the amine group to the 

contiguous carbon atom. The transition state for the direct proton transfer in a single step, 

TS4.2b_4.9b, was located at 54.0 kcal/mol. The energy required for this pathway is too high 

to be considered a feasible process; the possibility of a second amine molecule assisting the 

proton transfer was also evaluated. The process was found to take place in two steps since 

the protonated amine, 4.11b [H2NMe2]+ --- [(Me2N-CH2CHPh)Rh(DPEphos)] was found as a 

stable intermediate in the PES but the formation of such intermediate is a barrierless 

process in the Gibbs energy profile (TS4.10b_4.11b is slightly lower than intermediate 

4.11b). The Gibbs energies for such intermediate is 6.5 kcal/mol and the transition state for 

the protonation of the alkyl group (TS4.11b_4.12b) was found at 29.6 kcal/mol. The 

complete energy profile for the hydroamination reaction of styrene through an anti addition 

pathway is represented in Figure 4.4. 

 

Figure 4.4: Gibbs energy profile in toluene of the Rh-catalyzed hydroamination of styrene 

through an anti addition of the amine (alkene activation pathway).  
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Starting from intermediate 4.1b, the syn nucleophilic addition of the amine was also 

evaluated. The transition state for the syn addition (TS4.1b_4.5b) was located at 22.7 

kcal/mol (6.2 kcal/mol higher in energy than the anti nucleophilic addition of the amine).The 

distance for the forming C-N bond is 2.198 Å, a little longer than the same distance for the 

anti addition of the amine. This step gives rise to intermediate 4.5b whose relative Gibbs 

energy is 7.7 kcal/mol. From this intermediate the reaction continues by a metal center 

protonation step followed by a reductive elimination step. The transition state for the 

proton transfer process TS4.5b_4.6b is located at 22.5 kcal/mol yielding intermediate 4.6b 

located at 18.3 kcal/mol. The N-H breaking and the Rh-H forming bond distances at the 

transition state are 2.276 and 1.518 Å, respectively. Such a process produces the formal 

oxidation of the metal center from Rh(I) to Rh(III). Finally, a reductive elimination takes 

place through transition sate TS4.6b_4.7b (located at 21.3 kcal/mol) with forming C-H bond 

and a breaking Rh-H bond distances of 1.841 and 1.568 Å, respectively. The subsequent 

intermediate (4.7b) is located at 8.0 kcal/mol and has the aminoalkyl product formed 

attached to the Rh center by means of an agostic interaction. Finally, the substitution of the 

aminoalkyl product by a styrene molecule closes the catalytic cycle. 

 

Figure 4.5: Gibbs energy profile in toluene of the Rh-catalyzed hydroamination of styrene 

through an alkene activation pathway.  

Alternatively, a complete different pathway starting with an anti addition was found 

involving a conformational change on the aminoalkene ligand that allows the migration of 

the proton from the amine to the metal center. This conformational change involves the 

rotation of the amine modifying the 𝑅ℎ𝐶𝐶𝑁̂  dihedral angle and was characterized to take 

place in three steps, whose transition states are identified as TS4.2b_4.3b, TS4.3b_4.4b and 
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TS4.4b_4.5b. The relative position of the N-H and the Rh in the formed intermediate 4.5b 

(Figure 4.7) is the same formed with the syn addition and is the appropriate for the 

protonation of the metal center.  

The reaction through this pathway arrives to intermediate 4.5b, as for the syn addition 

pathway explained above. Therefore in the overall pathway the highest point in the Gibbs 

energy profile corresponds to the metal center protonation step (TS4.5b_4.6b). The energy 

profile for this mechanism as well as the energy profile for the syn addition pathway is 

represented in Figure 4.5. The main transition states involved in the alkene activation 

mechanism are represented in Figure 4.6. 

 
Figure 4.6: Optimized structures of main transition states involved in the alkene activation 

mechanism: nucleophilic attack (syn and anti), metal center protonation and reductive 

elimination. Relative Gibbs energy values are given under each structure in kcal/mol.  

The reaction starting from intermediate 4.1c with both, amine and styrene coordinated, was 

also evaluated. Despite of the computational efforts devoted, no transition state could be 

located for the internal nucleophilic attack form the coordinated amine ligand.  

TS4.1b_4.2b

TS4.5b_4.6b TS4.6b_4.7b

16.5

22.5 21.3

TS4.1b_4.5b

22.7

2.198

2.074

1.598
2.276

2.390

1.568
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From intermediate 4.1c, the nucleophilic addition of the amine can proceed through an anti 

or a syn addition of the external amine (not coordinated) to the double bond. The transition 

state for the anti nucleophilic attack (TS4.1c_4.2c) was located with a relative Gibbs energy 

of 23.7 kcal/mol. The N-C distance in this step is shortened from 1.973 Å in the transition 

state to 1.573 Å in intermediate 4.2c. 

Regarding to the syn nucleophilic addition, the energy barrier of the transition state is 32.4 

kcal/mol and the distance for the forming N‐C bond in this transition state (TS4.1c_4.3c) is 

2.051 Å. This distance is shortened to 1.513 Å in the formed complex 4.3c which is located 

at 15.2 kcal/mol. The next step of this pathway is the metal center protonation whose 

transition state (TS4.3c_4.4c) was located at 26.1 kcal/mol, whereas its subsequent 

intermediate (intermediate 4.4c) is located at 25.9 kcal/mol.  

The reaction starting from intermediate 4.1b requires less energy than starting from 

intermediate 4.1c. For this reason the reaction from intermediate 4.1c was not further 

considered.  

From intermediate 4.1b, the overall energy barriers for the syn and anti pathways are rather 

similar (only differ in 0.2 kcal/mol). As consequence, in principle both pathways should be 

possible. The energy barrier for the syn addition has the highest energy transition state in 

the first step, the nucleophilic addition (TS4.1b_4.5b; 22.7 kcal/mol), whereas the anti 

addition is significantly lower (TS4.1b_4.2b; 16.5 kcal/mol). Thus, the anti addition can takes 

place more easily.  

The magnitude of the KIE should be able in principle to distinguish whether the rate 

determining step is prior or after the proton transfer. Following this idea, we have 

calculated the kinetic isotope effects (KIEs) using a N-deuterated amine (NDMe2). The 

calculated KIEs for each pathway are very different. Hence, for the syn pathway, where the 

nucleophilic addition has the highest Gibbs energy barrier, the calculated KIE is rather low 

(1.05 at 100 ºC). Nevertheless, for the case of the anti pathway, the highest Gibbs energy 

transition state corresponds to the proton transfer to form the Rh-H intermediate; 

accordingly, the calculated KIE is higher (2.69 at 100 ºC). Experimental data is not available 

for direct comparison.  

In related experiments performed in a different system, Hartwig measured the KIEs for 

intramolecular hydroamination reactions catalyzed by rhodium. For the case of an 

intramolecular hydroamination using a primary amine and a Rh catalyst with a Xantphos 

derivative ligand, the observed KIE was 1.16 ± 0.10.254 This was an indication that proton 

transfer takes place after the turnover-limiting step. For another intramolecular 

hydroamination using a secondary amine and a Rh catalyst with a phosphane-arene ligand 

instead, the observed KIE was 2.5 ± 0.6.255 This data was consistent with a mechanism 

where the protonation of the Rh-C bond is the turnover-limiting step. Our calculations are in 

good agreement with these experiments, showing that anti and syn pathways are very close 
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in energy, so subtle changes in the catalyst may affect their relative energy barriers, thus 

favoring one over the other. 

4.3.1.2 Mechanism of the competing side reaction  

The main competing side reaction for the hydroamination process gives rise to the oxidative 

amination product.104,114 In the previous section, it has been shown that the most feasible 

reaction mechanism goes through an alkene activation pathway which involves an initial 

anti nucleophilic addition of the amine to the coordinated alkene, followed by a 

conformational change of the amine to favor the protonation of the metal center, giving rise 

to intermediate 4.6b. A subsequent reductive elimination (TS4.6b_4.7b; 21.3 kcal/mol) 

yields the hydroamination product. From such intermediate (4.6b) the formation of the 

enamine product can be explained by a β-hydride elimination of the aminoalkyl ligand. The 

transition state for this process (TS4.6b_4.7ba) is located at 28.0 kcal/mol, with a Gibbs 

energy barrier of 9.7 kcal/mol. The breaking C-H and forming Rh-H bond distances are 2.297 

and 1.693 Å, respectively. This step generates a Rh-dihydride intermediate which has the 

aminoalkene product coordinated (intermediate 4.7ba which lies at 11.7 kcal/mol). The 

energy profile for the oxidative amination reaction is depicted in Figure 4.7.  

We also evaluated an alternative mechanism, proposed by Togni and coworkers,72 to 

account the oxidative amination product. In this mechanism, once the nucleophilic addition 

to the alkene has happened (intermediate 4.5b), the generation of the Rh-(H)2 intermediate 

4.7ba takes place by means a β-hydride elimination and a subsequent proton transfer from 

the amine to the metal center (TS4.5b_4.6ba and TS4.6ba_4.7ba respectively). The relative 

Gibbs energy of the transition states for these two steps are 27.6 and 37.9 kcal/mol, 

respectively, clearly higher than the barrier of the pathway commented above (28 

kcal/mol). 

Experimentally, it is also observed the formation of some quantity of ethylbenzene. The 

formation of that product can be explained by hydrogenation of styrene by means of the 

Rh-dihydride intermediate formed after the β-elimination step (4.7ba). From this 

intermediate, it can take place the replacement of the enamine product by an styrene 

molecule, giving rise to intermediate 4.8ba, which is located at 18.7 kcal/mol. The 

hydrogenation process occurs in two steps that can be described as two insertions of the 

organic ligand into the Rh-H bonds. The transition state for the first insertion 

(TS4.8ba_4.9ba) has a relative Gibbs energy of 20.7 kcal/mol. The forming C-H and breaking 

Rh-H bond distances are 1.747 and 1.608 Å respectively. In this step the Rh alkyl 

monohydride intermediate is formed, which lies at 12.1 kcal/mol. The transition state for 

the second insertion into the Rh-H bond (TS4.9ba_4.10ba) is located at 18.3 kcal/mol. In this 

transition state the forming C-H bond distance is 1.681 Å meanwhile the breaking Rh-H 

bond distance is 1.584 Å.  
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Figure 4.7: Gibbs energy profile in toluene of the Rh-catalyzed oxidative amination of 

styrene (the competing side reaction).  

Structure 4.6b has two empty sites at the coordination sphere. Coordination of a second 

styrene molecule in the ligand sphere was also considered, as proposed by Hartwig.114 

Surprisingly, the coordination of the second styrene is endergonic by 7.5 kcal/mol. 

Moreover, the transition state for the styrene coordination (TS4.6b_4.6bb) is located at 25.0 

kcal/mol. From this intermediate the reaction can evolve through a reductive elimination 

step to yield the hydroamination product  (TS4.6bb_4.7bb) or it can take place a insertion of 

this second alkene into the metal-hydride bond (TS4.6bb_4.8bb), followed by a  

β-elimination step to yield the enamine product; a second insertion into the other Rh-H 

bond yields the hydrogenated styrene. The transition state of the elimination step to yield 

the hydroamination product is located at 30.7 kcal/mol, much higher than the transition 

state for this same step without having coordinated a second styrene molecule (21.3 

kcal/mol). Regarding to the formation of the enamine product from intermediate 4.6bb, the 

transition state for the first step; which is the insertion of the alkene into the metal-hydride 

bond, requires an energy of 28.7 kcal/mol, also higher than the β-elimination step in the 

pathway without the coordination of the second styrene, whose energy is 28.0 kcal/mol. 

Therefore the latter steps for this pathway were not calculated and the coordination of the 

second styrene was not further considered.  
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4.3.2 Analysis of the selectivity (amine vs enamine) 

The previous section was devoted to study the operative mechanism for the 

hydroamination reaction as well as the mechanism for the competing side oxidative 

amination reaction. The proposed mechanism starts with one alkene molecule coordinated 

to the metal center (intermediate 4.1b). From this intermediate the reaction continues with 

the anti nucleophilic attack of the amine followed by a conformational change of the 

molecule to place the amine close to the metal center, allowing a metal center protonation 

step which gives intermediate 4.6b. The reaction finishes with a reductive elimination step 

to yield the hydroamination product or with a β-elimination step to yield the enamine 

product. In the competing side reaction the formation of the hydrogenated styrene product 

is explained through the exchange of the enamine product by a second alkene molecule and 

two consecutive insertion steps of this alkene molecule into two rhodium-hydride bonds.  

In this section is explored the effect of the substituent as well as the catalyst into the 

selectivity observed along with a comparison of our theoretical results with the 

experimental studies carried out by Hartwig114 and Beller.111  

According to the mechanism above described, the hydroamination/oxidative amination 

products ratio is governed by the energy difference between the rate determining steps for 

the hydroamination and the oxidative amination reactions, which are the metal center 

protonation transition state (TS4.5b_4.6b which Gibbs energy is 22.5 kcal/mol) and β-

elimination transition state (TS4.6b_4.7ba which Gibbs energy is 28.0 kcal/mol), 

respectively.  

Experimentally, the reaction using [Rh(DPEphos)]+ as catalyst and HNMe2 as amine was 

carried out using three different vinylarenes: 3,4-dimethoxy-1-vinylbenzene, 4-methyl-1-

vinylbenzene and 2-vinylpyridine obtaining in the three cases the hydroamination product 

as the major one.114 The hydroamination/oxidative amination products ratios were 82:19, 

54:46 and 90:10 respectively. The reaction of several substituted styrenes catalyzed by 

[Rh(PPh3)2]+ was studied experimentally by Beller111 demonstrating the oxidative amination 

product is the major one in all cases. Unfortunately, there are no experimental data using 

[Rh(PPh3)2]+ as catalyst and HNMe2 as amine for direct comparison. The complete profile for 

the hydroamination reaction as well as for the oxidative addition reaction was calculated 

using the three vinylarenes employed experimentally (Table 4.1).  

For 2-vinylpyridine two structures differing in the coordination mode of the substrate to 

metal center were considered. In one structure the pyridine nitrogen atom is coordinated to 

the rhodium atom whereas in the second it is not (see Scheme 4.3). 
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Scheme 4.3: Initial structures considered for reaction of 2-vinylpyridine. 

All the intermediates and transition states along the reaction are lower in energy when the 

nitrogen pyridine atom is not coordinated to the rhodium center. The values in Table 4.1   

correspond to the reaction starting from the structure where the nitrogen pyridine atom is 

not coordinated to  rhodium atom.  

Table 4.1: Gibbs energies obtained for the reaction of 4-dimethoxy-1-vinylbenzene, 4-

methyl-1-vinylbenzene and 2-vinylpyridine catalyzed by [Rh(DPEphos)]+ and for styrene 

catalyzed by [Rh(PPh3)2]+. 

Column 1 2 3 4 

System 

    

Amine:enamine 

ratio a 
54:46 90:10 82:19 17:78 b 

4.1b 0.0 0.0 0.0 0.0 

TS4.1b_4.2b 13.7 16.2 16.7 15.3 

4.2b 6.4 10.2 10.6 9.0 

4.5b 4.0 7.6 8.1 10.4 

TS4.5b_4.6b 23.6 22.6 21.3 23.5 

4.6b 17.4 18.9 17.4 17.2 

TS4.6b_4.7b 20.8 20.4 21.3 27.6 

4.7b 6.1 8.4 7.0 19.5 

TS4.6b_4.7ba 27.7 29.5 30.1 18.9 

4.7ba 9.5 13.3 13.2 13.1 

Overall barrier for 
hydroamination 

(TS4.5b_4.6b) 

23.6 22.6 21.3 23.5 

Overall barrier for 
oxidative amination 

(TS4.6b_4.7ba) 

27.7 29.5 30.1 18.9 

∆∆G‡ 4.1 6.9 8.8 -4.1 
a Experimental values (reference 114).b Experiments were carried out using a different amine (morpholine). 

The energy difference between the metal center protonation transition state (higher point 

in hydroamination reaction) and the β-elimination transition state (higher point in oxidative 
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amination reaction) for 3,4-dimethoxy-1-vinylbenzene (column 3) , 4-methyl-1-vinylbenzene 

(column 2) and 2-vinylpyridine (column 1) are 8.8, 6.9 and 4.1 kcal/mol respectively in favor 

of hydroamination reaction. In the Beller’s system ([Rh(PPh3)2]+; column 4) our calculations 

give an energy barrier of the oxidative amination reaction 4.1 kcal/mol lower than the 

barrier for hydroamination reaction.  

From our calculations can be concluded that in all cases the major product predicted is the 

one experimentally obtained, but the Gibbs energy differences between both pathways are 

always too big compared with the product ratios obtained experimentally. According to the 

values obtained an alternative pathway, with lower barrier, for the oxidative amination 

reaction cannot be fully discarded.  

4.3.3 Analysis of the regioselectivity 

In section 4.3.1, was studied the mechanism of the formation of the anti-Markovnikov 

product and was found that the most plausible mechanism is the alkene activation 

mechanism.  

In order to discuss the regioselectivity, the energy profile for the Markovnikov isomer 

starting from intermediate 4.1b was computed. Both anti and syn additions of the amine 

were considered. The transition state for the Markovnikov anti addition was found to be 

located at 22.4 kcal/mol, which is 5.9 kcal/mol higher in energy than the anti-Markovnikov 

addition. The next step in the process should be the proton migration from the amine group 

to the contiguous carbon atom. The transition state for the direct proton transfer, 

TS4.2bm_4.7bm, was located at 53.5 kcal/mol. The alternative reaction assisted by a second 

amine molecule from intermediate 4.2bm was also evaluated. This process was found to 

take place in two steps in the PES since the intermediate where the second amine is 

protonated was found as a stable intermediate. However, the formation of such 

intermediate appears as a barrierless process in the Gibbs energy profile (similarly as for the 

formation of the anti-Markovnikov isomer). The relative Gibbs energies for such 

intermediate (4.3bm) and for the transition state of the protonation of the alkyl group 

(TS4.3bm_4.4bm) are 18.6 kcal/mol and 35.1 kcal/mol. The syn addition of the amine into 

the alkene (TS4.2bm_4.8bm) has a Gibbs activation barrier of 34.0 kcal/mol.   

As far as the comparison between the Markovnikov and anti-Markovnikov hydroamination 

processes is concerned, the Markovnikov hydroamination is, as expected, 

thermodynamically favorable because it yields the most stable product. Using styrene as 

substrate the Markovnikov hydroamination product is 0.8 kcal/mol more stable than the 

product obtained in the anti-Markovnikov hydroamination. However, the anti-Markovnikov 

nucleophilic addition has a lower Gibbs energy barrier for both syn and anti pathways of the 

styrene activation mechanism. For the anti pathway the anti-Markovnikov nucleophilic 

addition for the reaction of styrene catalyzed by [Rh(DPEphos)]+ is preferred by 5.9 kcal/mol 
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(16.5 kcal/mol for the anti-Markovnikov addition; TS4.1b_4.2b and 22.4 for the 

Markovnikov version; TS4.1b_4.2bm).   

In order to prove if our calculations are able to reproduce the regioselectivity obtained 

during the hydroamination reaction, some calculations of the reaction using other rhodium-

phosphine complexes as catalyst were carried out. Beller et al. reported the reaction of 

styrene catalyzed by [Rh(PPh3)2]+ showing that the anti-Markovnikov regioselectivity is 

obtained.111 Conversely in another experimentally study performed by Philippot et al. it was 

found that the hydroamination of styrene, using [Rh(PEt3)2Cl]2 as catalyst, the Markovnikov 

isomer was as the major product.110  

Our calculations pointed out that, using [Rh(PPh3)2]+ as catalyst, the anti-Markovnikov 

nucleophilic attack is preferred by 5.8 kcal/mol (barriers are 15.3 kcal/mol for the anti-

Markovnikov addition and 21.1 kcal/mol for the Markovnikov addition). For the reaction 

catalyzed by [Rh(PMe3)2Cl], taken as model of [Rh(PEt3)2Cl]2 to avoid conformational issues, 

the Markovnikov nucleophilic attack is preferred by 0.6 kcal/mol (barriers are 27.9 kcal/mol 

for the anti-Markovnikov addition and 27.3 kcal/mol for the Markovnikov addition, 

respectively). The values obtained in our calculations are in fair agreement with the 

experimental trends observed. The next subsections are devoted to further study the origin 

of the anti-Markovnikov regioselectivity observed during this reaction. 

4.3.3.1 Energy decomposition analysis 

The regioselectivity was analyzed in terms of an energy decomposition analysis (EDA), also 

called activation strain model.256 The bond energy between two interacting fragments (∆𝐸) 

is divided into two major components: the preparation energy (∆𝐸𝑝𝑟𝑒𝑝) and the interaction 

energy (∆𝐸𝑖𝑛𝑡) that in this case was obtained as follows: 

∆𝐸 =  ∆𝐸𝑝𝑟𝑒𝑝  +  ∆𝐸𝑖𝑛𝑡  =  (∆𝐸𝑝𝑟𝑒𝑝 𝑐𝑎𝑡−𝑎𝑙𝑘𝑒𝑛𝑒  +  ∆𝐸𝑝𝑟𝑒𝑝 𝑎𝑚𝑖𝑛𝑒) +  ∆𝐸𝑖𝑛𝑡         [4.1] 

The preparation as well as interaction energies were calculated for the step where the 

regioselectivity is defined (the nucleophilic addition step). The preparation energy (∆𝐸𝑝𝑟𝑒𝑝)  

is the energy required to distort the fragments from the stable structure they have initially 

to those in the transition state. This energy can be divided into the preparation energy for 

the alkene coordinated to metal center fragment (∆𝐸𝑝𝑟𝑒𝑝 𝑐𝑎𝑡−𝑎𝑙𝑘𝑒𝑛𝑒) and the preparation 

energy of the amine fragment (∆𝐸𝑝𝑟𝑒𝑝 𝑎𝑚𝑖𝑛𝑒). This energy is calculated as the difference 

energy between a single point calculation of the structure they have at the reagent and in 

the transition state.  The interaction energy (∆𝐸𝑖𝑛𝑡) account for the interaction between the 

distorted fragments at their transition state geometries.  

This analysis was performed in five points along the reaction pathway close to the transition 

state (two points before the transition state, the transition state and two points after the 

transition state) in order to check if the variation in energies are continuous. The energies 

obtained for the transition state structure are collected in Table 4.2. The results obtained 
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showed that whereas the interaction energy is quite similar for both the Markovnikov and 

anti-Markovnikov additions (∆∆𝐸𝑖𝑛𝑡= 1.4 kcal/mol), the preparation energy term is quite 

different (∆∆𝐸𝑝𝑟𝑒𝑝 = 6.3 kcal/mol). Further analysis display that the alkene coordinated to 

the metal center fragment is mostly responsible of the preparation energy (96%), so the 

alkene-rhodium moiety is the one mainly distorted. Therefore the regioselectivity can be in 

some way related with the structure of the alkene-metal moiety.  

Table 4.2: Energy decomposition analysis for the nucleophilic addition step giving rise to 

Markovnikov and anti-Markovnikov products for the anti addition of HNMe2 to coordinated 

styrene. Energies in kcal/mol.  

 
anti-Markovnikov Markovnikov 

Difference  
(ΔΔE) 

∆E 
interaction

 -7.3 -8.7 -1,4 

∆E 
prep [Rh]-alkene

   14.7 20.7 6.0 

∆E 
prep amine 

0.5 0.8 0.3 

∆E 
preparation

  15.2 21.5 6.3 

∆E 7.9 12.8 4.9 

This fact is reflected in the structural analysis by analyzing the Ct-Ci-CPh angle and the  

H1-Ct-Ci-CPh dihedral angle for the transition state of the nucleophilic addition in both 

pathways (Ct and Ci are the terminal and internal carbon atoms of the alkene respectively, 

CPh is the ipso carbon of the phenyl ring and H1 is the hydrogen placed in cis respect to the 

phenyl ring; Scheme 4.4).  

   

Scheme 4.4: Schematic representation of structural parameters calculated for alkenes. 

Ct-Ci-CPh angle has a value of 123.6o in TS4.1b_4.2b (anti-Markovnikov addition) and 

113.5o in TS4.1b_4.2bm (Markovnikov one), showing that the sp3 character of C2 carbon 

atom is higher in the Markovnikov addition than in the anti-Markovnikov addition. In other 

words, these facts reflects that the structure of the alkene-metal moiety is more distorted in 

the Markovnikov version. Dihedral angles also show the same trend. Values of the dihedral 

angle H1-Ct-Ci-CPh are -9.7o in the anti-Markovnikov addition (TS4.1b_4.2b) and 58.7o in the 
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Markovnikov addition (TS4.1b_4.2bm). In all cases, preparation energy is larger for internal 

than for terminal C atom. 

4.3.3.2 The effect of modifying the alkene’s substituent properties  

In order to check whether regioselectivity depends on the nature of the substrate, in 

addition to styrene, the nucleophilic attack of dimethylamine to several terminal alkenes 

with different aliphatic and aromatic groups bearing a series of electron-donor and 

electron–acceptor substituents was also evaluated.  

The relative Gibbs energy for transition states of Markovnikov and anti-Markovnikov 

nucleophilic attack (∆GM
‡ and ∆GaM

‡ respectively) as well as the difference between both 

energies (∆∆G‡) are collected in Table 4.3. For the case of aromatic substituents seven 

different substrates where analyzed, including an electrowithdrawing group and/or an 

electrodonating group in different positions. In all cases the anti-Markovnikov addition is 

preferred but with different barrier differences (ΔΔG‡). Styrene (entry 3) displays a ΔΔG‡ of 

5.9 kcal/mol. Including an electrowithdrawing substituent in para position (-NO2, entry 1) 

slightly increases the ∆∆G‡ to 6.1 kcal/mol, whereas an electrodonating group (-OMe) also in 

para position (entry 7) decreases such difference to 2.9 kcal/mol. The addition of 

electrodonating MeO- groups in meta position increases the barrier differences up to 6.0 

kcal/mol and 5.5 kcal/mol (entries 2 and 4), as compared to those with H in such position 

(entries 3 and 7, with energy barriers of 5.9 and 2.9 kcal/mol respectively). When a methyl 

group is added the ∆∆G‡ difference is 5.1 kcal/mol and for the case of 2-vinylpiridine as 

substrate the barrier difference is 4.4 kcal/mol (entries 5 and 6). 

Terminal alkenes with aliphatic groups (which are in principle better electrodonors than 

aromatic groups) were also investigated, despite of very few cases have been 

experimentally reported.110,257 The results show that the ∆∆G‡ is decreased when the 

electrodonor character of the substituent is increased. The values obtained for tert-butyl, 

ethyl and methyl groups, were 3.9, 1.3 and 0.8 kcal/mol respectively (entries 8, 9 and 10). 

The 1,2-dimethylethene substrate (entry 11), with two groups at the internal carbon atom, 

shows a smaller preference for the anti-Markovnikov addition with a barrier difference of 

0.4 kcal/mol. For analytical purposes, terminal alkenes with much better electrodonating 

groups (MeO-, PhO- and AcO-) were also investigated. In this case the regioselectivity was 

reversed, in favor of the Markovnikov addition. The ∆∆G‡ obtained for these cases were  

-5.1, -3.6 and -0.8 kcal/mol, respectively (entries 12, 13 and 15).  

According to results showed in Table 4.3, the difference in energy between Markovnikov 

and anti-Markovnikov addition is higher using substrate with electrowithdrawing groups, 

like aromatics substituents, and this difference is reduced when the electrodonating 

character of the group increases. The results obtained revealed that the anti-Markovnikov 

addition is the most favored process for the most of terminal alkenes, (independently of the 

aromatic or aliphatic character of the organic substituent) and only for particular cases with 
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highly electrodonor substituents (entries 12, 13 and 15) the regioselectivity was reversed to 

favor the Markovnikov addition. 

Eisenstein and Hoffmann studied in the eighties, by means of external Hückel calculations 

and fragment molecular orbital analysis, the activation toward nucleophilic attack of olefins 

coordinated to transition metal complexes.75,76 They demonstrated that symmetric η2-

olefins are not directly activated on coordination, but the activation occurs on going from η2 

to η1 coordination. Figure 4.8 displays the main geometrical parameters associated with the 

η2 to η1 slippage of a π-coordinated unsaturated carbon-carbon bond. This slippage of the 

coordinated olefin localizes the LUMO of the LnM(alkene) complex on the further carbon 

atom from the metal center, enhancing the interaction with the incoming nucleophile. Later 

on, Tamasi et. al. experimentally and with DFT calculations studied the regiochemistry of 

nucleophilic additions to Pt-coordinated styrene.258
 They showed that the regioselectivity 

can be understood on the basis of the interaction between the olefin and the metal center, 

concluding that the carbon which is closer to the metal center is less susceptible of 

nucleophilic attack. 

 

Figure 4.8: Schematic representation of structural parameters associated with the η2 to η1 

slippage.  

Following these ideas, the complexes where the alkene is coordinated to the metal center 

were analyzed. For the case of styrene coordinated to [Rh(DPEphos)]+, three different 

structures with different ligands coordinated to metal center were analyzed: structure 4.1b 

(styrene), structure 4.1c (alkene and amine) and structure 4.1bO (alkene and the oxygen of 

the DPEphos ligand). In structure 4.1b the distances between metal and both carbons of 

alkene are 2.203 and 2.143 Å for the terminal and internal carbon atoms, respectively, so 

the internal carbon atom is closer to the metal center than the terminal carbon. For 

structures 4.1c and 4.1bO the internal carbon is further away from metal center than 

terminal carbon. The difference can be attributed to the fact that the alkene is occupying 

two coordination sites in structure 4.1b, thus forcing the internal carbon to be closer to the 

metal center than the terminal carbon.  
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Table 4.3: Gibbs energy barriers (Markovnikov, ∆GM
‡ and anti-Markovnikov, ∆GaM

‡) for the 

anti nucleophilic attack, along with the corresponding geometrical parameters for their 

initial intermediates calculated for each alkene (see Figure 4.8). Gibbs energies in kcal/mol  

and distances in Å 

Entry Substrate ∆GaM
‡ ∆GM

‡ ∆∆G‡ a 
d1 

(Rh-Ct) 
d2 

(Rh-Ci) 
d3 

(Ct-Ci) 
∆ d1-d2 

1 

 

13.6 19.6 6.1 2.199 2.150 1.393 0.077 0.049 

2 

 

15.5 21.5 6.0 2.207 2.148 1.392 0.093 0.059 

3 
 

15.2 21.1 5.9 2.203 2.143 1.392 0.094 0.060 

4 
 

16.7 22.2 5.5 2.198 2.137 1.392 0.095 0.061 

5 
 

16.2 21.3 5.1 2.201 2.139 1.392 0.096 0.062 

6 
 

13.7 18.1 4.4 2.208 2.147 1.391 0.095 0.061 

7 
 

16.9 19.8 2.9 2.204 2.133 1.392 0.111 0.071 

8 
 

21.8 25.6 3.9 2.185 2.209 1.385 -0.039 -0.024 

9  17.5 18.7 1.3 2.204 2.127 1.387 0.121 0.077 

10  17.9 18.7 0.8 2.199 2.132 1.388 0.104 0.067 

11 
 

22.3 22.7 0.4 2.213 2.141 1.391 0.113 0.072 

12  22.2 18.6 -3.6 2.159 2.174 1.386 -0.024 -0.015 

13  20.6 15.5 -5.1 2.205 2.106 1.382 0.154 0.099 

14  22.0 * - 2.218 2.094 1.387 0.193 0.124 

15 
 

18.0 17.2 -0.8 2.206 2.097 1.382 0.170 0.109 

* This transition state could not be found. a ∆∆G‡ = ∆GM
‡ - ∆GaM

‡ 
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The distances between rhodium atom and terminal (d1) and internal (d2) carbon atoms were 

analyzed for all the complexes with the alkene coordinated to metal center for the 

substrates here studied (Table 4.3). According with Tamasi results, the carbon which is 

closer to the metal center is less susceptible of nucleophilic attack.258 Therefore, the internal 

carbon atom is expected to be closer to the rhodium center when the anti-Markovnikov 

addition is preferred (entries 1-11), whereas the terminal carbon atom should be closer to 

the rhodium center when the Markovnikov addition is preferred (entries 12-15).  

Surprisingly for 3,3-dimethyl-1-butene, methyl-vinyl ether and N,N-dimethylamineethene 

(entries 8, 13 and 14) the carbon atom closer to the metal center is most susceptible of 

nucleophilic attack. For 3,3-dimethyl-1-butene (entry 8) the anti-Markovnikov 

regioselectivity is obtained (the nucleophilic attack occurs in the terminal carbon atom) but 

terminal carbon is closer to the metal center (distances of terminal and internal carbon 

atoms are 2.185 and 2.209 Å, respectively). For methyl-vinyl ether and N,N-

dimethylamineethene (entries 13 and 14), the internal carbon is closer to the metal center 

and a Markovnikov regioselectivity is expected. 

In general, in most of cases the internal carbon atom is closer to the metal center 

independently of anti-Markovnikov or Markovnikov regioselectivity is observed. Only for 

3,3-dimethyl-1-butene and phenyl-vinyl ether (entries 8 and 12) the terminal carbon atom is 

closer to rhodium center. 

The shape of the LUMO of the coordinated alkenes can be thought as a mixture of four 

orbitals (the filled b2 and πCC and the empty a1 and π*
CC) an depends on their relative 

contributions. When the complex is symmetrical (Δ=0), the MLn fragment has a high-lying 

filled orbital of b2 symmetry to interact with ethylene π* and a more or less low-lying vacant 

a1 orbital to mix with π. Olefin slipping results in a lowering of symmetry, which allows 

orbitals to mix which could not mix in the most symmetrical complex geometry. This 

mixture of orbitals is depicted in Figure 4.9.  

According to the proposal of Eisenstein and Hoffmann, the displacement in the alkene 

coordination defines what carbon of the olefin has a major contribution into the LUMO of 

the LnM(alkene) complex.75,76 Two different parameters which can measure the degree of 

the η2 to η1 slippage were analyzed. These parameters are the difference of two rhodium-C 

alkene distances (d1-d2) and the displacement of the [Rh(DPEphos)]+ fragment respect to the 

center of the double bond of the olefin (∆). A graphical representation of both parameters is 

drawn in Figure 4.8.  
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Figure 4.9: Representation of LUMO of the coordinated alkenes as a mixture of four orbitals. 

Figure adapted from reference 76. 

To study the relationship between alkene coordination and regioselectivity, we have plotted 

in Figure 4.10 the difference between the Markovnikov and anti-Markovnikov barriers 

against the d1-d2 parameter. This representation displays a very good correlation between 

both parameters. If the values using 3,3-dimethyl-1-butene and phenyl vinyl ether as 

substrates are omitted (entries 8 and 12), a correlation coefficient of 0.74 is obtained (12 

alkenes are included in the correlation). A similar correlation is found using the Δ parameter. 

  

Figure 4.10: Plot of the energy difference between Markovnikov and anti-Markovnikov 

barriers (∆∆G‡) against difference in Rh-C distances of both carbon atoms of alkene  

(d1-d2 parameter). Numbers corresponds with entries in Table 4.3. 

The anomalous behavior of 3,3-dimethyl-1-butene and phenyl vinyl ether (entries 8 and 12, 

respectively) can be explained from the Rh-C distances collected in Table 4.3. The presence 

of three methyl groups (in case of 3,3-dimethyl-1-butene) or a phenoxide group (in case of  

phenyl vinyl ether) avoid the alkene from approaching the metal as much as the other 

alkenes. Therefore, in these cases steric factors override electronic effects. 
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4.3.3.3 Orbital and NBO analysis 

To further analyze the origin of the regioselectivity, we calculated NBO charges in three 

representative terminal alkenes (CH2=CH-R): styrene (R=Ph) and propene (R=Mw) where the 

anti-Markovnikov regioselectivity is observed and methoxyethene (R=OMe) which presents 

Markovnikov regioselectivity. The charges for the hydroamination reaction catalyzed by 

[Rh(DPEphos)]+ complex were studied at different points along the nucleophilic attack 

pathway: the free alkene, the initial intermediate (alkene π-coordinated to metal center, 

4.1b), and the intermediate formed after the nucleophilic attack with an anti-Markovnikov 

as well as with a Markovnikov regioselectivity (4.2b and 4.2bm respectively). The NBO 

charges were also studied in the initial intermediate (4.1b) for the reaction catalyzed by 

[Rh(PPh3)2]+ and [Rh(PMe3)2Cl] complexes where anti-Markovnikov and Markovnikov 

regioselectivity is obtained, respectively. Results are shown in Table 4.4. 

Table 4.4: Evolution of NBO charges along the addition of NHMe2 to terminal alkenes 

(CtH2=CiH-R) in presence of different catalyst. 

Catalyst R group Structure CtH2 Ct CiH Ci R a Rh 

[Rh(DPEphos)]+ 

Ph 

Free 0.02 -0.43 0.00 -0.24 -0.02 - 

4.1b 0.05 -0.46 0.04 -0.24 0.08 -0.01 

4.2b -0.26 -0.72 0.19 -0.08 0.04 -0.16 

4.2bm 0.26 -0.26 -0.20 -0.45 -0.08 -0.18 

CH3 

Free -0.02 -0.47 0.01 -0.22 0.01 - 

4.1b 0.03 -0.48 0.03 -0.25 0.08 -0.07 

4.2b -0.33 -0.76 0.20 -0.06 0.04 -0.12 

4.2bm 0.25 -0.27 -0.21 -0.46 0.07 -0.27 

OMe 

Free -0.11 -0.58 0.35 0.14 -0.23 - 

4.1b -0.04 -0.58 0.37 0.12 -0.16 -0.05 

4.2b -0.32 -0.80 0.48 0.27 -0.22 -0.21 

4.2bm 0.23 -0.31 0.08 -0.13 -0.24 -0.20 

[Rh(PPh3)2]+ Ph 4.1b 0.05 -0.47 0.04 -0.24 0.08 - 

[Rh(PMe3)2Cl] Ph 4.1b -0.03 -0.53 0.04 -0.23 -0.02 - 
a Correspond to the sum of charges of all atoms of the R group. 

The NBO charges in the π-coordinated intermediate (4.1b) reveals that the most negatively 

carbon atom is always the terminal atom (Ct). For substrate with phenyl as well as methyl 

substituents, the anti-Markovnikov selectivity is preferred. The nucleophilic attack takes 

place over the most negatively charged atom, thus the charges cannot be the driving force 

of the anti-Markovnikov regioselectivity.  

Trying to get more information about the origin of the anti-Markovnikov selectivity, other 

NBO parameters where analyzed. In particular, the atomic contribution to the πCC orbital for 
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the alkene coordinated to the metal center (intermediate 4.1b) was studied. Second order 

perturbation analysis was also performed to analyze the donation from the alkene to the 

metal center and back-donation from metal to double bond. The Markovnikov and anti-

Markovnikov transition states of the nucleophilic attack were also studied by means of 

second order perturbation analysis, analyzing the donation from the lone pair of the 

nitrogen to the antibonding orbital of the double bound.  Unfortunately, a clear conclusion 

on the origin of regioselectivity cannot be inferred from results obtained in the NBO 

analysis.  

 
Figure 4.11: Representation of LUMO for (1) free styrene and alkenes coordinated to the 

rhodium catalysts: (2) styrene, (3) propene and (4) methyl-vinyl-ether coordinated to 

[Rh(DPEphos)]+, (5) styrene coordinated to [Rh(PPh3)2]+, and (6) styrene coordinated to 

[Rh(PMe3)2Cl]. 

1: PhCH2=CH 2: [Rh(PhCH2=CH)DPEphos]+

5: [Rh(styrene)(PPh3)2]+ 6: [Rh(styrene)(PMe3)2Cl]

3: [Rh(MeCH2=CH)DPEphos]+ 4: [Rh(MeOCH2=CH)DPEphos]+
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The molecular orbitals involved in the nucleophilic attack were analyzed in order to study 

whether regioselectivity may be orbitally driven. The LUMO orbital were calculated for free 

styrene and for the CH2-CH-R terminal alkenes coordinated to [Rh(DPEphos)]+  (for all 

alkenes which appear in Table 4.3). The LUMO orbital of styrene coordinated to [Rh(PPh3)2]+ 

and [Rh(PMe3)2Cl] was also studied. The LUMO orbitals for the most representative terminal 

alkenes are depicted in Figure 4.11. 

The LUMO of styrene coordinated to [Rh(DPEphos)]+ has a significant contribution from the  

d orbital of rhodium and a p orbital of terminal carbon atom.  The same trend is found for all 

the alkenes in Table 4.3, except for those with the double bond directly bonded to a 

heteroatom where the Markovnikov regioselectivity is observed (entries 12-15). This fact 

suggests that nucleophilic addition should take place over the terminal carbon atom for 

most of the alkenes of Table 4.3, since the terminal carbon has a larger contribution into the 

LUMO orbital. On the contrary, performing this analysis on entries 12-15 suggests that the 

addition should be into the internal carbon atom. When the catalyst is [Rh(PPh3)2]+, the 

LUMO orbital of π-coordinated styrene is also mostly located on the terminal carbon atom, 

making it suitable for the anti-Markovnikov addition as indeed it was found experimentally.  

For the case of styrene coordinated to [Rh(PMe3)2Cl], the contribution of the internal carbon 

atom in the LUMO is major than that of the terminal carbon atom, thus, this complex is 

suitable for Markovnikov addition, also in agreement with experimental observation. 

4.4 Conclusions 

The mechanism as well as the regioselectivity of the anti-Markovnikov hydroamination of 

styrene with dimethylamine catalyzed by a cationic rhodium (I) complex with a DPEphos 

ligand has been studied by means of DFT calculations. 

Two main mechanisms were evaluated, the alkene activation and the amine activation 

mechanism. Calculations presented here indicate that the most feasible mechanism for the 

reaction analyzed, using NHMe2 and styrene as reactants and [Rh(DPEphos)]+ as catalyst, is 

the alkene activation mechanism involving an anti nucleophilic attack of the amine into the 

coordinated alkene. This step is followed by conformational change of the amine, metal 

center protonation and reductive elimination steps.    

The mechanism for the formation of enamine as a competing side reaction has been also 

evaluated. The side product is formed through a β-hydride elimination on the Rh-hydride 

intermediate obtained after metal center protonation. This β-hydride elimination produces 

a Rh-dihydride intermediate. The reaction of a second styrene molecule with the Rh-

dihydride intermediate explains the formation of ethylbenzene as side product which takes 

place by two consecutive insertion steps of the styrene into the two Rh-H bonds.  

To understand the factors that govern the regioselectivity, the Markovnikov addition was 

also computed. For both Markovnikov and anti-Markovnikov pathways, nucleophilic 
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addition was investigated by means of analyzing molecular orbitals, atomic charges and by 

energy decomposition analysis. 

The energy decomposition analysis reveals that the main difference is obtained in the 

preparation energy term (the energy necessary to distort reactants from their original 

geometry to that in the transition state). The NBO charges show that the terminal carbon 

atom is always the most negatively charged atom of the substrate, thus reaction is not 

charge governed. Orbital analysis displays that the LUMO of alkene coordinated to 

[Rh(DPEphos)]+ have a significant higher contribution of the orbital from the terminal 

carbon atom for the systems where the anti-Markovnikov regioselectivity is favored. 

However, the contribution of p orbital of internal carbon atom is higher for those cases 

where Markovnikov regioselectivity is obtained. This behavior can be related with the η2 to 

η1 slippage of the coordinated alkene. In fact, as proposed by Eisenstein and Hoffman, this 

slippage can be responsible of the LUMO shape. Indeed, the difference of the Markovnikov 

and anti-Markovnikov barriers was plotted versus such geometrical parameters (measuring 

the degree of slippage). A good correlation between both parameters was found. The 

analysis here presented opens the door to anticipate the regioselectivity of nucleophilic 

additions from structural information of metal-alkene complexes. The reliability of the 

proposed mechanism to other chemo- and regioselective was also evaluated for related 

systems. Such studies are presented in the followed chapters.  



 

 

Science never solves a problem  

without creating ten more.  

George Bernard Shaw 
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HYDROAMINATION OF 
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This chapter collects the computational  study of the enantioselective hydroamination of 

allenes catalyzed by rhodium complexes reported by Breit et al.122 A manuscript 

summarizing these results is under preparation.   
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5.1 Introduction 

As discussed in Chapter 1, hydroamination reaction has been extensively studied.34–38 

Regarding the mechanism, two different main possibilities have been proposed: amine 

activation mechanism or carbon-carbon unsaturated activation mechanism. All the 

proposed mechanisms for the hydroamination reaction are collected in Section 1.21.  

In the previous chapter it was presented a theoretical study of the mechanism of the 

hydroamination reaction of alkenes catalyzed by rhodium complexes. It was found that the 

reaction starts with the coordination of the alkene to the metal center followed by the anti 

nucleophilic attack of the amine into the coordinated alkene. Subsequently it takes place a 

metal center protonation and the reaction ends up with a reductive elimination step. It was 

also found that the amine activation mechanism requires too high activation energy, thus in 

this chapter the amine activation energy has not been considered as a feasible pathway.252 

In this chapter we theoretically study another example of hydroamination reaction 

catalyzed by rhodium complexes which has a prominent feature, the enantioselectivity of 

the reaction. In particular,  a system developed by Breit et al. that yields a high enantiopure 

hydroamination product was selected to carry out mechanistic studies.122 They studied the 

process using different reaction conditions and they found that changing the catalyst as well 

as the solvent substantially modifies the reaction yield as well as the enantioselectivity 

obtained.122  Among all the catalyst studied by Breit we selected for the computational 

analysis the one that gave the best results. The system selected for our calculations is shown 

in Scheme 5.1.  

 

Scheme 5.1: Enantioselective system selected used for the mechanistic study of 

hydroamination of allenes.  

5.2 Computational methods and models 

All calculations were carried out using Gaussian 09 program. Calculations were performed at 

DFT level by means of the M06 functional with and ultrafine grid option. The basis sets used 

were the 6-31G(d,p) for all the atoms, except for Rh where the SDD (with an additional f 

orbital) along with the associated pseudopotential was employed. The structures were fully 

optimized in solution using CPCM model with standard parameters and dichloroethane 
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(DCE) as solvent (ε=10.125). The nature of stationary points (minima and TS) was confirmed 

by frequency calculations. A correction was applied to all Gibbs energies to change the 

standard state from gas phase (1 atm) to solvent state (1M). This correction increase the 

free energy on each species by 1.90 kcal/mol.259,260 Connections between the transition 

states and the minima were checked by following the IRC and subsequent geometry 

optimization till the minima. Energy values given in the text correspond to Gibbs energies at 

298K calculated including solvent effects. 

The energy decomposition analysis was performed using ADF program by means of the 

hybrid PBE0 functional. Those calculations were carried out in gas phase using ZORA/TZP 

basis set for all atoms. Preparation energies of EDA were computed with Gaussian 09 

software in solution (dichloroethane) using M06 functional. The basis sets used were  

6-31G(d,p) for all the atoms, except for Rh where the SDD (with an additional f orbital) along 

with the associated pseudopotential was employed. 

The initial structure of catalyst was adapted from an X-ray crystallographic study of Josiphos 

ligand coordinated to Pd, Pt and Au.261 The cationic rhodium complex was considered for all 

the calculations (Scheme 5.1) instead of the [{Rh(COD)Cl}2] dimeric rhodium complex used 

experimentally. In all cases 3-cyclohexyl-1-allene was used as substrate and aniline as 

amine. The structures are named according the following procedure: 5x.y where x 

correspond to the point in the energy profile and y correspond to the initial isomer (for 

example, 5.1a correspond to the first point for the reaction starting with isomer a). 

The theoretical enantiomeric excess was calculated according to the following scheme. 

The enantiomeric excess is defined by equation [5.1]: 262,263 

𝑒𝑒 =
[𝑆] − [𝑅]

[𝑆] + [𝑅]
· 100                                                         [5.1] 

Since enantioselective reactions are, in most cases, under kinetic control, the enantiomeric 

excess can be computed by assuming that the [S]/[R[ ratio is given by equation [5.2], at a 

certain temperature, by the Boltzmann distribution of the transition states leading to each 

enantiomer: 

[𝑆]

[𝑅]
= 𝑒−∆∆𝐺 

‡ 𝑅𝑇⁄                                                              [5.2] 

Combining equations [5.1] and equation [5.2] is obtained the next equation for the 

enantiomeric excess:  

𝑒𝑒 =
1 − 𝑒−∆∆𝐺 

‡ 𝑅𝑇⁄

1 + 𝑒−∆∆𝐺 
‡ 𝑅𝑇⁄

· 100                                                    [5.3] 
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This same equation can be obtained in terms of kinetic constants. The enantiomeric excess 

is given by next equation:264 

𝑒𝑒 =
𝑘𝑓𝑎𝑣𝑜𝑟𝑒𝑑 − 𝑘𝑑𝑖𝑠𝑓𝑎𝑣𝑜𝑟𝑒𝑑

𝑘𝑓𝑎𝑣𝑜𝑟𝑒𝑑 + 𝑘𝑑𝑖𝑠𝑓𝑎𝑣𝑜𝑟𝑒𝑑
                                                 [5.4] 

In the present case, as showed later, two isomers yield the major product and also two 

isomers yield the minor product. The favored product is obtained when isomers b and d are 

considered whereas the disfavored product is obtained for the reaction starting with 

isomers a and c, so the previous equation is transformed into the next equation: 

𝑒𝑒 =
(𝑘𝑏 + 𝑘𝑑) − (𝑘𝑎 + 𝑘𝑐)

(𝑘𝑏 + 𝑘𝑑) + (𝑘𝑎 + 𝑘𝑐)
                                                 [5.5] 

The previous equation can be also written in terms of ∆G‡ using the Eyring equation 

obtaining the following equation: 

𝑒𝑒 =
(𝑒−∆𝐺𝑏

‡ 𝑅𝑇⁄ + 𝑒−∆𝐺𝑑
‡ 𝑅𝑇⁄ ) − (𝑒−∆𝐺𝑎

‡ 𝑅𝑇⁄ + 𝑒−∆𝐺𝑐
‡ 𝑅𝑇⁄ )

(𝑒−∆𝐺𝑏
‡ 𝑅𝑇⁄ + 𝑒−∆𝐺𝑑

‡ 𝑅𝑇⁄ ) + (𝑒−∆𝐺𝑎
‡ 𝑅𝑇⁄ + 𝑒−∆𝐺𝑐

‡ 𝑅𝑇⁄ )
                       [5.6] 

5.3 Results and Discussion 

The results obtained are presented in six subsections. The first one describes the 

coordination of the allene to the catalyst, which is the initial step in the electrophile 

activation mechanism that we assume (Section 1.2.1.2). The second one is devoted to 

discuss the mechanistic aspects of the reaction, where three different options for the alkene 

activation mechanism were considered. The third section contains an explanation of the 

results obtained during isotopic labeling experiments carried out by Breit et al.122 The fourth 

is devoted to study the regioselectivity at the nucleophilic addition step. The fifth section 

presents an analysis of the enantioselectivity obtained using the most favorable mechanism 

obtained in the previous section and in the last one is analyzed the effect of changing the 

substituents in the Josiphos ligand. 

5.3.1 Coordination of allene to the [Rh(Josiphos)]+ catalyst 

The first step in an electrophile activation mechanism is the π-coordination of the 

electrophile molecule to the metal center. In this case the electrophile is an allene so 

different isomers can be obtained when the allene is coordinated to metal center. As the 

allene is monosubstituted and the two sides of the catalyst are not equivalent, 8 different 

isomers can be generated depending to the relative position of the allene to the catalyst. 

These structures are depicted in Scheme 5.2 including values of the relative Gibbs energy 

obtained for each isomer.  
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In the first four isomers (5.1a-d), the rhodium is bonded to the internal double bond of the 

allene, however, in the other four isomers (5.1e-h) it is bonded to the external double bond. 

It is well known that the double bond that is coordinated to the metal center is activated 

and is going to be prone towards the nucleophilic addition; so the reaction product will be 

different depending on the initial isomer. The experimental product is observed only for the 

addition to the internal carbon atom. Thus we will focus on those isomers that has this 

carbon coordinated (5.1a-d).  

 

Scheme 5.2: Possible allene-catalyst π-complexes and their relative Gibbs energies 

(kcal/mol). [Rh] = [Rh(Josiphos)]+ 

Calculations show that the isomers where the allene is bonded to the external double bond 

(the less substituted double bond, isomers 5.1e-h) are higher in energy than the isomers 

where allene is bonded to the internal double bond (isomers 5.1a-d) but not high enough as 

to count them out.  It was also found that the allene-[Rh(Josiphos)]+ π-complex has a 

square-planar geometry with one empty position and in all cases this complex is only stable 

when the cyclohexyl group is placed over this empty position. This can be explained because 

one hydrogen of the cyclohexyl group of allene is occupying this empty position interacting 

with the rhodium center through an agostic interaction. The optimized structures of allenes 

bonded to rhodium by the internal double bond (5.1a-d) are depicted in Figure 5.1. The 

formation of the agostic bond is evident in all the structures. 
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  Figure 5.1: Lowest-energy structures for the coordination of the allene to metal center. 

Relative Gibbs energy values are given under each structure in kcal/mol. 

We also explored the possibility to fulfill the empty coordination site by coordinating a 

solvent molecule (dichloroethane, DCE). We tried to optimize isomers 5.1a-d including a 

coordinated dichloroethane molecule. We were not able to find any stable structure in the 

potential energy surface when we tried to optimize isomers 5.1a_DCE and 5.1c_DCE. In case 

of isomers 5.1b_DCE and 5.1d_DCE the structures including a dichloroethane molecule have 

been located with relative Gibbs energies of 8.1 and 7.4 kcal/mol, respectively. 
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0.0 1.2
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5.3.2 Mechanistic analysis of the feasible pathways. 

In this section is presented the mechanistic study of different plausible mechanisms starting 

with the alkene activation. Three different pathways were studied for the hydroamination 

reaction of allenes catalyzed by [Rh(Josiphos)]+ complex. The pathways studied can be 

described as:  

a) Syn nucleophilic attack of amine into the coordinated alkene followed by a metal 

center protonation and a reductive elimination steps. 

b) Anti nucleophilic attack of amine into the coordinated alkene followed by a 

conformational change to allow metal center protonation and reductive elimination 

steps. This mechanism was found the most feasible one for hydroamination of 

alkenes catalyzed by rhodium complexes (Section 4.3.1). 

c) Anti nucleophilic attack of amine into the coordinated allene followed by a proton 

transfer step supported by a second amine. 

The mechanistic comparison among these a priori feasible mechanistic pathways was 

performed on the most stable isomer after coordination of allene to [Rh(Josiphos)]+, 5.1a. 

From this intermediate (5.1a) the syn addition is going to yield the S enantiomer (5.14a) and 

the anti addition the R enantiomer (5.8a).   

Additionally, some other pathways were considered to be able to explain the isotopic 

labeling experiments carried out by Breit et al.122 Such experiments as well as the pathways 

analyzed are summarized in Section 5.3.3.  

a) Syn nucleophilic attack 

This pathway can be described as an initial syn nucleophilic attack of the amine into the 

coordinated allene followed by metal center protonation and reductive elimination steps.  

The syn nucleophilic attack of amine into the coordinated double bond of the allene was 

located at 34.4 kcal/mol (TS5.1a_5.11a). The intermediate formed (5.11a) has a relative 

Gibbs energy of 18.3 kcal/mol (Figure 5.2, red line).  In the next step a proton is transferred 

from the protonated amine to the rhodium center, giving rise to the hydride-complex 5.12a. 

The barrier of such transition state (TS5.11a_5.12a) was located at 26.8 kcal/mol. This step 

is a formal oxidation of the metal center from Rh(I) to Rh(III). From the hydride complex 

(5.12a), a reductive elimination takes place involving transition state TS5.12a_5.13a with a 

Gibbs energy of 23.8 kcal/mol. After this step, complex 5.13a is formed with a relative Gibbs 

energy of 0.4 kcal/mol. Finally an exchange of the reaction product by an allene molecule 

closes the catalytic cycle. In case of syn attack, isomer 5.1a yields the S enantiomer (5.14a, 

major product).  
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Figure 5.2: Mechanistic study of hydroamination of allenes catalyzed by rhodium 

complexes. 

b) Anti nucleophilic attack followed by conformational change and metal center 

protonation 

This pathway is analogous to the one presented in Section 4.3.1 and can be described as an 

initial anti nucleophilic addition of the amine followed by a conformational change to place 

the amine close to the metal center. This conformational change yields an intermediate 

similar to the one obtained with a syn nucleophilic addition and allows the reaction to 

ending by a metal center protonation and a reductive elimination steps. The optimized 

structures of the main transition states along this pathway (nucleophilic addition,  

conformational change, metal center protonation and reductive elimination) are depicted in 

Figure 5.3. 
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Figure 5.3: Optimized structure of transition states of alkene activation through a 

conformational change pathway starting with isomer 5.1a. Relative Gibbs energy values are 

given under each structure in kcal/mol.  

The anti nucleophilic attack of amine into the coordinated allene (TS5.1a_5.2a) has a Gibbs 

energy barrier of 24.1 kcal/mol (Figure 5.2, blue line), 10.9 kcal/mol lower in energy than 

the syn nucleophilic attack starting from the same intermediate (5.1a).  

After the nucleophilic attack, a conformational change of the  protonated amine is needed 

to place the amine close to rhodium in an appropriate manner to facilitate the subsequent 

1.643 1.573

TS5.1a_5.2a TS5.3a_5.5a

TS5.5_5.6a TS5.6a_5.7a

24.1 32.2

21.3 19.2

80.77

1.958

1.493 1.653
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proton transfer to the metal center. This conformational change was found to take place in 

three steps. The first step is necessary in order to have the R group of the amine further 

away from the metal center to avoid steric hindrance during the conformational change of 

the amine, the second step is the conformational change of the amine and the third and last 

step is required to put back the R group of the amine to the initial relative position.   

As it is shown in Scheme 5.3, the first step involves a change in the dihedral angle C2-C3-N-H  

(TS5.2a_5.3a) to yield complex 5.3a, in the second step (TS5.3a_5.4a)  the dihedral angle  

C1-C2-C3-N changes, giving rise to complex 5.4a, and the last step is again a change in the 

dihedral angle C2-C3-N-H (TS5.4a_5.5a) to yield complex 5.5a. As explained the following 

section, this final step is only needed when reaction starts from isomers 5.1b and 5.1d.  In 

case of isomers 5.1a and 5.1c, the structure obtained from de IRC calculation of the 

transition state of the conformational change (5.4) and the initial intermediate of the metal 

center protonation step (5.5) are the same. Therefore, in the case of this two last isomers 

the conformational change only needs two steps (TS5.2_5.3 and TS5.3_5.4).   

 

Scheme 5.3: Conformational change of the protonated amine to allow proton transfer to 

the metal center. 

The transition state of the second conformational change (TS5.3a_5.4a) has a relative Gibbs 

energy of 32.2 kcal/mol being the rate determining step for this pathway. From here the 

reaction evolves analogously to the syn nucleophilic addition pathway. 

Once the N-H proton to be transferred has reached the right position, the next step is the 

metal center protonation that corresponds to a formal oxidation of rhodium from Rh(I) to 

Rh(III) to yield complex 5.6a. The relative Gibbs energies of such transition state 

(TS5.5a_5.6a) and the complex formed (5.6a) are 21.3 kcal/mol and 16.8 kcal/mol 

respectively. Then, the reductive elimination takes place through TS5.6a_5.7a (19.2 

kcal/mol) on this hydride complex giving rise to complex 5.7a (-8.7 kcal/mol). Finally, in the 

last step the aminoalkene product is substituted by a new allene molecule to recover the 

catalyst and close the catalytic cycle. In case of anti attack, isomer 5.1a yields the minor 

product (R enantiomer, 5.8a).  
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c) Anti nucleophilic attack followed by protonation assisted by a second amine 

This mechanism starts with the same step as the previous one: the anti nucleophilic attack 

of amine into the coordinated double bond of the allene but it is finished by a proton 

transfer step assisted by a second amine molecule without participation of the metal center. 

It has already been demonstrated than a second amine molecule can assist the N-H to C 

proton transfer in the protonated amine intermediate.73,234  

The transition step of the anti nucleophilic attack step (TS5.1a_5.2a) has a relative Gibbs 

energy of 24.1 kcal/mol (Figure 5.2, green line). For the proton transfer step, two 

consecutive proton transfers were found: the first from the bonded amine to a second 

amine (TS5.2a_5.9a) to yield complex 5.9a and the second one from the second amine to 

the carbon of the aminoalkyl (TS5.9a_5.10a) giving rise to complex 5.10a. The Gibbs 

energies of the transition states and intermediates involved in this proton transfer step 

(TS5.2a_5.9a, 5.9a and TS5.9a_5.10a) are 25.4, 27.3 and 37.3 kcal/mol respectively. Finally, 

like in the other evaluated mechanism, an exchange of aminoalkene compound by an allene 

molecule is required to recover the catalyst and close the catalytic cycle obtaining the R 

enantiomer (5.8a).  

Comparing the three proposed pathways evaluated, the lowest energy pathway is the anti 

nucleophilic attack followed by a conformational change of the amine to allow metal center 

protonation and a reductive elimination steps (Figure 5.2, blue line). The highest barrier in 

this pathway corresponds to the conformational change (TS5.3a_5.4a, 32.2 kcal/mol). 

5.3.3 Isotopic labeling experiments  

Isotopic labeling experiments were carried out for the hydroamination reaction of allenes 

using [D7]-aniline as amine by Breit et al.122 Deuterium incorporation is observed not only in 

the central carbon but also in the terminal carbon of the allene. About 75% of deuterium 

incorporation is observed in the central carbon of the allene and about 15% of deuterium 

incorporation is observed over both positions of the terminal carbon of the allene (the one 

that is not involved in the nucleophilic addition step). The percentage of deuterium 

incorporation varies depending on the solvent used. The isotopic labeling experiments using 

dichloroethane as solvent are summarized in Scheme 5.4.  

 

Scheme5.4: Results obtained in the isotopic labeling experiments carried out by Breit et al. 

(reference 122). 
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The most plausible hydroamination mechanism obtained in the previous section consists in 

an anti nucleophilic attack followed by a conformational change of the amine to allow a 

metal center protonation and a reductive elimination step. Such proposed mechanism does 

not explain the abovementioned deuterium experiments; according to the proposed 

mechanism a 100 % of deuterium incorporation over the central carbon of the allene should 

be observed (the deuterium atom of the amine is transferred to the metal center and from 

here to the carbon atom by a reductive elimination step). 

To explore competing side reactions which should take place during the catalytic cycle to 

explain the isotopic labeling experiments, two different alternatives were evaluated 

(Scheme 5.5 and Scheme 5.6, respectively). The first alternative consists in an 

intramolecular pathway right after the formation of the Rh-D intermediate (5.6a). The other 

alternative is an intermolecular pathway involving a deuterated amine (ND3Ph+). This second 

pathway can take place at two different stages of the reaction: at the beginning of the 

reaction (5.1a), or just before proton transfer to Rh center (5.5a). All of them are side 

reactions out of the catalytic cycle. The energy profiles obtained are summarized in Figure 

5.4.  

 

Scheme5.5: β-elimination and reductive elimination reactions analyzed to explain the 

isotopic labeling experiments (intramolecular pathway). 

Two different intramolecular pathways from intermediate 5.6a were evaluated. The first 

approach consists in a β-elimination from the hydride intermediate formed after the metal 

center protonation step (5.6a), generating intermediate 5.6ae (Scheme 5.5). To regenerate 

intermediate 5.6a the insertion of the alkyne ligand into the Rh-D is needed. In such a way a 

deuterium could be incorporated at the terminal carbon atom of allene (C1).  
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The second intramolecular approach consists in performing first a reductive elimination step 

from intermediate 5.6a. A rotation of the alkenyl moiety places the alkene and the 

deuterium in the same side of the molecule (intermediate 5.6ab, Scheme 5.5). Then it takes 

place the reductive elimination step to yield an alkenyl moiety where the sp3 carbon formed 

can rotate.  The reverse reaction, a β-hydrogen elimination, forms the hydride intermediate 

and the deuterium remains in the terminal carbon of the allene. Finally a rotation is 

necessary again to obtain structure 5.6a in order to proceed with the catalytic cycle of 

hydroamination reaction.  

The intermolecular approach consists in protonating the terminal carbon of the allene by a 

protonated amine (ND3Ph+). Such species is accessible as previously showed in Section 

5.3.2. It is generated in the proton transfer step involving a second amine (intermediate 

5.9a, 27.3 kcal/mol). This intermediate is depicted in Scheme 5.6.  

 

 Scheme5.6: Competing side reactions analyzed to explain the isotopic labeling experiments 

(intermolecular pathway). 



Enantioselective hydroamination of allenes 

93 
 

The protonation was studied at two different stages of the reaction: in the initial point of 

the reaction (intermediate 5.1a), and at the intermediate formed after the nucleophilic 

addition and the conformational change (intermediate 5.5a). In both cases a two positively 

charged species can be formed (intermediates 5.1ap and 5.5ap, respectively). A sp3 carbon 

is formed by deuterium addition. The reverse reaction regenerates the initial structure but 

with a deuterium incorporated at the terminal carbon of the allene.  

 

 Figure 5.4: Complete Gibbs energy profiles for the competing side reactions studied to 

explain the isotopic labeling experiments carried out by Breit et al.122 

The protonation of the allene was also studied with a mechanism previously discarded for 

hydroamination process. This pathway has been discarded regarding the obtaining of 

hydroamination product due to the protonation of the carbon atom requires 37.3 kcal/mol.  

However the previous deprotonation of amine yielding intermediate 5.9a is feasible and 

could be account in the deuterium exchange process. All this reactions are collected in 

Scheme 5.6 and the profiles obtained depicted in Figure 5.4. 
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In the intramolecular approach (Figure 5.4, purple line), the β-elimination from intermediate 

5.6a giving rise to a dihydride complex and a alkyne (5.6ae), requires a relative Gibbs energy 

of 39.7 kcal/mol (20.5 kcal/mol higher than the reductive elimination step which yield the 

reaction product). The reductive elimination step over the terminal carbon atom of the 

allene (TS5.6a_5.6ar) has a Gibbs energy of 31.3 kcal/mol (12.1 kcal/mol higher in energy 

than the reductive elimination step over the central carbon of the allene). The energy 

required in both pathways are too high to be a feasible competing side reaction, mainly 

because the pathway from intermediate 5.6a evolving to the formation of the 

hydroamination product has a relative Gibbs energy barrier of 2.4 kcal/mol (Figure 5.4, 

black line).  

Regarding to the protonation approaches (intermolecular pathway), in all cases it is 

necessary a protonated amine. The formation of such species was previously calculated in 

Section 5.3.2 with a relative Gibbs energy of 27.3 kcal/mol. Thus, the presence of such 

species is feasible if one looks at the overall reaction profile (RDS is 32.2 kcal/mol, see Figure 

5.4, black line).  

From the initial stage of the reaction (5.1a; Figure 5.4, orange line), the protonation of the 

terminal carbon atom of allene (C1, the one not involved in the nucleophilic addition step 

carbon) has a Gibbs barrier energy of 20.8 kcal/mo6l. This step gives rise to intermediate 

5.1ap, located at 17.9 kcal/mol being a reversible step. The protonation of the other carbon 

atom of the allene (internal carbon -C3-; the one involved in the nucleophilic attack step) has 

a Gibbs barrier of 24.1 kcal/mol, significantly higher. After this step intermediate 5.1ap2 is 

formed. This reaction can explain the deuterium incorporation at all position of the alkene 

coordinated to metal center. This is a side reaction out of the catalytic cycle. The 

protonation of the intermediate 5.5a (formed after the nucleophilic addition and 

consecutive conformational change) requires a Gibbs energy of 29.1 kcal/mol (Figure 5.4, 

blue line)  

Regarding the mechanism consisted in the proton transfer assisted by a second amine 

(Figure 5.4, green line), the protonation of the terminal carbon atom in the intermediate 

5.9a is practically a barrierless process, since the transition state has almost the same 

energy than the intermediate, so this competing side pathway could also explain the 

deuterium incorporation observed in the isotopic labeling experiments.  

5.3.4 Study of the regioselectivity in the nucleophilic addition.  

The coordination of allene to the catalyst generates 8 different isomers (5.1a-h) and in each 

isomer the nucleophilic attack of amine can occurs in both carbons of the coordinated 

alkene (the central carbon, C2, and the internal carbon, C3), so there are 16 possibilities for 

the nucleophilic attack of amine into the allene. This section is devoted to study the 

regioselectivity observed during this reaction. Only the anti nucleophilic attack was 

considered since is the one that requires less energy.  
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The experimentally observed reaction product is obtained when the nucleophilic attack 

occurs over the internal carbon (C3). When the reaction starts with the first four isomers 

(isomers 5.1a-d) this carbon atom is activated by the coordination to the metal center, but 

when the reaction starts with the isomers 5.1e-h this carbon is the non-coordinated carbon 

atom.  

The transition states of the nucleophilic attack step of the amine over both carbon atoms of 

the coordinated double bond of the allene were calculated for the 8 isomers (5.1a-h). The 

addition of the amine to the non-coordinated carbon atom (C3) was analyzed in isomers 

5.1e-h. The relative Gibbs energies obtained are summarized in Table 5.1. The results 

obtained show that the nucleophilic attack has lower energy when it happens over the 

internal carbon atom (C3) in isomers where the allene is bonded to its internal double bond 

(5.1a-d). 

Table 5.1:  Gibbs energies of transition state of nucleophilic attack over different carbon 

atoms in each isomer (in kcal/mol). [Rh]* = [RhJosiphos]+ 

 Isomer 

 
    

5.1a 5.1b 5.1c 5.1d 

Central: C2 (sp) 27.6 25.8 27.8 25.4 

Internal: C3 (sp2) 24.1 25.6 24.3 22.7 

 Isomer 

 
    

5.1e 5.1f 5.1g 5.1h 

Central:C2 (sp) - 29.6 32.4 - 

Terminal: C1 (sp2) 31.1 30.0 32.1 27.9 

Internal (Non-
coordinated): C3 

34.8 38.7  35.5 

When the transition state of the nucleophilic addition of dimethylamine to the non-

coordinated carbon of the allene was analyzed, we found that the energy is always much 
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higher than in the case of the nucleophilic attack over the coordinated carbon. The 

nucleophilic attack over the internal carbon (C3) of the coordinated double bond in isomers 

5.1a-d were considered for the study of enantioselectivity in this reaction. 

As pointed out in Chapter 4, (Section 4.3.3.3), devoted to the hydroamination of alkenes 

catalyzed by rhodium complexes, the regioselectivity can be related with some structural 

parameters and with the LUMO’s shape of the coordinated alkene: the carbon which is 

prone towards the nucleophilic addition has a major contribution on the LUMO of the 

complex. In order to show if the hydroamination of allenes also follows this approach, we 

computed the LUMO and LUMO +1 orbitals for the four isomers of the coordinated allene 

(compounds 5.1a-d). We tried to relate the shape of the LUMO orbital with the 

regioselectivity observed. In Figure 5.5 are plotted the LUMO and LUMO +1 orbitals of the 

most stable isomer of coordinated allene (compound 5.1a). 

 

Figure 5.5: Representation of (1) LUMO and (2) LUMO +1 of most stable isomer of the 

coordinated allene (compound 5.1a). 

The LUMO of compound 5.1a has a very small contribution from both carbons of the 

coordinated double bond of the allene (it is mainly a d orbital from rhodium), whereas the 

LUMO +1 orbital has a significant contribution from those carbons, being higher the 

contribution of the internal carbon (C3) than the contribution of the central carbon of the 

allene(C2). The LUMO and LUMO+1 orbitals for the other three isomers of coordinated 

allene were also analyzed (compounds 5.1b-d). In all cases, the shapes of the orbitals were 

similar to those observed for compound 5.1a.  

According with the idea that the carbon which has a major contribution on the LUMO orbital 

is going to be prone towards the nucleophilic addition, in this case, the nucleophilic addition 

should take place over the internal carbon (C3). This fact is in agreement with the calculated 

1: LUMO 2: LUMO +1
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Gibbs energies of the transition state of the nucleophilic addition, which are summarized in 

Table 5.1.   

5.3.5 Study of the origin of the enantioselectivity  

According to the aforementioned study over isomer 5.1a, the most plausible mechanism 

goes through the anti nucleophilic attack of amine into the internal carbon atom (C3) of the 

coordinated allene followed by the conformational change of amine that allow a metal 

center protonation step. In this section we extend the study of this mechanism to all initial 

isomers that that may be relevant to the process (isomers 5.1a-d). 

Nucleophilic addition of amine to isomers 5.1a and 5.1c gives rise to the R enantiomer 

(Figure 5.6, dashed line), whereas the addition to isomers 5.1b and 5.1d produces the S 

enantiomer (Figure 5.6, continuous line). When this reaction was carried out 

experimentally, the S enantiomer was obtained with an 84% enantiomeric excess. In this 

section the reaction starting with the four isomers is studied, with the aim to explain the 

enantioselectivity obtained experimentally. 

5.3.5.1 Computational study of the reaction pathway for all the isomers  

The most stable isomer results from the coordination of allene (isomer 5.1a) has been 

chosen as the zero energy point. All energies presented in this section are referenced to this 

compound. The first step is the nucleophilic attack of amine into the coordinated double 

bond of the allene to yield complexes 5.2a-d. The relative Gibbs energies of the transition 

states for this step are 24.1, 25.6, 24.3 and 22.7 kcal/mol in case of isomers a-d, 

respectively. The nucleophilic addition starting with isomer 5.1d is the one that requires less 

energy whereas the highest energy corresponds to addition to isomer 5.1b. In both cases 

the S enantiomer is going to be obtained, which is the enantiomer obtained as the major 

product when the reaction is carried out experimentally.   

For the nucleophilic addition step, the distance of the forming C-N bond varies from 1.90 Å 

to 1.99 Å depending on the isomer. In this step square-planar intermediates with an empty 

site around the metal are formed (5.2a-d). In all cases, the phenyl ring of amine is placed at 

the opposite side of the cyclohexyl group of the allene. The energies of intermediates 5.2a-d 

are 20.4, 20.6, 20.4 and 21.3 kcal/mol respectively. The reaction profile of the 

enantioselective hydroamination of allenes catalyzed by a cationic rhodium complex is 

shown in Figure 5.6 and the values of Gibbs energy of the full catalytic cycle for each 

structure are collected in Table 5.2.  
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Table 5.2: Relative Gibbs energies of the hydroamination of allenes through an alkene 

activation mechanism. All values are in kcal/mol at 298 K. 

Isomer a b c d 

5.1 0.0 1.2 0.4 0.5 

TS5.1_5.2 24.1 25.6 24.3 22.7 

5.2 20.4 20.6 20.4 21.3 

TS5.2_5.3 25.2 26.41 25.6 25.1 

5.3 26.0 25.4 24.7 23.4 

TS5.3_5.4 32.2 29.7 31.8 30.2 

5.4 * 22.0 * 21.4 

TS5.4_5.5 * 26.32 * 26.3 

5.5 18.8  19.8 20.5 

TS5.5_5.6 21.3  22.3 22.9 

5.6 16.8  16.9 17.6 

TS5.6_5.7 19.2  19.5 18.9 

5.7 -8.7  -3.1 -1.6 

5.8 -13.7  -13.3 -13.5 

* Intermediate 5.5 is directly obtained from TS5.3_5.4/ 1 two negative 

frequencies (-46.16 and -26.54)/ 2 from this TS the reaction finish as isomer d 

 

 

Figure 5.6: Complete energy profile for hydroamination of allenes. 
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Regarding the last part of the reaction, in the previous section it was concluded that the 

most plausible mechanism for the hydroamination reaction consists of a nucleophilic attack 

step followed by a proton transfer step through the metal center. For this reason, to enable 

the proton transfer through the metal center, the hydrogen of the amine group has to be 

properly located to migrate to the metal center. This step (conformational change of amine) 

is the step that requires the highest Gibbs energy (rate determining step). Relative Gibbs 

energies of the species involved in this step are collected in Table 5.2. 

The energy for this transition state was calculated as 32.2, 29.7, 31.8 and 30.2 kcal/mol for 

isomers a-d, respectively. The values of the dihedral angle C1-C2-C3-N in this transition state 

are different depending on the isomer, being positive in case of reaction starting with 

isomers 5.1b and 5.1d and negative in case the reaction starts with isomers 5.1a and 5.1c. In 

Table 5.3 are collected the dihedral angles C1-C2-C3-N in transition states for each isomer.  

Trying to understand the origin of the enantioselectivity we will study in more detail in the 

next subsection the transition state of the conformational change of amine, which is the 

rate determining step of this reaction.  

Table 5.3: Value of dihedral angles C1-C2-C3-N for conformational change of amine 

Isomer 5.2 TS5.3_5.4 5.5 ∆Gǂ (kcal/mol) 

a -19.1 -80.76 163.0 32.2 (R) 

b 16.7 92.30 -158.0 29.7 (S) 

c -21.1 -85.96 153.2 31.8 (R) 

d 17.3 106.29 -162.6 30.2 (S) 

The transition state for the conformational change of the amine requires the lowest energy 

when reaction starts from intermediate 5.1b, which yields the experimentally observed 

major enantiomer (S).  The ordering for the transition states involving the other isomers is 

5.1b > 5.1d> 5.1 c> 5.1a.  

After the conformational change, a proton is transferred from the protonated amine to the  

metal center. The forming Rh-H bond distances in the proton transfer transition states vary 

from 1.64 Å to 1.66 Å and the N-H breaking bond distances vary from 1.49 to 1.51 Å, 

depending on the isomer. This step is a formal oxidation of rhodium from Rh(I) to Rh(III). In 

intermediates 5.6a-d the metal has a T-shape geometry and the Rh-H bond is shortened to 

about 1.52 Å, due its does not have a trans ligand.   

Then, the C-H reductive elimination takes place (TS5.6_5.7). In Table 5.2 are collected the 

relative Gibbs energies for all isomers. The breaking Rh-H bond distances in this transition 

state is 1.57 Å and the Rh-C bond distance is 2.02 Å in all isomers whereas the forming C-H 

bond distances vary from 1.64 Å to 1.71 Å depending on the isomer. These transition states 

yields complexes 5.7a-d with a C-H bond distance about 2.1 Å. In this intermediate the 
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organic amine product is bonded to rhodium by the coordination of the double  

carbon-carbon bond.  Finally, the last step is the exchange of the alkylamine product for an 

allene molecule to recover the catalyst. 

5.3.5.2 Structural analysis of RDS transition states 

The rate determining step (RDS) of this reaction is the conformational change of the amine. 

This section is devoted to further analyze this step in order to get insight on the origin of the 

enantioselectivity. This conformational change is depicted in Scheme 5.3 and the optimized 

structures of TS5.3_5.4 for the different isomers (a-d) are represented in Figure 5.7. 

 

Figure 5.7: Optimized structure of transition states TS5.3_5.4 in the different isomers. 

Relative Gibbs energy values are given under each structure in kcal/mol. 

TS5.3a_5.4a TS5.3b_5.4b

TS5.3c_5.4c TS5.3d_5.4d

32.2 29.7

31.8 30.2
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During the structural analysis of intermediates and transition states of the conformational 

change of the amine (TS5.3_5.4) some differences between isomers a and c (yielding R 

enantiomer) and isomers b and d (yielding S enantiomer) were found. Most of them are 

summarized in Scheme 5.7. Relative Gibbs energy values are given under each structure in 

kcal/mol.  

  

Scheme5.7: Structural analysis of conformational change of amine. Isomers a and c 

(enantiomer R) are depicted in left and b and d (enantiomer S) in right. 
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In all cases conformational changes of amine take place by the rotation of the internal 

carbon (C3) of allene (through C2-C3) by the side where the phenyl group of the amine is 

placed. The phenyl group of amine is always placed in the opposite side of the cyclohexyl 

group of allene. As a consequence, in case of isomers a and c such rotation takes place in 

the opposite direction than for isomers b and d. This fact can be observed by analyzing the 

sign of the dihedral angles presented in the transition state of such rotation (see Table 5.3) 

and is depicted in Scheme 5.7.  

We also found that only for isomers b and d the “allene” ligand is rotated and in both cases 

the internal carbon of allene (C3) is placed over the phosphine which contains the ferrocene 

group (represented as P2 in Scheme 5.7). It means that it is necessary to rotate the allene as 

well as the amine in the transition state which takes place just before this one (TS5.2_5.3). 

In case of isomers a and c, in this transition state only occurs the rotation of the amine. This 

can be seen in Scheme 5.7 where both phosphines are in the same plane than the allene for 

isomers b and d but it is not for isomers a and c.  

The last difference we found related with transition states of the conformational change, is 

that in case of isomers b and d a third transition state it is necessary to complete the 

conformational change whereas for isomers a and c after the transition state TS5.3_5.4 the 

compound 5.5 is directly obtained.  

During the study of this transition state we also found that for isomer b the compound 

obtained after conformational change (intermediate 5.5b) is the same that the intermediate 

obtained when the reaction starts with isomer d (5.5d), due to the allene has rotated in the 

opposite direction that in case of isomer d. The transition states to obtain the structure 

expected starting from the compound 5.1b cannot be optimized despite of computational 

efforts, all the attempts ended up obtaining the same intermediate than in the reaction 

starting from isomer 5.1d; from this point on both pathways converge.  

In order to get more information about the origin of the enantioselectivity, the transition 

state for the conformational change of the amine was studied in more detail, using the 

nciplot software. The nciplot software qualitatively describes the attractive and repulsive 

non-covalent forces present in the structure, based on the analysis of the electron 

density.265,266 The plots obtained with nciplot software for the transition state of the 

conformational change of the amine (TS5.3_5.4) for the four isomers considered are 

depicted in Figure 5.8.  

In nciplot, the surfaces are colored on a blue-green-red scale according to values of (λ2)ρ, 

ranging from -0.04 to 0.02 au. Bonding interactions can be identified by sign of the λ2 

eigenvalue of the electron-density Hessian. This eigenvalue is negative when there is a 

bonding interaction and is positive if atoms are non-bonded. Accordingly, blue indicates 

strong attractive interactions, and red indicates strong non-bonded overlap. 



Enantioselective hydroamination of allenes 

103 
 

Analyzing the plots obtained, some differences were found between isomers a and c (where 

the R enantiomer is obtained) and isomers b and d (where the S enantiomer is obtained). 

   

Figure 5.8: Non-covalent interactions presented in the different transition states for the 

conformational change of the amine (TS5.3_5.4) obtained with nciplot software. 

The first difference is that in isomers a and c there is a repulsive interaction between one of 

the hydrogens of the amine and a hydrogen of one cyclohexyl group of the phosphine of the 

Josiphos ligand, whereas this repulsive  interaction is not present in isomers b and d (Figure 

5.8, red circles). The second difference is that in isomer b and d there is a blue plotted 

interaction between one hydrogen of the allene (from terminal carbon -C1- in case of isomer 

TS5.3a_5.4a

TS5.3b_5.4b TS5.3d_5.4d

TS5.3c_5.4c
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b and from the central carbon -C2- in case of isomer d, but this blue-plotted interaction is 

almost inappreciable) and the metal center (Figure 5.8, blue circles). In case of isomers a 

and c this kind of attractive interactions which correspond with agostic interactions can not 

be found. The Rh-H distances in such transition state are 2.539 and 2.544 Å for isomers a 

and c respectively and 2.028 and 2.332 Å for isomers b and d, respectively, confirming this 

agostic interaction in the last two isomers, stronger for isomer b.  This agostic interaction is 

also reflected in the C-H bond distances which are 1.105 and 1.106 Å for isomers a and c and 

1.135 and 1.118 Å for isomers b and d respectively. However, this agostic interaction is also 

present for both isomers in the intermediate before the conformational change step, 

therefore it can not be the responsible the difference in energy between transition states of 

isomers b and d and isomers a and c.   

In order to get a deeper insight about the origin of the enantioselectivity, the structures of 

transition states of conformational change of the amine were studied by means of an 

energy decomposition analysis (EDA) trying to relate the structural differences between 

such transition states for different isomers with their energy components. As mentioned in 

Chapter 4, the bond energy between two interacting fragments (∆𝐸) is divided into two 

components: the preparation energy (∆𝐸𝑝𝑟𝑒𝑝) and the interaction energy (∆𝐸𝑖𝑛𝑡).  

∆𝐸 =  ∆𝐸𝑝𝑟𝑒𝑝  +  ∆𝐸𝑖𝑛𝑡  =  (∆𝐸𝑝𝑟𝑒𝑝 𝑓1  +  ∆𝐸𝑝𝑟𝑒𝑝 𝑓2) + ∆𝐸𝑖𝑛𝑡            [5.7] 

The interaction energy between the two fragments is divided into three different 

contributions: the Pauli energy, the electrostatic interaction and the orbital 

interaction.256,267 The sum of the two first contributions results in the steric interaction.  

𝐸𝑖𝑛𝑡 = ∆𝐸𝑃𝑎𝑢𝑙𝑖 + 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝑂𝑟𝑏𝑖𝑡𝑎𝑙 = 𝑆𝑡𝑒𝑟𝑖𝑐 + 𝑂𝑟𝑏𝑖𝑡𝑎𝑙                [5.8] 

This energies are calculated by means of energy decomposition analysis, (EDA), also called 

activation strain model.256 The structure of the transition state was decomposed in two 

fragments considering the allene bonded to the amine as one fragment (fragment 1) and 

the catalyst with Josiphos ligand as another fragment (fragment 2).  For analyzing the 

transition state of this step (conformational change), the interaction energies are evaluated 

in comparison between the transition state and the precedent intermediate. The 

intermediate selected was the formed just after the nucleophilic addition (5.2);  the 

interaction energies (Pauli, electrostatic, orbital and steric interactions) were calculated 

comparing to this intermediate. The interaction energies in the transition state TS5.3_5.4 

and their differences between the transition state and the corresponding intermediate 5.2 

are collected in Table 5.4.  The preparation energies (∆𝐸𝑝𝑟𝑒𝑝, ∆𝐸𝑝𝑟𝑒𝑝 𝑓1 and ∆𝐸𝑝𝑟𝑒𝑝 𝑓2) 

required to distort the fragments from the stable structure they have in intermediate 5.2 to 

those in the transition state were also calculated. According with equation [5.7], the sum of 

total preparation energy and total interaction energy gives the total bond interaction 

energy.  The preparation energies and the total bond energies in the process from 

intermediate 5.2 to the corresponding transition state are collected in Table 5.5. 
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Table 5.4: Interaction energies obtained for TS5.3_5.4 and differences of interaction 

energies in such transition state and those in intermediate 5.2.Fragments are shown in 

Figure 5.9. 

TS5.3_5.4 ΔEPauli 
Electrostatic 
interaction 

Steric 
interaction 

Orbital 
interaction 

Total 
interaction 
energy (Eint) 

Relative 
Gibbs 

energy 

Isomer a 197.92 -194.14 3.78 -84.35 -80.57 32.2 

Isomer b 185.50 -170.95 14.55 -98.73 -84.18 29.7 

Isomer c 193.31 -190.64 2.67 -83.46 -80.79 31.8 

Isomer d 213.66 -205.83 7.83 -90.53 -82.70 30.2 

Difference 
TS5.3_5.4 

and 5.2 

Difference 
in ΔEPauli 

Difference in 
Electrostatic 
interaction 

Difference in 
Steric 

interaction 

Difference in 
Orbital 

interaction 

Difference in 
Total 

interaction 
energy (∆Eint) 

Gibbs 
energy 
barrier 

(from 5.2) 

Isomer a 13.3 -10.2 3.1 -6.7 -3.6 11.8 

Isomer b 3.6 11.7 15.3 -22.3 -7.0 9.1 

Isomer c 12.9 -9.0 3.9 -7.3 -3.4 11.4 

Isomer d 26.2 -22.0 7.2 -12.2 -5.0 8.9 

Table 5.5: Preparation energy from intermediate after nucleophilic attack (5.2) to transition 

state of conformational change (TS5.3_5.4) and total bonding energy. 

 

Preparation 
energy 

fragment 1 
(∆Eprep f1) 

Preparation 
energy 

fragment 2 
(∆Eprep f2) 

Total 
preparation 

energy 

(∆Eprep) 

Total 
bonding 
energy 

(∆E) 

Gibbs 
energy 
barrier 

(from 5.2) 

Isomer a 9.0 1.5 10.5 6.9 11.8 

Isomer b 10.5 -0.6 9.9 2.9 9.1 

Isomer c 8.6 1.6 10.2 6.8 11.4 

Isomer d 7.3 -0.2 7.2 2.1 8.9 

As we can see in Table 5.5, the total preparation energies are very similar to the Gibbs 

energy barrier of transition state for conformational change. In addition, the deformation 

energy of fragment 2 for isomers b and d yielding enantiomer S have a negative preparation 

energy for fragment 2 whereas such energy is positive for isomers a and c yielding 

enantiomer R.  

We try to correlate the different interactions obtained for the transition state of 

conformational change with the Gibbs energy of such transition state. A correlation 

between the Gibbs energy of the total interaction energies of the transition state was 

found. This correlation is also observed for the steric and orbital interactions. The Gibbs 
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energy of the transition state increases when the steric interaction decreases and the orbital 

interaction increases. This correlation is shown in Figure 5.9. 

  

Figure 5.9: Correlation between (a) relative Gibbs energy of transition state TS5.3_5.4 and 

interactions energies and (b) Gibbs energy barrier of transitions state TS5.3_5.4 (from 5.2) 

and total bond energy (∆E) obtained in the energy decomposition analysis. 

In order to study the interaction between both phosphines of Josiphos ligands (because 

they are not equivalent) and the rest of the structure, the interactions energies were 

computed decomposing the structure of the transition state in two different ways: one of 

the phosphines of Josiphos with both cyclohexyl groups as a fragment and the rest of the 

structure as another fragment and the same but with the other phosphine of the Josiphos 

ligand. The different fragments analyzed are depicted in Scheme 5.8. The interaction 

energies are collected in Table 5.6. 
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Scheme 5.8: Different fragments analyzed by means of an energy decomposition analysis. 

Table 5.6: Different energy terms (in kcal/mol) obtained in the different energy 

decomposition analysis carried out for both phosphines. 

Case 1 ΔEPauli 
Electrostatic 
interaction 

Steric 
interaction 

Orbital 
interaction 

Total 
interaction 
energy (Eint) 

Relative 
Gibbs 

energy  

Isomer a 668.48 -317.20 351.28 -516.49 -165.21 32.2 

Isomer b 717.00 -356.88 360.12 -542.94 -182.82 29.7 

Isomer c 720.29 -361.23 359.06 -541.01 -181.95 31.8 

Isomer d 652.88 -308.60 344.28 -508.45 -164.17 30.2 

Case 2 ΔEPauli 
Electrostatic 
interaction 

Steric 
interaction 

Orbital 
interaction 

Total 
interaction 
energy (Eint) 

Relative 
Gibbs 

energy  

Isomer a 638.30 -330.84 307.46 -474.87 -167.41 32.2 

Isomer b 578.50 -282.28 296.22 -449.94 -153.72 29.7 

Isomer c 587.56 -284.43 303.13 -452.86 -149.73 31.8 

Isomer d 626.37 -321.62 304.75 -475.72 -170.97 30.2 

It is observed that all the interaction energies are always stronger for the phosphine in the 

side of ferrocene group (case 1) than for the other phosphine (case 2). Regarding the total 

interaction energy, for isomers b and c the phosphine in the side of ferrocene group (case 1) 

is higher  than for the other phosphine (case 2) whereas in isomers a and d the opposite 

trend is found.  This can be related with the fact that in isomers b and c the “allene” is 

coordinated cis to the phosphine in the side of ferrocene group while for in isomers a and d 

the “allene” is coordinated cis to the other phosphine (see Scheme 5.7). In summary, the 

interaction energy is higher with the phosphine coordinated cis with the “allene”.  
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5.3.6 Effect of temperature  

In this section the effect of changing temperature is evaluated. In Table 5.7 are summarized 

the Gibbs energies at 298 and 353 K (experimental conditions). Comparing the values of 

Gibbs energies at 298 K and 353 K, we can observe that the values obtained at 353K are 

higher than those obtained at 298 K, but the trend observed is the same at both 

temperatures.  

We can see that in both cases, the isomer 5.1a is the most stable one. For this reason was 

taken as zero point energy at both temperatures.  

Table 5.7: Comparison of Gibbs energies at 298 K and 353 K. 

 298 K 353 K 

Isomer a b c d a b c d 

5.1 0.0 1.2 0.4 0.5 0.0 1.3 0.3 0.7 

TS5.1_5.2 24.1 25.6 24.3 22.7 26.8 28.2 26.8 25.3 

5.2 20.4 20.6 20.4 21.3 23.0 23.1 23.0 24.0 

TS5.3_5.4 32.2 29.7 31.8 30.2 35.0 32.6 34.5 33.1 

5.5 18.8 20.42 19.8 20.5 21.2 23.02 22.3 23.0 

TS5.5_5.6 21.3  22.3 22.9 24.1  25.1 25.7 

5.6 16.8  16.9 17.6 19.6  19.7 20.5 

TS5.6_5.7 19.2  19.5 18.9 22.0  22.2 21.7 

5.7 -8.7  -3.1 -1.6 -6.0  -0.7 0.9 
2 from this intermediate the reaction finish as isomer d  

The rate determining step is the conformational change of the amine (TS5.3_5.4) at both 

temperatures and the energy of the rate determining step  is lower for the reaction starting 

with isomers 5.1b and 5.1d that for the reaction starting from isomers 5.1a and 5.1c.  

5.3.6 Theoretical enantiomeric excess 

The rate determining step of this reaction is the conformational change of amine. 

Accordingly, when applying the equation [5.3] (explained in the computational details 

section) to calculate the enantiomeric excess, ∆G‡ will be the activation energy of the 

transition state of the conformational change of amine step. There are 4 different ∆G‡ 

values in this equation depending on the isomer that we are using: ∆G‡
b, ∆G‡

d, ∆G‡
a

 and 

∆G‡
c. The first two (∆G‡

b
 and ∆G‡

d) refer to the previously mentioned activation energy in 

the cases where the major product is obtained (isomers b and d) and the other two (∆G‡
a 

and ∆G‡
c) refer to the cases in which the minor product is obtained (isomers a and c).  

The enantiomeric excess obtained using the aforementioned equation is 94% at 298 K, and 

decreases to 88% at 353 K. This value is in accordance with experimental results where the 
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enantiomeric excess obtained is 84 % when dichloroethane is used as solvent (the 

enantiomeric excess obtained experimentally varies between 84% and 89% depending of 

the solvent).122 

5.4 Conclusions 

The reaction of enantioselective hydroamination was computationally studied. It is worth 

mentioning that eight isomers of the π-coordinated allene complex were considered. 

The four where the allene coordinates by the internal double bond are more stable and will 

leads to the reaction products observed experimentally. 

From the results obtained in the Chapter 4 (Section 4.3.1), the amine activation mechanism 

was discarded, thus meaning that only the alkene activation mechanism was computed. 

Three different possibilities were studied and it was identified that the most plausible 

pathway is the anti nucleophilic attack of the amine followed by a conformational change of 

the amine to allow the proton transfer through metal center protonation step. During the 

study of the aforementioned reaction pathway it has been identified that the rate 

determining step is the conformational change. The reaction was studied at two different 

temperatures and the enantiomeric excess was calculated.  

Depending on the initial coordination mode of the allene to the catalyst there are four 

pathways (a-d) that can give the final enantiomers. Pathways a and c give the R 

enantiomers, whereas pathways b and d yields the S enantiomer. Theoretical calculations 

give enantiomeric excesses of 94 % and 88 % at 353 and 298 K, respectively. They are in very 

good agreement with experiment, where enantiomeric excess is 84 % at room temperature. 

The rate determining step is associated to a conformational change of the complex once the 

amine is added to the allene. Such conformational change is more favored for those 

pathways giving rise to the S enantiomer. We can conclude that our calculations are capable 

of reproduce the enantiomeric excess experimentally observed. 





 

 
 

Chemistry is necessarily an  

experimental science:  

its conclusions are drawn from data,  

and its principles supported by evidence from facts. 

Michael Faraday 

 

 

~Chapter 6~ 
GOLD-CATALYZED 

HYDROAMINATION 

REACTION USING 

HYDRAZINE AS  

N-NUCLEOPHILE 
 

 

This chapter is devoted to extend the previous studies on hydroamination reaction 

catalyzed by gold complexes. The hydroamination of alkynes, alkenes and allenes with 

hydrazine as N-nucleophile are analyzed. These results have been published in ACS Catal. 

2015, 5 (2), 815–829: Hydroamination of C–C Multiple Bonds with Hydrazine Catalyzed by N-

Heterocyclic Carbene–Gold(I) Complexes: Substrate and Ligand Effects (reference 234). 
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6.1 Introduction 

Gold complexes have shown very high turnover numbers (TON) catalyzing the 

hydroamination reaction of alkynes and allenes.47,49 The mechanism of hydroamination 

reactions catalyzed by gold complexes has been intensively studied.124–127 The general 

mechanism has been proposed by our group for the hydroamination of alkynes with 

ammonia catalyzed by gold(I) complexes with cyclic(alkyl)(amino)carbene (CAAC) ligand. 

This reaction takes place by ammonia coordination followed by its exchange by an 

electrophilic CC bond substrate molecule.74 The mechanism continues with the nucleophilic 

attack of the ammonia to the coordinated carbon-carbon bond and a protodeauration step 

(see Section 1.2.1.1 for more details about this mechanism).   

 

Scheme 6.1: Hydroamination reactions studied in this chapter. 

As mentioned in Chapter 1, the reaction with a small molecule as hydrazine is a challenging 

task. One of the main difficulties of using small nucleophiles (like hydrazine or ammonia) is 

the formation of stable Werner complexes, deactivating the catalyst.53–57 However, Bertrand 

et al. demonstrated that cationic gold (I) complexes bearing a CAAC ligand is able to 

promote the reaction of alkynes and allenes with hydrazine.137 Later the same group 

improved this reaction by using a different NHC ligand where one of the nitrogen atoms of 

the classical NHC ligand is placed in a strained bridgehead position. This ligand is named as  
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anti-Bredt NHC ligand.140 Later Hashmi’s group, reported the reaction of alkynes with 

hydrazine at room temperature by using a gold(I) complex with an abnormal NHC ligand.141 

(see Section 1.2.3 for more information about gold-catalyzed hydroamination reactions 

reported in literature).  

This chapter is devoted to the computational study of hydrohydrazination reaction of 

alkynes and allenes. The study is addressed catalyzed by the three gold(I) complexes 

reported experimentally. In addition, the hydrohydrazination reaction of alkenes is study 

since there are no experimental examples of this reaction. All the reactions studied are 

depicted in Scheme 6.1. 

Some aspects, such as the associative or dissociative nature of the exchange of the amine 

for the electrophile substrate and the inner- or outer-sphere mechanism for the nucleophilic 

attack of the amine are also analyzed in this chapter.   

6.2 Computational methods and models 

All calculations were carried out using Gaussian 09 program. Calculations were performed at 

DFT level by means of the M06 functional with and ultrafine grid option. The basis sets used 

were the 6-31G(d,p) for all the atoms, except for Au where the SDD (with an additional f 

orbital) along with the associated pseudopotential was employed. The structures were fully 

optimized in solution using SMD model with standard parameters and benzene as solvent 

(ε=2.2706). Atomic charges were calculated using the Charge Model 5 (CM5). This 

population analysis approach gives charges essentially independent of the basis set. The 

nature of stationary points (minima and TS) was confirmed by frequency calculations. 

Connections between the transition states and the minima were checked by following the 

IRC and subsequent geometry optimization till the minima. Energy values given in the text 

correspond to Gibbs energies at 298K calculated including solvent effects. 

Calculations have been performed with the gold(I)-NHC complexes (CAAC, antiB and sa; 

Scheme 6.1) without simplifications in the ligands. Three alkynes (2-butyne: a, 

phenylacetylene: b and benzylacetylene: c), as well as one alkene (2,3-dimethyl-2-butene: d) 

and two allenes (1,2-propadiene: e and tetraphenyl-1,2-propadiene: f) have been employed 

as substrates. Hydrazine has been selected as N-nucleophile in all cases. All the reactions 

studied in this chapter are depicted in Scheme 6.1. The structures are named according the 

following procedure: 6x.y where x corresponds to the point in the energy profile and y 

corresponds to the substrate (for example, 6.1a correspond to the first point of reaction of 

substrate a: 2-butyne).  
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6.3 Results and Discussion  

This section is divided in four subsections. The first one is devoted to analyze the catalyst’s 

active specie. In the other three sections the hydroamination reactions of alkynes, alkenes 

and allenes are sequentially analyzed.  

6.3.1 Generation of the active species 

According to the previous results obtained by our group with NH3 and a Au(I) catalyst,74 is 

expected that hydrazine initially coordinates to the metal center. However, nucleophilic 

attack takes place in the coordinated carbon-carbon bond. Therefore the exchange of 

hydrazine by the C-C substrate must happens. This section is devoted to analyze the ligand 

substitution since in this step is formed the catalytic active species.  

The catalyst used is a (carbene)gold chloride species, so the first step is the chloride 

abstraction. This step requires the use of a halide abstractor as tetrakis(3,5-

bis(trifluoromethyl)phenyl)borate potassium. The calculated ΔG of the chloride abstraction 

([Au(NHC)Cl]  [Au(NHC)]+ + Cl-) are 78.4, 78.1 and 82.0 kcal/mol for [Au(CAAC)Cl], 

[Au(antiB)Cl] and [Au(sa)Cl] respectively. The high energy demand for removing the halide 

points out the compulsory use of a chloride abstractor.  

To estimate the electrofilicity of the gold center in the carbene gold cations we performed a 

charge analysis. The charges over the gold center are as +0.16, +0.13 and +0.20 when the 

carbene is CAAC, antiB and sa, respectively. For comparative purposes, the charge was 

calculated for the gold center in [Au(PPh3)]+ fragment. The value obtained was lower 

(+0.11), in agreement with more acidic [(NHC)Au]+ fragments.  

 

Figure 6.1: Optimized structures of the hydrazine-gold Werner complexes formed with 

[Au(CAAC)]+, [Au(antiB)]+ and [Au(sa)]+ metal fragments. Relative Gibbs energy values are 

given under each structure in kcal/mol.  

6.1_CAAC 6.1_antiB 6.1c_sa
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Hydrazine coordinates to the cationic metal center forming the so-called Werner complex 

(intermediate 6.1). These complexes are very stable, having ∆Gbinding of 45.6, 45.4 and 48.0 

kcal/mol for the CAAC, antiB and sa carbenes, respectively. Therefore, the hydrazine Werner 

complexes can be considered the resting state of the catalyst. These structures have been 

considered as zero-point energy in the Gibbs energy profiles. The optimized structures of 

the three intermediates 6.1 are depicted in Figure 6.1. 

To yield the catalytic active species it is necessary to exchange hydrazine by the substrate 

containing the carbon-carbon multiple bond. The transition state for this exchange has been 

calculated for all the reactions studied over this chapter. The results agree with an 

associative exchange mechanism, through a tricoordinated species. The Gibbs energy 

profiles for the exchange step are depicted in Figure 6.2.  

Regarding the exchange of hydrazine for an alkyne molecule, the barriers range from 10.0 to 

14.4 kcal/mol. For the three alkynes studied, the benzylacetylene (substrate c) is the one 

that requires the lowest energy and the phenylacetylene (substrate b) the one that requires 

the highest energy. Comparing the energies for the same substrate but changing the 

carbene ligand, the barriers are quite similar, being the sa carbene  complex (Scheme 6.1) 

the one than requires the lowest energies. The coordination of the alkyne to the metal 

center is not symmetrical; in all cases studied, the terminal carbon atom is around 0.15 Å 

closer to the metal center than the internal carbon atom.  

 

Figure 6.2: Gibbs energy profiles in benzene for the hydrazine by substrate exchange 

(TS6.1_6.2).    

The exchange of hydrazine for an alkene molecule was only studied for 2,3-dimethyl-2-

butene (substrate d) using the sa carbene. The energy barrier for the substitution of 

hydrazine by the alkene is somewhat higher (14.9 kcal/mol) than for the substitution by an 

alkyne molecule (from 10.0 to 12.1 kcal/mol).  
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The ligand substitution step when the substrate is an allene (1,2-propadiene; substrate e 

and tetraphenyl-1,2-propadiene; substrate f) was only studied for the CAAC carbene. The 

exchange of hydrazine for an allene requires much more energy than substitution by an 

alkyne. Coordination of the allene gives rise to a η2 complex which coordination is not 

totally symmetrical.  For the case of tetraphenyl-1,2-propadiene (f), the π-allene complex 

formed is not favorable (20.7 kcal/mol) due to the presence of four bulky phenyl groups.  

Regarding the stability of the π-complexes formed, these intermediates are about 10 

kcal/mol less stable than their corresponding complexes with hydrazine bonded to the gold 

center. Comparing the stability of the different intermediates formed in this step 

(intermediate 6.2), the alkene π-complex is the most stable one and the allene π-complexes 

are the less stable structures. Overall, the study of the generation of the active species 

reveal that despite cationic gold-NHC complexes form strong Werner complexes with 

hydrazine, they also form strong complexes with unsaturated hydrocarbons, thus facilitating 

its replacement and the subsequent nucleophilic attack.  

6.3.2 Hydroamination of alkynes 

As earlier mentioned, the mechanism of the hydroamination of alkynes with NH3 using the 

[(CAAC)Au]+ catalyst provides the basis for our analysis.74 The operative mechanism for the 

hydroamination reaction of alkynes catalyzed by [Au(NHC)]+ complexes is depicted in 

Scheme 6.2.  

 

Scheme 6.2: Proposed catalytic cycle for the hydrohydrazination of alkynes catalyzed by 

NHC-Au(I) complexes.  
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The general mechanism for the hydroamination of alkynes catalyzed by gold complexes was 

described as an electrophile activation mechanism followed by a nucleophilic addition of the 

amine and a protodeauration step. In this case, the reaction product is not a hydrazone, so 

two consecutive proton transfer steps are required. Therefore, after the hydrazine by alkyne 

ligand exchange, the reaction mechanism explored consists of four main steps: nucleophilic 

addition of hydrazine, first proton transfer (assisted by a second hydrazine molecule), gold 

migration (first tautomerization) and second proton transfer (also assisted by a second 

hydrazine molecule) which can be also described as a second tautomerization.  

 The hydrohydrazination reaction of three different alkynes (2-butyne: a, phenylacetylene: b 

and benzylacetylene: c) has been analyzed. This section is divided in two subsections, in the 

first one the reaction of an internal alkyne is described and the second subsection is 

devoted to analyze the reaction of terminal alkynes.  

6.3.2.1 Internal alkynes 

2-butyne was chosen as an example of symmetrically substituted internal alkyne. 

Hydroamination with hydrazine of internal alkynes has been only reported for 

diphenylacetylene. It takes place at 90oC when is catalyzed by [Au(CAAC)]+ complex with a 

91% yield in 14 hours at 110 oC. The reaction with [Au(antiB)]+ complex yields the 

corresponding hydrazone in 6 hours with a 82% yield.137,140 No data is available for the 

hydroamination reaction of internal alkynes catalyzed by [Au(sa)]+ complex. 

The Gibbs energy profiles for the hydroamination of 2-butyne (substrate a) catalyzed by 

[Au(CAAC)]+, [Au(antiB)]+ and [Au(sa)]+ complexes are depicted in Figure 6.3. The initial step 

is the exchange of the hydrazine for an alkyne molecule which have been already discussed 

in Section 6.3.1. This step is followed by the nucleophilic addition of hydrazine to the 

coordinated alkyne, which occurs through an outer sphere mechanism. Then a proton 

transfer step assisted by a second hydrazine molecule takes place through two consecutive 

transition states connected by intermediate 6.4a involving a [NH2-NH3]+ moiety. 

Nevertheless, although two transition states and one intermediate was found in the 

potential energy surface, the three structures are very close in energy and only one 

transition state remains when thermal and entropic corrections are added. This step yields 

intermediate 6.5a which can be described as protonated hydrazone, with planar N atom and 

a simple carbon-carbon bond.   
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Figure 6.3: Gibbs energy profiles in benzene for the hydrohydrazination of 2-butyne 

(substrate a) catalyzed by [Au(CAAC)]+(green), [Au(antiB)]+ (blue) and [Au(sa)]+ complexes 

(orange).  

From intermediate (6.5a), two consecutive tautomerization steps are required to obtain the 

final product. The first tautomerization (TS6.5a_6.6a) is a gold-center migration where the 

gold-moiety migrates from the carbon to the nitrogen atom leading to the intermediate 

6.6a which can be described as an enamine-tautomer. This step is followed by a second 

proton transfer step from nitrogen to carbon yielding the final hydrazone product (6.8a)., 

Analogously to the first proton transfer, this second proton transfer happens in two steps 

(TS6.6a_TS6.7a and TS6.7a_6.8a) through an intermediate involving a [NH2-NH3]+ moiety, 

although the Gibbs energy profile presents a single step for the second proton transfer step. 

The optimized structures of the most relevant transition states involved in this reaction are 

depicted in Figure 6.4. 
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Figure 6.4: Optimized structures of the most important transition states and intermediates 

for the hydrohydrazination of 2-butyne (substrate a) catalyzed by [Au(sa)]+ complex. 

Relative Gibbs energy values are given under each structure in kcal/mol.  

Regarding the thermodynamics of this reaction, there is a strong driving force due to the 

hydrazone product (6.8a) is about 30 kcal/mol more stable than the reactants (Werner 

complex: 6.1 plus the alkyne). According to the energy span model, the activation energy of 

the full catalytic cycle (∆G‡) is determined by the difference between intermediate 6.5a 

(protonated hydrazone) and the transition state of the second proton transfer 

(TS6.6a_6.7a). The activation energies obtained are practically equal for [(CAAC)Au]+ and 

[(antiB)Au]+ catalyst (26.1 and 26.2 kcal/mol, respectively), and slightly lower for [(sa)Au]+ 

catalyst (25.0 kcal/mol). Calculations predict a good efficiency of the [(sa)Au]+ catalyst for 

the hydrohydrazination of internal alkynes, although no experimental results of this reaction 

have been reported. 
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6.3.2.2 Terminal alkynes 

The hydrohydrazination reaction of phenylacetylene with hydrazine has been reported by 

Bertrand using [(CAAC)AuCl]137 (at 100 oC, 0.5h, 95% yield) and [(antiB)AuCl] (at 90 oC, 3h, 

87% yield)140 and by Hashmi using [(sa)AuCl] (at 20 oC, 4h, 90% yield).141 When 

benzylacetylene was used as substrate, the reaction was catalyzed with [(CAAC)AuCl] (at 

100 oC, 3h, 95% yield),137 [(antiB)AuCl] (room temperature, 4h, 83% yield)140 and [(sa)AuCl] 

(20 oC, 4h, 73% yield).141 

The whole hydrohydrazination Gibbs energy profiles for phenylacetylene (substrate b) and 

benzylacetylene (substrate c) were calculated using the three catalysts commented above 

(Figures 6.5 and 6.6, respectively). 

 

Figure 6.5: Gibbs energy profiles in benzene for the hydrohydrazination of  

2-phenylacetylene (substrate b) catalyzed by [Au(CAAC)]+(green), [Au(antiB)]+ (blue) and 

[Au(sa)]+ complexes (orange). 
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Figure 6.6: Gibbs energy profiles in benzene for the hydrohydrazination of  

2-benzylacetylene (substrate c) catalyzed by [Au(CAAC)]+(green), [Au(antiB)]+ (blue) and 

[Au(sa)]+ complexes (orange). 

The general appearance of the energy profiles for the hydrohydrazination reaction of 

phenylacetylene (substrate b, Figure 6.5) and benzylacetylene (substrate c, Figure 6.6) is 

similar to that of 2-butyne (substrate a, Figure 6.3), although a deeper analysis reveals some 

differences. The relative Gibbs energies of the most important transition states, the Gibbs 

reaction energy as well as the global energy barriers for the three alkynes analyzed are 

collected in Table 6.1. 
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Table 6.1: Relative Gibbs energies of activation for the different steps and overall Gibbs 

energy of reaction (∆Gr) and Gibbs energy barrier (∆G‡) of the hydrohydrazination of 

alkynes, in kcal/mol. 

  
Ligand 

exchange: 
TS6.1_6.2 

Nucleophilic  
attack: 

TS6.2_6.3 
6.5 

Tautome-
rization: 

TS6.5_6.6 

2nd proton 
transfer: 

TS6.6_6.7 
∆G‡ ∆Gr 

2-butyne 

CAAC 13.7 21.8 -25.0 -6.1 1.1 26.1 -31.6 

antiB 13.9 21.6 -23.7 -3.9 2.5 26.2 -31.0 

sa 10.9 20.6 -23.6 -6.6 1.4 25.0 -32.6 

Phenyl-
acetylene 

CAAC 13.7 16.2 -28.1 -7.1 -4.9 23.2 -38.9 

antiB 14.4 17.2 -27.5 -7.6 -0.6 26.9 -38.8 

sa 12.1 16.6 -28.4 -8.7 -4.9 23.5 -40.0 

Benzyl-
acetylene 

CAAC 12.5 17.4 -33.7 -11.1 -4.7 29.0 -43.3 

antiB 12.7 18.2 -33.2 -10.1 -4.6 28.6 -44.0 

sa 10.0 16.7 -33.7 -12.1 -6.6 27.1 -41.0 

In agreement with the substituent effect expected for alkyl and aryl groups, the nucleophilic 

addition barriers for phenylacetylene (around 16 kcal/mol) are lower than those for 2-

butyne (around 21 kcal/mol). Barriers for benzylacetylene are only around 1 kcal/mol higher 

than those for phenylacetylene. Overall, the nucleophilic addition step is easier with 

terminal alkynes than with internal alkynes. As mentioned before, the activation Gibbs 

energy of the hydrohydrazination reaction is not governed by the nucleophilic addition step 

but by the energy difference between intermediates 6.5 (the protonated hydrazone) and 

the transition states of the second proton transfer (TS6.6_6.7); so both reaction structures 

need to be analyzed in more detail. The comparison between the internal and the terminal 

alkynes evinces that the presence of benzyl or phenyl substituents substantially stabilizes 

intermediates 6.5 (around 3 and 10 kcal/mol respectively) and also lowers the energy of the 

transition step for the second proton transfer step (TS6.6_6.7, around 7 kcal/mol in both 

cases). Thus, the Gibbs barriers (∆G‡) for the hydrohydrazination of benzylacetylene are 

about 2.5 kcal/mol higher whereas the barriers for phenylacetylene are about 2 kcal/mol 

lower than for 2-butyne with the same catalyst. Overall, the Gibbs energy barriers (∆G‡) 

calculated for phenylacetylene are the lowest ones. 

The relative stability of the intermediate formed after the first proton transfer step (6.5) 

appears as an important factor in the overall Gibbs energy barrier of the catalytic cycle. The 

other factor is the relative energy of the transition state corresponding to the deprotonation 

of the enamine (intermediate 6.6) in the second transfer step. Removal of the proton is 
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more difficult for the 2-butyne intermediate than for the phenyl and benzyl alkynes, which 

exhibit similar ΔG values. 

Regarding the thermodynamic of the reaction, the hydroamination of the terminal alkynes is 

even more exergonic (around 40 kcal/mol) than that of 2-butyne (around 30 kcal/mol). 

Comparing the three catalysts studied, [(sa)Au]+ gives lower barriers than [(antiB)Au]+ for 

both phenylacetylene and benzylacetylene substrates. This result agrees with the 

experimental milder conditions (20 oC) used to perform the hydrohydrazination of terminal 

alkynes catalyzed by [(sa)Au]+. However the calculations do not reproduce the experimental 

trend found with the [(antiB)Au]+ catalyst: hydrohydrazination of benzylacetylene takes 

place at room temperature while 90 oC are required for the hydrohydrazination of 

phenylacetylene. Conversely, the calculated barriers are 28.6 and 26.9 kcal/mol, 

respectively. Our calculated Gibbs barrier values for the hydroamination of benzylacetylene 

are always higher than those for phenylacetylene using the same catalyst. In addition to the 

accuracy of the computational methods for describing slight differences between overall 

energy barriers, factors not considered in the calculations, as the instability of the 

[(NHC)Au]+ complex, its deactivation by formation of catalytically inactive species268 or the 

intervention of adventitious water molecules in the proton transfer step129,269,270 may be at 

work. 

6.3.3 Hydroamination of alkenes 

The intermolecular hydroamination of alkenes remains one of the most significant 

challenges in homogenous catalysis. There are no examples of hydroamination reaction of 

alkenes catalyzed by [(NHC)Au]+ complexes. For comparative purposes and also to identify 

the bottlenecked of the reaction, the hydrohydrazination of 2,3-dimethyl-2-butene 

(substrate d), using [(sa)Au]+ as catalyst, has been computationally studied. The obtained 

Gibbs energy profile is compared in Figure 6.7 with the Gibbs energy profile obtained for 2-

butyne (substrate a).  

Analogously to the hydrohydrazination of alkynes catalyzed by gold complexes, the reaction 

of alkenes starts with the coordination of hydrazine to the metal center. Thus, the initial 

step is a ligand exchange where hydrazine is substituted by an alkene molecule in the 

coordination sphere of the metal and is followed by the nucleophilic attack of the hydrazine 

into the coordinated alkene. The reaction ends up with the proton transfer step to yield the 

alkylamine product. This proton transfer step takes place involving two transition states. In 

the first step, which involves less barrier, the proton is transferred from the hydrazine 

bonded to the carbon to the external hydrazine yielding an intermediate with a NH2-NH3
+ 

moiety. Protodeauration is the second step.  
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 Figure 6.7: Gibbs energy profiles in benzene for the hydrohydrazination of 2-butyne 

(substrate a, green) and 2,3-dimethyl-2-butene (substrate d, blue) catalyzed by [Au(sa)]+. 

The barriers for the first two steps (ligand exchange and nucleophilic attack) are about 4 

kcal/mol higher for the alkene than for the alkyne, but are still reachable. Both energy 

profiles markedly differ in the stability of the intermediate formed after the nucleophilic 

attack. When the nucleophilic attack takes place over the alkyne, it is located at 0.6 kcal/mol 

whereas when occurs over the alkene it lies at 15.5 kcal/mol. However, the main 

discrepancy between both energy profiles is found in the proton transfer step, specifically in 

the second part of this proton transfer step which is the protonation of the carbon atom of 

the alkylamine. For the alkyne this step leads, after crossing a low barrier, to a very stable 

protonated hydrazone intermediates (6.5a). For the alkene, this protonation step 

corresponds to the protodeauration step and already provides the final product (2-

hydrazido-2,3-dimethylbutane) and regenerates the catalyst (6.1). The transition state for 

this reaction is found at 52.0 kcal/mol, making the hydroamination reaction of alkenes 
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completely unfeasible. Our calculation showed that the main difficulty for the 

hydroamination reaction of alkenes is not the reactivity of the η2-alkene gold(I) complex 

towards the nucleophilic attack but the protodeauration step.271 

6.3.4 Hydroamination of allenes 

The hydroamination reaction of two different allenes with hydrazine has also been 

computationally studied. For the analysis we selected two allenes studied by Bertrand et al. 

1,2-propadiene (substrate e) and tetraphenyl-1,2-propadiene (substrate f).137  

Experimental results show that the hydrohydrazination reaction of 1,2-propadiene catalyzed 

by the gold-CAAC complex yields a 2:1 mixture of hydrazone and allylhydrazine products, 

whereas in the case of tetraphenyl-1,2-propadiene only the hydrazone derivative was 

observed (Scheme 6.3). The reaction takes place at higher temperatures than for alkynes 

(130 oC for 1,2-propadiene and 150 oC for tetraphenyl-1,2-propadiene).137  

 

Scheme 6.3: Catalytic hydrohydrazination reactions of allenes using [Au(CAAC)]+ complex.137 

As reported for alkynes and alkenes, an outer-sphere attack of hydrazine into the π-

coordinated allene active species was also characterized. However, when the substrate is an 

allene, the nucleophilic attack of hydrazine can take place over two different carbon atoms 

(the terminal or the central), giving rise to two different intermediates.  

It is noteworthy that, usually, in the intermolecular hydroamination of allenes, the 

nucleophilic attack only occurs over the terminal carbon atom of the allene, like it happens 

and is discussed in the previous chapter in the hydroamination reaction of allenes catalyzed 

by [Rh(Josiphos)]+ complex.122 However, the nucleophilic addition of hydrazine to  

1,2-propadiene (substrate e) catalyzed by [Au(CAAC)]+ takes place over both terminal and 

central carbon atoms being the later the major reaction product (hydrazone product).137 For 

the tetraphenyl-1,2-propadiene (substrate f) addition of ammonia133 and hydrazine137 only 

occurs over the central carbon atom. 

The calculated Gibbs energy profiles for 1,2-propadiene (substrate e) and tetraphenyl-1,2-

propadiene (substrate f) are displayed in Figures 6.8 and 6.10, respectively.   
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The Gibbs energy profile obtained for the hydrohydrazination reaction of 1,2-propadiene 

(Figure 6.8) reveals very similar barriers for the nucleophilic attacks over both carbon atoms 

of allene, with the formed intermediates (6.3e and 6.7e) having also similar stability. The 

optimized structures of the transition states of the nucleophilic addition step into both 

carbon atoms of allene are depicted in Figure 6.9.  

The nucleophilic addition is followed in both pathways by a proton transfer step which 

generates for both pathways much more stable intermediates (6.4e and 6.8e). The proton 

transfers involved in the reaction of allenes take place in a single step, unlike 

hydroamination reaction of alkynes and alkenes where the proton transfers takes place 

through two transition states connected by an intermediate involving a NH2-NH3
+ moiety.    

 

Figure 6.8: Gibbs energy profile in benzene for the hydrohydrazination of 1,2-propadiene  

(substrate e) catalyzed by [Au(CAAC)]+ complex. Green color: energy profile for the central 

nucleophilic addition leading to the major product (hydrazone); blue color: energy profile 

for the terminal nucleophilic addition leading to the minor product (allylhydrazine). 
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When the nucleophilic attack takes place over the terminal carbon atom, the reaction ends 

up after this first proton transfer and the subsequent decoordination to generate the 

allylhydrazine product. The global barrier (∆G‡) obtained for this pathway is 22.7 kcal/mol.  

For the pathway involving the addition of hydrazine over the central carbon atom the 

process takes place similarly to that for alkynes, leading to the hydrazone. Thus, it is 

necessary to carry out a gold migration from carbon to nitrogen and a second proton 

transfer from nitrogen to carbon to yield thus product. In this pathway the Gibbs barrier of 

the full catalytic cycle is given by the energy difference between intermediate 6.4e and the 

transition state of the second proton transfer (TS6.5e_6.6e). The global barrier obtained 

(∆G‡ = 26.4 kcal/mol) is very close to that for the 2-butyne hydroamination using the same 

catalyst (Table 6.1).  

 

Figure 6.9: Optimized structures of intermediate involving the coordinated allene and 

transition states of the nucleophilic attack for the hydroamination reaction of 1,2-

propadiene (substrate e) catalyzed by [Au(CAAC)]+ complex. Relative Gibbs energy values 

are given under each structure in kcal/mol.  

The selectivity for the hydroamination reaction of allenes is governed by the nucleophilic 

addition step. The experimentally observed regioselectivity for hydroamination of 1,2-

propadiene (2:1 for hydrazone:allylhydrazine products) would imply an energy difference 

between transition states of 0.4 kcal/mol favoring the addition over the central carbon 

atom. The results obtained showed the external addition pathway is favored by 0.6 

kcal/mol. This energy difference lies within the error bars of the computational method 

used; showing that both pathways are quite close in energy and the regioselectivity is thus 

quite subtle.  

Regarding the hydroamination reaction of tetraphenyl-1,2-propadiene, the transition state 

of the nucleophilic addition over the terminal carbon atom of the allene is placed at a very 

similar energy than that for 1,2-propadiene (TS6.2f_6.7f; 21.3 and TS6.2e_6.7e; 22.7 

kcal/mol, respectively). However, the transition state for the nucleophilic attack over the 

central carbon atom is located considerably higher than that for 1,2-propadiene (30.3 and 

6.2e TS6.2e_6.3e TS6.2e_6.7e
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23.3 kcal/mol, respectively). Both adducts formed by hydrazine addition to the central and 

terminal carbons of tetraphenyl-1,2-propadiene (6.3f and 6.7f located at 13.6 and 19.5 

kcal/mol respectively) are significantly destabilized compared with those for the reaction of 

1,2-propadiene (6.3e and 6.7e located at 1.0 and 1.9 kcal/mol respectively).  

 

 Figure 6.10: Gibbs energy profile in benzene for the hydrohydrazination of  

tetraphenil-1,2-propadiene (substrate f) catalyzed by [Au(CAAC)]+ complex. Green color: 

energy profile for the central nucleophilic addition leading to the reaction product 

(hydrazone); blue color: energy profile for the terminal nucleophilic addition leading to the 

side reaction product (allylhydrazine). 

The largest difference appears when comparing the first proton transfer step in the reaction 

over the central carbon atom. This step involves a low barrier with 1,2-propadiene 

(TS6.3e_6.4e is located at 1.5 kcal/mol), whereas for the tetraphenyl-1,2-propadiene is the 

transition state which requires the highest energy in the overall process (such transition 

state TS6.3f_6.4f is located at 31.9 kcal/mol). The global activation energy of the 

hydroamination process (∆G‡) is given by the energy difference between the initial 

hydrazine coordinated to metal center (6.1f) and the transition state of the first proton 

transfer step (TS6.3f_6.4f). The ∆G‡ values for tetraphenyl-1,2-propadiene (31.9 and 29.1 

kcal/mol for central and terminal carbon respectively) agree with the harsh conditions at 
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which this reaction takes place (150 ºC). The species formed by protonation at the carbon 

atom after this first proton transfer step in the reaction over the central carbon atom 

(intermediate 6.4f located at –2.8 kcal/mol) is less stable than that for the 1,2-propadiene 

(intermediate 6.4e located at –31.9 kcal/mol). The same behaviour is obtained when 

comparing the final hydrazone product bonded to metal center for the reaction which 

energies are -21.1 and -43.4 kcal/mol for the reaction starting with tetraphenyl-1,2-

propadiene and 1,2-propadiene, respectively.  

The energy profile obtained show the hydrohydrazination of tetraphenyl-1,2-propadiene 

starts with the nucleophilic addition to the terminal carbon atom which is faster but 

reversible being the energy barrier for the reverse reaction from the allylhydrazine complex 

(6.8f) 26.2 kcal/mol, whereas the nucleophilic addition over the central carbon atom is 

slower but irreversible (the reverse reaction from intermediate 6.4f requires 34.7 kcal/mol). 

Overall, despite addition on both the terminal and the central carbon atoms may take place 

the addition over central carbon yields the experimentally observed product (the hydrazone 

product).  

The mechanistic study with the two different substrates shows that for allenes the 

hydroamination reaction may take place through two different pathways. The operative 

mechanism obtained for the hydroamination reaction of allenes catalyzed by hydrazine is 

summarized in Scheme 6.4. They differ in the first step, the nucleophilic addition, which can 

takes place at the central or at the terminal allene carbon atom. This step governs the 

regioselectivity of the process and, for the hydrazination, depending on the degree of 

substitution of the allene one or both pathways are taking place. 

 

Scheme 6.4: Proposed catalytic cycle for the hydroamination of allenes.  
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For the pathway where the addition takes place at the terminal carbon the reaction ends 

with a proton transfer step which gives rise to the allylhydrazine product, whereas for the 

pathway where the addition takes place over the central carbon atom the reaction end with 

two proton transfer steps connected by a gold migration step yielding the hydrazone 

product, analogously to the reaction of alkynes. 

6.4 Conclusions 

The mechanism of the hydroamination  reaction of alkynes, alkenes and allenes with 

hydrazine catalyzed by the (carbene)gold(I) complexes experimentally reported by 

Bertrand137,140 and Hashmi141 ([Au(CAAC)]+, [Au(antiB)]+ and [Au(sa)]+ complexes) has been 

studied by means of DFT calculations. The general mechanism reported by our group for the 

reaction of alkynes with ammonia74 is also operating in the case of the hydrohydrazination 

reaction of alkynes with hydrazine. This mechanism starts with the coordination of the 

hydrazine to the metal center forming the Werner complex and it is followed by a ligand 

exchange step where the hydrazine is substituted by the unsaturated hydrocarbon, leading 

to the gold π-complex which is the catalytically active species. The [(NHC)Au]+ species form 

strong Werner complexes with hydrazine, but they also form strong complexes with the 

unsaturated hydrocarbons. Then, it takes place a nucleophilic attack of hydrazine into the 

activated π-carbon-carbon bond and a proton transfer assisted by a second hydrazine 

molecule. The subsequent carbon to nitrogen gold migration yields the enamine 

intermediate. From the enamine, a second proton transfer step assisted again by hydrazine 

leads to the more stable imine tautomer. The energy barriers for the ligand substitution 

step with all the substrates analyzed are low, making this step feasible. It is associative, 

taking place through a tricoordinated transition state. The subsequent nucleophilic addition 

of hydrazine to the unsaturated hydrocarbon, happens by an outer sphere mechanism. For 

alkynes, the activation barrier of the full catalytic cycle is determined by the energy 

difference between the protonated hydrazone and the transition state of the second proton 

transfer. This energy barrier follows the order benzylacetylene > 2-butyne > 

phenylacetylene. Comparing the different carbene ligands used, the activation barriers are 

similar for the three gold-carbene complexes but slightly lower for [(sa)Au]+, in agreement 

with the milder reaction conditions used experimentally for this catalyst.  

Regarding the hydrohydrazination of alkenes, our study shows that the main difficulty for 

this reaction is not the reactivity of the η2-alkene gold(I) complex towards the nucleophilic 

attack, but the protodeauration step. The high energy of the transition state of this step 

makes completely unfeasible this reaction. 

For the hydroamination of allenes with hydrazine, it has been found that the operative 

mechanism is similar to that for the alkynes. The nucleophile attack on both the terminal 

and the central carbon atom of the η2-allene complexes was analyzed. The nucleophilic 

attack into the central carbon and two consecutive proton transfer steps connected by a 
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gold migration step yields the hydrazone product which is the major product for reaction of 

1,2-propadiene and the only product in the reaction of tetraphenyl-1,2-propadiene. Instead, 

the nucleophilic attack into the terminal carbon atom and one proton transfer step gives 

rise to the allylhydrazine product which is the minor product in the reaction of  

1,2-propadiene, and is not observed in the reaction of tetraphenyl-1,2-propadiene. For  

1,2-propadiene, the nucleophilic addition has very similar barriers for the attacks into both 

carbon atoms, allowing the formation of a hydrazone and allylhydrazine mixture. For the 

tetraphenyl-1,2-propadiene, the energy barrier is defined by the energy difference between 

the initial Werner complex and the transition state of the first proton transfer step.  The 

reaction initiated by the nucleophilic addition to the terminal carbon atom is faster but 

reversible, whereas the nucleophilic addition to the central carbon atom is slower but 

irreversible (from intermediate 6.4f). Thus, only the latter product (hydrazone) is formed. 

This result contrasts with the usual regioselectivity in the intermolecular hydroamination of 

allenes, in which the nucleophile only adds to the terminal carbon atom of the allene, like in 

Chapter 5 for the hydroamination reaction of allenes catalyzed by rhodium(I) complexes. 

 



 

 

Nothing can be more certain than this:  

that we are just beginning to learn something  

of the wonders of the world on which  

we live and move and have our being. 
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This chapter collects the study of the anti-Markovnikov hydroamination of alkenes catalyzed 

by the gold(I) [Au(P2)]+ complex (P2= PCy2(o-biphenyl); Cy=cyclohexyl) recently reported by 

Widenhoefer.162 The reaction mechanism and the effect of modifying the alkene and the 

ligand were evaluated. A manuscript summarizing these results is under preparation. 
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7.1 Introduction 

The hydroamination reaction of alkenes catalyzed by gold(I) complexes employing NHC 

ligands was analyzed in Chapter 6. However, no experimental reports of alkene 

hydroamination of alkenes catalyzed by NHC complexes have been reported yet. In contrast 

with the cases showed in previous chapter, Widenhoefer et al. showed that gold(I)-

phosphine complexes can catalyze hydroamination of ethylene and terminal alkenes.161 

Remarkably, the same authors have published that these gold(I)-phosphine complex can 

also catalyze the anti-Markovnikov hydroamination of alkylidenecyclopropanes with an 

urea-based N-nucleophile.162 This is the first example of gold-catalyzed anti-Markovnikov 

hydroamination. This reaction is summarized in Scheme 7.1. 

 

Scheme 7.1: Hydroamination reactions of ACP developed by Widenhoefer. 

This chapter is devoted to the computational study of the Au(I) catalyze anti-Markovnikov 

hydroamination of alkenes developed by Widenhoefer. The effect in the regioselectivity of 

modifying the alkene and the ligand of the catalyst is also addressed. 

7.2 Computational methods and models 

All calculations were carried out using Gaussian 09 program. Calculations were performed at 

DFT level by means of the M06 functional with and ultrafine grid option. The basis sets used 

were the 6-31G(d,p) for all the atoms, except for Au where the SDD (with an additional f 

orbital) along with the associated pseudopotential was employed. The structures were fully 

optimized in solution using SMD model with standard parameters and 1,4-dioxane as 

solvent (ε=2.2706). The nature of stationary points (minima and TS) was confirmed by 

frequency calculations. Connections between the transition states and the minima were 

checked by following the IRC and subsequent geometry optimization till the minima. Energy 

values given in the text correspond to Gibbs energies at 298K calculated including solvent 

effects. 

The energy decomposition analysis was performed using ADF program by means of the 

hybrid BP86-D3 functional. Those calculations were carried out in gas phase using TZ2P+ 

basis set for all atoms.  

Calculations have been performed taking the [Au(P2)]+ gold(I) complex without 

simplifications in the ligand (P2= PCy2(o-biphenyl); Cy=cyclohexyl). 1-benzyl-2-
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methylenecyclopropane has been employed as alkylidenecyclopropane (ACP) substrate in 

the analysis of the reaction mechanism. The reaction studied is depicted in Scheme 7.2.  

 

Scheme 7.2: Hydroamination reactions of ACP catalyzed by [Au(P2)]+ complex. 

Other different alkenes and gold(I) complexes ([Au(PMe3)]+ and [Au(sa)]+; Scheme 7.4) were 

also employed to study the nature of the substrate and the gold ligand. 1-methyl-

imidazolidin-2-one has been selected as N-nucleophile in all cases. The structures are 

named according the following procedure: 7x.y where x correspond to the point in the 

energy profile and y correspond to the Markovnikov (m) or anti-Markovnikov (a) isomer 

obtained (for example, 7.2a correspond to the second point for the reaction yielding the 

anti-Markovnikov isomer). 

7.3 Results and Discussion 

This chapter is divided in three main sections. The first one analyzes the operative 

mechanism for the hydroamination reaction of alkylidenecyclopropanes catalyzed by a 

gold(I) complex with a phosphine ligand using  1-methyl-imidazolidin-2-one as nucleophile. 

In the next sections the influence of nature of the substrate and the gold ligand are 

evaluated by analyzing the hydroamination reactions of eight different alkenes catalyzed by 

three different gold(I) catalysts including different ligands (P2, PMe3 and sa ligands, Schemes 

7.2 and 7.4).  

 7.3.1 Analysis of the reaction mechanism 

As discussed in the precedent chapter, the mechanism for the gold(I) catalyzed 

hydroamination of alkenes is generally described as an initial generation of a catalytically 

active gold-π complex from a gold-chloride precursor followed by the nucleophilic addition 

of the nucleophile into the carbon-carbon double bond activated by coordination to the 

gold center. Then takes place the proton migration from nitrogen to carbon atoms and 

finally a protodeauration of the alkenyl gold(I) intermediate to generate the final reaction 

product.234  

The complete energy profile for the hydroamination of an alkylidenecyclopropane (ACP) 

with a benzyl substituent (1-benzyl-2-methylenecyclopropane) with a urea-base  

N-nucleophile (1-methyl-imidazolidin-2-one) has been computed. For the mechanistic 

evaluation, the nucleophilic addition over both terminal and internal carbon atoms of the 
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ACP was analyzed. As we will see later, the regioselectivity of the reaction is defined in the 

nucleophilic addition step.  The proton migration has been already shown to be significantly 

favored by the presence of the counterion or the nucleophile itself.73 For the proton 

migration assisted by the nucleophile, the first step is the deprotonation of the nucleophile 

by protonating a second amine molecule. From the protonated amine, two different 

possibilities were evaluated (Scheme 7.3): the direct protonation of the carbon atom of the 

alkenyl moiety (intermolecular pathway, Figure 7.1 colors orange and green) or the 

protonation of the oxygen of the added urea-based nucleophile (intramolecular pathway 

Figure 7.1 colors blue and purple) before the protonation of the carbon atom of the alkenyl 

moiety. Both possibilities were evaluated for both Markovnikov and anti-Markovnikov 

processes. The Gibbs energy profiles of the four pathways analyzed are depicted in  

Figure 7.1.  

 

Scheme 7.3: Pathways analyzed for the protodeauration process. 

The first step of the hydroamination reaction of alkylidenecyclopropanes is the nucleophilic 

addition of the amine into the coordinated alkene. The Gibbs energy barriers for the 

nucleophilic addition step into terminal and internal carbon atoms of alkene (TS7.1_7.2a 

and TS7.1_7.2m) are 21.0 and 21.7 kcal/mol, respectively. The adducts formed after the 

Markovnikov and anti-Markovnikov nucleophilic addition (7.2m and 7.2a) were located at 

13.5 and 20.2 kcal/mol, respectively. As it can be appreciated in Figure 7.1, the nucleophilic 

addition is the rate determining step of the process. The energy difference (Δ∆G‡) between 

anti-Markovnikov and Markovnikov pathways is 0.7 kcal/mol in favor of the anti-

Markovnikov isomer, agreement with the experimental observation. However, our 

calculations predict a 1:3 Markovnikov/anti-Markovnikov product ratio but the Markovnikov 

isomer is not observed experimentally.  

The deprotonation of the amine by protonating the oxygen of a second amine molecule 

takes place from the adduct product formed in the nucleophilic addition. Thus, it is 

necessary to bring together the adduct product and the second amine forming intermediate 
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7.3 which in an exergonic process (6.9 kcal/mol for the anti-Markovnikov version; 7.3a and  

9 kcal/mol for Markovnikov one; 7.3m). The subsequent deprotonation transition state for 

the anti-Markovnikov pathway (TS7.3a_7.4a) is located at 18.5 kcal/mol whereas for the 

Markovnikov pathway (TS7.3m_7.4m) it could not be found due to the flatness of the 

transition state. The intermediate with the second amine protonated (7.4) is much more 

stable for the Markovnikov pathway than for the anti-Markovnikov one (3.6 and 18.2 

kcal/mol respectively).  

 

 

Figure 7.1: Mechanistic study of hydroamination of 1-benzyl-2-methylenecyclopropane with 

1-methyl-imidazolidin-2-one catalyzed by a gold(I) complex with a phosphine ligand (P2).  
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From this intermediate (7.4) it happens the protonation of the carbon atom of the alkenyl 

moiety. As mentioned before, two different pathways were evaluated (Scheme 7.3): the 

direct protonation of the carbon atom of the alkenyl moiety (intermolecular pathway) and 

the protonation of the oxygen of the added urea-based nucleophile before the protonation 

of the carbon atom of the alkenyl moiety (intramolecular pathway).  

For the direct protonation it is necessary to move the second amine close to the carbon 

atom yielding intermediate 7.5 whereas for the intramolecular pathway the second amine 

has to be placed close to the added amine giving rise to intermediate 7.7. These three 

intermediates (7.4, 7.5 and 7.7) have formally the same structure but exhibit different 

interaction energies due to the second amine is placed at different positions.  

 

Figure 7.2: Optimized structures of transition states of direct protonation of carbon 

(TS7.5a_7.6a) and protonation of carbon through intramolecular pathway (TS7.9a_7.10a) 

for the anti-Markovnikov version. Relative Gibbs energy values are given under each 

structure in kcal/mol.  

For the anti-Markovnikov addition, the transition state for the direct protonation of the 

carbon atom (TS7.5a_7.6a) lies at 22.8 kcal/mol whereas the transition state for the 

protonation of the carbon atom through the migration to the oxygen of the added 

nucleophile (TS7.9a_7.10a, intramolecular pathway) only requires 11.6 kcal/mol. The 

transition states for the direct protonation of carbon and the protonation of carbon through 

intramolecular pathway (from the protonated added amine) are depicted in Figure 7.2. For 

the Markovnikov addition, however, the results show the opposite tendency; the barrier for 

TS7.5a_7.6a:

Intermolecular pathway
(direct protonation)

TS7.9a_7.10a: 

Intramolecular pathway
(through protonation of  oxigen of added

nucleohile)

22.8 11.6

1.176

1.509
1.353

1.302
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the direct pathway is lower since the transition state of the direct carbon protonation 

(TS7.5m_7.6m) lies at 17.3 kcal/mol whereas that going through the added nucleophile 

(TS7.9m_7.10m) is found at 23.5 kcal/mol.  

According with this results the protonation of the carbon atom in the anti-Markovnikov 

isomer requires 11.6 kcal/mol (intramolecular pathway, TS7.9a_7.10a) whereas the 

transition state for the protonation of the carbon atom for the Markovnikov isomer lies at 

17.3 kcal/mol (intermolecular pathway, TS7.5m_7.6m). As it can be appreciated in Figure 

7.1, for both the anti-Markovnikov and Markovnikov additions, the energy barriers for the 

protonation of the carbon atom are lower than those for the nucleophilic addition, so the 

highest point of the energy profiles correspond to the nucleophilic addition step 

(TS7.1_7.2a; 2.1.0 kcal/mol and  TS7.1_7.2m; 21.7 kcal/mol, respectively).  

The nucleophilic addition of the amine to the ring of the ACP substrate which also includes 

the ring-opening process was also analyzed. The transition states for the nucleophilic 

addition to the carbons of cyclopropane (the one containing the benzyl group and the 

contiguous) were located at 39.8 and 38.4 kcal/mol respectively, clearly higher than the 

addition over both carbons of the alkene. Our calculations do not explain the formation of 

the competing side reaction products involving the ring opening (Scheme 7.1). For the 

hydroamination of 1-benzyl-2-methylenecyclopropane a 25:1 product ratio is obtained 

experimentally.  

During the course of this study, a manuscript studying the hydroamination of 

alkylidenecyclopropanes (ACP) was published.272 In this manuscript, Wang et al. reported 

the mechanistic evaluation of Markovnikov and anti-Markovnikov hydroamination of 1-

phenyl-2-methylenecyclopropane. They also included the study of the side-reaction 

products involving the opening of the cyclopropane ring obtained experimentally (Scheme 

7.1). They demonstrate that the ring opening always takes place by the sp3 C-sp3 C bond and 

then takes place the nucleophilic attack of the urea-based N-nucleophile. The barrier energy 

for the formation of the ring-opening products is 0.3 kcal/mol higher in energy than the 

formation of the anti-Markovnikov product in very agreement with the 2.5:1 product ratio 

obtained experimentally for the hydroamination of 1-phenyl-2-methylenecyclopropane.  

Overall, the most favored pathway gives the anti-Markovnikov addition, with the urea-

based nucleophile playing a dual role in the proton migration step. This implies that the 

nucleophile, for its assisting role, has to be basic enough to take the proton from the added 

nucleophile, and acid enough to give it back to either the C atom (direct protonation) or the 

O of the added nucleophile (intramolecular pathway) to generate the final product. The 

participation of the nucleophile allowing the intramolecular pathway may be related to the 

fact that this type of nucleophiles is more active upon hydroamination than other secondary 

amines, such as the ones studied in previous chapters.   
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7.3.2 Effect of modifying the alkene 

The nucleophilic addition is the rate determining step, thus, the difference in the energy 

barriers for both pathways should correspond with the regioselectivity. This section is 

devoted to analyze how nature of the alkene affects the regioselectivity. To this aim, the 

nucleophilic addition for both Markovnikov and anti-Markovnikov pathways was computed 

for a set of eight alkenes. Five different alkenes studied experimentally by Widenhoefer 

were analyzed: ethylene (entry 1), styrene (entry 5), isobutene (entry 7),  1-benzyl-2-

methylenecyclopropane (entry 6), and methylenecyclobutene (MCB) (entry 8). 161,162  For 

styrene (entry 5), isobutene (entry 7) and methylenecyclobutene (MCB) (entry 8) the 

Markovnikov isomer is the major one and only for 1-benzyl-2-methylenecyclopropane (entry 

6) the anti-Markovnikov regioselectivity is preferred. Unfortunately, reaction of  ethylene 

(entry 1), styrene (entry 5) and isobutene (entry 7) were carried out experimentally using a 

different catalyst, and no experiments with [Au(P2)]+ catalyst are available for direct 

comparison. 

Additionally, a series of alkenes including substituents that modify the backbonding capacity 

of the terminal alkene have been analyzed, CF3 was used as electrowithdrawing group and 

Me as donating group. In this line three alkene were studied: the alkene including one CF3 

group (entry 3), two CF3 groups (entry 2) and one CF3 and one methyl group (entry 4). The 

energy barriers for Markovnikov and anti-Markovnikov addition as well as the energy 

differences for the series of alkenes considered are collected in Table 7.1. 

As previously showed in Section 7.3.1, the energy difference between Markovnikov and 

anti-Markovnikov addition for ACP (entry 6) is 0.7 kcal/mol in favor of the anti-Markovnikov 

adduct.  Following the available experimental data, the MCB was also evaluated. For the 

MCB reactant (entry 8) calculations give an energy difference of -7.3 kcal/mol in favor of the 

Markovnikov product, in agreement with experiments, where the anti-Markovnikov product 

is not observed.  

As mentioned before, a series of alkenes including substituents that modify the 

backbonding capacity of the terminal alkene have been analyzed. When isobutene was used 

as reactant, where both substituents are donating groups (entry 7), the energy difference is 

7.0 in favor of the Markovnikov product, in agreement with experimental data. When one 

substituent is CF3 (entry 3) the difference of the energy barrier for the Markovnikov and 

anti-Markovnikov addition is 8.4 kcal/mol in favor of the anti-Markovnikov version. When 

both substituents are CF3 (entry 2), the regioselectivity was even much more pronounced 

with an energy difference of 15.1 kcal/mol. For the case where one of the substituents is an 

electrowithdrawing group and the other a donating group (entry 4), regioselectivity 

decreases respect having only one electrowithdrawing group since the energy difference is 

7.4 kcal/mol.  Styrene was also analyzed (entry 5) and the difference energy obtained was 

2.0 kcal/mol therefore according with our results, the anti-Markovnikov isomer should be 



Chapter 7 

142 
 

obtained. As mentioned before, styrene hydroamination have been experimentally 

performed with a slightly different gold(I) complex ((L)AuCl catalyst; L=2-di-tert-

butylphosphino-1,1′-binaphthyl) obtaining the exclusively the Markovnikov isomer.161  

Table 7.1: Gibbs energy barriers (Markovnikov, ∆GM
‡ and anti-Markovnikov, ∆GaM

‡) for the 

anti nucleophilic attack catalyzed by [Au(P2)]+ and geometrical parameters for their initial 

intermediates (π-coordinated alkenes).  

Entry Substrate ∆GM
‡ ∆GaM

‡ ∆∆G‡ 
d1 

(Rh-Ct) 
d2 

(Rh-Ci) 
d3 

(Ct-Ci) 
∆ d1-d2 

1 

 

15.4 - 2.306 2.308 1.364 0.004 -0.002 

2 

 

23.2 8.1 15.1 2.302 2.295 1.367 0.010 0.007 

3 

 

19.0 10.6 8.4 2.297 2.299 1.365 0.003 -0.002 

4 

 

23.5 16.1 7.4 2.272 2.377 1.369 0.178 -0.105 

5 

 

21.4 19.4 2.0 2.259 2.413 1.375 0.261 -0.154 

6 

 

21.7 21.0 0.7 2.276 2.395 1.358 0.205 -0.119 

7 

 

20.4 27.4 -7.0 2.249 2.506 1.376 0.444 -0.257 

8 

 

20.0 27.3 -7.3 2.246 2.502 1.366 0.445 -0.256 

As discussed in Chapter 4 (Section 4.3.3), the activation of an olefin ligand by a metal center 

toward the nucleophilic addition was qualitatively analyzed by Eisenstein and Hoffman in 

the 80s.75,76 They realized that the activation of an olefin takes place by an η2 to η1 slippage 

and is also relate with the shape of the LUMO. Distortion of the ideal position (from 

symmetric olefin where the distance between metal and both carbons of the alkene is the 

same) drives the activation of the olefin. This idea was applied in section 4.3.3 for rhodium 

complexes.  

In Figure 7.3 is represented the difference between ∆G‡ for the Markovnikov and anti-

Markovnikov addition against the difference between both carbons of the alkene and the 
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metal center (d1-d2). All the distances are collected in Table 7.1. There is a very good 

correlation between both parameters, similarly to what happens for hydroamination of 

alkenes catalyzed by [Rh(DPEphos)] complex (Section 4.3.3).   

  

Figure 7.3: Representation of difference in Gibbs energy between Markovnikov and anti-

Markovnikov addition barriers (∆∆G‡) against difference in distance of both carbon atoms of 

alkene and the metal center (d1-d2 parameter). Numbers corresponds with entries in  

Table 7.1. 

Note that a kinetic parameter (∆∆G‡) can be correlated to a magnitude that can be obtained 

by knowing the coordination mode of the alkene to the catalyst (an intermediate, that 

corresponds to a minima of the potential energy surface). This open the door to estimate 

regioselectivity by measuring geometrical parameters of reactants.  

The results summarized in Table 7.1 showed that modifying the alkene substituents of the 

alkene also modifies the Gibbs energy barriers for the Markovnikov and anti-Markovnikov 

additions and their energy difference (∆∆G‡). To further analyze the regioselectivity the 

backdonation for the gold to the antibonding orbital of the alkene was estimated from the 

orbital term of an EDA. Figure 7.4 shows the representation of the backdonation versus the 

barrier Gibbs energy of the Markovnikov and anti-Markovnikov nucleophilic additions.  
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Figure 7.4: Representation of backdonation versus relative Gibbs energy of Markovnikov 

(red squares) and anti-Markovnikov (black line) addition. Numbers corresponds with entries 

in Table 7.1. 

Our results indicate that the backdonation from the metal to the alkene increases (more 

negative values) by increasing the capacity of the alkene for accepting metal electron 

donation including electrowithdrawing substituents. In Figure 7.4 can be appreciated that 

there is a linear relationship between the magnitude of the backdonation and the barrier for 

anti-Markovnikov addition: the higher the capacity of the alkene for accepting metal 

electron donation (including electrowithdrawing substituents), the higher backdonation 

from the metal (more negative values) and the lower the anti-Markovnikov energy barrier. 

Such relationship is not observed for the Markovnikov addition; in this case the energy 

barriers are kept in a much narrower range, between 19 and 24 kcal/mol with a non-clear 

trend. At a backdonation strength of about 13 kcal/mol regioselectivity is reversed.  

7.3.3 Effect of modifying the ligand 

The effect of modifying the ligand of the catalyst was also computationally evaluated. The 

nucleophilic addition of eight different alkenes was studied by using as catalyst a gold(I) 

complex with two additional ligands: the trimethylphosphine (PMe3) which is a stronger 

electron-donor phosphine than P2-phosphine and an abnormal N-heterocyclic carbene (sa), 

which is also a more electron-donating ligand. Such reactions are summarized in  

Scheme 7.4. 
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Scheme 7.4: Hydroamination reactions studied in this section. 

The trimethylphosphine (PMe3) was selected as ligand because is one of the better electron-

donating phosphine ligands. Following the tendency found in previous section (Figure 7.4, 

higher backdonation implies a lower anti-Markovnikov barrier), it was expected that the use 

of this ligand should improve the regioselectivity for the anti-Markovnikov product 

compared to the P2 ligand. The Gibbs energy barriers for both Markovnikov and anti-

Markovnikov additions obtained as well as the difference energies are collected in  

Table 7.2. Comparing data in Table 7.2 (PMe3 ligand) with Table 7.1 (P2 ligand), it can be 

observed that, the Gibbs energy barrier for both Markovnikov and anti-Markovnikov 

nucleophilic additions generally decreases when changing the P2 ligand for the 

trimethylphosphine ligand (PMe3). Nevertheless, even though anti-Markovnikov barrier 

have been decreased with PMe3 catalyst, in all cases the reduction of the Markovnikov 

barriers is higher than for the anti-Markovnikov addition. As consequence,  

anti-Markovnikov hydroamination is not enhanced with this ligand, in contrast the opposite 

tendency is found.  

For the alkene including two electrowithdrawing groups (entry 2), the anti-Markovnikov 

addition is preferred by 12.4 kcal/mol using the PMe3 ligand while such energy difference 

for P2 ligand is 15.1 kcal/mol. For the case where one of the substituents is an 

electrowithdrawing group and the other a donating group (entry 4), the energy difference is 

2.9 kcal/mol (such difference when using the P2 ligand was 7.4 kcal/mol).  For styrene as 

reactant (entry 5), the Markovnikov addition was preferred by 1.4 kcal/mol when using the 

trimethylphosphine, whereas for the P2 ligand the anti-Markovnikov addition was preferred 

by 2.0 kcal/mol. The same behavior was found for the reaction of ACP where the anti-

Markovnikov regioselectivity is observed for P2 ligand whereas the other regioisomer is 

favored for the PMe3 ligand (the energy difference is 0.7 and - 1.9 kcal/mol respectively). 

Isobutene and MCB (entries 7 and 8) show lower Gibbs barrier for the Markovnikov 

additions.  
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Table 7.2: Gibbs energy barriers (Markovnikov, ∆GM
‡ and anti-Markovnikov, ∆GaM

‡) for the 

anti nucleophilic attack catalyzed by [Au(PMe3)]+, and the corresponding geometrical 

parameters for their initial intermediates calculated for each alkene.
 

Entry Substrate ∆GM
‡ ∆GaM

‡ ∆∆G‡ 
d1 

(Rh-Ct) 
d2 

(Rh-Ci) 
d3 

(Ct-Ci) 
∆ d1-d2 

1 

 

14.4 - 2.318 2.317 1.363 
-

0.0011 
0.001 

2 

 

18.4 6 12.4 2.355 2.309 1.364 
-

0.0794 
0.046 

3 

 

16.3 8.7 7.6 2.337 2.315 1.361 
-

0.0384 
0.022 

4 

 

17.7 14.8 2.9 2.303 2.383 1.367 0.1370 -0.080 

5 

 

17.1 18.5 -1.4 2.272 2.424 1.375 0.2597 -0.152 

6 

 

19.9 21.8 -1.9 2.275 2.405 1.358 0.2245 -0.130 

7 

 

19.2 27.4 -8.2 2.253 2.483 1.376 0.3953 -0.230 

8 

 

16.9 24.8 -7.9 2.257 2.509 1.366 0.4407 -0.252 

The hydroamination reaction of alkenes was also analyzed by using the catalyst with the 

best performance of the three studied in the previous chapter: the abnormal-NHC ligand 

(Scheme 7.4). The Gibbs energies for both Markovnikov and anti-Markovnikov nucleophilic 

additions for the hydroamination reaction of the same eight alkenes as well as the energy 

differences between both pathways are gathered in Table 7.3.  
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Table 7.3: Gibbs energy barriers (Markovnikov, ∆GM
‡ and anti-Markovnikov, ∆GaM

‡) for the 

anti nucleophilic attack catalyzed by [Au(sa)]+, and the corresponding geometrical 

parameters for their initial intermediates calculated for each alkene. 

Entry Substrate ∆GM
‡ ∆GaM

‡ ∆∆G‡ 
d1 

(Rh-Ct) 
d2 

(Rh-Ci) 
d3 

(Ct-Ci) 
∆ d1-d2 

1 

 

16.9 - 2.282 2.288 1.365 0.009 -0.006 

2 

 

21 5.6 15.4 2.303 2.266 1.368 -0.063 0.037 

3 

 

18.4 11 7.4 2.296 2.276 1.364 -0.034 0.020 

4 

 

21.1 15.4 5.7 2.278 2.346 1.369 0.115 -0.068 

5 

 

19.9 21.7 -1.8 2.262 2.353 1.376 0.154 -0.091 

6 

 

19.4 20.8 -1.4 2.247 2.336 1.36 0.150 -0.089 

7 

 

20.5 27.7 -7.2 2.243 2.425 1.377 0.309 -0.182 

8 

 

19.4 27 -7.6 2.236 2.441 1.367 0.350 -0.205 

The Gibbs energy differences obtained using the abnormal NHC ligand are quite similar of 

that obtained for the P2 ligand. However, the regioselectivity is reversed in favor of the 

Markovnikov isomer for entries 5 and 6. The anti-Markovnikov regioselectivity is observed 

for those reactants including an electrowithdrawing CF3 group (entries 2, 3 and 4) with an 

energy difference of 15.4, 7.4 and 5.7 kcal/mol respectively. Such energy differences for the 

case of using the P2 ligand are 15.1, 8.4 and 7.4 kcal/mol, respectively. For the reaction of 

styrene and ACP the Markovnikov addition is preferred by 1.8 and 1.4 kcal/mol, respectively 

(entries 5 and 6); for the P2 ligand the anti-Markovnikov regioselectivity was preferred by 

2.0 and 0.7 kcal/mol respectively.  When the reactant is isobutene or MCB (entries 7 and 8) 

the Markovnikov addition is preferred using both sa and P2 ligands (energy differences are 

7.2 and 7.6 for sa ligand and 7.0 and 7.3 for P2 ligand, respectively).  
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Overall, calculations indicate that the anti-Markovnikov regioselectivity is lower using the 

trimethylphosphine ligand (PMe3) or the abnormal NHC ligand (sa) than for P2 ligand.  

  

Figure 7.5: Representation of difference in energy between Markovnikov and anti-

Markovnikov addition (∆∆G‡) against difference in distance of both carbon atoms of alkene 

and the metal center (d1-d2 parameter) for hydroamination of alkenes catalyzed by 

[Au(PMe3)]+ and [Au(sa)]+. 

In order to prove that the regioselectivity can be also related with the coordination mode of 

the alkene when these two ligands was used (PMe3 and sa), the difference of distances 

between both carbon atoms of alkene and the metal center (d1-d2)  was plotted versus the 

energy difference of Markovnikov and anti-Markovnikov additions (∆∆G‡). Such 

representations are depicted in Figure 7.5. A very good correlations were found for the 

reactions catalyzed by the gold(I) complex with both PMe3 and sa ligands. 
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7.3 Conclusions 

The mechanism of the hydroamination reaction of ACP with a urea-based amine catalyzed 

by a gold(I) complex with a phosphine P2 ligand was analyzed by means of DFT calculations. 

The general mechanism is described as an alkene activation mechanism. The first step is the 

coordination of the alkene to the metal center with a subsequent nucleophilic addition of 

the amine into the activated alkene. This step is the rate determining step for both 

Markovnikov and anti-Markovnikov reactions. Then it takes place the metal center 

protonation assisted by a second amine molecule. The protonation can occurs directly from 

the second amine or through the previous protonation of the added amine.  

The reaction mechanism was studied with 1-benzyl-2-methylenecyclopropane for both 

Markovnikov and anti-Markovnikov additions being the anti-Markovnikov the one that 

requires less energy. The effect of modifying the backdonation character of the alkene was 

analyzed and it was found that the energy barrier for the anti-Markovnikov addition 

decreases when the capacity of the alkene for accepting metal electron donation increases. 

The difference of the Markovnikov and anti-Markovnikov barriers was plotted versus a 

geometrical parameters that measures the degree of slippage of the alkene in the π-

coordinated intermediate and a good correlation between both parameters was found. 

The effect of modifying the ligand of the catalyst was also analyzed. In this line, two 

different ligands were also analyzed: the trimethylphosphine (PMe3) because is one of the 

better electron-donating phosphine ligands and the sa abnormal N-heterocyclic carbene 

since, of the three studied in the previous chapter, is the one providing the better results. In 

both cases anti-Markovnikov regioselectivity was reduced with respect to the P2 ligand.  

  





 

 

Everything is theoretically 

impossible, until it is done.  

Robert A. Heinlein 
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This chapter is devoted to present a general overview of concluding remarks as well as a 

comparison between different studies included in this dissertation.  
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The main goal of this thesis is to acquire a deeper knowledge on the intermolecular 

hydroamination reaction by means of DFT calculations. As mentioned in the introduction, 

there are some challenges about the hydroamination reaction yet to be undertaken, such us 

the use of unactivated olefins and small N-nucleophile reagents, like hydrazine or ammonia, 

the control of the regioselectivity, especially the anti-Markovnikov addition, and the control 

of the enantioselectivity.   

As is remarked in the objectives section (Chapter 3), all the particular reactions studied in 

this thesis are focused to analyze several of the abovementioned challenges of the 

hydroamination reactions. In this line the concrete selected reaction for the computational 

analysis of their reaction mechanisms are the following: 

 In Chapter 4 the intermolecular anti-Markovnikov hydroamination reaction of 

styrene catalyzed by a cationic rhodium(I) complex has been studied, as an example 

of regioselectivity.  

 Chapter 5 is devoted to analyze the enantioselective hydroamination reaction of 

allenes catalyzed by a cationic rhodium (I) complex.  

 In Chapter 6 the hydroamination reaction of alkynes, alkenes and allenes catalyzed 

by a cationic gold(I) is studied. The importance of this chapter is the study of use 

hydrazine as amine, as an important case for the use of small N-nucleophile 

molecules.  

 Chapter 7 is focused to analyzed the hydroamination reaction of alkenes catalyzed 

by gold(I) complexes as another example of anti-Markovnikov regioselectivity of 

alkenes.  

The specific conclusions of each study have been described in the corresponding section. 

Herein, a general overview of concluding remarks as well as a comparison between different 

studies is presented.  

The general mechanism for hydroamination reaction catalyzed by rhodium and gold 

complexes is an electrophile activation mechanism which involves the initial coordination of 

the electrophile molecule as a π-complex and the nucleophilic attack of amine into the 

coordinated carbon-carbon multiple bond. The main difference between rhodium and gold  

catalyst remains in the subsequent proton transfer. For the rhodium-catalyzed 

hydroamination this proton transfer takes places by a protonation of the metal center and a 

reductive elimination steps. For the hydroamination reaction catalyzed by gold complexes, 

the proton transfer takes place assisted by a second nucleophile molecule through an 

intermediate which involves the protonated amine.   

This nature of the operative mechanism can be the reason, or at least one of the main 

reasons why the hydroamination reaction of alkenes catalyzed by gold complexes does not 

work with secondary amines (reaction studied in Chapter 6). This reaction requires an amine 

basic enough to accept the proton of the added amine and acid enough to be able to 
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protonate the carbon of the aminoalkyl complex during the proton transfer step, such as the 

urea-based N-nucleophile used in Chapter 7. On the contrary, hydroamination of alkenes 

catalyzed by rhodium complexes can take place with secondary amines because the proton 

transfer step goes through protonation of the metal center (see Chapter 4).   

Regarding the analysis of the anti-Markovnikov regioselectivity in the hydroamination of 

alkenes, for all the reactions studied in this thesis, catalyzed by both rhodium and gold 

complexes (studied in Chapter 4 and 7 respectively), the regioselectivity can be related with 

structural parameters related with the degree of slippage in the intermediate involving the 

electrophile molecule coordinated to the metal center. Our studies also showed that the 

presence of electrodonating or electrowithdrawing groups in the alkene molecule can 

modify the ratio of both regioisomers (they can even reverse the regioselectivity observed). 

The origin of the regioselectivity was found not to be driven by the charges but the shape of 

the LUMO orbital. 

The regioselectivity in allenes has also been analyzed. It was found that the nucleophilic 

addition of the amine is also orbitally driven. They give that the nucleophilic attack over the 

internal carbon atom of allenes coordinated to rhodium complexes is the most stable one, 

as the most of cases found in literature. Instead the nucleophilic addition into allenes 

catalyzed by [Au(CAAC)]+ complex follows a different behavior,  the addition over the 

central carbon is the most favorable one.  

Regarding the study of the enantioselectivity, it was found that for the case studied in 

Chapter 5, the conformational change associated to locate the amine (after the anti 

nucleophilic addition) close to the metal center is the rate determining step for the process. 

Very subtle interactions between the catalyst and the allene are responsible for the enantio-

differentiation.  

Overall, we can conclude that the results presented in this thesis prove that use of 

computational methods, specifically the DFT calculations, is a very useful tool for the study 

of reaction mechanisms of homogeneous catalytic reactions, allowing us to find the most 

plausible mechanisms and to explore other aspect such as the origin of the regioselectivity 

or the enantioselectivity.  



 

 

Books are the carriers of civilization. 

Without books, history is silent,  

literature dumb, science crippled,  

thought and speculation at a standstill.  

Barbara Tuchman 
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