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Resumen. El teorema de equidistribución de Bilu establece que, dada
una sucesión estricta de puntos en el toro algebraico N -dimensional cu-
ya altura de Weil tiende a cero, las órbitas de Galois de los puntos se
equidistribuyen con respecto a la medida de Haar de probabilidad del
policírculo unidad. Para el caso unidimensional, versiones cuantitativas
de este resultado fueron obtenidas independientemente por Petsche y
por Favre y Rivera-Letelier.

Se presenta en esta tesis una versión cuantitativa del resultado de
Bilu para el caso de dimensión cualquiera. Dado un punto en el toro al-
gebraico de dimensión N de altura de Weil menor que 1, se proporciona
una cota para la integral de una determinada función test en P1(C)N
con respecto a la medida signada definida como la diferencia de la me-
dida discreta de probabilidad asociada a la órbita de Galois del punto
y la medida de probabilidad soportada en el policírculo unidad, donde
coincide con la medida de Haar normalizada. Esta cota está dada en tér-
minos de una constante que depende únicamente de la función test, de
la altura de Weil del punto, y de una noción que generaliza a dimensión
superior el grado de un número algebraico.

Para la demostración de este resultado se utiliza el análisis de Fou-
rier para la descomposición del problema y, a través de proyecciones, se
reduce al caso unidimensional donde aplicamos la versión cuantitativa
de Favre y Rivera-Letelier.

Resum. El teorema d’equidistribució de Bilu estableix que, donat una
successió de punts en el tor algebraic N -dimensional amb altura de Weil
que tendeix cap a zero, les òrbites de Galois dels punts es equidistri-
bueixen respecte de la mesura de Haar de probabilitat del policercle
unitat. Per al cas unidimensional, versions quantitatives d’aquest re-
sultat van ser obtingudes independentment per Petsche, i per Favre i
Rivera-Letelier.

Es presenta en aquesta tesi una versió quantitativa del resultat de
Bilu per al cas de dimensió qualsevol. Donat un punt en el tor algebraic
de dimensió N d’altura de Weil més petita que 1, es proporciona una
fita per a l’integral d’una determinada funció test en P1(C)N respecte
de la mesura signada definida com la diferència de la mesura discreta de
probabilitat associada a l’òrbita de Galois del punt i la mesura de pro-
babilitat suportada en el policercle unitat, on coincideix amb la mesura
de Haar normalitzada. Aquesta fita ve donada en termes d’una constant
que depèn únicament de la funció test, de l’altura de Weil del punt, i
d’una noció que generalitza a dimensió superior el grau d’un nombre
algebraic.

Per a la demostració d’aquest resultat s’utilitza l’anàlisi de Fourier
per la descomposició del problema i, mitjançant projeccions, es redu-
eix al cas unidimensional on apliquem la versió quantitativa de Favre i
Rivera-Letelier.
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Abstract. Bilu’s equidistribution theorem establishes that, given a
strict sequence of points on the N -dimensional algebraic torus whose
Weil height tends to zero, the Galois orbits of the points are equidis-
tributed with respect to the Haar probability measure of the unit poly-
circle. For the case of dimension one, quantitative versions of this re-
sult were independently obtained by Petsche and by Favre and Rivera-
Letelier.

We present in this thesis a quantitative version of Bilu’s result for
the case of any dimension. Given a point on the algebraic torus of
dimensionN andWeil height less than 1, we give a bound for the integral
of a suitable test function on P1(C)N with respect to the signed measure
defined as the difference of the discrete probability measure associated to
the Galois orbit of the point and the probability measure supported on
the unit polycircle, where it coincides with the normalized Haar measure.
This bound is given in terms of a constant depending only on the test
function, the Weil height of the point, and a notion that generalizes to
higher dimension the degree of an algebraic number.

For the proof of this result we use Fourier analysis techniques to
decompose the problem and we reduce it, via projections, to the one-
dimensional case where we apply the quantitative version by Favre and
Rivera-Letelier.
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Introduction

1. Historical context of the equidistribution problem

The distribution of the roots of a polynomial and, more generally, the
distribution of the solutions of a system of N polynomial equations in N vari-
ables with rational coefficients have been studied by several authors through
techniques that involve deep mathematical results.

Let us consider some examples in the one-dimensional case to get some
intuition on the problem. For a given non-zero rational number a, consider
the polynomials xk − a, with k ≥ 1. The roots of these polynomials are
uniformly distributed in the circle of radius a

1
k and, as k tends to infinity,

they tend to the equidistribution on the unit circle. In contrast, if consider
the family of polynomials (x − 1)k, with k ≥ 1, we observe that they have
a unique root at 1 of multiplicity k. The most obvious difference between
these two families of polynomials is the growth of their coefficients with
respect to their degree. Indeed, for the second family the coefficients grow
exponentially with the degree, whereas for the first one they do not grow at
all. We will soon see that the size of the coefficients of the polynomials in
these families play a key role on the limit distribution of their roots.

Another interesting example where this asymptotic behavior can be ob-
served is the following. For every k ≥ 1, consider a polynomial fk of degree
k and coefficients in {−1, 0, 1}. By computing their roots and plotting them
in the complex plane, one may verify experimentally that they tend to the
equidistribution on the unit circle as k tends to infinity. The figure below
shows a plot of the roots of two polynomials of respective degrees 40 and
200, for a random choice of coefficients in {−1, 0, 1}.

(a) f40(x) = 0 (b) f200(x) = 0

ix



x INTRODUCTION

A significant result justifying this phenomenon and its analogue for the
N -dimensional case is due to Bilu [Bil97]. It establishes the uniform distri-
bution of Galois orbits of points of small Weil height in the algebraic torus
towards the unit polycircle in terms of weak convergence of probability mea-
sures. In fact, we will see that its consequences go beyond the study of the
distribution of the roots of polynomials. Before stating the theorem let us
introduce some notation.

Fix an algebraic closure Q of the field of rational numbers together with
an embedding Q ↪→ C. By C× and Q× we denote the multiplicative groups of
C and Q, respectively. Let T ⊂ (C×)N be a finite set, the discrete probability
measure on (C×)N associated to the set T is given by

µT =
1

#T

∑
α∈T

δα,

where #T denotes the cardinality of the set T and δα is the delta Dirac
measure on (C×)N supported on α. The Galois orbit of an element in (Q×)N

is the orbit of the element under the action of the absolute Galois group
Gal(Q/Q). The unit polycircle (S1)N is the set of points (z1, . . . , zN ) in
CN such that |z1| = . . . = |zN | = 1, it is a compact subgroup of (C×)N .
We will denote by λ(S1)N the probability measure on (C×)N supported on
(S1)N , where it coincides with the normalized Haar measure. A sequence
{µk} of probability measures on (C×)N converges weakly to a probability
measure µ on (C×)N if, for every compactly supported continuous function
f : (C×)N → R, we have

lim
k→∞

∫
(C×)N

fdµk =

∫
(C×)N

fdµ.

A sequence of finite sets {Tk} in (C×)N is equidistributed with respect to a
probability measure µ if the discrete probability measures associated to the
sets Tk converge weakly to µ.

Let ξ ∈ Q× and fξ ∈ Z[x] the minimal polynomial of ξ over Z, i.e.: the
polynomial with coprime integer coefficients vanishing at ξ of least degree.
Then the degree of ξ over Q, denoted by deg(ξ), is defined as the degree of
its minimal polynomial and its Weil height as

h(ξ) =
m(fξ)

deg(ξ)
,

where m(fξ) is the (logarithmic) Mahler measure of the polynomial fξ,

m(fξ) =
1

2π

∫ 2π

0
log |fξ(eiθ)|dθ.

The definition of Weil height is extended to (Q×)N as follows:

h(ξ) = h(ξ1) + . . .+ h(ξN ) for every ξ = (ξ1, . . . , ξN ).
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A sequence {ξk} in (Q×)N is strict if, for every proper algebraic subgroup
Y ⊂ (Q×)N , the cardinality of the set {k : ξk ∈ Y } is finite.

Theorem ([Bil97], Theorem 1.1). Let {ξk} be a strict sequence in
(Q×)N such that limk→∞ h(ξk) = 0. Then the Galois orbits of ξk are equidis-
tributed with respect to λ(S1)N .

As it was mentioned above, this result gives a satisfactory answer for the
distribution of the roots of polynomials with rational coefficients. Indeed,
for the one-dimensional case the theorem may be reformulated as follows.
Let {fk} be a sequence of irreducible polynomials in Q[x]. Assume that
no cyclotomic polynomial is repeated an infinite number of times, and that
m(fk) ∈ o(deg(fk)). Then the roots of the polynomials fk are equidistributed
with respect to λS1 .

Observe that, for the first and last families of examples stated above
the Mahler measures are m(xk − a) = log+ |a| ∈ o(k), where log+ x =
max{0, log x}, and m(fk) ≤ log(1 + k) ∈ o(k). Hence, we can deduce the
equidistribution of the roots towards the unit circle.

Other results can be found in the literature regarding the study of the dis-
tribution of roots of polynomials. Among them, there is a classical result due
to Erdös and Turán [ET50] where the distribution of the arguments of the
roots of polynomials with complex coefficients is proved under the assump-
tion that the middle coefficients are not too big with respect to the extremal
ones. This, together with the work of Hughes and Nikeghbali [HN08], pro-
vides a proof for the uniform distribution of the roots of these polynomials
on the unit circle. The generalization to the multivariate case is given in
[DGS14].

Bilu’s equidistribution theorem belongs to a family of results concerning
the distribution of Galois orbits of points of small height on algebraic vari-
eties, a problem that has assumed a significant role over the last twenty years
in Diophantine and Arithmetic Geometry. This result was inspired on a pre-
vious work of Szpiro, Ullmo and Zhang [SUZ97], where an equidistribution
result for small points on Abelian varieties is stated. For every symmetric
and ample line bundle L on an Abelian variety A we can define a height func-
tion on its algebraic points ĥL : A(Q) → R+, called the Néron-Tate height
associated to L. A sequence in A(Q) is generic if every proper subvariety of
A contains finitely many elements of the sequence. In [SUZ97], the authors
prove that for every generic sequence in A(Q) whose Néron-Tate height tends
to zero, the Galois orbits of the points of the sequence are equidistributed
with respect to the Haar probability measure on A(C).

This was the first step towards the proof of the generalized Bogomolov
conjecture which was originally stated by Bogomolov [Bog81] for algebraic
curves over Q of genus greater than one embedded in their associated Ja-
cobian variety. The conjecture was later generalized for every non-torsion
subvariety of an Abelian variety over Q, where a torsion subvariety is the
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translation by a torsion point of an Abelian subvariety. It predicted that
given an Abelian variety A over Q together with a symetric ample line bun-
dle L, for every non-torsion subvariety Y ⊂ A there is a constant cL(Y ) > 0

such that the set {P ∈ Y (Q) : ĥL(P ) < cL(Y )} is not Zariski-dense in Y .
For the toric analogue, the result was proved in [Zha95], later Bilu gave a
simple proof based on his equidistribution theorem. The proof of the con-
jecture for the case of curves was given by Ullmo [Ull98] and, shortly after,
Zhang demonstrated the general case in [Zha98]. In his paper, Zhang proved
the equidistribution for strict sequences of algebraic points on Abelian vari-
eties, rather than generic sequences, generalizing the results in [SUZ97]. In
[CL00], Chambert-Loir proved a generalization of Bogomolov’s conjecture
for semiabelian varieties.

Bilu’s equidistribution theorem inspired several works on the subsequent
years, specially for the one-dimensional case. Rumely [Rum99] translated
Bilu’s result to the language of complex potential theory and, in this setting,
he gave a generalization for a class of heights on the complex projective line
associated to compact sets of capacity one. Later, Baker and Hsia [BH05]
proved, for any place of Q, a general equidistribution property stated in the
dynamical context for normalized canonical heights associated to polynomial
maps with rational coefficients.

The strategy of the interpretation of heights in terms of the potential
theory, which was developed by Rumely, Baker and Hsia, became a strong
machinery for dealing with arithmetic equidistribution problems. This ap-
proach, and its generalization to the v-adic analyfication in the Berkovich
sense for every finite place v, gave rise to the independent results of Favre and
Rivera-Letelier [FRL06] and Baker and Rumely [BR06]. In parallel, follow-
ing the so-called variational principle introduced in [SUZ97] and based on
Arakelov Geometry, Chambert-Loir [CL06] proved a similar result. In these
coetaneous but independent works, equidistribution results were given on the
one dimensional case concerning normalized heights associated to dynamical
systems for all places of Q.

In [CL06], Chambert-Loir studies the distribution at non-Archimedean
places of orbits of points on varieties of any dimension considering ample
line bundles with an associated algebraic metric. For the case of curves, he
proves a stronger result considering heights associated to ample line bundles
together with a more general class of adelic metric. Baker and Rumely in
[BR06] associate to every rational function ϕ over Q a dynamical height hϕ
on P1(Q). They prove that, for every place p of Q, there is a probability
measure µϕ,p on the Berkovich projective line P1

Berk(Cp) such that, for every
sequence of distinct points {ξk} in P1(Q) with hϕ(ξk)→ 0, the Galois orbits
of ξk are equidistributed with respect to µϕ,p. Favre and Rivera-Letelier
[FRL06] introduce the notion of adelic measures and associate to them an
adelic height. They prove that these adelic heights are indeed Weil heights
and such that they have non-negative essential minimum. They also give the
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following equidistribution result: given an adelic measure ρ = {ρp}p∈MQ and
a sequence {ξk} of distinct points in P1(Q) such that their adelic height hρ
tends to zero, the Galois orbits of ξk are equidistributed with respect to ρp,
for every place p of Q. In addition, the authors give a quantitative version
of the result.

The generalization, for every place, of the results on the distribution of
the orbits of small points on varieties of any dimension was first given by
[Yua08]. We will introduce some notions and notation before stating his
result.

Let K be a number field and denote by MK the set of places of K. For
every v ∈ MK , fix an embedding K ↪→ Cv, where Cv is the completion of
the algebraic closure of Kv.

Let X be a projective algebraic variety over K of dimension n. To every
semipositive metrized line bundle L on X with L ample we can associate a
height function hL : X(K)→ R. Moreover, we can define hL(X), the height
of X relative to L, through the arithmetic intersection theory introduced in
[GS90] and extended, by a limit process, to the general semipositive case in
[Zha95]. We say that a sequence of points {ξk} in X(K) is L-small if

lim
k→∞

hL(ξk) =
hL(X)

(n+ 1) degL(X)
.

For every Archimedean place v ∈ MK , the space Xan
v is the correspon-

ding analytic space X(Cv). If v ∈ MK is non-Archimedean, Xan
v is the

analyfication in the Berkovich sense of the projective scheme X over Cv.
Associated to the metrized line bundle L, and for every place v, there is
a v-adic canonical measure c1(L)nv of total mass degL(X) called the v-adic
Monge-Ampère measure.

Let ξ ∈ X(K) and S its Galois orbit, i.e. the orbit of ξ under the action
of Gal(K/K). For every place v ∈MK , since S can be seen as a finite subset
of Xan

v , we can define the discrete probability measure associated to the set
S as

µS,v =
1

#S

∑
α∈S

δα,

where δα is the delta Dirac measure on Xan
v supported on α. A sequence of

probability measures {µk} in Xan
v converges weakly to a probability measure

µ if, for every continuous function f : Xan
v → R, we have

lim
k→∞

∫
Xan
v

fdµk =

∫
Xan
v

fdµ.

We can now state Yuan’s result.

Theorem ([Yua08], Theorem 3.1). Let X be a projective variety of
dimension n over a number field K, and L a semipositive metrized line bundle
on X such that L is ample. Let {ξk} be an infinite sequence in X(K) such
that it is generic and L-small and let Sk be the Galois orbit of ξk. Then, for
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every place v ∈ MK , the sequence of discrete probability measures {µSk,v}
converges weakly to 1

degL(X)c1(L)nv .

The existence of sequences of points in X(K) that are generic and L-
small is a very strong hypothesis. Nevertheless, it is satisfied for the Weil
height in the algebraic torus, the Néron-Tate height in Abelian varieties and,
more generally, for those heights coming from dynamical systems.

Gubler [Gub08] proved an analogous result when K is a function field.
In the last years, several generalization of Yuan’s result have been given,
such as [Che11]. In [BB10], the equidistribution property is stated for big
line bundles on Archimedean places. For the case of proper toric varieties, a
stronger result is provided in [BRLPS15].

2. Statement of results and structure of the thesis

As a general fact, the results on the distribution of Galois orbits of points
of small height are formulated in a qualitative way in the sense that no infor-
mation is given about the rate of convergence of the weak limit of probability
measures. An exception is given in [FRL06], where the authors provide, on
every place of Q and for a fixed family of test functions, quantitative esti-
mates for the rate of convergence in the one dimensional case. Independently,
Petsche [Pet05] gives, for the particular setting of Bilu’s result, a quanti-
tative version for the one dimensional case using Erdös and Turán’s result
[ET50], and Fourier analysis techniques.

The aim of this thesis is to give a quantitative version of Bilu’s equidis-
tribution theorem for the case of dimension N . In particular, we provide a
bound for the integral of a suitable test function with respect to the signed
measure defined by the difference of the discrete probability measure asso-
ciated to the Galois orbit of a point in (Q×)N and the measure λ(S1)N . This
estimate is given in terms of the height of the point, a generalization to
higher dimension of the notion of the degree of an algebraic number and a
constant depending linearly on the test function.

Let us introduce some notation.
Consider coordinates ((x1 : y1), . . . , (xN : yN )) on P1(C)N and define the

subvariety

H = V

 N∏
j=1

xjyj

 .

The set of test functions F is defined as the set of all real-valued functions
in C 2N+1(P1(C)N ) whose 2N -jet vanishes at H. This is, all functions whose
partial derivatives up to order 2N vanish at H, on every chart.

For every n = (n1, . . . , nN ) in ZN , the monomial map χn : (Q×)N → Q×

is defined as

χn(ξ) = ξn1
1 · · · ξ

nN
N , for any ξ = (ξ1, . . . , ξN ).
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We define the generalized degree of ξ ∈ (Q×)N as

D(ξ) = min
n 6=0
{‖n‖1 deg(χn(ξ))},

where ‖ · ‖1 stands for the 1-norm on CN .
We can now state the main theorem of this dissertation

Theorem I. There is a constant C ≈ 48.9897 such that for every test
function f ∈ F and every ξ ∈ (Q×)N with h(ξ) ≤ 1, the following holds∣∣∣∣∣
∫
P1(C)N

fdµS −
∫
P1(C)N

fdλ(S1)N

∣∣∣∣∣ ≤ c(f)

(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

,

where S is the Galois orbit of ξ, µS the discrete probability measure associated
to it and c(f) is a positive constant depending only on the function f .

The dependence of the constant c(f) in terms of the function f is

c(f) ≤
√

2π Lip(f) + 2
N∑
l=1

∥∥∥∥∥ ̂∂(f ◦ φ)

∂ul

∥∥∥∥∥
L1

+ 16
N∑
l=1

∥∥∥∥∥ ̂∂(f ◦ φ)

∂θl

∥∥∥∥∥
L1

,

where Lip(f) is the Lipschitz constant of the function f with respect to the
spherical distance in P1(C)N , ‖ · ‖L1 stands for the L1-norm on the locally
compact Abelian group ZN × RN and φ is the map defined by

φ : (R/Z)N × RN −→ P1(C)N

((θ1, . . . , θN ), (u1, . . . , uN )) 7−→ ((1 : e2πiθ1+u1), . . . , (1 : e2πiθN+uN )).

In order to prove this result, we use Fourier analysis techniques to dis-
cretize the problem. Once this is done, we are able to reduce the situation to
the one dimensional case via monomial maps and, in this setting, we apply
Favre and Rivera-Letelier’s quantitative result.

We will now give an overview of the structure of this dissertation
The first chapter is devoted to the preliminaries needed in the remai-

ning two chapters of the text. As the reader may soon appreciate, we will
introduce very well-known notions. This allows us to fix notations and leads
us to a more self-contained text. In Section 1.1 we give a summary of the
classical measure theory, not only for positive measures but also for complex-
valued ones and, in particular, for signed measures. Section 1.2 comprises
an overview of the theory of Fourier analysis on locally compact Abelian
groups. Later, in Chapter 3, we consider the particular case of (C×)N . In
Section 1.3 we deal with the problem of approximating locally integrable
functions by smooth ones. We recall the notion of convolution and see that,
given an integrable function we can build, by convolution with the so-called
mollifiers, a sequence of smooth functions converging to the original one.
In Section 1.4 we recall the theory of Riemannian manifolds in order to
define the Laplace operator acting on the space of smooth functions. In
the subsequent section, we give the definition of the distributional Laplace
operator and, for this purpose, we summarize the theory of distributions on
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Riemannian manifolds. Section 1.6 includes a short introduction to potential
theory on the complex line, where we give the definitions of harmonic and
subharmonic functions and of the potential of a compactly supported finite
positive measure on C. The last section of this preliminary chapter will deal
with the notion and properties of the Weil height of points on Pn(C) and, in
particular, of algebraic numbers.

In Chapter 2, we make an exhaustive study of Favre and Rivera-Letelier’s
quantitative equidistribution theorem for infinite places and the particular
case of the Haar probability measure on the unit circle. In addition, we give
an explicit computation of a constant appearing on their result. We follow
essentially the same structure of the article; however, one may notice at first
sight that, in contrast to the language of differential forms and currents that
the authors use in the original paper, we rather work with the language of
distributions.

The main theorem on Chapter 2, which corresponds to Corollary 1.4 in
[FRL06], is the following:

Theorem II. There is a positive constant C ≈ 14.7628 such that for
every C 1-function f : P1(C)→ R and every ξ ∈ Q×, the following holds∣∣∣∣∣
∫
P1(C)

fdµS −
∫
P1(C)

fdλS1

∣∣∣∣∣ ≤ Lip(f)

(
π

d
+

(
4 h(ξ) + C

log(d+ 1)

d

) 1
2

)
,

where d is the degree of ξ over Q and S its Galois orbit.
In particular, if h(ξ) ≤ 1, we have∣∣∣∣∣
∫
P1(C)

fdµS −
∫
P1(C)

fdλS1

∣∣∣∣∣ ≤ Lip(f)

(
4 h(ξ) + C ′

log(d+ 1)

d

) 1
2

,

with C ′ ≈ 48.9897.

In Section 2. a generalization of the theory of potentials to the whole
Riemann sphere is given. As an introduction to the section, we study the
problem of determining under which conditions we can consider a global
potential for a given signed measure on the complex projective line. The
answer to this problem is provided by a well-known result in potential theory.
In the first part of the section, following [FRL06], we give the definition of
the mutual energy of signed measures and we study sufficient conditions for it
to be well-defined. The main result of this section establishes hypotheses for
a signed measure to have positive energy. In the second part of the section we
give a way of regularizing compactly supported probability measures on C in
such a way that they have smooth potentials. As a remark to this subsection,
we should mention that in this text we choose a way of regularizing measures
which is not exactly the one introduced by Favre and Rivera-Letelier. In our
case we define the regularization by convolution with mollifiers on C and this
allows us to slightly simplify some proofs.
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In Section 2.2 we reproduce the proof of the quantitative equidistribution
in [FRL06] for infinite places and the case of the probability Haar measure
on the unit circle. In order to make explicit the constant appearing in their
result, we make a specific choice of the mollifier used for regularizing the
discrete probability measures associated to a finite Galois-invariant set.

The third and last Chapter of this thesis is dedicated to the proof of
Theorem I. In Section 3.1 we prove some results on Fourier analysis for the
particular case of the locally compact Abelian group (C×)N . In Section 3.2
we study the set of test functions F . In particular, we see that for every
function f ∈ F , the function f ◦ φ and all its first order partial derivatives
are Haar-integrable as well as all their Fourier transforms. In Section 3.3 we
deal with Galois orbits of points in the N -dimensional algebraic torus, their
cardinality and their height. Section 3.4 comprises a study of the generalized
degree, were we see that it is bounded by the minimum of the degrees of each
of the components of the point and that, in dimension one, it coincides with
the algebraic degree of the element. In addition, we state sufficient conditions
for a point to be such that its generalized degree is exactly the minimum of
the degrees of the components. Finally, in the last section, we include a
detailed proof of the main theorem based, as we previously mentioned, on
the quantitative result of dimension one.



CHAPTER 1

Preliminaries

We will devote this first chapter to the introduction of the theory and
techniques that will be used later in this dissertation. We prevent the reader
that they may find, in some cases, definitions and notions that are generally
well-known and assumed. This will give us the opportunity to introduce
notation and it will lead to a more self-contained text.

As a general fact, most of the proofs of the results that will be stated on
this preliminary chapter will not be included. In certain cases, we will give
demonstrations that we either found quite representative or did not find a
reference in the literature. Nevertheless, at the beginning of each section, we
will give several references where detailed proofs can be found.

1. Measure theory

We will introduce here some of the basic concepts about measure theory
and integration that will appear all along the text. There are many detailed
references where all the results to be stated appear, among them [Rud87].

A σ-algebra Σ on a set X is a collection of subsets of X such that
(i) X ∈ Σ,
(ii) For every countable family {Ej} ∈ Σ, we have

⋃
j Ej ∈ Σ,

(iii) For every E ∈ Σ, we have X \ E ∈ Σ.
The elements of Σ are called measurable sets and the pair (X,Σ) is called a
measurable space. From the definition we deduce that the ∅ ∈ Σ and that
any countable intersection of measurable sets is a measurable set. If X is a
topological space, the Borel σ-algebra of X, that will be denoted by B(X),
is the smallest σ-algebra containing all the open subsets of X. The elements
in B(X) are called Borel sets.

A positive measure on a measurable space (X,Σ) is a set function µ : Σ→
[0,+∞] which is not identically +∞ and satisfies the σ-additivity condition:

µ

⋃
j≥0

Ej

 =
∑
j≥0

µ(Ej), ∀{Ej} ⊂ Σ pairwise disjoint countable family.

From the definition, we deduce that µ(∅) = 0 and that, given E,F ∈ Σ such
that E ⊂ F , then µ(E) ≤ µ(F ).

We will often use the word measure when referring to positive measures.
For a measure space (X,Σ) and a measure µ on it, the triplet (X,Σ, µ), or
simply (X,µ), is called a measure space.

1
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A positive measure µ on a measurable space (X,Σ) is complete if every
subset F of a measurable set E with µ(E) = 0 is measurable. Every measure
µ can be extended to a complete measure as follows. Denote by Σ the family
of elements of the form E∪N , where E ∈ Σ andN is a subset of a measurable
set of measure 0. It is easy to see that Σ is a σ-algebra and that µ can be
extended to Σ by setting µ(E ∪ N) = µ(E). Then the extension, that will
also be denoted by µ, is a a complete measure on (X,Σ). This fact will allow
us, whenever it is convenient, to assume that any given measure is complete.

A complex measure on a measurable space (X,Σ) is a σ-additive set
function µ : Σ → C. As for positive measures, one can easily deduce that
µ(∅) = 0. However, observe from the definition that complex measures only
take finite values. A measure is said to be real or signed if it takes values on
the real line R.

Given a complex measure µ on a measurable space (X,Σ), we define its
total variation |µ| by

|µ|(E) = sup
∑
i

|µ(Ei)| for every E ∈ Σ,

where the supremum is taken over all finite collections {Ei} of pairwise dis-
joint sets whose union is E. It can be proved that the total variation of a
complex measure is a positive measure on X, which will also be referred to
as the trace measure of µ. The total variation of a positive measure is the
measure itself.

Let µ be a (positive, complex) measure on (X,Σ), its total mass is

‖µ‖ := |µ|(X).

A positive measure µ is finite if its total mass is finite, i.e.:

‖µ‖ <∞.

An important class of finite positive measures are probability measures which
are those whose total mass is exactly 1. Another example of finite positive
measures are total variations of complex measures.

From now on, we will assume that X is a topological space and we will
consider the Borel σ-algebra B(X). A (positive, complex) measure µ in the
measurable space (X,B(X)) is regular if, for every E ∈ B(X), we have

|µ|(E) = sup
K⊂E

compact

|µ|(K) = inf
E⊂V
open

|µ|(V ).

We will denote by M(X) the set of all complex-valued regular measures on
X. In compact metric spaces every complex or finite positive measure is
regular.

Let µ be a (complex, positive) measure on X, and let Y ⊂ X be a Borel
set. The restriction µY of the measure µ to the the set Y is defined as

µY (E) = µ(E ∩ Y ), for all E ∈ B(X).
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Given a (complex, positive) measure µ on X, we say that it is supported
on a Borel set A ∈ B(X) if µ(E) = 0 for every E ∈ B(X) such that
E ∩ A = ∅. We define the support of the measure µ as the smallest closed
subset F in X such that µ(X \ F ) = 0 and we will denote it by supp(µ).

A measure µ on X is discrete if it is supported on a discrete set of X.
Given a measure µ ∈M(X), there is a unique decomposition of the form

µ = µ+0 − µ
−
0 + iµ+1 − iµ

−
1 ,

with µ+0 , µ
−
0 , µ

+
1 and µ−1 positive measures in M(X) such that

supp(µ+0 ) ∩ supp(µ−0 ) = ∅ = supp(µ+1 ) ∩ supp(µ−1 ).

This decomposition is called the Jordan decomposition of µ.
Let µ and ν be two positive or complex regular measures on the topo-

logical spaces X and Y , the set function µ ⊗ ν on B(X) ×B(Y ) which is
given by

(µ⊗ ν)(E × F ) = µ(E)ν(F ), for every E ∈ B(X), F ∈ B(Y )

can be naturally extended to a measure on the product measurable space
(X × Y,B(X × Y )) and it is called the product measure.

Let us consider the particular case of signed measures. For a signed
measure µ ∈M(X), its Jordan decomposition is given by

µ = µ+ − µ−,

where µ+ and µ− are finite and regular positive measures on X with disjoint
supports. In particular, we have that

supp(µ) = supp(µ+) ∪ supp(µ−).

The trace measure of µ is
|µ| = µ+ + µ−.

1.1. Measurable functions. LetX be a topological space. A complex-
valued function f in the measurable space (X,B(X)) is measurable if, for
every t ∈ R, the following sets are Borel sets

{x ∈ X : Re(f(x)) ≤ t} and {x ∈ X : Im(f(x)) ≤ t}.

All algebraic operations with measurable functions are measurable func-
tions provided they do not include indeterminacies of the form 0

0 ,
∞
∞ and

∞ − ∞. Given a sequence of measurable functions {fk}, we have that
lim sup fk and lim inf fk are also measurable.

Let µ be a positive measure on (X,B(X)), we say that two measurable
complex-valued functions f and g on the measure space (X,µ) are equal
almost everywhere if there is a Borel set E ∈ B(X), with µ(E) = 0, such
that f(x) = g(x) for every x ∈ X \ E. It is easy to verify that this is an
equivalence relation. Given a function f and a sequence of functions {fk},
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all of them being measurable on (X,µ), we say that {fk} converges almost
everywhere to f if µ({x : limk fk(x) 6= f(x)}) = 0. We will write

fk
a.e−−−→
k→∞

f.

1.2. Lebesgue integration. We will first recall the notion of Lebesgue
integral of measurable functions with respect to positive measures on a mea-
surable space. Afterwards, we will extend this definition to all complex-
valued measures using the Jordan decomposition.

Let µ be a positive measure on a topological space X, and let f : X →
[0,+∞] be a measurable function. A partition of [0,+∞] is a finite sequence
of increasing positive real numbers. Given a partition {t1, . . . , tm}, we define
the corresponding Lebesgue integral sum of the measurable functions f as

m∑
k=1

tkµ({x : tk ≤ f(x) < fk+1}),

where tm+1 = +∞. The Lebesgue integral of f with respect to the measure
µ is defined as the supremum of all these Lebesgue integral sums over all
partitions of [0,+∞] and it is denoted by∫

X
fdµ.

Observe that the Lebesgue integral, or simply integral, of a measurable func-
tion with respect to a measure can be infinite.

An extended real-valued measurable function f on the measure space
(X,µ) is integrable if ∫

X
|f |dµ <∞.

Given a measurable function f : X → R∪{±∞}, its integral with respect
to the measure µ is defined by∫

X
fdµ =

∫
X
f+dµ−

∫
X
f−dµ,

where f± = |f |±f
2 .

The set of all integrable functions on a measure space (X,µ) is a linear
space and it is noted by L1(X,µ). It is easy to see that the integral defines
a linear functional on this function space.

Given a Borel set E ∈ B(X) and an extended real-valued measurable
function f on the measure space (X,µ), we have∫

E
fdµ =

∫
X
χEfdµ,

where χE is the function that is equally 1 on E and vanishes otherwise.
We will now state a very useful result concerning measurable function

on product measure spaces.



1. MEASURE THEORY 5

Theorem 1.1 (Fubini’s Theorem). Let µ and ν be two regular positive
measures on the topological spaces X and Y , respectively. If f : X × Y → C
is a measurable function such that any of the following holds∫

Y

(∫
X
|f(x, y)|dµ(x)

)
dν(y) <∞,

∫
X

(∫
Y
|f(x, y)|dν(y)

)
dµ(x) <∞ or∫

X×Y
|f(x, y)|d(µ⊗ ν)(x, y) <∞.

Then we have∫
X×Y

f(x, y)d(µ⊗ ν)(x, y)

=

∫
Y

(∫
X
f(x, y)dµ(x)

)
dν(y) =

∫
X

(∫
Y
f(x, y)dν(y)

)
dµ(x).

Proof. [Rud87], Theorem 8.8. �

Let us finally define the integral of an extended real-valued measurable
function f on X with respect to a complex measure µ. Considering the
Jordan decomposition of µ, we have∫

X
fdµ =

∫
X
fdµ+0 −

∫
X
fdµ−0 + i

∫
X
fdµ+1 − i

∫
X
fdµ−1 .

As in the previous cases, this integral can be unbounded.
We may also extend the definition to measurable complex-valued func-

tions on a measure space f by∫
X
fdµ =

∫
X

Re(f)dµ+ i

∫
X

Im(f)dµ,

where Re(f) and Im(f) are the real and imaginary parts of the function f .

1.3. Convergence theorems. In this part of the section, we will state
some important results that will allow us to consider and exchange limits
under the integral sign. Let X be a topological space and assume that µ is
a positive measure on B(X).

It can be shown that given a sequence {fk} and a function f , all of them
measurable, if fk converges uniformly on X to the function f , then we have

(1.1) lim
k

∫
X
fkdµ =

∫
X

lim
k
fkdµ =

∫
X
fdµ.

However, uniform convergence is a very strong convergence condition and we
will often have weaker ways of convergence, such as pointwise convergence.
In general, pointwise convergence will not be enough to guarantee (1.1), but
the following results will give us sufficient conditions under which it holds.



6 1. PRELIMINARIES

Theorem 1.2 (Monotone convergence theorem). Let {fk} be an increas-
ing sequence of positive measurable functions on X, then

lim
k

∫
X
fkdµ =

∫
X

lim
k
fkdµ.

Proof. [Rud87], Theorem 1.26. �

Theorem 1.3 (Dominated convergence theorem). Let {fk} be a sequence
of measurable functions on X such that

(1) there is a positive integrable function g such that |fk(x)| ≤ g(x)
almost everywhere,

(2) the limit limk fk(x) exists almost everywhere.
Then we have

lim
k

∫
X
fkdµ =

∫
X

lim
k
fkdµ.

Proof. [Rud87], Theorem 1.34. �

1.4. Riesz representation theorem. Assume thatX is a locally com-
pact Hausdorff space and let C0(X) be the set of continuous functions van-
ishing at infinity, this is, the set of all continuous complex-valued func-
tions f on the topological space X such that, for every ε > 0, the set
{x ∈ X : |f(x)| ≥ ε} is compact. It can be proved that this space is
contained in the space of integrable functions L1(X, |µ|), for every complex
measure µ ∈M(X). Hence, we deduce that the map that associates to each
f ∈ C0(X) the value

∫
X fdµ is a bounded linear functional. The converse of

this fact is given by the following classical result.

Theorem 1.4 (Riesz representation theorem). For every bounded linear
functional T : C0(X)→ C there is a unique measure µ ∈M(X) such that

T (f) =

∫
X
fdµ, for all f ∈ C0(X).

Proof. [Rud87], Theorem 6.19. �

From this theorem, we deduce that the space M(X) is a Banach space
with the norm ‖µ‖ = |µ|(X). There is another version of the Riesz represen-
tation theorem that will be of interest in the following sections. It is given
for functionals on the set of compactly supported continuous functions on X,
which is denoted by C 0

c (X). Before stating it, recall that a linear functional
T is said to be positive if T (f) ≥ 0 for every f ≥ 0.

Theorem 1.5. For every positive linear functional T : C 0
c (X)→ C there

is a unique regular positive measure µ on X such that

T (f) =

∫
X
fdµ, for all f ∈ C 0

c (X).

Proof. [Rud87], Theorem 2.14. �
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1.5. Lp spaces. In this part of the section we will define some function
spaces that will be of great importance, the Lp-spaces. One of them, the
space of integrable functions on a measure space, has already been introduced
in the Lebesgue integration subsection.

For every 1 ≤ p <∞ and every measure space (X,µ), we define the space
Lp(X,µ) as the set of equivalence classes of measurable functions f : X → C
such that

‖f‖Lp(X,µ) :=

(∫
X
|f |pdµ

) 1
p

<∞.

The space L∞(X,µ) consists on the equivalence classes of essentially bounded
measurable functions, this is, measurable functions f : X → C such that

‖f‖L∞(X,µ) := ess sup
x∈X

|f(x)| = inf{C ≥ 0 : µ({x : |f(x)| > C}) = 0}.

It can be shown that ‖ · ‖Lp(X,µ) and ‖ · ‖L∞(X,µ) are norms on Lp(X,µ) and
L∞(X,µ), respectively, and that they are complete with respect to them.
Hence, we have that Lp(X,µ) is a Banach space for every 1 ≤ p ≤ ∞. If
there is no possible misunderstanding, we will write ‖ · ‖Lp .

For every 1 ≤ p, q ≤ ∞ such that 1
p + 1

q = 1 and every pair of measurable
functions f and g on a measure space (X,µ), Hölder’s inquality establishes
that

‖fg‖L1 =

∫
X
|fg|dµ ≤ ‖f‖Lp‖g‖Lq .

Given f and a sequence {fk} of measurable functions on X, we say that
{fk} converges to f in Lp-norm, if limk ‖fk − f‖Lp(X,µ) = 0. We will write

fk
Lp−−−→

k→∞
f.

The space L2(X,µ) is particularly interesting since its norm is associated
with the inner product

〈f, g〉L2 :=

∫
X
fgdµ, for every f, g ∈ L2(X,µ).

This fact makes L2(X,µ) into a Hilbert space. Recall that, in a Hilbert
space there is another notion of convergence, the weak convergence. Let f
and {fk} be functions in L2(X,µ), we say that the sequence {fk} converges
weakly to f if

lim
k→∞
〈fk, g〉L2 = 〈f, g〉L2 , for every g ∈ L2(X,µ).

Observe that strong convergence, or convergence in L2-norm, implies weak
convergence.
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1.6. Minkowski’s integral inequality. In this last part of the section,
we will give a proof ofMinkowski’s integral inequality, which will be used later
in this chapter.

Theorem 1.6. Let (X,µ) and (Y, ν) be two measure spaces and let
F : X × Y → R be a measurable function. Then, for every p > 1, the follow-
ing holds

[∫
Y

∣∣∣∣∫
X
F (x, y)dµ(x)

∣∣∣∣p dν(y)

] 1
p

≤
∫
X

[∫
Y
|F (x, y)|pdν(y)

] 1
p

dµ(x).

Proof. c.f. [HLP52], Theorem 202.
Let p > 1, we have

∫
Y

∣∣∣∣∫
X
F (x, y)dµ(x)

∣∣∣∣p dν(y)

=

∫
Y

[∣∣∣∣∫
X
F (x, y)dµ(x)

∣∣∣∣p−1 ∣∣∣∣∫
X
F (x, y)dµ(x)

∣∣∣∣
]
dν(y)

≤
∫
Y

[∣∣∣∣∫
X
F (x, y)dµ(x)

∣∣∣∣p−1 ∫
X
|F (x, y)|dµ(x)

]
dν(y)

=

∫
Y

[∫
X

∣∣∣∣∫
X
F (w, y)dµ(w)

∣∣∣∣p−1 |F (x, y)|dµ(x)

]
dν(y)

=

∫
X

[∫
Y

∣∣∣∣∫
X
F (w, y)dµ(w)

∣∣∣∣p−1 |F (x, y)|dν(y)

]
dµ(x),

where the last equality is given by Fubini’s theorem.
Let q = p

p−1 , for every x ∈ X, by Hölder’s inequality we obtain

∫
Y

∣∣∣∣∫
X
F (w, y)dµ(w)

∣∣∣∣p−1 |F (x, y)|dν(y)

≤

(∫
Y

∣∣∣∣∫
X
F (w, y)dµ(w)

∣∣∣∣q(p−1) dν(y)

) 1
q (∫

Y
|F (x, y)|pdν(y)

) 1
p

=

(∫
Y

∣∣∣∣∫
X
F (w, y)dµ(w)

∣∣∣∣p dν(y)

) 1
q
(∫

Y
|F (x, y)|pdν(y)

) 1
p

.
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Hence, putting both expressions together∫
Y

∣∣∣∣∫
X
F (x, y)dµ(x)

∣∣∣∣p dν(y)

≤
∫
X

[(∫
Y

∣∣∣∣∫
X
F (w, y)dµ(w)

∣∣∣∣p dν(y)

) 1
q
(∫

Y
|F (x, y)|pdν(y)

) 1
p

]
dµ(x)

=

(∫
Y

∣∣∣∣∫
X
F (w, y)dµ(w)

∣∣∣∣p dν(y)

) 1
q
∫
X

[∫
Y
|F (x, y)|pdν(y)

] 1
p

dµ(x).

Finally, if the first factor on the right-hand side of the last expression
vanishes, the result follows trivially. Otherwise, we can divide both sides by
it and obtain[∫

Y

∣∣∣∣∫
X
F (x, y)dµ(x)

∣∣∣∣p dν(y)

]1− 1
q

≤
∫
X

[∫
Y
|F (x, y)|pdν(y)

] 1
p

dµ(x).

And the theorem follows since 1
p + 1

q = 1. �

2. Fourier analysis on locally compact Abelian groups

We will give in this section an introduction to the basic theorems of
Fourier Analysis, following Rudin’s classical reference Fourier Analysis on
Groups, [Rud62]. As it is done there, we will introduce the theory for the
general class of locally compact Abelian groups. Further on this text, in
the last chapter, we will consider the particular cases of the unit circle, the
integers and the real line.

Unless something else is mentioned, we will consider additive locally
compact Abelian groups.

On every locally compact Abelian group G there exists a positive regular
measure µG, called the Haar measure, such that it is not identically 0 and
it is translation-invariant. This is, for every Borel set E ∈ B(G) and every
x ∈ G we have

µG(E) = µG(x+ E).

The existence of the Haar measure is proved in a constructive manner by
building a translation-invariant linear functional over the set of compactly
supported continuous functions on the group and then applying Riesz rep-
resentation theorem.

An important fact about the Haar measure is that it is unique up to
multiplication by a positive constant. In particular, when the group G is
compact, we speak of the probability or normalized Haar measure which is
such that µG(G) = 1.

In the locally compact Abelian group (R,+) we consider a particular
choice of Haar measure, called the Lebesgue measure. It is such that the
measure of any interval [a, b] ⊂ R is b−a. For the n-dimensional case (Rn,+),
we consider the product measure of n-th power of Lebesgue measure, which
is also called the Lebesgue measure.
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Let G be a locally compact Abelian group, a character on G is a group
homomorphism γ : G→ S1 such that γ(x+y) = γ(x)γ(y), for every x, y ∈ G.
The dual group of G in the sense of Pontryagin is the set of all continuous
characters of G, and it is denoted by Ĝ. The additive structure of the group
Ĝ is given by

(γ1 + γ2)(x) = γ1(x)γ2(x), for every x ∈ G.

We can endow Ĝ with a topology with respect to which it is itself a locally
compact Abelian group. Indeed, for every compact K ⊂ G and every r > 0,
the open subsets

N(K, r) := {γ ∈ Ĝ : γ(x) ∈ D(1, r) for all x ∈ K}

and their translates determine a basis for this topology of Ĝ.
We will mention some classical examples of locally compact Abelian

groups and their duals that will be of interest in the future.
• Let (R,+) be the additive group of the real line with the natural
topology. It can be proved that its dual group is isomorphic to R.
• Let (R/Z,+) be the additive group of the real numbers modulo the
integers, which is homeomorphic to the multiplicative group (S1, ·).
In this situation, the dual group of R/Z can be identified with Z.
• Let (Z,+) be the additive group of the integers, then its dual group
is isomorphic to R/Z.

Let µG be a Haar measure on G, recall that for every p ≥ 1 the space
Lp(G,µG) is defined as the space of functions F : G→ C such that∫

G
|F (x)|pdµG(x) < +∞.

Since the Haar measure is unique up to multiplication by a positive constant,
for any pair of Haar measures µG and µ′G on G the spaces Lp(G,µG) and
Lp(G,µ′G) coincide and they will be denoted by Lp(G). In particular, we will
say that the functions in L1(G) are Haar-integrable.

Given a function F ∈ L1(G), we define its Fourier transform relative to
the Haar measure µG as the function F̂ : Ĝ→ C given by

F̂ (γ) =

∫
G
F (x)γ(−x)dµG(x), for every γ ∈ Ĝ.

It can be shown that the set of functions F̂ obtained this way is dense in
C0(Ĝ), the set of continuous functions on Ĝ vanishing at infinity.

Let M(G) be the set of complex-valued regular measures on G. We
define Fourier-Stieltjes transform of a measure µ ∈ M(G) as the function
µ̂ : Ĝ→ C given by

(1.2) µ̂(γ) =

∫
G
γ(x)dµ(x), γ ∈ Ĝ.

The set of all functions defined in this manner will be denoted by B(Ĝ).
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Our goal now will be to state the so-called Fourier inversion formula.
For this reason, we will introduce some previous concepts that will give us a
hint on how this result is obtained.

Given a complex-valued function φ on G, we say that it is positive definite
if it satisfies the inequality

N∑
n,m=1

cmcmφ(xn − xm) ≥ 0,

for every choice of elements x1, . . . , xN ∈ G and c1, . . . , cN ∈ C. There are
many properties that can be deduced from this definition, among them we
point out that φ is bounded and that it is uniformly continuous whenever
φ is continuous at 0. Every character on G is a positive definite function.
Moreover, every linear combination of characters with positive coefficients is
positive definite. Another significant example of positive definite functions
are given by

φ(x) :=

∫
Ĝ
γ(x)dµ(γ), for every x ∈ G,

where µ is a positive measure on M(Ĝ), the set of complex-valued regular
measures on Ĝ.

Bochner’s theorem gives an important characterization of positive defi-
nite functions. It establishes that a continuous function φ : G→ C is positive
definite if, and only if, there is a positive measure µ ∈M(Ĝ) such that

φ(x) =

∫
Ĝ
γ(x)dµ(γ), for every x ∈ G.

Let us define the set B(G) given by all functions F : G → C such that
there is some measure µ ∈M(Ĝ) with

F (x) =

∫
Ĝ
γ(x)dµ(γ), x ∈ G.

Considering the Jordan decomposition of the complex-valued measure µ to-
gether with Bochner’s theorem we are able to deduce that B(G) coincides
with the set of all finite linear combinations, with complex coefficients, of
positive definite functions on G.

We are now able to state the Fourier inversion theorem.

Theorem 1.7 (Fourier inversion theorem). Let F ∈ L1(G)∩B(G), then
the Fourier transform F̂ , relative to a fixed Haar measure µG in G, is in
L1(Ĝ). Moreover, there is a unique Haar measure on Ĝ, denoted by µ

Ĝ
,

such that the following holds

(1.3) F (x) =

∫
Ĝ
F̂ (γ)γ(x)dµ

Ĝ
(γ), ∀x ∈ G,

for all F ∈ L1(G) ∩B(G).
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The idea of the proof is to build, for a given function F ∈ L1(G)∩B(G),
a positive linear translation-invariant functional T on the set of compactly
supported continuous functions on Ĝ given by

T (ψF̂ ) =

∫
Ĝ
ψ(γ)dµF (γ), for every ψ ∈ C 0

c (Ĝ)

where µF is the measure on M(Ĝ) satisfying

F (x) =

∫
Ĝ
γ(x)dµF (γ).

Thus, by a suitable version of the Riesz representation theorem, we deduce
that there is a Haar measure on Ĝ, that we will denote by µ

Ĝ
, such that

T (ψF̂ ) =

∫
Ĝ
ψ(γ)F̂ (γ)dµ

Ĝ
(γ), for every ψ ∈ C 0

c (Ĝ).

From here we would obtain that µF = F̂ µ
Ĝ
and deduce (1.3).

Using further techniques, one is able to prove the following. Fix a Haar
measure µG on G, there is a unique Haar measure µ

Ĝ
on Ĝ such that, for

every function F ∈ L1(G) whose Fourier transform F̂ relative to µG is in
L1(Ĝ), we have

F (x) =

∫
Ĝ
F̂ (γ)γ(x)dµ

Ĝ
(γ) almost everywhere in G.

To conclude this short introduction to the Fourier analysis on locally
compact Abelian groups, we will state a result that will be useful afterwards.

Theorem 1.8 (Plancherel’s theorem). The Fourier transform restricted
to (L1 ∩L2)(G) is an isometry with respect to the L2-norms onto a dense
linear subset space of L2(Ĝ). In fact, it can be uniquely extended to an
isometry of L2(G) onto L2(Ĝ).

Proof. [Rud62], Theorem 1.6.1. �

As a corollary to this result, we have Parseval’s formula∫
G
F1(x)F2(x)dµG(x) =

∫
Ĝ
F̂1(γ)F̂2(γ)dµ

Ĝ

for every F1, F2 ∈ L2(G).

3. Smoothing of integrable functions

In this section we will introduce a way of approximating integrable func-
tions on Rn by smooth ones. As it will soon be explained, we will do so
by convolution with mollifiers. Before defining the convolution of functions,
let us introduce some notation and recall the definition of certain function
spaces.
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Consider the Cartesian coordinates x1, . . . , xn on Rn. For every multi-
index α = (α1, . . . , αn) ∈ (Z≥0)n and every function f on Rn, whenever it
makes sense we will write

∂|α|f

∂xα
=

∂|α|f

∂xα1
1 · · · ∂x

αn
n
,

where |α| = α1 + . . .+ αn. If α = 0, we set ∂|0|f
∂x0 = f.

For every open subset U ⊂ Rn and every integer k ≥ 0, the space C k(U)

is the set of all functions f : U → C such that ∂|α|f
∂xα is continuous for every

|α| ≤ k. The set of smooth functions on U is defined as

C∞(U) =
⋂
k≥0

C k(U).

Let us, for a moment, denote the Lebesgue measure on Rn by λ. Given
an open subset U ⊂ Rn, the restriction of λ to U is defined as λU (E) =
λ(E ∩U) for every measurable set E on Rn. In the first section, we gave the
definition for the spaces Lp(U, λU ), we will now define the local Lp-spaces. For
every 1 ≤ p ≤ ∞, the space Lploc(U, λU ) is the set of all equivalence classes
of measurable functions in U such that f ∈ Lp(V, λV ) for some relatively
compact subset V ⊂ U . Since we are considering U ⊂ Rn, we are considering
the corresponding restriction of the Lebesgue measure and it will induce no
confusion if we write Lploc(U).

We have the following embeddings

C k(U) ↪→ C 0(U) ↪→ L∞loc(U), for every k ≥ 0

and
Lploc(U) ↪→ L1

loc(U), for every 1 ≤ p ≤ ∞.
The last one is given by Hölder’s inequality.

As we said at the beginning of the section, we will approximate functions
in L1(U) and L1

loc(U) by smooth ones. For this reason we will define the
convolution product of measurable functions. From now on, we will denote
by dx = dx1 . . . dxn the Lebesgue measure on Rn.

Let f and g be two measurable functions on Rn such that∫
Rn
|f(y − x)g(x)|dx <∞ for every y ∈ Rn.

Then we define the convolution of f and g as the function on Rn given by

(f ∗ g)(y) =

∫
Rn
|f(y − x)g(x)|dx.

The convolution is a measurable function. It is easy to verify that it is
commutative. This is done by making a suitable change of variables and
recalling that the Lebesgue measure is a Haar measure, i.e. it is invariant
under translations.
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Let x ∈ Rn and r > 0, we denote the open disc on Rn of centre x and
radius r by

D(x, r) = {y ∈ Rn : ‖y − x‖ < r},
where ‖ · ‖ is the Euclidean norm on Rn.

For every open subset U ⊂ Rn, we denote by C∞c (U) the set of all
compactly supported smooth functions on U . Recall that the support of a
function f : U → C is given by

supp(f) = {x ∈ U : f(x) 6= 0}.

The following lemma gives us enough conditions under which the convo-
lution product is well defined. Moreover, these conditions will guarantee the
smoothness of the convolution.

Lemma 1.9. Let f ∈ L1
loc(Rn) and ϕ ∈ C∞c (Rn). Then

(1) f ∗ ϕ ∈ C∞(Rn),
(2) For every multi-index α we have

∂|α|

∂xα
(f ∗ ϕ) = f ∗ ∂

|α|ϕ

∂xα
.

(3) If supp(ϕ) ⊂ D(0, r), then supp(f ∗ ϕ) is contained in the r-neigh-
borhood of supp(f).

Proof. [Gri09], Lemma 2.1. �

A mollifier on Rn is a function ϕ ∈ C∞(Rn) such that ϕ ≥ 0 on Rn,
supp(ϕ) ⊂ D(0, 1) and ∫

Rn
ϕ(x)dx = 1.

Given a mollifier ϕ and ε > 0, the function defined by

ϕε(x) =
1

εn
ϕ
(x
ε

)
is also a mollifier and we have that supp(ϕε) ⊂ D(0, ε).

Let us give a classical example of mollifiers, for any a ∈ (0, 1]

(1.4) ϕ(x) =

{
C exp

(
− 1

(‖x‖2−a2)2

)
, if ‖x‖ < a

0, otherwise,

where C is a positive constant such that
∫
Rn ϕ(x)dx = 1.

Theorem 1.10. Let ϕ be a mollifier. Then the following holds
(i) If f is uniformly continuous on Rn, then

lim
ε→0

f ∗ ϕε = f uniformly on Rn.

(ii) If f ∈ C 0(C), then

lim
ε→0

f ∗ ϕε = f uniformly on compacts on Rn.
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(iii) Let 1 ≤ p <∞, if f ∈ Lp(Rn), then f ∗ ϕ ∈ Lp(C) and

‖f ∗ ϕ‖Lp ≤ ‖f‖Lp .
Moreover,

f ∗ ϕε
Lp−−−→
ε→0

f.

(iv) Let 1 ≤ p <∞, if f ∈ Lploc(C), then

f ∗ ϕε
Lploc−−−→
ε→0

f.

The first part of the theorem is a direct consequence of the uniform con-
tinuity of the function. The second part, after noticing that every continuous
function on a compact subset of Rn is uniformly continuous, follows directly
from the first one. The third part is deduced from Fubini’s theorem and
Hölder’s inequality. The last part follows from the third one. The complete
proof of this statement appears in [Gri09], Lemma 2.4, Theorem 2.11 and
Exercise 2.18.

Observe that Theorem 1.10 gives us a method to build, from a given
integrable function, a sequence of smooth functions whose (uniform, Lp)
limit is the function itself. This way we will be able to use several tools and
techniques for integrable functions that where designed for smooth functions.

4. Riemannian manifolds

We will give in this section a short introduction to the theory of Rie-
mannian manifolds, recalling the basic notions and properties, in order to
be able to give the definition of the Laplace operator. Afterwards, we will
consider the particular case of the Riemann sphere: the projective complex
line together with a certain metric, the so-called Fubini-Study metric.

As we have been doing in the previous parts of this preliminary chapter,
in order to shorten this introduction we will omit all the proofs. However,
we refer the reader to [Gri09], [GHL04], where all the details can be found.

A smooth manifold of dimension n is a connected Hausdorff second-coun-
table topological spaceM together with a C∞-atlasA of dimension n. Recall
that an atlas of dimension n is a collection of charts {(Ui, ϕi)}i∈I , where
Ui ⊂M is open and ϕi is an homeomorphism between Ui and an open subset
in Rn and they are such that M =

⋃
i∈I Ui. An atlas A is C∞ if for every

pair of charts (Uj , ϕj), (Uk, ϕk) ∈ A with Uj ∩Uk 6= ∅, we have that ϕj ◦ϕ−1k
and ϕk ◦ϕ−1j are smooth. It can be proved that smooth manifolds are locally
compact. By abuse of notation, we will omit the atlas. Let M be a smooth
manifold and k a positive integer, we denote by C k(M) the set of functions
f : M → R such that, for every chart (U,ϕ) we have f ◦ ϕ−1 ∈ C k(ϕ(U)).
We will also denote C∞(M) =

⋂
k≥0 C k(M).

Let M be a smooth manifold of dimension n and p ∈ M a point. The
tangent space of M at p, denoted by TpM , is the space of R-differentiations
at the point p. This is, the set of maps ξ : C∞(M)→ R such that ξ is linear
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and ξ(fg) = ξ(f)g(p) + ξ(g)f(p), for every f, g ∈ C∞(M). It is easy to see
that TpM is an R-linear space of dimension n.

Consider a chart (U,ϕ) of M such that p ∈ U and let x1, . . . , xn its local
coordinates. The partial derivative with respect to xj evaluated at p is an
element in TpM defined by

∂

∂xj

∣∣∣∣
p

(f) =
∂f

∂xj
(p) :=

∂(f ◦ ϕ−1)
∂xj

(ϕ(p)), for every f ∈ C∞(M).

It can be proved that ∂
∂x1

∣∣∣∣
p

, . . . , ∂
∂xn

∣∣∣∣
p

are linearly independent and determine

a basis for TpM . For any ξ ∈ TpM there are ξ1, . . . , ξn ∈ R with

ξ = ξ1
∂

∂x1

∣∣∣∣
p

+ . . .+ ξn
∂

∂xn

∣∣∣∣
p

For every f ∈ C∞(M), we have

ξ(f) = ξ1
∂f

∂x1
(p) + . . .+ ξn

∂f

∂xn
(p) =:

∂f

∂ξ
(p).

Let f ∈ C∞(M) and U be a chart ofM containing the point p, we define
the differential at the point p, df(p), as the linear functional on TpM given
by

(df(p), ξ) := ξ(f), for any ξ ∈ TpM.

So df(p) is an element on the dual space TpM∗, called the cotangent space of
M at p. It is easy to verify that TpM∗ is also an R-linear space of dimension

n and that the dual basis of ∂
∂x1

∣∣∣∣
p

, . . . , ∂
∂xn

∣∣∣∣
p

is the basis dx1(p), . . . , dxn(p).

Using this notation, we can write locally for any f ∈ C∞(M)

df(p) =
∂f

∂x1
(p)dx1(p) + . . .+

∂f

∂xn
(p)dxn(p).

A Riemannian metric (or metric tensor) g on a smooth n-dimensional
manifold M is a familly {g(p)}p∈M such that g(p) is a symmetric positive
definite bilinear form on the tangent space TpM that depends smoothly on
p ∈ M . Observe that the bilinear form g(p) defines an inner product 〈·, ·〉g
on TpM given by

〈ξ, η〉g = g(p)(ξ, η), for every ξ, η ∈ TpM
which makes TpM into an Euclidean space. Locally, on a chart U containing
the point p, we have

〈ξ, η〉g = (ξ1, . . . , ξn)(gi,j(p))i,j(η1, . . . , ηn)T ,

where g(p) = (gi,j(p))i,j is a n × n symmetric positive definite matrix and
the components gi,j are smooth functions on the corresponding chart.

A Riemannian manifold is a pair (M, g) consisting of a smooth n-dimen-
sional manifold M together with a Riemannian metric g.
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An important fact about the metric tensor g is that it gives a canonical
way of identifying the tangent and the cotangent spaces at a point p. Indeed,
for any ξ ∈ TpM , denote by g(p)ξ the covector in TpM∗ such that, for every
η ∈ TpM

〈g(p)ξ, η〉 = g(p)(ξ, ·)(η) = 〈ξ, η〉g.
Therefore, we can define the linear map g(p) : TpM → TpM

∗. It is easy to
see that this map is injective and, since both the tangent and the cotangent
space have the same dimension, we deduce that it is a bijection with inverse
map g−1(p) : TpM

∗ → TpM .
The gradient of a function f ∈ C∞(M) at a point p ∈M is defined as

∇gf(p) = g−1(p)df(p).

Note that ∇gf(p) is an element in TpM and, for every η ∈ TpM , satisfies

〈∇gf(p), η〉g = η(f) =
∂f

∂η
(p).

Locally, on any chart U of M containing p, we can write

∇gf(p) =

 g1,1(p) . . . g1,n(p)
...

...
gn,1(p) . . . gn,n(p)




∂f
∂x1

(p)
...

∂f
∂xn

(p)

 ,

where g−1(p) = (gi,j(p))i,j .
The following theorem establishes that any Riemannian manifold (M, g)

has a canonical measure µ on B(M), the Borel σ-algebra ofM . This measure
is called the Riemannian measure.

Theorem 1.11. For Riemannian manifold (M, g) there is a measure µ
on B(M) such that, in any chart U we have dµ =

√
det(g)dλ, where det(g)

is the determinant of the metric matrix g = (gi,j)i,j and λ is the Lebesgue
measure on U ⊂ Rn. Moreover, µ is a complete and regular measure.

Note that, since the Riemann measure is finite on compact sets, every
compactly supported continuous function is integrable with respect to µ.

A very important fact about Riemannian manifolds is that they can be
seen as metric spaces. For a Riemannian manifold, the geodesic distance
between two points p1 and p2 is defined as the infimum of the lengths of
all smooth paths in M connecting p1 and p2. It can be proved that it does
define a distance and that its induced topology coincides with the original
topology of the manifold.

A vector field in a Riemannian manifold (M, g) is a collection {v(p)}p∈M
such that v(p) ∈ TpM for every p ∈M . In local coordinates, we have

v(p) = v1(p)
∂

∂x1

∣∣∣∣
p

+ . . .+ vn(p)
∂

∂xn

∣∣∣∣
p

.

We will say that the vector field is smooth if, on every chart, the functions
vj(p) are smooth.
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Before giving the definition of the divergence of a smooth vector field on
a Riemannian manifold let us recall its definition on the Euclidean space Rn
and state the so-called divergence theorem. Choose coordinates x1, . . . , xn in
Rn, for a vector field v = (v1, . . . , vn) with vj ∈ C 1(Rn), its divergence is
given by

div(v) =
∂v1
∂x1

+ . . .+
∂vn
∂xn

.

Let U ⊂ Rn be a relatively compact open subset with smooth boundary ∂U ,
V ⊂ Rn such that U ⊂ V and let v a vector field on V of class C 1. The
divergence theorem states that∫

U
div(v)dx1 . . . dxn =

∫
∂U
v · ndσ,

where n is the outward normal unit vector field on ∂U , σ the volume measure
on ∂U and · indicates the Euclidean inner product in Rn.

We give now the definition of the divergence of a smooth vector field on
a Riemannian manifold in terms of the following result.

Theorem 1.12. Consider a smooth vector field v = {v(p)}p∈M on a
Riemannian manifold (M, g). There is a unique smooth function on M ,
denoted by divg v, such that the following holds∫

M
(divg v)udµ = −

∫
M
〈v,∇gu〉gdµ, for any u ∈ C∞c (M),

where C∞c (M) denotes the set of smooth functions with compact support.

Alternatively, we can give a local definition for the divergence of a smooth
vector field v = {v(p)}p∈M as follows. On every chart with local coordinates
x1, . . . , xn, we define

divg v =
n∑
i=1

1√
det(g)

∂

∂xi

(√
det(g)vi

)
.

It can be proved that, in the intersection of any two charts, it defines the
same function.

Observe that, for the particular case of Rn together with the Euclidean
metric, Theorem 1.12 is a particular case of the divergence theorem. Indeed,
let U ⊂ Rn be an open subset, consider a function u ∈ C 1

c (U) and a vector
field v on U of class C 1. By the divergence theorem applied to the vector
field uv, since u vanishes on ∂U and div(uv) = ∇u · v + udiv v, we obtain∫

U
div(v)udx = −

∫
U
∇u · vdx.

Once the gradient and the divergence have been defined, we can proceed
with the definition of the (classical) Laplace operator for smooth functions,
also called the Laplace-Beltrami operator. Let us recall first the definition of
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the Laplacian on the Euclidean space Rn with coordinates x1, . . . , xn acting
on the set of smooth functions C∞(Rn), namely

∆ =
1

2π

(
∂2

∂x21
+ . . .+

∂2

∂x2n

)
.

In this text, in order to normalize certain expressions, we will consider this
particular multiple of the usual Laplace operator in Rn. The reason of this
normalization will be cleared out in section 6.

The Laplace operator on (M, g) is defined as ∆g = 1
2π divg ◦∇g. This

is, for every smooth function f on M , its Laplacian is given by ∆gf =
1
2π divg(∇gf). In local coordinates, we have

∆gf(p) =
1

2π

n∑
i=1

1√
det(g)

∂

∂xi

√det(g)
n∑
j=1

gi,j
∂f

∂xj

 .

From the definition, since the divergence of a smooth vector field is smooth,
we deduce that the Laplacian of a smooth function is necessarily smooth.
Observe that the definition of the Laplacian in a Riemannian manifold (M, g)
depends on the metric, hence we will write ∆g. The notation ∆ will always
refer to the Laplace operator on the Euclidean space Rn.

The following result, which will be of great interest in the future, is a
consequence of Theorem 1.12.

Theorem 1.13 (Green’s formula). Let u, v ∈ C∞(M) and such that at
least one of them is compactly supported, then∫

M
u∆gvdµ = − 1

2π

∫
M
〈∇gu,∇gv〉gdµ =

∫
M
v∆gudµ.

Proof. [Gri09], Theorem 3.16. �

As we previously did, we will dedicate a couple of lines to this result for
the particular case of Rn together with the Euclidean metric. Let U ⊂ Rn
be an open subset and u, v ∈ C 2(U) be such that at least one of them has
compact support. Applying the divergence theorem to the vector fields u∇v
and v∇u yields to Green’s formula 1.13:∫

U
v∆udx = − 1

2π

∫
U
∇u · ∇vdx =

∫
U
u∆vdx,

Let U ⊂ Rn relatively compact open subset and V ⊂ Rn an open subset
such that U ⊂ V . If ϕ and ψ are two functions in C 2(V ), we have that
div(ϕ∇ψ − ψ∇ϕ) = 2π(ϕ∆ψ − ψ∆ϕ) and, by the divergence theorem, we
obtain the so-called Green’s identity:

(1.5)
∫
U

(ϕ∆ψ − ψ∆ϕ)dx =
1

2π

∫
∂U

(ϕ∇ψ − ψ∇ϕ) · ndσ.



20 1. PRELIMINARIES

4.1. The Riemann sphere. Let us consider the particular case of
P1(C) together with the atlas given by the usual charts (U0, α0) and (U1, α1),
where the open subsets are

U0 = {(z0 : z1) : z0 6= 0} and U1 = {(z0 : z1) : z1 6= 0},

and the homeomorphisms are given by

α0 : U0 −→ R2,

(z0 : z1) 7→
(

Re z1z0 , Im
z1
z0

)
α1 : U1 −→ R2.

(z0 : z1) 7→
(

Re z0z1 , Im
z0
z1

)
The Fubini-Study metric g on P1(C) is defined locally on any chart Uj

with coordinates x, y by

(1.6) g(x, y) =

(
4

(1+x2+y2)2
0

0 4
(1+x2+y2)2

)
.

The Riemannian surface P1(C) together with the Fubini-Study metric
g is called the Riemann sphere. It is a well-known fact that the projective
complex line can be identified with the unit sphere S2 in R3. This is done
via the stereographic projection ρ : S2 \ {(0, 0, 1)} → C, that identifies the
equator of S2 with the unit circle S1 ⊂ C and the point (0, 0, 1) with the
point at infinity (0 : 1).

As it was mentioned above, there is a geodesic distance associated to
every Riemannian manifold. For the particular case of the Riemann sphere,
it is exactly the spherical distance, which is defined as

d(p, p′) := 2 arccos

(
|p0p′0 + p1p′1|√

|p0|2 + |p1|2
√
|p′0|2 + |p′1|2

)
,

for every p = (p0 : p1) and p′ = (p′0 : p′1) in P1(C). To simplify the computa-
tions, we will consider an equivalent distance, the chordal distance, defined
as follows. For every p = (p0 : p1) and p′ = (p′0 : p′1), we have

dch(p, p′) :=
2|p0p′1 − p1p′0|√

|p0|2 + |p1|2
√
|p′0|2 + |p′1|2

.

Indeed, we have the following result.

Lemma 1.14. For every p, p′ ∈ P1(C), we have

2

π
d(p, p′) ≤ dch(p, p′) ≤ d(p, p′).

Proof. We will work on the sphere using the stereographic projection.
Since the chordal distance dch between two points in the sphere is the length
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of the chord joining them and the spherical distance d is the angle between
the vectors both points define, we have

dch(p, p′) = 2 sin

(
d(p, p′)

2

)
, for every p, p′ ∈ P1(C).

For any choice of points we have that d(p, p′) ≤ π, so we deduce

dch(p, p′) ≤ d(p, p′).

Now, let β > 0 be such that β d(p, p′) ≤ dch(p, p′) for all p, p′ ∈ P1(C).
This is equivalent to saying that βx ≤ 2 sin(x2 ) for every 0 ≤ x ≤ π. By
the convexity of the function 2 sin(x2 ), we deduce that the optimal value is
β = 2

π . �

Let us give explicitly the local expression of the Laplacian of a smooth
function on the Riemann sphere. Let f ∈ C∞(P1(C)), on each chart Uj with
coordinates x, y, the gradient of f is given by

∇gf =
1√

det(g)

(
∂fi
∂x

,
∂fi
∂y

)
,

where fi = f ◦ α−1i . Therefore, the Laplacian of f is
(1.7)

∆gf =
1

2π

1√
det(g)

(
∂2fi
∂x2

+
∂2fi
∂y2

)
=

1

2π

(1 + x2 + y2)2

4

(
∂2fi
∂x2

+
∂2fi
∂y2

)
.

Finally, let us compute the volume of the Riemann sphere with respect
to the Riemannian measure. Let A denote the Lebesgue measure on C, since
µ(∞) = 0, we have

(1.8) µ(P1(C)) =

∫
P1(C)

dµ =

∫
C

√
det(g(z))dA(z)

=

∫ 2π

0

∫ +∞

0

4

(1 + r2)2
rdrdθ = 2π

∫ +∞

0

2ds

(1 + s)2
= 4π.

5. Distributions

The aim of this section is to give an introduction to the theory of distri-
butions on a Riemannian manifold and, in particular, to give the definition
of the distributional Laplace operator. This notion will be very relevant in
the second chapter, where we will develop the theory of potentials in the
Riemann sphere.

We will start first by defining the distributions on Rn and we will later
consider the case of general Riemannian manifolds.
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5.1. Distributions on Rn. For any open U ⊂ Rn, the set of test func-
tions D(U) is given by the set C∞c (U) endowed with the following conver-
gence condition: a sequence {φk} converges to φ in D(U) if

(i) for any multi-index α ∈ (Z≥0)n, limk→∞ ∂
αφk = ∂αφ uniformly, and

(ii) there is a compact set K ⊂ U such that supp(φk) ⊂ K for every k.

We will write φk
D−→ φ. This notion of convergence defines a topology on

D(U) and it is such that it makes it a linear topological space. Observe that
if φk

D→ φ, then ∂αφk
D→ ∂αφ for every multi-index α.

The space of distributions D′(U) on the open subset U ⊂ Rn is defined
as the dual space of D(U), i.e. the space of all linear continuous functionals
on D(U). Given a distribution u ∈ D′(U) and a test function φ ∈ D(U),
the action of u on φ is denoted by (u, φ). The continuity of u means that
limk(u, φk) = (u, φ) whenever φk

D−→ φ. We deduce easily that D′(U) is a
linear space. A sequence of distributions {uk} converges to u in D′(U) if

lim
k

(uk, φ) = (u, φ), for every φ ∈ D(U).

Let us give some classical examples of distributions.

• Locally integrable functions. A function u ∈ L1
loc(U) may be iden-

tified as a distribution with the following rule

(u, φ) =

∫
U
uφdλ, for any φ ∈ D(U),

where λ is the Lebesgue measure on Rn. This identification gives
us the inclusion L1

loc(U) ↪→ D′(U).
• Any regular complex measure ν on U , determines a distribution in
D′(U) which is given by

(ν, φ) =

∫
U
φdν for any φ ∈ D(U).

In particular, any finite linear combination of Dirac deltas: let
a1, . . . , as ∈ U and mi ∈ R for i = 1, . . . , s, then(

s∑
i=1

miδai , φ

)
=

s∑
i=1

miφ(ai), for any φ ∈ D(U).

For any j = 1, . . . , n, the distributional partial derivative operator ∂j on
D′(U) is defined as follows. Let u ∈ D′(U) be any distribution, then ∂ju is
a distribution on U given by the identity

(∂ju, φ) = −(u,
∂φ

∂xj
), for any φ ∈ D(U),

which is well defined since ∂φ
∂xj
∈ D(U).
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Observe that if we consider u ∈ C 1(U), the integration by parts formula
gives us ∫

U

∂u

∂xj
φdA = −

∫
U
u
∂φ

∂xj
dA,

for every φ ∈ C∞c (U). Hence, the above definition is a generalization for
distributions of the classical partial derivative.

More generally, for any multi-index α = (α1, . . . , αn), we define the
operator ∂α on any u ∈ D′(U) as

(∂αu, φ) = (−1)|α|(u,
∂αφ

∂xα1
1 · · · ∂x

αn
n

), for any φ ∈ D(U).

It is easy to see that a finite linear combination of operators of the form
∂αi is also an operator on the space of distributions over U . In particular,
we have the distributional Laplace operator ∆ = 1

2π

(
∂21 + . . .+ ∂2n

)
which is

defined, for every u ∈ D′(U), as

(∆u, φ) = (u,∆φ), for any φ ∈ D(U).

Recall that the Laplacian of a function u ∈ C 2(U) is defined as

∆u =
1

2π

(
∂2u

∂x21
+ . . .+

∂2u

∂x2n

)
.

And, in this situation, Green’s Formula tells us that∫
U

∆uφdA = − 1

2π

∫
U
∇u · ∇φdA =

∫
U
u∆φdA, for every φ ∈ C∞c (U)

where ∇u and ∇φ are the gradient vectors of u and φ and · indicates the
standard scalar product in Rn. Hence, the definition of the distributional
Laplacian as an operator on D′(U) is a generalization of the classical Lapla-
cian.

5.2. Distributions on Riemannian manifolds. Consider a Rieman-
nian manifold (M, g), the space of test functions on M , denoted by D(M),
is defined as the set of all compactly supported smooth functions on M
endowed with the following convergence. Let {φk} and φ in C∞c (M), we say
that φk converges to φ on D(M) if the following conditions are satisfied:
(i) On every chart U ⊂M and for every multi-index α, we have that

lim
k→∞

∂αφk = ∂αφ uniformly on U.

(ii) All supports supp(φk) are contained on a compact subset of M .

Under these conditions, we will write φk
D→ φ. As in the case of Rn, this

convergence induces a topology on the space D(M) with respect to which it
is a linear topological space.

A distribution on (M, g) is a continuous linear functional on the space
D(M). It is easy to verify that the set of distributions on M , denoted by
D′(M), is a linear space. Given u ∈ D′(M) and φ ∈ D(M), the action of
u on φ is denoted by (u, φ). The continuity of a distribution u ∈ D′(M)
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is characterized by limk(u, φk) = (u, φ) for every φk
D−→ φ. We say that

a sequence of distributions {uk} converges to u in D′(M), if limk(uk, φ) =

(u, φ) for every φ ∈ D(M). We will write uk
D′→ u.

As it was established by Theorem 1.11, there is a complete and regular
measure µ associated to the metric g, called the Riemannian measure. Thus,
(M,µ) is a measure space and we can speak about measurable and integrable
functions on M . For any 1 ≤ p < ∞, recall that Lp(M) = Lp(M,µ) is the
spaces of equivalence classes of measurable functions f : M → R such that∫

M
|f |pdµ <∞.

And, for any 1 ≤ p < ∞, the spaces Lploc(M) are the set of equivalence
classes of measurable functions f on M such that f ∈ Lp(K) for every
compact subset K ⊂M .

Given a function u ∈ L1
loc(M), we can consider its associated distribution

in D′(M) in the following way

(u, φ) =

∫
M
uφdµ, for every φ ∈ D(M).

It can be proved that u ∈ L1
loc(M) vanishes almost everywhere if, and only

if, u = 0 in D′(M). Hence, we have that L1
loc(M) is a subset of D′(M) and,

since convergence in L1
loc(M) implies convergence in D′(M), we have

L1
loc(M) ↪→ D′(M).

We will now define the distributional Laplacian ∆g, an operator on the
space of distributions of (M, g). Let u ∈ D′(M), its distributional Laplacian
is given by the identity

(∆gu, φ) = (u,∆gφ), for every φ ∈ D(M).

The Laplacian ∆gu of a distribution u ∈ D′(M) is also a distribution. Indeed,
it is a continuous linear functional on D(M) since, for every a1, a2 ∈ R and
every φ1, φ2 ∈ D(M), we have

(∆gu, a1φ1 + a2φ2) =

∫
M
u∆g(a1φ1 + a2φ2)dµ

= a1

∫
M
u∆gφ1dµ+ a2

∫
M
u∆gφ2dµ = a1(∆gu, φ1) + a2(∆gu, φ2).

And, given a sequence {φk} and a functions φ in D(M) such that φk
D−→ φ,

we have that ∆gφk
D−→ ∆gφ and

lim
k

(∆gu, φk) = lim
k

∫
M
u∆gφkdµ =

∫
M
u lim

k
∆gφkdµ

=

∫
M
u∆gφdµ = (∆gu, φ).
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Let u ∈ C∞(M) ⊂ L1
loc(M), by Theorem 1.13, we have that

(∆gu, φ) =

∫
M

∆guφdµ =

∫
M
u∆gφdµ = (u,∆gφ), for any φ ∈ D(M).

Hence, for smooth functions onM the definitions of the distributional Lapla-
cian and the classical Laplacian defined on the previous section agree.

We will now introduce the vector field versions of the space of test func-
tions and distributions on a Riemannian manifold. ~D(M) will denote the
space of smooth vector fields on a manifold M endowed with a convergence
analogous to the convergence in D(M). It can be proved that ~D(M) is a
linear space and hence we can consider its dual space ~D′(M), which is called
the space of distributional vector fields on M .

We say that a vector field on (M, g) is measurable if, on every chart,
all the components are measurable functions. We can then define, for every
1 ≤ p <∞, the spaces

~L
p
(M) := {v measurable vector field on M : ‖v‖g ∈ Lp(M)}

and
~L
p

loc(M) := {v measurable vector field on M : ‖v‖g ∈ Lploc(M)},

where
‖v‖g = 〈v, v〉1/2g .

The space ~L
2
(M) is of particular interest since it is a Hilbert space with

the inner product

(v, w)~L2 =

∫
M
〈v, w〉gdµ, for any v, w ∈ ~L

2
(M).

Every vector field v ∈ ~L
p

loc(M) defines a distributional vector field in
~D′(M) which is given by

(v, ψ) =

∫
M
〈v, ψ〉gdµ, for every ψ ∈ ~D(M).

For any distribution u ∈ D′(M), the distributional gradient is defined as
the distributional vector field ∇gu given by the identity

(∇gu, ψ) = −(u,divg(ψ)), for every ψ ∈ ~D(M).

It is clear, by Theorem 1.12, that the distributional gradient of a vector field
extends the definition of the classical gradient of a smooth vector field on a
Riemannian manifold.

The following result will be useful in the future.

Lemma 1.15. Let {uk} and u in D′(M) such that uk
D′−→ u. Then

∇guk
~D′−→ ∇gu.
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Proof. For every φ ∈ D(M), we have limk(uk, φ) = (u, φ) and, by
definition, for k ≥ 1 we have (∇guk, ψ) = −(uk, divg(ψ)), for every ψ ∈
~D(M). Now, since the divergence of a smooth compactly supported vector
field is in C∞c (M), passing to the limit we obtain

lim
k

(∇guk, ψ) = − lim
k

(uk, divg(ψ)) = −(u,divg(ψ)) = (∇gu, ψ),

for all ψ ∈ ~D(M). �

6. Potential theory on the complex plane

We will now give a brief introduction to potential theory on the complex
plane. We will start by giving the definitions of harmonic and subharmonic
functions and some of the key results that will be needed later on this text.
Afterwards, we will define the potential of a certain class of measures and
state some important facts about it.

For a more detailed study of the potential theory, where the reader can
find the proofs of the classical results appearing below, we refer to [Ran95],
[Tsu75].

In the potential theory, the Laplace operator plays a significative role.
As it has been mentioned previously, in order to obtain neat results, we
normalize the Laplacian as follows

∆ =
1

2π

(
∂2

∂x2
+

∂2

∂y2

)
.

6.1. Harmonic functions. Let U ⊂ C be an open subset, a function
h : U → R is harmonic if h ∈ C 2(U) and it is a solution of the Laplace
equation, this is

∆h = 0 on U.
There is a classical result relating harmonic functions and holomorphic

ones. On a domain in the complex plane, the real part of any holomorphic
function is harmonic. Conversely, every harmonic function on a simply con-
nected domain is the real part of a holomorphic function and this function
is unique up to addition of a constant.

In the converse, the assumption of a simply connected domain is required.
However, we have that every harmonic function is locally the real part of a
holomorphic function. Whence, every harmonic function on an open subset
U ⊂ C is necessarily smooth.

Let z ∈ C and r > 0, we will denote

D(z, r) = {w ∈ C : |z − w| ≤ r}.

Given a harmonic function h on an open neighborhood of the closed disc
D(z, r), the mean-value property states that

h(z) =
1

2π

∫ 2π

0
h(z + reiθ)dθ.
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This result is a consequence of Cauchy’s integral formula and the fact that
h is the real part of a holomorphic function on D(z, r + ε) for some ε > 0.

Actually, the mean-value property characterizes harmonic functions in
the following sense. Let U be an open subset of C and h : U → R a continuous
function such that, for every z ∈ U there is some rz > 0 satisfying

h(z) =
1

2π

∫ 2π

0
h(z + eiθ)dθ, for every 0 ≤ r ≤ rz.

Then h is harmonic on U .
As a consequence of the mean-value property and its converse, we have

the following result.

Corollary 1.16. Let {hn} be a sequence of harmonic functions on a
domain D ⊂ C converging locally uniformly to a function h. Then h is
harmonic on D.

Proof. [Ran95], Corollary 1.2.8. �

Let us consider now two principles that are a direct consequence of their
corresponding holomorphic counterparts.

Let h1 and h2 be two harmonic functions on a domain D ⊂ C. If h1 = h2
on a non-empty open subset of D, then h1 = h2 on D. This is the so-called
identity principle of harmonic functions.

The maximum principle states that given a harmonic function h on a
domain D ⊂ C the following holds.
(i) If h attains a local maximum on D, then h is constant.
(ii) If h can be continuously extended to the closureD ofD on the Riemann

sphere and h ≤ 0 on the border ∂D, then h ≤ 0 on D.
The following result will be of interest in the subsequent chapter. It is

name Liouville’s theorem for harmonic functions and it states that if a har-
monic function on C is bounded either above or below, then it is constant.
The result is a consequence of the maximum principle and Harnack’s inequal-
ity which says that given a positive harmonic function on a disc D(z, r), we
have

r − s
r + s

h(z) ≤ h(z + seiθ) ≤ r + s

r − s
h(z).

for every 0 < s < r and every 0 ≤ θ < 2π.
There is much more to be said about harmonic functions, for example the

results about the Dirichlet problem on the disc. However, as we announced
at the beginning of the section, this will be a short introduction to the theory
of potentials.

6.2. Subharmonic functions. In this part of the section, we will give
the definition of subharmonic functions on the complex plane. We will later
see that these functions are of special interest in potential theory.

Let X be a topological space, a function u : X → [−∞,+∞) is upper
semicontinuous if for every α ∈ R the set {x ∈ X : u(x) < α} is open in X.
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As a direct consequence of the definition, we have that every upper semi-
continuous function u on a topological space X is bounded above on every
compact K ⊂ X, and attains its bound.

Let U ⊂ C be an open, a function u : U → [−∞,+∞) is subharmonic if
it is upper semicontinuous and it satisfies that for every z ∈ U there is some
rz > 0 such that

u(z) ≤ 1

2π

∫ 2π

0
u(z + reiθ)dθ, for every 0 ≤ r < rz.

This is the so-called local submean inequality.
Observe that the integral on the right-hand side of the later expression is

well defined. This follows from the fact that it is defined as the difference of
two integrals corresponding to the positive and negative parts of the function
u. Since the positive part is bounded, its integral is finite and, even if the
integral of the negative part is infinite, the resulting difference is well-defined.
Note that the function u ≡ −∞ is subharmonic.

Given a holomorphic function f on an open U ⊂ C, it can be easily
proved that log |f | is subharmonic on U . Moreover, log |f | is harmonic on
the open subset {x ∈ U : f(x) 6= 0}.

From the definition, we can deduce that any finite linear combination
with positive coefficients of subharmonic functions is also subharmonic and
that the maximum of two subharmonic functions is subharmonic.

The maximum principle for subharmonic functions states that a subhar-
monic function u on a domain D ⊂ C that attains a global maximum is
necessarily constant. Moreover, if lim supz→w u(z) ≤ 0 for all w ∈ ∂D, then
u ≤ 0 on D. As for the case of harmonic functions, we are considering the
closure of D on P1(C). Hence, if D is not bounded, we have ∞ ∈ ∂D.

There is a generalization of the last part of the maximum principle that
holds for subharmonic function that do not grow too fast at infinity. This
generalization would let us avoid considering the point at infinity as a point
of the border of the domain and leads to the following version of Liouville’s
theorem for subharmonic functions: every subharmonic function on C that
is bounded above is constant.

From the maximum principle and further results for harmonic func-
tions, one can deduce that subharmonic functions satisfy the global submean
inequality: let u be a subharmonic function on an open U ⊂ C and let
D(z, r) ⊂ U . Then

u(z) ≤ 1

2π

∫ 2π

0
u(z + reiθ)dθ.

Given a decreasing sequence {un} of subharmonic functions on an open
U ⊂ C, the pointwise limit u(x) := limn→∞ un(x) is subharmonic on U .
This is a consequence of the (global) submean inequality.

A significative fact about subharmonic functions is that they are locally
integrable, as long as they are not identically −∞. Recall that this means
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that they are integrable on every compact subset. As a consequence, we have
that given a subharmonic function u on a domain D ⊂ C, no identically −∞,
the set {z ∈ U : u(z) = −∞} has Lebesgue measure zero.

Let U ⊂ C be an open and u ∈ C 2(U). Then u is subharmonic if
and only if ∆u ≥ 0 on U . We will see soon that this also holds for the
distributional Laplacian of any subharmonic function, which is well defined
since subharmonic functions are locally integrable.

The following result will show us how to build, from a given subhar-
monic function, a decreasing sequence of smooth subharmonic functions that
converge pointwisely to the original one. As it was done in the section of
smoothing of integrable functions, this is done by convolution with mollifiers.

Theorem 1.17. Let u be a subharmonic function on a domain D ⊂ C,
with u 6≡ −∞. Consider a mollifier ϕ such that ϕ(z) = ϕ(|z|) and for
every ε > 0 set ϕε(z) = 1

ε2
ϕ
(
z
ε

)
. Then uε(z) := u ∗ ϕε(z) is smooth on

Dε = {z ∈ U : dist(z, ∂D) > ε} and for every z ∈ D the following holds
(i) limε→0 uε(z) = u(z),
(ii) uε1(z) ≥ uε2(z) ≥ u(z) for every 0 < ε1 ≤ ε2.

Proof. [Ran95], Theorem2.7.2. �

From this result we can deduce the weak identity principle for subhar-
monic functions: given subharmonic functions u1 and u2 on an open U ⊂ C
such that u1 = u2 almost everywhere, we necessarily have that u1 = u2 on
the whole U .

Let us see that the distributional Laplacian of a subharmonic function
is indeed positive. Recall that the distributional Laplacian of a locally inte-
grable function u is defined by the identity∫

C
∆uφdA =

∫
C
u∆φdA, for every φ ∈ C∞c (C),

where dA denotes the Lebesgue measure on C. To prove that, given a sub-
harmonic function u on C, ∆u ≥ 0 we have to see that∫

C
u∆φdA ≥ 0, for every φ ∈ C∞c (C) with φ ≥ 0.

By the previous theorem, there is a decreasing sequence of smooth subhar-
monic functions {un} such that limn un(z) = u(z) on C and, since ∆φ is
smooth and compactly supported, by the dominated convergence theorem
we have ∫

C
u∆φdA =

∫
C

lim
n
un∆φdA = lim

n

∫
C
un∆φdA.

Now, by Green’s formula∫
C
un∆φdA =

∫
C

∆unφdA ≥ 0.
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Hence, we can conclude that ∫
C
u∆φdA ≥ 0.

6.3. Potentials. At last, we will give the definition of the potential of
finite compactly supported positive measures on C. We will see that there
is a close relation between potentials and subharmonic functions.

Let ρ be a finite measure on C with compact support. Its potential is the
function gρ : C→ [−∞,+∞) defined as

gρ(z) =

∫
C

log |z − w|dρ(w), for any z ∈ C.

The first remark about potentials is given by the following result.

Theorem 1.18. Given a finite and compactly supported measure ρ on
C, its potential gρ is subharmonic on C and harmonic on C \ supp(ρ).

Proof. [Ran95], Theorem 3.1.2. �

The minimum principle for potentials establishes that given a finite mea-
sure ρ on C with compact support K, if gρ ≥ M on K, then gρ ≥ M on
whole complex plane.

At the end of the previous section we saw that the distributional Lapla-
cian of a subharmonic function is positive, whenever it is not identically −∞.
Actually, it can be proved that given a subharmonic function on a domain
D ⊂ C, the linear functional on C∞c (D) defined by

Λ(φ) :=

∫
D
u∆φdA

is positive and bounded and it can be extended to a linear functional on the
class of compactly supported continuous functions, C 0

c (D). Hence, by Riesz
representation theorem, there is a unique positive finite regular measure
∆udA on D such that

Λ(φ) =

∫
D
φ∆udA for every φ ∈ C 0

c (D).

If, in particular, we consider the potential of a finite compactly supported
measure ρ on the complex plane we obtain the distributional equality1 ∆gρ =
ρ. This is, for every φ ∈ C∞c (C) we have

(1.9)
∫
C
φ∆gρdA =

∫
C
φdρ.

The proof of this classical result is done by applying Green’s identity (1.5),
taking into account that the log |z − w| is harmonic on |z − w| > ε.

Lemma 1.19 (Weyl’s lemma). Let u and v be two subharmonic functions
on a domain D ⊂ C, with u, v 6≡ −∞. If ∆u = ∆v, then there is a harmonic
function h on D such that u− v = h.

1It is in this context where the normalization of the Laplace operator makes sense.
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Proof. [Ran95], Theorem 3.7.10. �

This lemma together with the distributional identity that we gave above
yields to the so-called Riesz decomposition theorem: for every subharmonic
function u on a domain D ⊂ C, with u 6≡ −∞ and every relatively compact
open subset U ⊂ D there is a harmonic function h on U such that

u(z) = −
∫
U

log |z − w|∆u(w)dA(w) + h(z), for every z ∈ U.

As an illustrative example let us write the potential of λS1 , the Lebesgue
measure restricted to the unit circle, normalized in such a way that it is a
probability measure. We have that

gλS1 (z) = log+ |z| := max{log |z|, 0}.

This is a consequence of the following lemma, which is a particular case of
Jensen’s formula.

Lemma 1.20. For every z ∈ C and every r > 0 the following holds

1

2π

∫ 2π

0
log |z − reiθ|dθ = max{log r, log |z|}.

Riesz decomposition theorem has very deep consequences for subhar-
monic functions, as the following lemma certifies. This result is mentioned
in [FRL06] and its proof, which we will also include, is outlined in their
paper.

Lemma 1.21. Let u be a subharmonic function on a domain D ⊂ C such
that u 6≡ −∞. Then the following holds

(i) u ∈ Lploc(D) for every 1 ≤ p <∞,
(ii) ∂u

∂x ,
∂u
∂y ∈ L2−ε

loc (D) for every ε > 0.

Observe that, when we consider the partial derivatives of a subharmonic
function, we are actually referring to the distributional partial derivatives.
The fact that these partial derivatives belong to the space L2−ε

loc (D) means
that they are equal almost everywhere to a function on this space.

Proof. By Riesz decomposition theorem, for every z0 ∈ D and every
R > 0 with D(z0, R) ⊂ D, there is a harmonic function h on D(z0, R) such
that

(1.10) u(z) = −
∫
D(z0,R)

log |z − w|∆u(w)dA(w) + h(z), ∀z ∈ D(z0, R).

(i) Let us prove that u ∈ Lp(D(z0, R)) for every 1 ≤ p <∞. Since, h is
harmonic on D(z0, R) it is clear that h ∈ Lp(D(z0, R)) for every 1 ≤ p ≤ ∞.
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On the other hand, we have that ∆udA is a positive finite regular measure
and, by Minkowski’s Integral inequality (c.f. Subsection 1.6), we obtain(∫

D(z0,R)

∣∣∣∣∣
∫
D(z0,R)

log |z − w|∆u(w)dA(w)

∣∣∣∣∣
p

dA(z)

) 1
p

≤
∫
D(z0,R)

(∫
D(z0,R)

| log |z − w||pdA(z)

) 1
p

∆u(w)dA(w)

=

∫
D(z0,R)

(∫
D(z0−w,R)

| log |z||pdA(z)

) 1
p

∆u(w)dA(w)

≤
∫
D(z0,R)

(∫
D(0,|z0|+2R)

| log |z||pdA(z)

) 1
p

∆u(w)dA(w).

Hence, we only have to see that log |z| is in Lp(D(0, r)) for every r > 0
and every finite p ≥ 1. We will then have proved that u is in Lp(D(z0, R))
for every disc D(z0, R) ⊂ D.

We have∫
D(0,r)

| log |z||pdA(z)

=

∫
D(0,1)

(− log |z|)pdA(z) +

∫
1<|z|<r

(log |z|)pdA(z).

The second summand is clearly finite since log |z| is continuous on the
bounded region 1 < |z| < r. For the first summand, recursively doing
integration by parts we obtain∫

D(0,1)
(− log |z|)pdA(z) = (−1)p2π

∫ 2

0
(log r)prdr

= (−1)p2π

[
r2

2
(log r)p

∣∣∣∣1
0

− p

2

∫ 1

0
(log r)p−1rdr

]

= (−1)p+1πp

∫ 1

0
(log r)p−1rdr

= (−1)p+1πp

[
r2

2
(log r)p−1

∣∣∣∣1
0

− p− 1

2

∫ 1

0
(log r)p−2rdr

]

= (−1)p+2π

2
p(p− 1)

∫ 1

0
(log r)p−2rdr

...

= (−1)2p
π

2p−1
p(p− 1) · · · 2

∫ 1

0
rdr =

πp!

2p
.
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(ii) With the notation introduced in (1.10), we will see that the distri-
butional partial derivative of u is equal almost everywhere to a function in
L2−ε(D(z0, R)), for every ε > 0. Let us note, for z ∈ D(z0, R)

g(z) :=

∫
D(z0,R)

log |z − w|∆u(w)dA(w).

Since the distributional partial derivative operator is linear and it coincides
with the classical partial derivative when applied to smooth functions, we
only have to see that there is a function gx in L2−ε(D(z0, R)) such that
gx = ∂g

∂x on D′(D(z0, R)).
Consider the function

gx(z) =

∫
D(z0,R)

Re(z − w)

|z − w|
∆u(w)dA(w), with z ∈ D(z0, R).

By Minkowski’s integral inequality, we have

(∫
D(z0,R)

|gx(z)|p dA(z)

) 1
p

≤
∫
D(z0,R)

(∫
D(z0,R)

Re(z − w)p

|z − w|p
dA(z)

) 1
p

∆u(w)dA(w).

For every w ∈ D(z0, R), we have

∫
D(z0,R)

Re(z − w)p

|z − w|p
dA(z) ≤ (2R)p

∫
D(z0,R)

1

|z − w|p
dA(z)

= (2R)p
∫
D(z0−w,R)

1

|z|p
dA(z) ≤ (2R)p

∫
D(0,|z0|+2R)

1

|z|p
dA(z)

= 2π(2R)p
∫ |z0|+2R

0

dr

rp−1
,

which is finite if p = 2 − ε, for every ε > 0. Hence, we deduce that the
function gx is in L2−ε(D(z0, R)).
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At last, we will verify that the distributional equality gx = ∂g
∂x holds. Let

φ be a smooth function with compact support on D(z0, R), we have

(
∂g

∂x
, φ) = −(g,

∂φ

∂x
) = −

∫
D(z0,R)

g(z)
∂φ

∂x
(z)dA(z)

= −
∫
D(z0,R)

(∫
D(z0,R)

log |z − w|∆u(w)dA(w)

)
∂φ

∂x
(z)dA(z)

= −
∫
D(z0,R)

(∫
D(z0,R)

log |z − w|∂φ
∂x

(z)dA(z)

)
∆u(w)dA(w)

= −
∫
D(z0,R)

(
−
∫
D(z0,R)

∂

∂x
(log |z − w|)φ(z)dA(z)

)
∆u(w)dA(w)

=

∫
D(z0,R)

(∫
D(z0,R)

Re(z − w)

|z − w|
φ(z)dA(z)

)
∆u(w)dA(w)

=

∫
D(z0,R)

(∫
D(z0,R)

Re(z − w)

|z − w|
∆u(w)dA(w)

)
φ(z)dA(z) = (gx, φ).

�

7. Height of algebraic numbers

In this last part of the chapter, we will introduce the notion of height
of points in the n-th projective space Pn(Q), where Q is a fixed algebraic
closure of Q. As a particular case, we will give the definition of the height
of algebraic numbers. After the definitions, we will present some important
properties of the height, which will not be proved. For further detail on the
topic, we refer the reader to [BG07].

An absolute value | · | on a field K is a real-valued function such that
|x| ≥ 0 for every x ∈ K, |x| = 0 if and only if x = 0, |xy| = |x| · |y| for every
x, y ∈ K and satisfies the triangle inequality |x+ y| ≤ |x|+ |y| for every pair
of points x and y in K. If, in addition, it satisfies |x+ y| ≤ max{|x|, |y|} for
every x, y ∈ K, the absolute value is called non-Archimedean. Otherwise, it
is called Archimedean. An absolute value is trivial if it is identically 1 on
K× = K \ {0}.

We can define a distance on K associated to a given absolute value | · |
by |x− y| for every x, y ∈ K and this metric defines a topology on K. Two
absolute values on K are equivalent if they define the same topology. It can
be proved that this is an equivalence relation.

A place v of K is an equivalence class of non-trivial absolute values. Let
MK be the set of all places ofK, for a given v ∈MK , |·|v denotes an absolute
value on the equivalence class of v. Given a field extension L/K and a place
v ∈ MK , we say that a place w ∈ ML extends v if any representative | · |w
restricted to K is a representative of v, we will write w | v.
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We will denote by Kv the completion of the field K with respect to the
place v ∈MK . It can be proved that there is a unique place of Kv extending
v and such that it induces a topology with respect to which Kv is complete
and K is dense in Kv. By abuse of notation we shall denote this place also
by v.

Let K be a complete field with respect to an absolute value | · |v and let
L/K be a finite extension. Then there is a unique extension of | · |v to an
absolute value | · |w on L, which is given by

|x|w = |NL/K(x)|
1

[L:K]
v , for every x ∈ L,

where [L : K] is the degree of the extension L/K and NL/K the norm.
Moreover, L is complete with respect to | · |w. One can deduce from this fact
that there is a unique extension to an absolute value on the algebraic closure
K of a complete field K. However, since K/K is not finite in general, we
cannot say that K is complete with respect to this absolute value.

In the field of the rational numbers Q, there is only one Archimedean
place∞. A representative of∞ is given by the ordinary absolute value | · | on
Q which will also be denoted by | · |∞. It can be shown that the remaining
non-Archimedean places are in one-to-one correspondence with the prime
numbers p ∈ Q. Hence, we have

MQ = {p : p prime or p =∞}.
Given a prime number p, the p-adic absolute value | · |p is defined for any
prime q ∈ Z as

|q|p =

{
1 if q 6= p,
1
p if q = p.

Considering the factorization of any rational number into prime factors an
the multiplicativity of absolute values, we can extend this definition to Q.

From now on, for every non-Archimedean place p ∈MQ, the representa-
tive | · |p will correspond to the p-adic absolute value that we just defined.
For the infinite place p =∞, the representative | · |∞ will always refer to the
ordinary absolute value. As we introduced above, Qp denotes the completion
of the rational numbers with respect to the place p and, by abuse of notation
we will also denote by | · |p the extension of the p-adic absolute value to Qp.
Moreover, since there is a unique extension of | · |p to the algebraic closure
Qp, it will also be denoted by | · |p.

Let us consider the case of a number field K, i.e. a finite extension of the
field of rational numbers Q. Let p ∈MQ and v ∈MK be such that v | p. The
extension Kv/Qp is finite and Qp complete, hence there is a unique extension
of | · |p to Kv, which is given by

(1.11) |x|v = |NKv/Qp(x)|
1

[Kv :Qp]
p , for every x ∈ Kv.

For a place v on a number field K, we will denote by | · |v the representative
of v corresponding to the restriction to K of (1.11).
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We have chosen a certain normalization of the absolute values | · |v repre-
senting a given place v on a number field K. We can now give the definition
of the Weil height of a point P = (x0 : . . . : xn) in Pn(Q),

h(P ) =
1

[K : Q]

∑
v∈MK

[Kv : Qv] max{log |x0|v, . . . , log |xn|v},

where K is a number field containing x0, . . . , xn and Qv is the completion of
Q with respect to the restriction of the absolute value | · |v. It can be proved
that this definition does not depend on the choice of the field extension K/Q.

The product formula states that, for every x ∈ K×∏
v∈MK

|x|[Kv :Qv ]v = 1.

From it we can deduce that the definition of the height of a point in Pn(Q)
does not depend on the choice of the coordinates.

Roughly speaking, the height of a point in the projective space Pn(Q)
measures its algebraic complexity. In particular, if the coordinates of a given
point P ∈ Pn(Q) can be chosen in Q, there are integers x0, . . . , xn with no
common factor such that P = (x0 : . . . : xn) and

h(P ) = max{log |x0|, . . . , log |xn|}.

The definition of height can be extended to the affine space An(Q). Given
a point in An(Q), its height is defined as the height of its image under the na-
tural embedding of the affine space into Pn(Q). This is, if P = (x1, . . . , xn),
then h(P ) = h(1 : x1 : . . . : xn). In particular, the Weil height of an algebraic
number α ∈ Q is defined by

h(α) =
1

[K : Q]

∑
v∈MK

[Kv : Qv] log+ |α|v,

where recall log+ |α|v = max{0, log |α|v}.
It is clear from the definition that the height of a point P ∈ Pn(Q)

is always greater or equal than zero. For algebraic numbers, Kronecker’s
theorem gives a characterization of those elements whose height is exactly
zero: let α ∈ Q×, then h(α) = 0 if and only if α is a root of unity.

Given a collection of points P1, . . . , Pr in Pn(Q), we have that

h(P1 + . . .+ Pr) ≤ h(P1) + . . .+ h(Pr) + log r.

Consider a point P = (x0 : . . . : xn) in Pn(Q) and an element σ in the
absolute Galois group Gal(Q/Q), then we have σP = (σx0 : . . . : σxn) and
h(P ) = h(σP ). In particular, if α, β ∈ Q are algebraic conjugates, their
heights agree.

For two algebraic numbers α and β, we have that h(αβ) ≤ h(α) + h(β).
Moreover, if β is a root of unity, then h(αβ) = h(α). For any integer n, we
have h(αn) = |n| h(α) and, in particular, h(α) = h( 1

α).
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Let S ⊂ Q be a finite set, its height is defined as h(S) =
∑

α∈S h(α). If
S is the Galois orbit of some element α ∈ Q, i.e. the orbit of α under the
action of Gal(Q/Q), since the height of all algebraic conjugates coincide, we
have h(S) = #S h(α), where #S is the cardinality of the set S.

Finally, we will give an alternative definition for the Weil height of an
algebraic number. In order to do so, let us introduce first several concepts.
Let f ∈ Q[x] be a non-zero polynomial, its (logarithmic) Mahler measure is
defined as

m(f) :=
1

2π

∫ 2π

0
log |f(eiθ)|dθ.

Consider the factorization over Q of the polynomial f(x) = adx
d + . . .+ a0,

f(x) = ad

d∏
j=1

(x− αj).

By Jensen’s formula we obtain

m(f) = log |ad|+
d∑
j=1

log+ |αj |.

Given α ∈ Q, its minimal polynomial over Z is defined as the polynomial
f ∈ Z[x] of least degree such that f(α) = 0. The degree of α (over Q) is the
degree of its minimal polynomial over Z and it will be denoted by deg(α).

Let α be an algebraic number and f its minimal polynomial over Z, it
can be proved that

h(α) =
m(f)

deg(α)
.

An important result that can be derived from this definition is Northcott’s
theorem. It states that there are only finitely many algebraic numbers with
bounded degree and bounded height.





CHAPTER 2

Quantitative equidistribution in the
one-dimensional case

In this chapter we will study the quantitative result of the equidistri-
bution of Galois orbits of points of small height on the projective complex
line due to Charles Favre and Juan Rivera-Letelier [FRL06]. In this paper,
they consider adelic measures and associate to them an adelic height. Then,
for every place v ∈ MQ, they give an estimate for the rate of convergence
of the discrete probability measure associated to a finite set towards the
v-component of the adelic measure considered.

As we mentioned on the introduction, in this text we will only focus on
the particular case of the classical Weil height and the Archimedean place.
Before stating the result, which corresponds to Corollary 1.4 in [FRL06]r,
we will recall some notation.

Let S ⊂ C be a finite set, the discrete probability measure associated to
S is a measure on C which is given by

µS =
1

#S

∑
α∈C

δα,

where #S denotes the cardinality of the set S and δα is the delta Dirac
measure supported on α.

We denote by λS1 the probability measure on C supported on the unit
circle, where it coincides with the probability Haar measure.

When considering the Riemann sphere, we will be referring to the com-
plex projective line P1(C) together with the Fubini-Study metric, denoted by
g, and whose local expression is given in (1.6). We will consider the natural
embedding C ↪→ P1(C), sending z 7→ (1 : z).

Given a real-valued function f on P1(C), we say that it is a Lipschitz
function if there is some K > 0 such that

|f(p)− f(p′)| ≤ K d(p, p′), for every p, p′ ∈ P1(C),

where d(p, p′) is the spherical distance between p and p′ in P1(C). If the
function f : P1(C) → R is a Lipschitz function, its Lipschitz constant is
defined as

Lip(f) = sup
p,p′∈P1(C)

p 6=p′

|f(p)− f(p′)|
d(p, p′)

.

It is easy to see that every function f in C 1(P1(C)) is Lipschitz.

39
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The main result of this chapter is the following.

Theorem II. There is a positive constant C ≈ 14.7628 such that for
every C 1-function f : P1(C) → R and every finite Galois-invariant set S ⊂
Q×,∣∣∣∣∣
∫
P1(C)

fdµS −
∫
P1(C)

fdλS1

∣∣∣∣∣
≤ Lip(f)

(
π

#S
+

(
4
h(S)

#S
+ C

log(#S + 1)

#S

) 1
2

)
.

In particular, if h(S)
#S ≤ 1, we have

(2.1)

∣∣∣∣∣
∫
P1(C)

fdµS −
∫
P1(C)

fdλS1

∣∣∣∣∣ ≤ Lip(f)

(
4
h(S)

#S
+ C ′

log(#S + 1)

#S

) 1
2

,

with C ′ ≈ 48.9897.

Let us fix some notation that will be used along the current chapter: dA
will denote the Lebesgue measure on C ∼= R2. We will be considering the
usual charts of the complex projective line (U0, α0) and (U1, α1), where the
open subsets are

U0 = {(1 : z) ∈ P1(C) : z ∈ C} and U1 := {(z : 1) ∈ P1(C) : z ∈ C},
and the homeomorphisms

α0 : U0 −→ R2, α1 : U1 −→ R2

(1 : z) 7→ (Re(z), Im(z)) (z : 1) 7→ (Re(z), Im(z)) .

On P1(C) we consider the Riemannian measure µ associated to g.
As it was mentioned on the preliminaries, we will consider a suitable

normalization of the Laplace operator on R2 with coordinates x, y, namely

∆ =
1

2π

(
∂2

∂x2
+

∂2

∂y2

)
.

1. Potential theory on the Riemann sphere

The aim of this section is to extend the potential theory on the complex
plane to the whole Riemann sphere. Given a signed measure ρ on P1(C),
the problem of finding an integrable function on an bounded proper open
neighborhood of any point whose Laplacian is equal, as a distribution, to the
measure restricted to the open set is essentially what was studied in Section
1.6. We will study under which conditions it is possible to consider a global
potential for any given signed measure ρ. This is, when there is an integrable
function h : P1(C) → R such that ρ = ∆gh. The answer to this question is
a well-know result on potential theory that will be stated and proved in this
text (c.f. Theorem 2.3).



1. POTENTIAL THEORY ON THE RIEMANN SPHERE 41

The first step will be to study the Laplacian of the extension of the
logarithmic kernel to P1(C). Let ∆ := {(z, z) : z ∈ C}, the logarithmic
kernel is the function K : C× C \∆→ R defined as

K(z, w) = log |z − w|.

Observe that it can be naturally extended to a function

K : P1(C)× P1(C) \∆→ R,

by setting K(∞, w) = K(z,∞) = ∞. In order to study its Laplacian, let
us see that, for any z ∈ C, the function K(z, ·) is integrable on the complex
projective plane with respect to the Riemannian measure µ. This will allow
us to think of K(z, ·) as a distribution and we will then be able to consider
its distributional Laplacian.

Lemma 2.1. For every z ∈ C, we have that∫
P1(C)

|K(z, w)|dµ(w) <∞.

Proof. Recall that locally µ =
√

det(g)dA, and the local expression of
g is given by (1.6). Hence, for every z ∈ C we have∫

P1(C)
|K(z, w)|dµ(w)

=

∫
D(0,1)

4| log |z − w||
(1 + |w|2)2

dA(w) +

∫
D(0,1)

4| log |z − 1/w||
(1 + |w|2)2

dA(w)

≤ 4

∫
D(0,1)

| log |z − w||dA(w) + 4

∫
D(0,1)

| log |z − 1/w||dA(w).

The first summand on the right-hand side of this last expression is clearly
finite. Indeed, for every z ∈ C, the function log |z − ·| is subharmonic on C
and therefore, it is locally integrable. Let us see that the second summand
is also finite. If z = 0 the finiteness follows directly using the previous
argument. Suppose z 6= 0, then∫

D(0,1)
| log |z − 1/w||dA(w) ≤

∫
D(0,1)

| log |z||dA(w)

+

∫
D(0,1)

| log |w||dA(w) +

∫
D(0,1)

| log |w − 1/z||dA(w) <∞.

�

Lemma 2.2. For any fixed z ∈ C, we have the distributional equation

∆gK(z, ·) = δz − δ∞,

in the space of distributions of P1(C).
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Proof. Let us prove first the result for z = 0. The function k0(w) :=
K(0, w) is integrable on P1(C) and we can consider its distributional Lapla-
cian. For every φ ∈ D(P1(C)) we have

(∆gk0, φ) =

∫
P1(C)

k0∆gφdµ

=

∫
{(1:w):|w|≤1}

k0∆gφdµ+

∫
{(w:1):|w|<1}

k0∆gφdµ

=

∫
D(0,1)

log |w|∆φ0(w)dA(w)−
∫
D(0,1)

log |w|∆φ1(w)dA(w),

where the third equality is given by the fact that ∆gφdµ restricted to the
chart Uj coincides with ∆φjdA, setting φj(w) = φ ◦ α−1j .

We will study separately each summand on the previous expression. On
one hand, by Green’s identity (1.5) and the fact that log |w| is harmonic on
C \ {0}, we have

∫
D(0,1)

log |w|∆φ0(w)dA(w) = lim
ε→0

∫
ε<|w|≤1

log |w|∆φ0(w)dA(w)

= lim
ε→0

∫
ε<|w|≤1

(log |w|∆φ0(w)− φ0(w)∆ log |w|) dA(w)

= lim
ε→0

∫
|w|=ε

1

2π
(log |w|∇φ0(w)− φ0(w)∇ log |w|) · (−Re(w),−Im(w))dσ

+

∫
|w|=1

1

2π
(log |w|∇φ0(w)− φ0(w)∇ log |w|) · (Re(w), Im(w))dσ

= lim
ε→0

1

2π

∫ 2π

0

(
φ0(re

iθ)− r log r
∂φ0
∂r

(reiθ)

)∣∣∣∣
r=ε

dθ

− 1

2π

∫ 2π

0

(
φ0(re

iθ)− r log r
∂φ0
∂r

(reiθ)

)∣∣∣∣
r=1

dθ

= φ0(0)− 1

2π

∫ 2π

0
φ0(e

iθ)dθ,

where σ denotes the volume measure on the border of {w ∈ C : ε < |w| ≤ 1}.
On the other hand, following an analogous argument, we obtain

∫
D(0,1)

log |w|∆φ1(w)dA(w) = lim
ε→0

∫
ε<|w|<1

log |w|∆φ1(w)dA(w)

= φ1(0)− 1

2π

∫ 2π

0
φ1(e

iθ)dθ.
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Now, observe that

− 1

2π

∫ 2π

0
φ0(e

iθ)dθ +
1

2π

∫ 2π

0
φ1(e

iθ)dθ

= − 1

2π

∫ 2π

0
φ0(e

iθ)dθ +
1

2π

∫ 2π

0
φ0(e

−iθ)dθ = 0.

So, putting everything together, we obtain

(∆gk0, φ) =

∫
P1(C)

k0∆gφdµ = φ(0)− φ(∞) = (δ0 − δ∞, φ).

Finally, let us prove the lemma for all z ∈ C. Let kz(w) = K(z, w), for
any φ ∈ D(P1(C)), since µ(∞) = 0 we have

(∆gkz, φ) =

∫
P1(C)

kz∆gφdµ =

∫
C

log |z − w|∆φ0(w)dA(w)

=

∫
C

log |v|(∆φ0)(v + z)dA(v) =

∫
C

log |v|∆φ̃0(v)dA(v) = (∆gk0, φ̃),

where φ̃(w) = φ(w + z). So, using the previous case, we deduce

(∆gkz, φ) = (∆gk0, φ̃) = φ̃(0)− φ̃(∞) = φ(z)− φ(∞).

�

The next result gives a characterization of the signed measures on the
projective complex plane for which we can consider a global potential.

Theorem 2.3. Let ρ be a signed measure on the Riemann sphere. Then
‖ρ‖ = 0 if and only if there is an integrable function h : P1(C) → R such
that ∆gh = ρ. Moreover, if this integrable function exists, it is unique up to
addition of a constant.

In order to prove the unicity of the solution, we need the following lemma.

Lemma 2.4. Consider two integrable functions u and v on P1(C) such
that ∆gu = ∆gv. Then u− v is constant on P1(C).

The idea of the proof of this lemma is that there is a harmonic function h̃
on the Riemann sphere such that u−v = h̃ almost everywhere. By Liouville’s
Theorem, the only harmonic functions on P1(C) are constants and the lemma
follows.

Proof. Consider the function h = u− v, which is integrable on P1(C).
It is then easy to verify that hi = h◦α−1i is locally integrable on C. Moreover,
∆hi = 0 on D′(C). Indeed, every compactly supported smooth function φ on
C can be naturally extended to a smooth function φ̃ on the Riemann sphere
and we obtain

(∆hi, φ) =

∫
C
hi∆φdA =

∫
P1(C)

h∆gφ̃dµ =

∫
P1(C)

∆g(u− v)φ̃dA = 0.
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Let ϕ be a mollifier and set ϕn(z) = n2ϕ(nz). For every n ≥ 1, we define
the functions

hi,n(z) =

∫
C
hi(z − w)ϕn(w)dA(w).

These functions are smooth on the complex plane and, for every z ∈ C, they
satisfy

∆hi,n(z) =

∫
C
hi(w)∆ϕn(z − w)dA(w) = (∆hi, ϕn(z − ·)) = 0.

Hence, they are harmonic on C and, by the mean-value property, for every
R > 0 we obtain

hi,n(z) =
1

πR2

∫
D(z,R)

hi,n(w)dA(w).

On one hand, we know that hi is locally integrable on C and, by Theorem
1.10 we have that hi,n → hi in L1

loc(C). This is, for every compact K ⊂ C,
we have

‖hi,n − hi‖L1(K) → 0 as n→∞.
On the other hand, we can define

h̃i(z) =
1

πR2

∫
D(z,R)

hi(w)dA(w).

Then we have

|hi,n(z)− h̃i(z)| =

∣∣∣∣∣ 1

πR2

∫
D(z,R)

hi,n(w)dA(w)− 1

πR2

∫
D(z,R)

hi(w)dA(w)

∣∣∣∣∣
≤ 1

πR2

∫
D(z,R)

|hi,n(w)− hi(w)|dA(w)

=
1

πR2
‖hi,n − hi‖L1(D(z,R)) −→ 0,

uniformly on compact sets as n → ∞. By Corollary 1.16, this implies that
h̃i is harmonic on C.

Finally, since hi is the L1
loc-limit of hi,n, we can conclude that hi = h̃i

almost everywhere. �

We can now prove the theorem.

Proof of Theorem 2.3. Observe that the equality ∆gh = ρ is ac-
tually referring to an equality of distributions in the sense that, for every
smooth function φ on P1(C), the following holds

(2.2)
∫
P1(C)

h∆gφdµ =

∫
P1(C)

φdρ.

As we mentioned above, the unicity of the solution follows directly from
the previous lemma. Indeed, suppose that there are two different functions
h1, h2 : P1(C) → R such that ∆gh1 = ρ = ∆gh2. Then by Lemma 2.4, we
obtain that h1 − h2 is constant on P1(C).



1. POTENTIAL THEORY ON THE RIEMANN SPHERE 45

We will assume now that there is an integrable function h : P1(C) → R
such that ∆gh = ρ. Taking in (2.2) the constant function φ ≡ 1 on P1(C),
we obtain

‖ρ‖ = ρ(P1(C)) =

∫
P1(C)

dρ =

∫
P1(C)

h∆gφdµ = 0.

Finally, suppose that ‖ρ‖ = 0. For now, we assume that ρ has compact
support contained on the chart U0. If ρ = ρ+ − ρ− is the Jordan decompo-
sition of the signed measure ρ, we have that the supports of ρ+ and ρ− are
compact in U0

∼= C. By Theorem 1.18 and (1.9), the functions

hρ+(z) :=

∫
C

log |z − w|dρ+(w)

and

hρ−(z) :=

∫
C

log |z − w|dρ−(w)

are subharmonic on C and are such that

∆hρ+ = ρ+ and ∆hρ− = ρ− .

Now, consider the function hρ given by

hρ(z) =

∫
P1(C)

log |z − w|dρ(w), for every z ∈ C.

Since the support of ρ is contained in U0
∼= C, we have hρ(z) = hρ+(z) −

hρ−(z) for every z ∈ C. We will now extend hρ to a function on P1(C).
Observe that, since ρ(C) = ρ(P1(C)) = 0, if z 6= 0 we have

hρ(z) =

∫
C

log |z − w|dρ(w) =

∫
C

log |z|dρ(w) +

∫
C

log
∣∣∣1− w

z

∣∣∣ dρ(w)

=

∫
C

log
∣∣∣1− w

z

∣∣∣ dρ(w) −−−→
z→∞

0.

By setting hρ(∞) = 0, we claim that hρ is integrable on the Riemann sphere.
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Assuming the claim is true, we can consider the distributional Laplacian
of the function hρ. For every φ ∈ D(P1(C)) we have

(∆ghρ, φ) =

∫
P1(C)

hρ(z)∆gφ(z)dµ(z)

=

∫
P1(C)

(∫
P1(C)

log |z − w|dρ(w)

)
∆gφ(z)dµ(z)

=

∫
P1(C)

(∫
P1(C)

log |z − w|∆gφ(z)dµ(z)

)
dρ(w)

=

∫
P1(C)

(φ(w)− φ(∞))dρ(w)

=

∫
P1(C)

φdρ− φ(∞)‖ρ‖ = (ρ, φ),

where the third equality is given by applying Fubini’s theorem and the fourth
equality is given by Lemma 2.2 and the fact that we were assuming ρ with
vanishing total mass.

Let us prove the claim. Since hρ(∞) = 0 and µ(∞) = 0, we have∫
P1(C)

|hρ|dµ = 4

∫
C

|hρ(z)|
(1 + |z|2)2

dA(z) ≤ 4

∫
C

∫
C

| log |z − w||
(1 + |z|2)2

dρ(w)dA(z).

We have that ρ is compactly supported on C, so there is some positive R > 0
such that supp(ρ) ⊂ D(0, R). Let w ∈ D(0, R), then we have

(2.3)
∫
C

| log |z − w||
(1 + |z|2)2

dA(z)

=

∫
|z|≤1+R

| log |z − w||
(1 + |z|2)2

dA(z) +

∫
|z|>1+R

| log |z − w||
(1 + |z|2)2

dA(z)

On one hand, we have∫
|z|≤1+R

| log |z − w||
(1 + |z|2)2

dA(z) ≤
∫
|z|≤1+R

| log |z − w||dA(z)

=

∫
D(w,1+R)

| log |z||dA(z) ≤
∫
D(0,2R+1)

| log |z||dA(z),

which is finite.
On the other hand, if |z| > 1 + R, we have that |z − w| > 1 for every

w ∈ D(0, R) and∫
|z|>1+R

| log |z − w||
(1 + |z|2)2

dA(z) =

∫ 2π

0

∫ +∞

1+R

log |reiθ − w|
(1 + r2)2

rdrdθ

≤ 2π

∫ +∞

1+R

r log(r +R)

(1 + r2)2
dr ≤ 2π

∫ +∞

1+R

r log(2r)

(1 + r2)2
dr <∞.
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Hence, (2.3) is uniformly bounded for any w ∈ D(0, R) and we deduce
that hρ is integrable on P1(C).

Now, we will consider the general situation where ρ is not necessarily
compactly supported on one of the usual charts of the the Riemann sphere.
We will see that, in this situation, we can decompose ρ as the sum of two
finite signed measures ρ0 and ρ1 such that supp(ρi) is compact in Ui and
ρi(P1(C)) = 0. Assuming this is true, we know that there are integrable
functions hi : P1(C)→ R with ∆ghi = ρi for i = 0, 1 and

ρ = ρ0 + ρ1 = ∆gh0 + ∆gh1 = ∆g(h0 + h1).

Consider the subsets

D0 := {(1 : z) : z ∈ D(0, 1)} and D1 := {(z : 1) : z ∈ D(0, 1)}.
We define the signed measures ρ̃0 and ρ̃1 as the restrictions

ρ̃0(A) := ρ(A ∩D0) and ρ̃1(A) := ρ(A ∩D1),

for every A in the Borel σ-algebra B(P1(C)). Since P1(C) equals the disjoint
union of D0 and D1, we have that ρ = ρ̃0+ ρ̃1 and, in particular, ρ̃0(P1(C))+
ρ̃1(P1(C)) = 0. Hence, we can write

ρ = ρ̃0 + ρ̃1(P1(C))δ1 + ρ̃0(P1(C))δ1 + ρ̃1.

It is enough to take ρ0 = ρ̃0 + ρ̃1(P1(C))δ1 and ρ1 = ρ̃0(P1(C))δ1 + ρ̃1. �

As we previously mentioned, Theorem 2.3 gives a characterization of
those signed measures on P1(C) for which we can consider the potential. We
say that a signed measure ρ has continuous potential if there is a continuous
function h : P1(C) → R such that ∆gh = ρ. And, in particular, ρ has zero
total mass. Observe that positive finite measures on the Riemann sphere or,
more generally, signed finite measures with non-vanishing total mass do not
have a global potential of any type. However, we can consider the potential
of any finite measure locally. We will say that a measure has continuous
potential if for every point, there is a neighborhood U containing it and
there is a continuous function h : U → R such that ∆gh = ρ in D′(U).

Corollary 2.5. If ρ is a signed measure on P1(C) with continuous
potential and there is a proper open set U ⊂ P1(C) containing supp(ρ).
Then there is a continuous function h : U → R such that ∆gh = ρ on D′(U).

Proof. Let p ∈ P1(C) \ U , the signed measure on P1(C) defined by
ρ̃ = ρ − ρ(U)δp has vanishing total mass and, by Theorem 2.3, there is
an integrable function h̃ on the Riemann sphere such that ∆gh̃ = ρ̃. On
the other hand, for every q ∈ U there is an open neighborhood Uq and a
continuous function hq : Uq → R satisfying ∆ghq = ρ on D′(Uq). Since the
restriction of ρ̃ to U coincides with ρ, we have that ∆gh̃ = ∆ghq on Uq.
Hence h̃ − hq is harmonic on Uq and, in particular, h̃ is continuous on Uq.
Therefore, the function h = h̃|U is continuous and such that ∆gh = ρ on
D′(U). �
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1.1. Energy. In this section we will define the mutual energy of signed
measures. After introducing an examples that will later appear, we will
state a result establishing sufficient conditions for a measure on the Riemann
sphere to be such that its energy is positive.

Recall that, given a signed measure ρ, its trace measure is the finite
positive measure given by

|ρ| = ρ+ + ρ−,

where ρ = ρ+ − ρ− is the Jordan decomposition of ρ.

Definition 2.6. Consider two signed measures ρ and ρ′ on P1(C) such
that log |z−w| is integrable on C×C\∆ with respect to the product measure
|ρ| ⊗ |ρ′|. We define the mutual energy of ρ and ρ′ by

(2.4) (ρ, ρ′) = −
∫
C×C\∆

log |z − w|dρ(z)dρ′(w).

Whenever it is well-defined, we will define the energy of a signed measure
ρ by (ρ, ρ).

As a remark, observe that this definition of mutual energy does not
coincide with the classical definition. Given two finite compactly supported
measures on the complex plane, their energy is usually defined in a similar
way but considering the whole C×C as the integration domain. Hence, it is
possible to have infinite energy. As an example, every finite set on C is polar
in the sense that the mutual energy of any non-zero measure supported on it
has infinite energy. Therefore, Definition 2.6 will be much more suitable in
our situation since, in particular, we will be considering discrete probability
measures associated to finite sets on the complex plane.

Let S ⊂ C be a finite set and µS the discrete probability measure asso-
ciated to it. It is clear that the energy of µS is well-defined and it is given
by

(µS , µS) =
1

(#S)2

∑
α,β∈S,
α 6=β

log |α− β|.

The next goal in this section will be to establish some conditions under
which the mutual energy of two signed measures is well-defined. For this
purpose, we will need the following technical result.

Lemma 2.7. Let u be a subharmonic function on C and let ρ be a finite
positive measure with continuous potential on the complex plane. Then u is
locally integrable on C with respect to ρ.

Proof. By Corollary 2.5, we know that there is a continuous subhar-
monic function h : C→ R such that ∆h = ρ on D′(C).

Since the functions h and u are subharmonic, we can build sequences
{hm} and {un} of smooth subharmonic functions whose decreasing point-
wise limits are h and u, respectively. Moreover, by the continuity of the
function h, the sequence {hm} converges to h uniformly on compacts.
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Let φ be a positive smooth function with compact support on C and
denote Kφ = supp(φ). The monotone convergence theorem and the fact
that φ ≥ 0 imply that∫

C
uφdρ =

∫
C

lim
n
unφdρ = lim

n

∫
C
unφdρ.

Since ∆h = ρ on D′(C) and unφ is smooth and compactly supported on
C, for every n ≥ 1 we have∫

C
unφdρ =

∫
C
unφ∆hdA =

∫
C

∆(unφ)hdA =

∫
C

∆(unφ) lim
m
hmdA

= lim
m

∫
C

∆(unφ)hmdA = lim
m

∫
C
unφ∆hmdA,

where the fourth equality is given by the fact that ∆(unφ)hm converges
uniformly to ∆(unφ)h on the support of φ.

Hence, we have ∫
C
uφdρ = lim

n
lim
m

∫
C
unφ∆hmdA.

We claim that there is cφ ≥ 0 such that, for every m,n ≥ 1, we have

(2.5)
∣∣∣∣∫

C
φun∆hmdA

∣∣∣∣ ≤ cφ.
Therefore, for every positive smooth function φ with compact support we
deduce that ∣∣∣∣∫

C
uφdρ

∣∣∣∣ <∞.
This is enough to obtain that u is locally integrable on C with respect

to ρ. Indeed, For any compact K we can find a positive smooth function
φK with compact support on C and such that φK ≡ 1 on K. Since u is
subharmonic and φK is a positive function with compact support, there is
some real constant m such that uφK ≤ m on C and∫

K
|u|dρ ≤

∫
C
|uφK |dρ ≤

∫
C
|uφK −m|dρ+

∫
C
|m|dρ

=

∫
C

(m− uφK)dρ+

∫
C
|m|dρ ≤ −

∫
C
uφKdρ+ 2|m|‖ρ‖

≤
∣∣∣∣∫

C
uφKdρ

∣∣∣∣+ 2|m|‖ρ‖ <∞.

We will finally prove the claim. Applying the divergence theorem to the
smooth vector fields φun∇hm and φhm∇un, for every m,n ≥ 1 we obtain∫

C
un〈∇φ,∇hm〉dA+

∫
C
φ〈∇hm,∇un〉dA+ 2π

∫
C
φun∆hmdA = 0,∫

C
hm〈∇φ,∇un〉dA+

∫
C
φ〈∇hm,∇un〉dA+ 2π

∫
C
φhm∆undA = 0.
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This implies that∫
C
φun∆hmdA

=
1

2π

∫
C
hm〈∇φ,∇un〉dA+

∫
C
φhm∆undA−

1

2π

∫
C
un〈∇φ,∇hm〉dA.

We will study the summands on the right-hand side of this last expression.
Since the first and last of these summands are analogous, we will only study
the boundedness of one of them. We have that φ is smooth and its support
Kφ is compact on C, hence its first order partial derivatives are bounded on
C, say by c1 ≥ 0, and we have

(2.6)
∣∣∣∣∫

C
hm〈∇φ,∇un〉dA

∣∣∣∣ ≤ ∫
C

∣∣∣∣hm∂φ∂x ∂un∂x
∣∣∣∣ dA+

∫
C

∣∣∣∣hm∂φ∂y ∂un∂y
∣∣∣∣ dA

≤ c1
∫
Kφ

∣∣∣∣hm∂un∂x
∣∣∣∣ dA+ c1

∫
Kφ

∣∣∣∣hm∂un∂y
∣∣∣∣ dA

= c1

∥∥∥∥hm∂un∂x
∥∥∥∥
L1(Kφ)

+ c1

∥∥∥∥hm∂un∂y
∥∥∥∥
L1(Kφ)

.

Now, by Lemma 1.21, since hm and un are subharmonic functions, we have

hm ∈ Lploc(C),
∂un
∂x

,
∂un
∂y
∈ L2−ε

loc (C)

for every 1 ≤ p <∞ and every ε > 0. This implies, by Theorem 1.10, that

hm
Lploc(C)−−−−→
m→∞

h,
∂un
∂x

L2−ε
loc (C)
−−−−−→
n→∞

∂u

∂x
and

∂un
∂y

L2−ε
loc (C)
−−−−−→
n→∞

∂u

∂y
.

Hence, by (2.6) and Hölder’s inequality for some 1 ≤ p <∞ and some ε > 0
such that 1

p + 1
2−ε = 1, we have∣∣∣∣∫

C
hm〈∇φ,∇un〉dA

∣∣∣∣ ≤ c1 ∥∥∥∥hm∂un∂x
∥∥∥∥
L1(Kφ)

+ c1

∥∥∥∥hm∂un∂y
∥∥∥∥
L1(Kφ)

≤ c1‖hm‖Lp(Kφ)
∥∥∥∥∂un∂x

∥∥∥∥
L2−ε(Kφ)

+ c1‖hm‖Lp(Kφ)
∥∥∥∥∂un∂y

∥∥∥∥
L2−ε(Kφ)

−−−−−→
m,n→∞

c1‖h‖Lp(Kφ)
∥∥∥∥∂u∂x

∥∥∥∥
L2−ε(Kφ)

+ c1‖h‖Lp(Kφ)
∥∥∥∥∂u∂y

∥∥∥∥
L2−ε(Kφ)

<∞.

Finally, observe that ∆un converges to ∆u on D′(C) and we have that
φhm is smooth and compactly supported. Therefore,∣∣∣∣∫

C
φhm∆undA

∣∣∣∣ ≤ ∫
C
φ|hm|∆undA −−−→

n→∞

∫
C
φ|hm|∆udA

≤ c0
∫
C
φ∆udA <∞,
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where c0 ≥ 0 is such that |hm(z)| ≤ c0 for every z ∈ Kφ and every m ≥ 1.
The existence of such c0 is guarantied by the fact that hm is a sequence
of smooth functions converging uniformly on a compact set to a continuous
function.

We can conclude that (2.5) holds for some cφ ≥ 0 and the lemma follows.
�

Let us introduce a result providing sufficient conditions under which the
energy of two signed measures is well defined.

Proposition 2.8. Let ρ and ρ′ be two signed measures on P1(C). Sup-
pose that |ρ| has continuous potential and ρ′ is either finitely supported on C
or such that |ρ′| has continuous potential. Then

(2.7)
∫
P1(C)×P1(C)

|K(p, p′)|d|ρ|(p)d|ρ′|(p′) <∞,

where K : P1(C)× P1(C)→ R is the logarithmic kernel.
Moreover, the mutual energy (ρ, ρ′) is well-defined and we have

(ρ, ρ′) =

∫
C×C

log |z − w|dρ(z)dρ′(w).

Proof. Since every signed measure can be decomposed as the difference
of two finite positive measures, it will be enough to prove the result for ρ
and ρ′ finite positive measures. The idea of the demonstration is to apply
the previous lemma, where we saw that subharmonic functions are locally
integrable with respect to positive measures with continuous potential. By
the compacity of the Riemann sphere, we only need to study the integrability
on a bounded neighborhood of every point.

Observe that once the first part of the result is proved, the rest follows
directly since we necessarily have (ρ⊗ ρ′)(∆) = 0.

Let us denote by ρj and ρ′j the restrictions of the measures ρ and ρ′

to the charts Uj , for j = 0, 1. It is clear that ρj and ρ′j are finite positive
measures on C with continuous potential.

First suppose that ρ is such that its trace measure has continuous poten-
tial and ρ′ has finite support S ⊂ C, i.e.:

ρ′ =
∑
α∈S

mαδα.

Then we have∫
P1(C)

∫
P1(C)

|K(p, p′)|dρ′(p′)dρ(p) =
∑
α∈S

mα

∫
P1(C)

∣∣∣∣log

∣∣∣∣p1p0 − α
∣∣∣∣∣∣∣∣ dρ(p0 : p1)

In order to prove that this last integral is finite it will be enough to see that
for every q = (q0 : q1) ∈ P1(C) there is an open neighborhood Vq such that∫

Vp

∣∣∣∣log

∣∣∣∣p1p0 − α
∣∣∣∣∣∣∣∣ dρ(p0 : p1) <∞.
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Let q = (1 : z0) and R > 0. For every α ∈ S, we have that log |z − α|
is a subharmonic function on C and, since ρ0 has continuous potential, by
Lemma 2.7 we obtain∫

D(z0,R)
| log |z − α||dρ0(z) <∞.

Suppose q = (0 : 1) and consider its neighborhood Vq = {(z : 1) : |z| < 1}.
From Lemma 2.7 we deduce∫

Vq

∣∣∣∣log

∣∣∣∣p1p0 − α
∣∣∣∣∣∣∣∣ dρ(p0 : p1) =

∫
|z|<1

∣∣∣∣log

∣∣∣∣1z − α
∣∣∣∣∣∣∣∣ dρ1(z)

≤
∫
D(0,1)

| log |z||dρ1(z) +

∫
D(0,1)

| log |1− zα||dρ1(z) <∞.

Finally, suppose that both ρ and ρ′ are finite positive measures with
continuous potential. We will study the integrability of log |z − w| with
respect to ρ⊗ρ′ on neighborhoods of points in P1(C)×P1(C). This is, given
a point (q, q′) ∈ P1(C)× P1(C), we will find open neighborhoods Vq and Vq′
of q and q′, respectively, such that∫

Vq

∫
Vq′

|K(p, p′)|dρ′(p′)dρ(p) <∞.

Assume that q, q′ ∈ U0 and let R,R′ > 0 be such that q ∈ Vq = {(1 : z) :
|z| < R} and q′ ∈ Vq′ = {(1 : w) : |w| < R′}. We have∫

Vq

∫
Vq′

|K(p, p′)|dρ′(p′)dρ(p) =

∫
D(0,R)

∫
D(0,R′)

| log |z−w||dρ′0(w)dρ0(z),

which is bounded since log |z − ·| is locally integrable with respect to ρ′0 by
Lemma 2.7, and ρ0 is finite.

Suppose now that q ∈ U0 and q′ = (0 : 1). Let R > 0 be such that
q ∈ Vq = {(1 : z) : |z| < R} and Vq′ = {(w : 1) : |w| < 1}, we have

∫
Vq

∫
Vq′

|K(p, p′)|dρ′(p′)dρ(p) =

∫
|z|<R

∫
|w|<1

∣∣∣∣log

∣∣∣∣z − 1

w

∣∣∣∣∣∣∣∣ dρ′1(w)dρ0(z)

≤
∫
|z|<R

∫
|w|<1

| log |wz − 1||dρ′1(w)dρ(z)

+

∫
D(0,R)

∫
D(0,1)

| log |w||dρ′(w)dρ(z),

which is also finite by an analogous argument as in the previous case.



1. POTENTIAL THEORY ON THE RIEMANN SPHERE 53

At last, suppose q = q′ = (0 : 1) and let Vq = Vq′ = {(z : 1) : |z| < 1},
then∫

Vq

∫
Vq′

|K(p, p′)|dρ′(p′)dρ(p) =

∫
|z|<1

∫
|w|<1

∣∣∣∣log

∣∣∣∣1z − 1

w

∣∣∣∣∣∣∣∣ dρ′1(w)dρ1(z)

≤
∫
|z|<1

∫
|w|<1

| log |z − w||dρ′1(w)dρ1(z)

+ ≤
∫
|z|<1

∫
|w|<1

| log |z||dρ′1(w)dρ1(z)

+

∫
|z|<1

∫
|w|<1

| log |w||dρ′1(w)dρ1(z) <∞.

�

As an example, we will see that the energy of the measure λS1 vanishes.
Recall that λS1 is the measure on P1(C) supported on S1 and such that
its restriction to this compact subgroup coincides with the Haar probability
measure. By Lemma 1.20, we have

log+ |z| = 1

2π

∫ 2π

0
log |z − eiθ|dθ.

Hence, by Lemma 2.8 and Fubini’s theorem, we have

(λS1 , λS1) = −
∫
C×C

log |z − w|dλS1(w)dλS1(z) = −
∫
C

log+ |z|dλS1(z) = 0.

The following result will provide us sufficient conditions on the regularity
of a signed measure on P1(C) to be such that is has positive energy. It will
be one of the key results for the proof of the main theorem of the chapter.

Theorem 2.9. Let ρ be a signed measure on P1(C) with ‖ρ‖ = 0. Sup-
pose that its trace measure |ρ| has continuous potential. Then the following
holds

(1) There is a continuous function h : P1(C)→ R such that ∆gh = ρ.
(2) ∇gh ∈ ~L

2
(P1(C)).

(3) The energy of ρ is well-defined and we have

(2.8) (ρ, ρ) =
1

2π

∫
P1(C)

〈∇gh,∇gh〉gdµ ≥ 0,

where 〈·, ·〉g is the inner product defined by the Fubini-Study metric
g on the Riemann Sphere.

Proof. (1) By Theorem 2.3, there is an integrable function h on P1(C)
satisfying the distributional equation ∆gh = ρ. And, without loss of gene-
rality, we can assume that h(∞) = 0.

Consider the Jordan decomposition ρ = ρ+ − ρ−. We are assuming
that the trace measure |ρ| has continuous potential. This is, for every point
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p ∈ P1(C), there is a proper open neighborhood Vp ⊂ P1(C) and a continuous
subharmonic function hp : Vp → R such that

∆ghp = |ρ| in D′(Vp).

Without loss of generality we may assume that the neighborhood Vp is rela-
tively compact in one of the open subsets U0 or U1.

On the other hand, we can consider the local potentials of the measures
ρ+ and ρ− by restricting them to Vp. Hence, there are subharmonic functions
u+p and u−p on Vp such that

∆gu
+
p = ρ+ and ∆gu

−
p = ρ− in D′(Vp).

Therefore, in D′(Vp) we have

∆ghp = |ρ| = ρ+ + ρ− = ∆gu
+
p + ∆gu

−
p = ∆g(u

+
p + u−p ).

By Weyl’s Lemma 1.19, we deduce that (u+p + u−p ) − hp is harmonic in
Vp. From the continuity of hp we deduce that, in particular, u+p + u−p is
continuous on Vp. Now, if the sum of two upper semicontinuous functions is
continuous, then both are necessarily continuous and we obtain that u+p and
u−p are continuous on Vp.

Finally, in D′(Vp) we have

∆gh = ρ = ρ+ − ρ− = ∆gu
+
p −∆gu

−
p = ∆g(u

+
p − u−p ).

And, again by Weyl’s Lemma, we deduce that h is continuous on Vp. Hence,
we can conclude that h is continuous on P1(C).

(2) Let us see now that ∇gh ∈ ~L
2
(P1(C)). We claim that, with the

notation introduced above, for any p ∈ P1(C)

∇gu+p ,∇gu−p ∈ ~L
2

loc(Vp).

Since h−u+p +u−p is harmonic on Vp, the claim implies that ∇gh ∈ ~L
2

loc(Vp).

Then we obtain that ∇gh ∈ ~L
2
(P1(C)) from the compactness of the Riemann

sphere.
Let us prove the claim. Without loss of generality we may assume that

Vp is a connected relatively compact subset in R2. Since u+p is subharmonic
on the domain Vp, Theorem 1.17 tells us that we can build by convolution
a decreasing sequence of smooth functions {un} with pointwise limit u+p .
Moreover, since u+p is continuous, by Theorem 1.10, we have that the con-
vergence is uniform on compacts.

Let φ ∈ D(Vp) be a positive function and set Kφ = supp(φ), by the The-
orem 1.12 applied to the smooth vector field ∇un and the smooth compactly
supported function φun, we obtain

(2.9)
∫
Vp

φ〈∇un,∇un〉dA = −2π

∫
Vp

φun∆undA−
∫
Vp

un〈∇φ,∇un〉dA.
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Since u+p is bounded on Kφ and the sequence {un} converges uniformly
to u+p on compacts, we have that there is c > 0 such that |un(z)| ≤ c for
every z ∈ Kφ and every n ≥ 1. We obtain

(2.10)

∣∣∣∣∣
∫
Vp

φun∆undA

∣∣∣∣∣
≤ c

∫
Vp

φ∆undA = c

∫
Vp

un∆φdA −−−→
n→∞

c

∫
Kφ

u+p ∆φdA <∞

where the first inequality is given by the fact that φ is positive and un
subharmonic. When considering the limit it is enough to see that un∆φ
converges uniformly to u+p ∆φ on Kφ.

Now, we will study the second summand on the right-hand side of (2.9).
Using a similar argument as in the proof of Lemma 2.7, we can prove that
there is c̃φ ≥ 0 such that, for every n ≥ 1∣∣∣∣∣

∫
Vp

un〈∇φ,∇un〉dA

∣∣∣∣∣ ≤ c̃φ.
Hence, this together with (2.10) implies that, for every positive φ ∈

D(Vp), there is a positive constant cφ such that

0 ≤
∫
Vp

φ〈∇un,∇un〉dA ≤ cφ, for every n ≥ 1.

Let K ⊂ Vp compact. Then there is a compact K ′ ⊂ Vp such that
K ⊂ K ′ and a positive smooth function φ on Vp such that φ ≡ 1 on K and
supp(φ) ⊂ K ′. Hence, for every n ≥ 1

‖∇un‖~L2(K) =

∫
K
〈∇un,∇un〉dA ≤

∫
Vp

φ〈∇un,∇un〉dA ≤ cφ.

So we have that the sequence {∇un} is bounded in ~L
2
(K) and, since ~L

2
(K)

is a Hilbert space, there is a subsequence {∇unk} converging weakly to some
v ∈ ~L2

(K). In particular, this implies that

∇unk
D′(K)−−−−→ v.

But, since un converges to u+p in D′(K), by Lemma 1.15 we have

∇uk
D′(K)−−−−→ ∇u+p .

Hence, we necessarily have ∇u+p = v which is in ~L
2
(K) and the claim is

proved.
(3) By Proposition 2.8, the energy of ρ is well-defined and we have

(ρ, ρ) = −
∫
C×C

log |z − w|dρ(z)⊗ dρ(w).
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As we mentioned in the beginning of the proof, we may assume without loss
of generality that h(∞) = 0 and we have

h(z) =

∫
C

log |z − w|dρ(w) for every z ∈ C.

Hence, by Fubini’s theorem, we can write

(2.11) (ρ, ρ) = −
∫
P1(C)

h(z)dρ(z).

Let h0 = h ◦ α−10 . We will see that, for every R > 0, the following holds
(2.12)∫

|z|<R
h0dρ = − 1

2π

∫
|z|<R

〈∇h0,∇h0〉dA+
1

2π

∫
|z|=R

h0〈∇h0, n(z)〉dσ,

where n(z) is the outward pointing unit normal vector to the curve |z| = R
and σ the corresponding volume measure.

We saw that h is continuous on the Riemann sphere and hence so is h0 on
C. We can then build, by convolution, a sequence {hn} of smooth functions
on C such that hn converges locally uniformly to h0. And we can write∫

|z|<R
h0dρ = lim

n

∫
|z|<R

hndρ

= lim
n

∫
|z|<R

hn∆h0dA = lim
n

∫
|z|<R

h0∆hndA

= lim
n

∫
|z|<R

lim
m
hm∆hndA = lim

m,n

∫
|z|<R

hm∆hndA.

For every m,n ≥ 1, the divergence theorem applied to the smooth vector
field hm∇hn gives∫
|z|<R

hm∆hndA = − 1

2π

∫
|z|<R

〈∇hm,∇hn〉dA+
1

2π

∫
|z|=R

hm〈∇hn, n(z)〉dσ.

Consider the limit as m goes to infinity. We have that hm
D′−→ h and,

by Lemma 1.15, this implies ∇hm
~D′−→ ∇h. Hence, since ∇hn ∈ ~D and

〈∇hn, n(z)〉 ∈ D, we obtain

lim
m

∫
|z|<R

hm∆hndA

= − 1

2π

∫
|z|<R

〈∇h0,∇hn〉dA+
1

2π

∫
|z|=R

h0〈∇hn, n(z)〉dσ.

Part (ii) of the theorem implies, in particular, that ∇h0 is in ~L
2

loc(C).
This is equivalent to saying that ∂h0

∂x and ∂h0
∂x are in L2

loc(C). Let ϕ be the
mollifier such that hn = h0 ∗ ϕn. We have

∂hn
∂x

= h0 ∗
∂ϕn
∂x

=
∂h0
∂x
∗ ϕn.
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By Theorem 1.10, this implies that

∂hn
∂x

L2
loc(C)−−−−→ ∂h0

∂x
as n→∞.

The same holds for the partial derivative with respect to y and thus we
obtain

∇hn
~L
2
loc(C)−−−−→ ∇h0.

We know that ~L
2
(D(0, R)) is a Hilbert space and therefore strong conver-

gence implies weak convergence. Since ∇h0 and h · n(z) are in ~L
2
(D(0, R)),

we have

lim
n,m

∫
|z|<R

hm∆hndA

= − 1

2π

∫
|z|<R

〈∇h0,∇h0〉dA+
1

2π

∫
|z|=R

h0〈∇h0, n(z)〉dσ.

Therefore (2.12) holds for every R > 0. Considering now the limit as R
tends to infinity, since h(∞) = 0, we obtain∫

P1(C)
hdρ = − 1

2π

∫
P1(C)

〈∇gh,∇gh〉gdµ.

This last expression together with (2.11) concludes the proof of the theorem.
�

1.2. Regularization of measures. In this section we present a method
to regularize signed measures in such a way that they have smooth potential.
This regularization is slightly different from the one appearing in [FRL06]
and it will be done using convolutions with a mollifier on C. For the record,
a mollifier ϕ is a positive smooth function on C with support contained on
the unit disc and such that ∫

C
ϕdA = 1.

In addition, we will assume that ϕ(z) = ϕ(|z|).
Let f : P1(C)→ R be a continuos function and ε > 0, we define

fε(z) =

{
f ∗ ϕε(z) if z ∈ C,
f(∞) if z =∞.

where
ϕε(z) =

1

ε2
ϕ
(z
ε

)
.

We know, by Lemma 1.9 and Theorem 1.10, that fε is smooth on C and
converges uniformly to f as ε → 0. The continuity on the whole sphere
follows directly from the definition of the function fε at the point at infinity.

Let us define now the convolution of finite measures on P1(C).
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Definition 2.10. Let ρ be a signed measure on P1(C) and ε > 0. We
define its convolution ρε = ϕε ∗ ρ by∫

P1(C)
fdρε :=

∫
P1(C)

(f ∗ ϕε)dρ =

∫
P1(C)

fεdρ,

for every real-valued continuous function f on P1(C).

Lemma 2.11. Consider a regular signed measure ρ in P1(C). Then for
every ε > 0, the convolution ρε is a regular signed measure. Moreover, if ρ
is a probability measure, so is ρε.

Proof. By linearity, we may assume ρ is a finite regular positive mea-
sure. For ε > 0, consider the functional

Λε : C 0(P1(C)) −→ R
f 7→

∫
P1(C) fεdρ.

First of all, let us see that it is a linear functional. Let f, f ′ ∈ C 0(P1(C))
and λ, λ′ ∈ R, we can write

Λε(λf + λ′f ′) =

∫
P1(C)

(λf + λ′f ′)εdρ

=

∫
P1(C)

(∫
C

(λf(z − w) + λ′f ′(z − w))ϕε(w)dA(w)

)
dρ(z)

= λ

∫
P1(C)

∫
C
f(z − w)ϕε(w)dA(w)dρ(z)

+ λ′
∫
P1(C)

∫
C
f ′(z − w)ϕε(w)dA(w)dρ(z)

= λ

∫
P1(C)

fεdρ+ λ′
∫
P1(C)

f ′εdρ = λΛε(f) + λΛε(f
′).

Now, we will prove that it is positive. Let f ∈ C 0(P1(C)) such that f ≥ 0.
Then since ϕε ≥ 0, we have

fε(z) =

∫
C
f(z − w)ϕε(w)dA(w) ≥ 0

and thus, we deduce Λε(f) ≥ 0.
By Riesz representation theorem, there is a unique finite regular positive

measure, that we will denote by ρε, such that

Λε(f) =

∫
P1(C)

fdρε.

Moreover, if ρ is a probability measure, then∫
P1(C)

dρε =

∫
P1(C)

dρ = 1.

Hence, ρε is a probability measure on P1(C). �
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Lemma 2.12. Let ρ be a probability measure on P1(C) with bounded sup-
port contained in C and ε > 0. Then
(i) The convolution ρε has bounded support contained in C,
(ii) For every subharmonic function u on P1(C) we can write∫

P1(C)
udρε =

∫
P1(C)

uεdρ.

Proof. (i) Let K = supp(ρ) ⊂ C, which is compact. We define the
subset

Kε := {z ∈ C : dist(z,K) ≤ ε},
where dist(z,K) = min

w∈K
|z − w|.

Let K̃ε ⊂ C compact and such that Kε ( K̃ε. Consider a non-zero
continuous function f : P1(C) → [0, 1] such that supp(f) ⊂ K̃ε and f ≡ 1
on Kε. Since, for every z ∈ K we have D(z, ε) ⊂ Kε, we obtain

fε(z) =

∫
D(z,ε)

f(w)ϕε(z − w)dA(w) =

∫
D(z,ε)

ϕε(z − w)dA(w) = 1.

Hence,

1 =

∫
K
fεdρ =

∫
P1(C)

fεdρ =

∫
P1(C)

fdρε

=

∫
K̃ε

fdρε ≤
∫
K̃ε

dρε ≤
∫
P1(C)

dρε = 1.

Therefore, we necessarily have that supp(ρε) ⊂ K̃ε which is bounded in C.
(ii) We just saw that, if ρ is compactly supported on the complex plane

then so is ρε. Therefore, we can restrict the integration domain to C.
For any subharmonic function u on C there is a sequence of smooth

subharmonic functions {un} whose pointwise limit is u by decreasing. By
the monotone convergence theorem, we can write∫

C
u(z)dρε(z) =

∫
C

lim
n→∞

un(z)dρε(z)

= lim
n→∞

∫
C
un(z)dρε(z) = lim

n→∞

∫
C
un,ε(z)dρ(z).

Now observe that, since for every ε > 0 we have ϕε ≥ 0, the sequence
{ϕεun} converges pointwisely to ϕεu by decreasing. Thus, we are still under
the hypothesis of the monotone convergence theorem and we obtain

lim
n→∞

un,ε(z) = lim
n→∞

∫
C
un(z − w)ϕε(w)dA(w)

=

∫
C

lim
n→∞

un(z − w)ϕε(w)dA(w) =

∫
C
u(z − w)ϕε(w)dA(w) = uε(z).
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Finally, since u1,ε(z) ≥ u2,ε(z) ≥ . . . ≥ uε(z), we have∫
C
u(z)dρε(z) = lim

n→∞

∫
C
un,ε(z)dρ(z)

=

∫
C

lim
n→∞

un,ε(z)dρ(z) =

∫
C
uε(z)dρ(z).

�

Proposition 2.13. Let ρ be a probability measure on P1(C) with compact
support contained in C and ε > 0. Then ρε has smooth potential.

Before proving this result, let us make some remarks. As for the case
of signed measures with continuous potential, those with smooth potential
satisfy a local condition. We say that a signed measure ρ on P1(C) has
smooth potential if for every point p ∈ P1(C) there is a neighborhood Up
and a smooth function hp : Up → R such that ∆ghp = ρ. An analogous
result to Corollary 2.5 also holds for signed measures with smooth potential.

As a second comment to this proposition, we mention that in order to
prove the main theorem of this chapter, the authors in [FRL06] only ask
for a regularization with continuous potential. Hence, it would be enough to
regularize by convolution with a continuous function.

Proof. By the previous lemma, the probability measure ρε is compactly
supported on C and therefore we can consider its potential, which is given
by

uρε(z) =

∫
C

log |z − w|dρε(w).

For any fixed z ∈ C, the logarithmic kernel K(z, ·) = log |z − ·| is sub-
harmonic on C and, by Fubini’s theorem, we can write

uρε(z) =

∫
C
K(z, w)dρε(w) =

∫
C
Kε(z, w)dρ(w)

=

∫
C

(∫
C
K(z, w − v)ϕε(v)dA(v)

)
dρ(w)

=

∫
C

(∫
C

log |z − w + v|dρ(w)

)
ϕε(v)dA(v)

=

∫
C
uρ(z + v)ϕε(v)dA(v) = uρ ∗ ϕε(z),

where uρ is the potential associated to ρ. This implies that uρε is smooth. �

Consider a finite set S ⊂ C and the discrete probability measure associ-
ated to it, µS . Since it is a finitely supported measure, we can consider its
potential, which is given by

uS(z) =
1

#S

∑
α∈S

log |z − α|.
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Observe that this is a non-continuous subharmonic function on C. The
previous proposition establishes that, for any ε > 0, the probability measure
µS,ε = µS ∗ ϕε has smooth potential.

2. Quantitative equidistribution

As we just saw, for any finite set S ⊂ C, the potential of the measure µS
is not even locally bounded and thus little can be said about the energy of the
measure µS − λS1 . However, once a mollifier has been fixed, for every ε > 0
the regularization µS,ε − λS1 is such that its trace measure has continuous
potential and, by Theorem 2.9, we have that

(µS,ε − λS1 , µS,ε − λS1) ≥ 0.

The first step towards the proof of the main theorem of this chapter will
be to give an estimate of the difference of the energies of µS − λS1 and its
regularization. In order to make the estimations explicit, we will consider a
specific mollifier ϕ given by

ϕ(z) =

{
c exp

(
−1

(|z|2−1)2

)
if |z| < 1,

0 if |z| ≥ 1,

where c is such that
∫
C ϕdA = 1. This is,

c =

(
2π

∫ 1

0
exp

(
−1

(r2 − 1)2

)
rdr

)−1
≈ 3.57355.

We would like to point out that all the explicit constants appearing from
now on will depend on the particular choice we made for ϕ.

Let us consider two technical lemmas.

Lemma 2.14. For every finite set S ⊂ C and every ε > 0 we have

(2.13) |(µS , λS1)− (µS,ε, λS1)| ≤ ε.
Proof. For any α ∈ C, the measure δα,ε is compactly supported on C

and has smooth potential. Since λS1 is also a compactly supported signed
measure on C and it has continuous potential, from Proposition 2.8 we de-
duce that (δα, λS1) and (δα,ε, λS1) are well-defined. This, together with Fu-
bini’s theorem leads to

(δα, λS1) = −
∫
C

(∫
C

log |z − w|dλS1(w)

)
dδα(z) = − log+ |α|

and

(δα,ε, λS1) = −
∫
C

(∫
C

log |z − w|dλS1(w)

)
dδα,ε(z)

= −
∫
C

log+ |z|dδα,ε(z) = −
∫
C

(∫
C

log+ |z − w|ϕε(w)dA(w)

)
dδα(z)

= −
∫
C

log+ |α− w|ϕε(w)dA(w).
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We will see that for any ε > 0 and any w ∈ D(0, ε), we have

| log+ |α− w| − log+ |α|| < ε.

Suppose there is w ∈ D(0, ε) such that |α− w| < 1. Then we have

| log+ |α− w| − log+ |α|| = log+ |α|.

If |α| ≤ 1 it follows trivially. If |α| > 1, since we are assuming there is
w ∈ D(0, ε) such that |α − w| < 1, we have |α| < 1 + ε and therefore
log+ |α| = log |α| < log(1 + ε) < ε.

Assume now that there is w ∈ D(0, ε) such that |α − w| > 1. If α is in
the unit disc, we have | log+ |α−w|− log+ |α|| = log |α−w| < log(1 + ε) ≤ ε
and we are done. Finally, suppose α is not in the unit disc so we have

| log+ |α− w| − log+ |α|| = | log |α− w| − log |α|| ≤ |w| < ε.

Putting everything together, we obtain

|(δα,ε, λS1)− (δα, λS1)| =
∣∣∣∣∫

C
log+ |α− w|ϕε(w)dA(w)− log+ |α|

∣∣∣∣
≤
∫
D(0,ε)

∣∣log+ |α− w| − log+ |α|
∣∣ϕε(w)dA(w)

<

∫
D(0,ε)

εϕε(w)dA(w) = ε.

At last, for any finite set S ⊂ C we can conclude

|(µS,ε, λS1)− (µS , λS1)| =

∣∣∣∣∣ 1

#S

∑
α∈S

(δα,ε, λS1)− 1

#S

∑
α∈S

(δα, λS1)

∣∣∣∣∣ < ε.

�

Lemma 2.15. For every ε > 0 and every finite set S ⊂ C, we have

(2.14) (µS,ε, µS,ε) ≤ (µS , µS) +
1

#S

(
2π log

1

ε
+ C

)
,

where C ≈ 1.10559.

Proof. Let α, β ∈ C with α 6= β. Since, for every ε > 0, δα,ε and δβ,ε
are compactly supported on the complex plane and have smooth potentials,
by Proposition 2.8, their mutual energy is well-defined and we have

(δα,ε, δβ,ε) = −
∫
C×C

K(w, z)dδα,ε(z)dδβ,ε(w),

where recall K(z, w) = log |z − w|.
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By Theorem 1.17, we have

∫
C×C

K(z, w)dδα,ε(z)dδβ,ε(w) =

∫
C×C

(K(·, w) ∗ ϕε)(z)dδα(z)dδβ,ε(w)

=

∫
C

(K(·, w) ∗ ϕε)(α)dδβ,ε(w) ≥
∫
C
K(α,w)dδβ,ε(w)

=

∫
C

(K(α, ·) ∗ ϕε)(w)dδβ(w) = (K(α, ·) ∗ ϕε)(β) ≥ K(α, β).

So, we can write

(δα,ε, δβ,ε) ≤ − log |α− β| = (δα, δβ).

On the other hand, by Proposition 2.8, for every α ∈ C we have that
K(z, w) in integrable with respect to δα,ε⊗ δα,ε and by Fubini’s theorem we
have

− (δα,ε, δα,ε) =

∫
C×C

K(z, w)dδα,ε(z)dδα,ε(w)

=

∫
C×C

(K(·, w) ∗ ϕε)(z)dδα(z)dδα,ε(w) =

∫
C

(K(·, w) ∗ ϕε)(α)dδα,ε(w)

≥
∫
C
K(α,w)dδα,ε(w) =

∫
C

(K(α, ·) ∗ ϕε)(w)dδα(w) = (K(α, ·) ∗ ϕε)(α)

=

∫
C

log |z|ϕε(z)dA(z).

Since supp(ϕε) ⊂ D(0, ε) and ϕε(z) = ϕε(|z|), we obtain

∫
C

log |z|ϕε(z)dA(z) =

∫ 2π

0

∫ ε

0
log rϕε(r)rdrdθ

= 2π

∫ ε

0

1

ε2
log rϕ

(r
ε

)
rdr = 2π

∫ 1

0
(log ε+ log s)ϕ(s)sds

= 2π log ε− C,

where

C = −
∫
C

log |z|ϕ(z)dA(z) ≈ 1.10559.

So we can write

(δα,ε, δα,ε) ≤ 2π log
1

ε
+ C
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Finally, for every finite set S ⊂ C we have

(µS,ε, µS,ε) =
1

(#S)2

∑
α,β∈S
α 6=β

(δα,ε, δβ,ε) +
1

(#S)2

∑
α∈S

(δα,ε, δα,ε)

≤ 1

(#S)2

∑
α,β∈S
α 6=β

(δα, δβ) +
1

(#S)2

∑
α∈S

(
2π log

1

ε
+ C

)

= (µS , µS) +
1

#S

(
2π log

1

ε
+ C

)
.

�

We can now give an estimate for the difference of the energy µS − λS1

and its regularization.

Proposition 2.16. For every ε > 0 and every finite set S ⊂ C, we have

(µS,ε − λS1 , µS,ε − λS1)− (µS − λS1 , µS − λS1) ≤ 1

#S

(
2π log

1

ε
+ C

)
+ 2ε,

where C ≈ 1.10559.

Proof. We know that both λS1 and µS,ε are probability measures with
compact support on C and continuous potential. Hence, by Theorem 2.9,
the measure µS,ε − λS1 is such that its energy is well-defined and positive.

Since (λS1 , λS1) = 0, we have

(µS − λS1 , µS − λS1) = (µS , µS)− 2(µS , λS1)

and, by the previous lemmas, we obtain

(µS−λS1 , µS−λS1) ≥ (µS,ε, µS,ε)−
1

#S

(
2π log

1

ε
+ C

)
−2(µS,ε, λS1)+2ε

= (µS,ε − λS1 , µS,ε − λS1)− 1

#S

(
2π log

1

ε
+ C

)
− 2ε.

�

We will now define a pairing for C 1-functions on the Riemann Sphere.
It is a generalization to P1(C) of the Dirichlet form of functions of Class C 1

in an open bounded domain in the complex plane.

Definition 2.17. For any two real-valued functions f, h ∈ C 1(P1(C)),
we define their Dirichlet form as

〈f, h〉 =
1

2π

∫
P1(C)

〈∇gf,∇gh〉gdµ.
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Let us see that the Dirichlet form is well-defined. Recall that locally on
any chart Uj with coordinates x, y, the Fubini-Study metric is given by

g(x, y) =

(
4

(1+x2+y2)2
0

0 4
(1+x2+y2)2

)
.

When restricted to Uj , we have that µ =
√

det(g(x, y))dxdy and

〈∇f,∇h〉g =
(1 + x2 + y2)2

4

(
∂fi
∂x

∂hi
∂x

+
∂fi
∂y

∂hi
∂y

)
,

where fi = f ◦ α−1i and hi = h ◦ α−1i .
Hence, we obtain∫
P1(C)

〈∇f,∇h〉gdµ =

∫
D(0,1)

(
∂f0
∂x

∂h0
∂x

+
∂f0
∂y

∂h0
∂y

)
dxdy

+

∫
D(0,1)

(
∂f1
∂x

∂h1
∂x

+
∂f1
∂y

∂h1
∂y

)
dxdy <∞.

As it was mentioned on the beginning of the chapter, it is easy to see that
C 1-functions are Lipschitz. The following proposition will provide us with
a relation between the Dirichlet form of a given function and its Lipschitz
constant.

Proposition 2.18. For every real-valued f ∈ C 1(P1(C)) we have

〈f, f〉 ≤ 2 Lip(f)2.

Proof. Let us assume the following claim:

(2.15) 〈∇gf(p),∇gf(p)〉
1
2
g ≤ Lip(f), for every p ∈ P1(C).

Hence, by (1.8), we deduce

〈f, f〉 =
1

2π

∫
P1(C)

〈∇gf(p),∇gf(p)〉gdµ(p) ≤ 1

2π

∫
P1(C)

Lip(f)2dµ

=
Lip(f)2

2π
µ(P1(C)) = 2 Lip(f)2.

So we are only left with the proof of (2.15).
Let p ∈ P1(C), we will see that

〈∇gf(p), ξ〉g ≤ Lip(f)‖ξ‖g for every ξ ∈ TpP1(C),

where ‖ξ‖g = 〈ξ, ξ〉
1
2
g . Hence, taking ξ = ∇gf(p) would prove the claim.

Without loss of generality, we may assume p = (1 : z0) ∈ U0. Let
ξ ∈ TpP1(C), with ξ = ξ1

∂
∂x + ξ2

∂
∂y and consider the path γ0 : [0, 1] → R2

given by
γ0(s) = (x0 + sξ1, y0 + sξ2),

where z0 = x0 + iy0. It is then obvious that γ = α−10 ◦ γ0 is a smooth path
in U0 such that γ(0) = p and γ̇(0) = ξ.
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For every t ∈ [0, 1], by the mean value theorem, there is some c ∈ (0, t)
such that

f0(γ0(t))− f0(γ0(0)) = (f0 ◦ γ0)′(c) = 〈∇f0(γ0(c)), (ξ1, ξ2)〉,

where f0 = f ◦ α−10 and 〈·, ·〉 denotes the Euclidean inner product in R2.
Note that f0 ◦ γ0 = f ◦ γ and

〈∇f0(γ0(c)), (ξ1, ξ2)〉 = 〈∇gf(γ(c)), ξ〉g.
Therefore, we can rewrite

f(γ(t))− f(γ(0)) = 〈∇gf(γ(c)), ξ〉g.
On the other hand, since f is a Lipschitz function of Lipschitz constant

Lip(f) with respect to the spherical distance, and the spherical distance is
the infimum of the lengths of all smooth paths joining two points in the
sphere, we obtain

|f(γ(t))− f(γ(0))| ≤ Lip(f) d(γ(t), γ(0)) ≤ Lip(f) length(γ|[0,t])

= Lip(f)

∫ t

0
‖γ̇(s)‖gds.

Putting everything together and letting t→ 0, we can conclude

〈∇gf(p), ξ〉g = lim
t→0
〈∇gf(γ(c)), ξ〉g ≤ lim

t→0
Lip(f)

∫ t

0
‖γ̇(s)‖gds = Lip(f)‖ξ‖g.

�

We will now give a bound for the integral of a function in C 1(P1(C))
with respect to a signed measure satisfying the hypothesis of Theorem 2.9.
In fact, the bound is given in terms of the Dirichlet form of the function and
the energy of the measure.

Proposition 2.19. For every function f : P1(C) → R of class C 1 and
every signed measure ρ on the Riemann sphere with vanishing total mass and
such that its trace measure has continuous potential, we have∣∣∣∣∣

∫
P1(C)

fdρ

∣∣∣∣∣
2

≤ 〈f, f〉(ρ, ρ).

Proof. By Theorem 2.9, there is a continuous real-valued function h on
the Riemann sphere such that ∆gh = ρ, ∇gh is in ~L

2
(P1(C)) and

(ρ, ρ) =
1

2π

∫
P1(C)

〈∇gh,∇gh〉gdµ.

Since f is in C 1(P1(C)), we have that ∇gf is in ~L
2
(P1(C)). Therefore, if we

proceed as in the proof of the last part of Theorem 2.9, we obtain∫
P1(C)

fdρ = − 1

2π

∫
P1(C)

〈∇gf,∇gh〉gdµ.
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Finally, by Cauchy-Schwartz inequality, we have∣∣∣∣∣
∫
P1(C)

fdρ

∣∣∣∣∣
≤

(
1

2π

∫
P1(C)

〈∇gf,∇gf〉gdµ

) 1
2
(

1

2π

∫
P1(C)

〈∇gh,∇gh〉gdµ

) 1
2

= 〈f, f〉
1
2 (ρ, ρ)

1
2 .

�

Let us, before giving the proof of Theorem II, state a very nice result
that relates the energy of the signed measure µS −λS1 and the height of the
elements in the finite set S.

Recall that, given a finite set S ⊂ Q, its height is given by

h(S) =
∑
α∈S

h(α).

Lemma 2.20. Let S ⊂ Q× be a finite Galois-invariant set. Then we have

(µS − λS1 , µS − λS1) ≤ 2
h(S)

#S
.

Proof. Since S is a finite Galois-invariant set in Q×, it is a finite union
of different Galois orbits. This is, S = S1 ∪ . . . ∪ Sr where Si is the orbit of
an algebraic number under the action of the absolute Galois group.

For every i = 1, . . . , r, we will denote by Pi(x) ∈ Z[x] the minimal
polynomial over Z of the orbit Si and ai its leading coefficient. We can then
write

Pi(x) = ai
∏
α∈Si

(x− α),

and we have deg(Pi) = #Si.
Now, consider the polynomial P (x) = P1(x) · · ·Pr(x) = A

∏
α∈S(x− α),

where A =
∏r
i=1 ai, and observe that it has degree d := #S. Recall the

definition of the discriminant of the polynomial P (x),

∆P = (−1)d(d−1)/2A2d−2
∏

α,β∈S,α6=β
(α− β)

Since it is a symmetric function in the roots of P (x), which are all different,
it can be expressed in terms of its coefficients and hence, we deduce that ∆P

is a non-zero integer.
Let us study the mutual energy of µS−λS1 . By Proposition 2.8, we know

that (µS , µS) and (µS , λS1) are well-defined and, since the mutual energy of
λS1 vanishes, we can write

(µS − λS1 , µS − λS1) = (µS , µS)− 2(µS , λS1).
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On one hand, we have that

(µS , µS) = −
∫
C×C\∆

log |z − w|dµS(w)⊗ dµS(z)

= − 1

(#S)2

∑
α,β∈S
α 6=β

log |α− β| = − 1

(#S)2
log

 ∏
α,β∈S
α 6=β

|α− β|


= − 1

d2
log

∣∣∣∣ ∆P

A2d−2

∣∣∣∣ = − 1

d2
log |∆P |+

1

d2
(2d− 2) log |A| ≤ 2

d
log |A|.

On the other hand,

(µS , λS1) = −
∫
C×C\∆

log |z − w|dµS(z)⊗ dλS1(w)

= − 1

#S

∫
C

∑
α∈S

log |z − α|dλS1(z)

= − 1

#S

∫
C

log

∣∣∣∣∣∏
α∈S

(z − α)

∣∣∣∣∣ dλS1(z)

= − 1

#S

∫
C

log

∣∣∣∣P (z)

A

∣∣∣∣ dλS1(z)

= −1

d

∫
C

log |P1(z) · · ·Pr(z)|dλS1(z) +
1

d
log |A|

= −1

d

(∫
C

log |P1(z)|dλS1(z) + . . .+

∫
C

log |Pr(z)|dλS1(z)

)
+

1

d
log |A|

= −1

d
(m(P1) + . . .+m(Pr)) +

1

d
log |A|,

where m(Pi) is the Mahler measure of the polynomial Pi.
Putting everything together, we obtain

(µS − λS1 , µS − λS1) ≤ 2

d
(m(P1) + . . .+m(Pr))

=
2

d
(h(S1) + . . .+ h(Sr)) = 2

h(S)

#S
.

�

We will now give the proof of the main theorem of the chapter.
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Proof of Theorem II. Let ε > 0, then we have

(2.16)

∣∣∣∣∣
∫
P1(C)

fdµS −
∫
P1(C)

fdλS1

∣∣∣∣∣ =

∣∣∣∣∣
∫
P1(C)

fd(µS − λS1)

∣∣∣∣∣
=

∣∣∣∣∣
∫
P1(C)

fd(µS − µS,ε) +

∫
P1(C)

fd(µS,ε − λS1)

∣∣∣∣∣
≤

∣∣∣∣∣
∫
P1(C)

fd(µS − µS,ε)

∣∣∣∣∣+

∣∣∣∣∣
∫
P1(C)

fd(µS,ε − λS1)

∣∣∣∣∣ .
The proof of the result will be divided into two parts, corresponding to

each one of the summands on the right-hand side of (2.16).
We will begin with the second summand. For every ε > 0, the measure

µS,ε is a probability measure with compact support on C and smooth po-
tential. Hence, the signed measure µS,ε − λS1 on P1(C) has vanishing total
mass and its trace measure has continuous potential. By Proposition 2.19,
we have ∣∣∣∣∣

∫
P1(C)

fd(µS,ε − λS1)

∣∣∣∣∣ ≤ 〈f, f〉 12 (µS,ε − λS1 , µS,ε − λS1)
1
2 .

Let us study the energy of µS,ε − λS1 . By Proposition 2.16 and Lemma
2.20, there is a positive constant C0 ≈ 1.10559 such that

(µS,ε−λS1 , µS,ε−λS1) ≤ (µS−λS1 , µS−λS1)+2ε+
1

#S

(
2π log

1

ε
+ C0

)
≤ 2

h(S)

#S
+ 2ε+

1

#S

(
2π log

1

ε
+ C0

)
.

Letting ε = 1
#S , we obtain

(µS,ε − λS1 , µS,ε − λS1) ≤ 2
h(S)

#S
+

2

#S
+

1

#S
(2π log #S + C0)

≤ 2
h(S)

#S
+ C1

log(#S + 1)

#S
,

where C1 = 2+2π log 6+C0

log 7 .
Hence, we obtain

(2.17)

∣∣∣∣∣
∫
P1(C)

fd(µS,ε − λS1)

∣∣∣∣∣ ≤ 〈f, f〉 12
(

2
h(S)

#S
+ C1

log(#S + 1)

#S

) 1
2

.
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We will study now the first summand in (2.16). Let f0 = f ◦ α−10 , since
S ⊂ C, for every ε > 0 we can write

(2.18)

∣∣∣∣∣
∫
P1(C)

fd(µS − µS,ε)

∣∣∣∣∣ =

∣∣∣∣∫
C
f0dµS −

∫
C
f0dµS,ε

∣∣∣∣
=

∣∣∣∣∫
C
f0dµS −

∫
C
f0,εdµS

∣∣∣∣ =

∣∣∣∣∫
C

(f0 − f0,ε)dµS
∣∣∣∣

≤ 1

#S

∑
α∈S
|f0(α)− f0,ε(α)|

=
1

#S

∑
α∈S

∣∣∣∣∫
C

(f0(α)− f0(α− w))ϕε(w)dA(w)

∣∣∣∣
≤ 1

#S

∑
α∈S

∫
C
|f0(α)− f0(α− w)|ϕε(w)dA(w)

Let z, z′ ∈ C, by Lemma 1.14 we have

d((1 : z), (1 : z′)) ≤ π

2
dch((1 : z), (1 : z′))

= π
|z − z′|√

1 + |z|2
√

1 + |z′|2
≤ π|z − z′|.

Hence, for every α ∈ S and every w ∈ C we have

|f0(α)− f0(α− w)|
|w|

≤ π |f(1 : α)− f(1 : α− w)|
d((1 : α), (1 : α− w))

≤ π Lip(f).

So, from (2.18) and the fact that we are taking ε = 1
#S , we deduce

(2.19)

∣∣∣∣∣
∫
P1(C)

fd(µS − µS,ε)

∣∣∣∣∣
≤ 1

#S

∑
α∈S

∫
C
|f0(α)− f0(α− w)|ϕε(w)dA(w)

≤ 1

#S

∑
α∈S

π Lip(f)

∫
D(0,ε)

|w|ϕε(w)dA(w)

≤ 1

#S

∑
α∈S

π Lip(f)ε = π Lip(f)ε = π
Lip(f)

#S
.
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Therefore by (2.16), (2.17), (2.19) and Proposition 2.18 we obtain∣∣∣∣∣
∫
P1(C)

fdµS −
∫
P1(C)

fdλS1

∣∣∣∣∣
≤ πLip(f)

#S
+ 〈f, f〉

1
2

(
2

h(S)

#S
+ C1

log(#S + 1)

#S

) 1
2

≤ Lip(f)

(
π

#S
+

(
4

h(S)

#S
+ C

log(#S + 1)

#S

) 1
2

)
,

where C = 2C1 ≈ 14.7628.
Finally, if we assume that h(S)

#S is bounded by 1, taking

C ′ =
π2 + C1 log 2 + 2π

√
4 + C1 log 2

log 2
≈ 48.9897

we obtain (2.1). �





CHAPTER 3

Quantitative equidistribution in the N-dimensional
case

In this final chapter we will give a generalization to the N -dimensional
case of the quantitative equidistribution of Galois orbits of small height. As
it was done in the previous chapter, for a certain set of test functions, we will
give a bound for the rate of convergence in terms of a constant depending on
the function, the height of the Galois orbit, and a generalization to higher
dimension of the degree of an algebraic number.

Before stating the main result, we will introduce some notations. Con-
sider the subvariety

H := {(p1, . . . , pN ) ∈ P1(C)N : pk = (0 : 1) or pk = (1 : 0) for some k}.

The set of test functions will be denoted by F . We will say that a
function f : P1(C)N → R is in F if it satisfies the following
(i) f is of class C 2N+1,
(ii) The 2N -jet of f vanishes on H. This is, on every chart of P1(C)N , the

partial derivatives of f up to order 2N vanish on H. In particular, f
vanishes on H.

For any n = (n1, . . . , nN ) ∈ ZN we will consider the monomial map
given by

χn : (Q×)N −→ Q×

z = (z1, . . . , zN ) 7−→ χn(z) = zn1
1 . . . znNN .

Given an element ξ ∈ (Q×)N , we define its generalized degree by

(3.1) D(ξ) = min
n 6=0
{‖n‖1 deg(χn(ξ))},

where ‖ · ‖1 is the 1-norm in CN and deg(χn(ξ)) stands for the degree of the
algebraic number χn(ξ) over Q.

These notions that we just introduced will be studied in detail in the
following sections.

Consider a finite set S ⊂ CN , we recall that the discrete probability
measure associated to S is given by µS = 1

#S

∑
α∈S δα. We will also consider

the measure λ(S1)N in CN supported on the unit polycircle (S1)N , where it
coincides with the normalized Haar measure.

We can now state the main theorem of the chapter.

73
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Theorem I. There is a constant C ≈ 48.9897 such that for every test
function f ∈ F and every ξ ∈ (Q×)N with h(ξ) ≤ 1, the following holds∣∣∣∣∣
∫
P1(C)N

fdµS −
∫
P1(C)N

fdλ(S1)N

∣∣∣∣∣ ≤ c(f)

(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

,

where S is the Galois orbit of ξ as a subset of (C×)N , µS the discrete pro-
bability measure associated to it, and c(f) is a positive constant depending
on the function f , to be specified in (3.3).

To show the dependence of c(f) with respect to the function f , we iden-
tify (R/Z)N × RN with (C×)N via the isomorphism

(θ,u) = ((θ1, . . . , θN ), (u1, . . . , uN )) 7→ (e2πiθ1+u1 , . . . ., e2πiθN+uN ),

and set

(3.2) φ : (R/Z)N × RN −→ P1(C)N

(θ,u) 7−→ ((1 : e2πiθ1+u1), . . . , (1 : e2πiθN+uN )).

Let F := f ◦ φ, this is, F is the function

F : (R/Z)N × RN −→ R
(θ,u) 7−→ f((1 : e2πiθ1+u1), . . . , (1 : e2πiθN+uN )).

We will see in Section 2.2 that if f is a test function in F , then both F

and its Fourier transform F̂ are Haar-integrable as well as all the first order
partial derivatives of F and also their Fourier transforms.

In P1(C)N we consider the spherical distance dN , given by

dN (P, P ′) =

√√√√ N∑
j=1

d(pj , p′j),

for every P = (p1, . . . , pN ) and P ′ = (p′1, . . . , p
′
N ).

With the notation as above, the constant in Theorem I can be bounded
by

(3.3) c(f) ≤
√

2π Lip(f) + 2

N∑
l=1

∥∥∥∥∥ ∂̂F∂ul
∥∥∥∥∥
L1

+ 16

N∑
l=1

∥∥∥∥∥ ∂̂F∂θl
∥∥∥∥∥
L1

,

where Lip(f) is the Lipschitz constant of f with respect to the spherical
distance dN on P1(C)N and ‖ · ‖L1 stands for the L1-norm on the locally
compact Abelian group ZN × RN .

As a corollary to Theorem I we obtain Bilu’s equidistribution theorem:

Corollary 3.1. Let {ξk} ⊂ (Q×)N be a strict sequence such that
limk h(ξk) = 0. Then the Galois orbits of ξk are equidistributed with re-
spect to λ(S1)N .
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1. Fourier analysis on (C×)N

In the preliminaries of this dissertation, we dedicated a section to the
theory of Fourier Analysis on locally compact Abelian groups. Now, we will
consider the particular case of the group (C×)N . As we described above, it
will be identified with (R/Z)N×RN via the isomorphism mapping z ∈ (C×)N

to its logarithmic-polar coordinates (θ,u) ∈ (R/Z)N × RN . In (C×)N , we
will consider the Haar measure induced by the product of the probability
Haar measure on (R/Z)N and the Lebesgue measure on RN .

The dual group of (C×)N ∼= (R/Z)N × RN in the sense of Pontryagin is

(̂C×)N ∼= ZN × RN ,

which implies that for any γ ∈ (̂C×)N , there is a unique (n, t) ∈ ZN × RN
such that

γ(θ,u) = e2πin·θe2πit·u,

with the notation

n · θ = (n1, . . . , nN ) · (θ1, . . . , θN ) = n1θ1 + . . .+ nNθN

and similarly for t · u.
The measure on (C×)N induces a unique Haar measure on its dual group

ZN × RN which is given by the product of the discrete measure on ZN and
the Lebesgue measure on RN .

For any complex-valued Haar-integrable function F on (R/Z)N ×RN , its
Fourier transform F̂ : ZN × RN → C is given by

F̂ (n, t) =

∫
(R/Z)N×RN

F (θ,u)e−2πin·θe−2πit·udθdu.

If, in addition, we assume that F̂ is Haar-integrable, then for every (θ,u) ∈
(R/Z)N × RN , the Fourier inversion formula (1.3) gives

F (θ,u) =
∑
n∈ZN

∫
RN

F̂ (n, t)e2πiθ·ne2πiu·tdt.

By abuse of notation, we will write

‖F‖pLp =

∫
(R/Z)N×RN

|F (θ,u)|pdθdu,

for any F ∈ Lp((R/Z)N × RN ) and

‖G‖pLp =
∑
n∈ZN

∫
RN
|G(n, t)|pdt,

for any G ∈ Lp(ZN × RN ).
We will now study some general results that will be useful for the proof

of the main result of this chapter.



76 3. QUANTITATIVE EQUIDISTRIBUTION IN THE N -DIMENSIONAL CASE

Lemma 3.2. Let F : (C×)N −→ C be a Haar-integrable function such
that its Fourier-transform F̂ is also Haar-integrable. For any finite regular
measure λ on (C×)N such that F is integrable with respect to λ, we have that
F̂ λ̂ is Haar-integrable. Moreover, the following holds∫

(C×)N
Fdλ =

∑
n∈ZN

∫
RN

F̂ (n, t)λ̂(n, t)dt.

Proof. Let λ be a finite regular measure on (C×)N . Recall that the
Fourier-Stieltjes transform of the measure λ is defined by

λ̂(n, t) =

∫
(R/Z)N×RN

e−2πit·ue−2πin·θdλ(θ,u).

Since both F and F̂ are Haar-integrable, we can apply the Fourier inversion
formula that, together with Fubini’s theorem, leads to∫

(C×)N
Fdλ =

∫
(R/Z)N×RN

F (θ,u)dλ(θ,u)

=

∫
(R/Z)N×RN

 ∑
n∈ZN

∫
RN

F̂ (n, t)e2πiu·te2πiθ·ndt

 dλ(θ,u)

=
∑
n∈ZN

∫
RN

F̂ (n, t)

(∫
(R/Z)N×RN

e2πiu·te2πiθ·ndλ(θ,u)

)
dt

=
∑
n∈ZN

∫
RN

F̂ (n, t)λ̂(n, t)dt.

�

Lemma 3.3. Let F : (C×)N −→ C be a Haar-integrable function such
that its Fourier transform F̂ is also Haar-integrable and let λ be a finite
regular measure on (C×)N . Then∣∣∣∣∣
∫
(C×)N

Fdλ−
∫
(C×)N

Fdλ(S1)N

∣∣∣∣∣
≤
∣∣∣∣∫

RN
F̂ (0, t)

(
λ̂(0, t)− 1

)
dt

∣∣∣∣+

∣∣∣∣∣∣
∑
n 6=0

∫
RN

F̂ (n, t)λ̂(n, t)dt

∣∣∣∣∣∣ .
Proof. First of all note that, since λ(S1)N is the measure on (C×)N

supported on (S1)N where it coincides with the normalized Haar measure,
for any (n, t) ∈ ZN × RN we have

λ̂(S1)N (n, t) =

∫
(R/Z)N

e−2πin·θdθ =

{
1 if n = 0,

0 otherwise.
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Hence, by Lemma 3.2 we obtain

(3.4)
∫
(C×)N

Fdλ(S1)N =
∑
n∈ZN

∫
RN

F̂ (n, t)λ̂(S1)N (n, t)dt =

∫
RN

F̂ (0, t)dt.

Then we have∣∣∣∣∣
∫
(C×)N

Fdλ−
∫
(C×)N

Fdλ(S1)N

∣∣∣∣∣
=

∣∣∣∣∣∣
∑
n∈ZN

∫
RN

F̂ (n, t)λ̂(n, t)dt−
∫
RN

F̂ (0, t)dt

∣∣∣∣∣∣
≤
∣∣∣∣∫

RN
F̂ (0, t)

(
λ̂(0, t)− 1

)
dt

∣∣∣∣+

∣∣∣∣∣∣
∑
n 6=0

∫
RN

F̂ (n, t)λ̂(n, t)dt

∣∣∣∣∣∣ .
�

For every function F : (C×)N −→ C and every w ∈ (C×)N , the transla-
tion of F by ω is the function τwF : (C×)N −→ C given by

(3.5) τwF (z) := F (w · z), for any z ∈ (C×)N .

Let us fix some notation, for w = (w1, . . . , wN ) in (C×)N , we will write

|w| = (|w1|, . . . , |wN |), arg(w) = (arg(w1), . . . , arg(wN ))

and, for every t = (t1, . . . , tN ) in RN , we will note

|w|t =

N∏
j=1

|wj |tj .

Lemma 3.4. Let w ∈ (C×)N and let F : (C×)N −→ C be a Haar-
integrable function. Then for any (n, t) ∈ ZN × RN , the following holds

τ̂wF (n, t) = |w|2πitein·arg(w)F̂ (n, t).

Proof. By abuse of notation, which is justified by the identification
(C×)N ∼= (R/Z)N × RN , we can write

τwF (θ,u) = F

(
θ +

arg(w)

2π
,u+ log |w|

)
.
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Hence, after some suitable change of variables, we obtain

τ̂wF (n, t) =

∫
(R/Z)N×RN

τwF (θ,u)e−2πit·ue−2πin·θdθdu

=

∫
(R/Z)N×RN

F

(
θ +

arg(w)

2π
,u+ log |w|

)
e−2πit·ue−2πin·θdθdu

=

∫
(R/Z)N×RN

F (θ,u)e−2πit·ue−2πin·θe2πit·(log |w|)e2πin·
arg(w)

2π dθdu

= e2πit·(log |w|)e2πin·
arg(w)

2π F̂ (n, t).

�

2. The set of test functions

On the beginning of the chapter, we defined the set of test functions F
that was later used for the statement of the main result. The aim of this
section will be to give a justification for this definition which, at first sight,
might seem rather unnatural.

As it has been already mentioned, Fourier Analysis is among the tech-
niques used on the proof of Theorem I. For this reason, we will need to make
some assumptions on the Haar-integrability of the function and its Fourier
transform, as well as for the first order partial derivatives. Let us first recall
the definition of the set of test functions and make some significant remarks
about them. Afterwards, we will be able to state a result for these test
functions establishing the desired properties.

Let us recall the definition of the set of test functions. Every function
f ∈ F is such that
(i) f : P1(C)N → R is C 2N+1,
(ii) The 2N -jet of f vanishes on H, where the subvariety H is given by

H := {(p1, . . . , pN ) ∈ P1(C)N : pk = (0 : 1) or pk = (1 : 0) for some k}.
Consider a point P ∈ P1(C)N and a system of local coordinates of P1(C)N

around it. We say that the 2N -jet of f vanishes on P if all the partial
derivatives up to order 2N of the coordinate expression of f vanish at P .

Under the natural inclusion
ι : (C×)N ↪→ P1(C)N

(z1, . . . , zN ) 7→ ((1 : z1), . . . , (1 : zN )),

we can think of the functions in F as functions supported on (C×)N . Identify-
ing R/Z×R and C× via the logarithmic-polar coordinate map and composing
with the previous inclusion, we can define the map φ given by (3.2).

With this notation, we can now state the main theorem of this section.

Theorem 3.5. For any f ∈ F , the function F : (R/Z)N × RN −→ R,
given by F = f ◦ φ, satisfies the following properties
(i) F is Haar-integrable,
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(ii) F̂ is Haar-integrable,
(iii) For every l = 1, . . . , N , ∂F

∂ul
and ∂F

∂θl
are Haar-integrable,

(iv) For every l = 1, . . . , N , ∂̂F
∂ul

and ∂̂F
∂θl

are Haar-integrable,

The proof of this result will be divided in several propositions and lem-
mas. But, before doing so, we will state some important facts of F = f ◦ φ,
with f ∈ F .

Remark 3.6. The differentiability of the natural inclusion ι together
with the differentiability of the logarithmic-polar coordinate change-of-variables
implies that the map φ is differenciable

(R/Z)N × RN
φ

//

∼=
��

P1(C)N

(C×)N .

ι

55

Hence, the function F = f ◦ φ is in C 2N+1
(
(R/Z)N × RN

)
.

We will recall the notation that has been previously given for the usual
charts and their homeomorphisms in the projective complex line. Let

U0 := {(1 : z) : z ∈ C} and U1 := {(z : 1) : z ∈ C},
be the usual open subsets on P1(C) and consider the homeomorphisms,

α0 : U0 −→ R2, α1 : U1 −→ R2

(1 : z) 7→ (Re(z), Im(z)) (z : 1) 7→ (Re(z), Im(z)) .

For any choice of indexes j1, . . . , jN ∈ {0, 1}, we will consider the open
subset Uj1 × . . .× UjN in P1(C)N and the homeomorphism

αj1,...,jN = (αj1 , . . . , αjN ) : Uj1 × . . .× UjN → R2N .

Observe that, for any (θ, u) ∈ R/Z × R, the point (1 : e2πiθ+u) ∈ U0 ∩ U1.
Hence, for every (j1, . . . , jN ) ∈ {0, 1}N , the image of φ is contained in the
open subset Uj1 × . . .× UjN . As a consequence, we can define

φj1,...,jN = αj1,...,jN ◦ φ,
and we have the following diagram

P1(C)N

f

))(R/Z)N × RN

φ
44

φ
//

φj1,...,jN **

Uj1 × . . .× UjN
?�

OO

αj1,...,jN
��

f
//R

R2 × . . .× R2
fj1,...,jN

55

where
fj1,...,jN = f ◦ α−1j1,...,jN .
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We set
φj1,...,jN (θ,u) = (φj1(θ1, u1), . . . , φjk(θk, uk)),

where, for any j ∈ {0, 1} and any (θ, u) ∈ R/Z× R, we have

φj(θ, u) = (φ1j (θ, u), φ2j (θ, u)) = (e(−1)
ju cos(2πθ), (−1)je(−1)

ju sin(2πθ)).

Remark 3.7. From the diagram we deduce

F = fj1,...,jN ◦ φj1,...,jN ,

for any choice of indexes j1, . . . , jN ∈ {0, 1}.

We will now write explicitly the second property on the definition of
the set F using the coordinate expression fj1,...,jN of the function f on
every chart of P1(C)N . On R2 × . . . × R2, choose a coordinate system
((x1, y1), . . . , (xN , yN )). Let a = (a1, . . . , aN ) and b = (b1, . . . , bN ) be
two multi-indexes, this is two N -tuples with positive integer entries. Let
|a| = a1 + . . .+ aN , |b| = b1 + . . .+ bN . We will denote

∂|a|+|b|fj1,...,jN
∂xa∂yb

=
∂|a|+|b|fj1,...,jN

∂xa11 . . . ∂xaNN ∂yb11 . . . ∂ybNN
,

for any j1, . . . , jN ∈ {0, 1}, whenever it makes sense.
Hence, condition (ii) on the definition of F can be written as follows.

For every a, b ∈ (Z≥0)N such that |a| + |b| ≤ 2N , every P ∈ H and every
j1, . . . , jN ∈ {0, 1} such that P ∈ Uj1 × . . .× UjN

∂|a|+|b|fj1,...,jN
∂xa∂yb

(
αj1,...,jN (P )

)
= 0.

We will prove in the following lemmas that, for every f ∈ F , the functions
F = f ◦ φ satisfy very strong properties. Among them, we will see that all
the partial derivatives of F up to a certain order tend to zero when any of
the coordinates approach either −∞ or +∞. We will also prove that these
partial derivatives are bounded. These two important facts will allow us to
prove Theorem 3.5.

Lemma 3.8. Let F = f ◦ φ, for some f ∈ F . Then, for every α,β ∈
(Z≥0)N such that |α|+ |β| ≤ 2N and every l = 1, . . . , N

lim
ul→±∞

∂|α|+|β|F

∂θα∂uβ
(θ,u) = 0.

Proof. We will study the limit

lim
ul→+∞

∂|α|+|β|F

∂θα∂uβ
(θ,u) = 0.

The limit when ul → −∞ can be done with a similar argument.
When considering ul → +∞, we are approaching a point in H whose l-th

coordinate is (0 : 1). Hence, we will work on some chart Uj1× . . .×UjN with
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J = (j1, . . . , jN ) ∈ {0, 1}N such that jl = 1. To simplify the notations, we
will write

fJ = fj1,...,jN and φJ = φj1,...,jN .

The partial derivatives up to a certain order |α| + |β| ≤ 2N of the
function F = fJ ◦ φJ are computed by recursively applying the chain rule.
It is easy to see that when we do so, we obtain an expression on the partial
derivatives up to order |α| + |β| of the function fJ evaluated on φJ (θ,u)
and coefficients concerning partial derivatives up to the same order of the
coordinate functions of φJ .

On one hand, the limit of the partial derivatives of order less than or
equal to 2N of the function fJ evaluated on φJ (θ,u) vanishes due to the
fact that the 2N -jet of f vanishes on H. Thus, if we verify that the limit of
the partial derivatives of the coordinate functions of φJ are finite, we would
have proved the lemma.

The only coordinate functions of φJ depending on the variable ul are

φ1jl(θl, ul) = e(−1)
jlul cos(2πθl),

φ2jl(θl, ul) = (−1)jle(−1)
jlul sin(2πθl).

Hence, we only have to study the behavior when ul → +∞ of the partial
derivatives of φ1jl and φ2jl up to order 2N . Recall that jl = 1, so all these
partial derivatives are of the form

±(2π)ke−ul cos(2πθl) or ± (2π)ke−ul sin(2πθl),

for some positive integer k. Therefore, their limit when ul → +∞ is zero. �

Lemma 3.9. Let F = f ◦ φ, for some f ∈ F , and let α,β ∈ {0, 1}N .
Then there is a positive constant K(α,β, f), depending on the multindexes
α, β and the function f , such that∣∣∣∣∣∂|α|+|β|F∂θα∂uβ

(θ,u)

∣∣∣∣∣ ≤ K(α,β, f)

N∏
l=1

(
eul

1 + e2ul

)max{αl,βl}
,

for any (θ,u) ∈ (R/Z)N × RN .
Moreover, there are positive constants K1(k,α,β, f) and K2(k,α,β, f)

such that∣∣∣∣∣ ∂|α|+|β|+1F

∂θα∂uβ∂θk
(θ,u)

∣∣∣∣∣ ≤ K1(k,α,β, f)

(
euk

1 + e2uk

)∏
l 6=k

(
eul

1 + e2ul

)max{αl,βl}

and∣∣∣∣∣ ∂|α|+|β|+1F

∂θα∂uβ∂uk
(θ,u)

∣∣∣∣∣ ≤ K2(k,α,β, f)

(
euk

1 + e2uk

)∏
l 6=k

(
eul

1 + e2ul

)max{αl,βl}
,

for any (θ,u) ∈ (R/Z)N × RN and any k = 1, . . . , N .
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Proof. As it was done in the previous proof, by recursively applying the
chain rule, we can obtain an expression for the partial derivative ∂|α|+|β|F

∂θα∂uβ
,

whenever |α|+|β| ≤ 2N+1. For any choice of J ∈ {0, 1}N , this expression is
a sum of partial derivatives of the function fJ up to order |α|+ |β| evaluated
on φJ (θ,u) times a certain suitable product of partial derivatives of the
coordinate functions of φJ of order 1 or 2.

Let us consider the first case, with α,β ∈ {0, 1}N and α,β 6= 0. In this
situation, it is easy to see that

(3.6)
∂|α|+|β|F

∂θα∂uβ
(θ,u)

=
∑

a,b∈{0,1}N
al+bl=βl

∂|a|+|b|fJ
∂xa∂yb

(φJ (θ,u))

N∏
l=1

ψ0(l)

+
∑

a′,b′∈{0,1}N
a′l+b

′
l=αl

∂|a|+|b|+|a
′|+|b′|fJ

∂xa+a′∂yb+b
′ (φJ (θ,u))

N∏
l=1

ψ1(l),

where

ψ0(l) =



(
∂2φ1jl
∂ul∂θl

)al ( ∂2φ1jl
∂ul∂θl

)bl
if αl = βl = 1,(

∂φ1jl
∂ul

)al (∂φ2jl
∂ul

)bl
if αl = 0, βl = 1,

1 if αl = βl = 0,

0 if αl = 1, βl = 0.

And

ψ1(l) =

(
∂φ1jl
∂ul

)al (
∂φ2jl
∂ul

)bl (
∂φ1jl
∂θl

)a′l (∂φ2jl
∂θl

)b′l
.

For a given (θ,u) ∈ (R/Z)N × RN , the idea is to chose the right multi-
index J ∈ {0, 1}N in such a way that φJ (θ,u) ∈ [−1, 1]2N . Since the
partial derivatives of the function fJ up to order 2N are continuous, there
are positive constants K̃(a, b, f) such that∣∣∣∣∣∂|a|+|b|fJ∂xa∂yb

(φJ (θ,u))

∣∣∣∣∣ ≤ K̃(a, b, f).

Let us define the map J : RN → {0, 1}N given by

J(u) = (j(u1), . . . , j(uN )),

where

(3.7) j(u) =

{
0 if u ≤ 0,

1 if u > 0.
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We will choose J depending on the point (θ,u) by taking J = J(u). Observe
that, once this choice has been made, we obtain

0 < e(−1)
jlul = e(−1)

j(ul)ul = e−|ul| ≤ 1,

for every l = 1, . . . , N . And, consequently, we can deduce

φjl(θl, ul) = (e(−1)
jlul cos(2πθl), (−1)jle(−1)

jlul sin(2πθl)) ∈ [−1, 1]2.

Then we would only be left to study the functions ψ0 and ψ1, for every
l = 1, . . . , N . For any (θ, u) ∈ (R/Z) × R, taking j = j(u), the partial
derivatives of first and second order of the functions φ1j and φ2j are of the
form

±(2π)ke−|u| cos(2πθ) or ± (2π)ke−|u| sin(2πθ),

for some k ∈ {0, 1}, and they can all be bounded by 2πe−|u|. Note that

e−|u|

2
≤ e−|u|

1 + e−2|u|
=

eu

1 + e2u
.

Hence, we can write∣∣∣∣∣∂|α|+|β|F∂θα∂uβ
(θ,u)

∣∣∣∣∣
≤

∑
a,b∈{0,1}N
al+bl=βl

∣∣∣∣∣∂|a|+|b|fJ∂xa∂yb
(φJ (θ,u))

∣∣∣∣∣ (4π)|β|
N∏
l=1

(
eul

1 + e2ul

)max{αl,βl}

+
∑

a′,b′∈{0,1}N
a′l+b

′
l=αl

∣∣∣∣∣∂|a+a
′|+|b+b′|fJ

∂xa+a′∂yb+b
′ (φJ (θ,u))

∣∣∣∣∣ (4π)|α|+|β|
N∏
l=1

(
eul

1 + e2ul

)max{αl,βl}

≤ K(α,β, f)

N∏
l=1

(
eul

1 + e2ul

)max{αl,βl}
,

taking

K(α,β, f) = (4π)|α|+|β|
∑

a,b∈{0,1}N
al+bl=βl

K̃(a, b, f)+
∑

a′,b′∈{0,1}N
a′l+b

′
l=αl

K̃(a+a′, b+b′, f).

Finally, we will prove the last part of the lemma. Observe that now we
are allowed to differentiate twice with respect to the same variable. Consider
some k = 1, . . . , N , we will study

∂|α|+|β|+1F

∂θα∂uβ∂θk
(θ,u).

Without loss of generality, we may assume that αk 6= 0. Otherwise we would
be on the previous situation taking α′ instead of α, with α′l = αl for every
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l 6= k and α′k = 1. Deriving the expression in (3.6), we obtain

∂|α|+|β|+1F

∂θα∂uβ∂θk
(θ,u)

=
∑

a,b∈{0,1}N
aj+bj=βj

∂|a|+|b|+1fJ
∂xa∂yb∂xk

(φJ (θ,u))
∂φ1jk
∂θk

(θk, uk)

N∏
l=1

ψ0(l)

+
∂|a|+|b|+1fJ
∂xa∂yb∂yk

(φJ (θ,u))
∂φ2jk
∂θk

(θk, uk)

N∏
l=1

ψ0(l)

+ βl
∂|a|+|b|fJ
∂xa∂yb

(φJ (θ,u))

(
∂2φ1jk
∂uk∂θk

)ak (
∂2φ1jk
∂uk∂θk

)bk∏
l 6=k

ψ0(l)

+
∑

a,b∈{0,1}N
aj+bj=αj

∂|a|+|b|+|a
′|+|b′|+1fJ

∂xa+a′∂yb+b
′
∂xk

(φJ (θ,u))
∂φ1jk
∂θk

(θk, uk)
N∏
l=1

ψ1(l)

+
∂|a|+|b|+|a

′|+|b′|+1fJ

∂xa+a′∂yb+b
′
∂yk

(φJ (θ,u))
∂φ2jk
∂θk

(θk, uk)
N∏
l=1

ψ1(l)

+
∂|a|+|b|+|a

′|+|b′|fJ

∂xa+a′∂yb+b
′ (φJ (θ,u))

∂ψ1(k)

∂θk

∏
l 6=k

ψ1(l).

Following an analogous argument as before, the result can be easily obtained.
Observe that in this situation, since we are deriving twice with respect to θk,
we should consider a bigger bound for the partial derivatives of the functions
φ1j and φ

2
j of orders 1 and 2. Namely, they can all be bounded by 4π2e−|u|. �

The following proposition implies part (i) and (iii) of Theorem 3.5.

Proposition 3.10. Let F = f ◦ φ, for some f ∈ F . Then for any
α,β ∈ {0, 1}N we have

∂|α|+|β|F

∂θα∂uβ
∈ (L1 ∩L2)((R/Z)N × RN ).

Moreover, for any k = 1, . . . , N , we have

∂|α|+|β|+1F

∂θα∂uβ∂θk
,
∂|α|+|β|+1F

∂θα∂uβ∂uk
∈ (L1 ∩L2)((R/Z)N × RN ).

Proof. First of all, observe that if we are considering any partial de-
rivative of the function F such that we are, at least, deriving once with
respect to either θj or uj for every j, then the integrability of the absolute
value or the square of the function is a direct consequence of Lemma 3.9.
Indeed, let α = (α1, . . . , αN ) and β = (β1, . . . , βN ) in {0, 1}M and suppose
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that αj + βj 6= 0 for every j = 1, . . . , N . Then for some positive constant
K(α,β, f) we have∣∣∣∣∣∂|α|+|β|F∂θα∂uβ

(θ,u)

∣∣∣∣∣ ≤ K(α,β, f)
N∏
l=1

(
eul

1 + e2ul

)
.

In this cases, the proposition follows from Fubini’s theorem and the fact that∫
R

eu

1 + e2u
du =

π

2
and

∫
R

(
eu

1 + e2u

)2

du =
1

2
.

Let us consider now the remaining cases where the partial derivatives of
F are such that there is at least some k ∈ {1, . . . , N} for which we are not
deriving with respect to neither θk nor uk. It is easy to see that in these
situations, Lemma 3.9 is not enough to guarantee the integrability.

We will prove the result for the partial derivative

∂|α|+|β|F

∂θα∂uβ
,

where α,β ∈ {0, 1}N are such that αl + βl = 0 for some l. The same
argument can be used for proving the integrability of

∂|α|+|β|+1F

∂θα∂uβ∂θk
,
∂|α|+|β|+1F

∂θα∂uβ∂uk
,

with αl + βl = 0 for some l 6= k.
Fix some α = (α1, . . . , αN ) and β = (β1, . . . , βN ) in {0, 1}N such that

αl + βl = 0 for some l. Define the set I = {l : αl + βl = 0}, which is
non-empty, and take β′ = (β′1, . . . , β

′
N ), where β′l = 1 for every l ∈ I and

β′l = βl otherwise. We claim that, for every (θ,v) ∈ (R/Z)N × RN∣∣∣∣∣∂|α|+|β|F∂θα∂uβ
(θ,v)

∣∣∣∣∣ ≤ K(α,β′, f)
∏
l /∈I

(
evl

1 + e2vl

)∏
l∈I

arctan e−|vl|.

Assuming this is true, since both ev/(1+e2v) and arctan e−|v| are in (L1 ∩L2)(R),
we have

∂|α|+|β|F

∂θα∂uβ
∈ (L1 ∩L2)((R/Z)N × RN ).

Hence, we only have to prove the claim. Suppose I = {l1, . . . , ls} and
consider the sets

Vl =

{
(−∞, vl] if j(vl) = 0,

[vl,+∞) if j(vl) = 1.

We can write∫
Vl1×...×Vls

∂|α|+|β
′|F

∂θα∂uβ
′ dul1 . . . duls

=

∫
Vl1×...×Vls

∂|α|+|β|+sF

∂θα∂uβ∂ul1 . . . ∂uls
dul1 . . . duls .
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Since |α|+ |β′| ≤ 2N − 1, by Lemma 3.8 we have∫
Vls

∂|α|+|β|+sF

∂θα∂uβ∂ul1 . . . ∂uls
(θ, (. . . , uls , . . .))duls

=
∂|α|+|β|+s−1F

∂θα∂uβ∂ul1 . . . ∂uls−1

(θ, (. . . , uls , . . .))

∣∣∣∣
Vls

= (−1)j(vls )
∂|α|+|β|+s−1F

∂θα∂uβ∂ul1 . . . ∂uls−1

(θ, (. . . , vls , . . .)).

Hence, applying recursively what we just obtained, we deduce∣∣∣∣∣∂|α|+|β|F∂θα∂uβ
(θ,v)

∣∣∣∣∣ =

∣∣∣∣∣
∫
Vl1×...×Vls

∂|α|+|β
′|F

∂θα∂uβ
′ dul1 . . . duls

∣∣∣∣∣
≤ K(α,β′, f)

∏
l /∈I

(
evl

1 + e2vl

)∫
Vl1×...×Vls

s∏
j=1

(
e
ulj

1 + e
2ulj

)
dul1 . . . duls

= K(α,β′, f)
∏
l /∈I

(
evl

1 + e2vl

)∏
l∈I

∫
Vl

(
eul

1 + e2ul

)
dul.

Finally, observe that∫
Vl

(
eul

1 + e2ul

)
dul = arctan e−|vl|.

�

In order to prove parts (ii) and (iv) of Theorem 3.5, we will need the
following lemma.

Lemma 3.11. Let F = f ◦ φ, for some f ∈ F . Then for every (n, t) ∈
ZN × RN and every α,β ∈ {0, 1}N , the following holds

̂∂|α|+|β|F
∂θα∂uβ

(n, t) =

[
N∏
l=1

(2πinl)
αl(2πitl)

βl

]
F̂ (n, t),

̂∂|α|+|β|+1F

∂θα∂uβ∂θk
(n, t) =

[
N∏
l=1

(2πinl)
αl(2πitl)

βl

]
∂̂F

∂θk
(n, t)

and
̂∂|α|+|β|+1F

∂θα∂uβ∂uk
(n, t) =

[
N∏
l=1

(2πinl)
αl(2πitl)

βl

]
∂̂F

∂uk
(n, t).

Proof. The idea of the proof is to do integration by parts. This and
the fact that the function F and all its partial derivatives up to order 2N
tend to zero as any of the ul goes to either −∞ or +∞ will be enough to
prove the result.
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We will give a detailed proof for partial derivatives of first order, the
remaining cases are obtained by applying the same argument recursively.

Let us start first with a partial derivative of the function F with respect
to the variable θl. In Proposition 3.10, we saw that any of these partial
derivatives are indeed Haar-integrable and, consequently, we can consider
their Fourier transform. For any (n, t) ∈ ZN × RN , we have

∂̂F

∂θl
(n, t) =

∫
(R/Z)N×RN

∂F

∂θl
(θ,u)e−2πin·θe−2πit·udθdu.

Integrating by parts, we obtain∫
R/Z

∂F

∂θl
(θ,u)e−2πinlθldθl = (2πinl)

∫
R/Z

F (θ,u)e−2πinlθldθl.

Hence, from the definition of the Fourier transform of the partial deri-
vative ∂F

∂θl
together with Fubini’s theorem, we deduce

∂̂F

∂θl
(n, t) =

∫
(R/Z)N×RN

(2πinl)F (θ,u)e−2πin·θe−2πit·udθdu

= (2πinl)F̂ (n, t).

We will now consider the partial derivative of the function F with respect
to ul. Since it is Haar-integrable, we can consider its Fourier transform, which
is given by

∂̂F

∂ul
(n, t) =

∫
(R/Z)N×RN

∂F

∂ul
(θ,u)e−2πin·θe−2πit·udθdu,

for any (n, t) ∈ ZN × RN .
As it was done in the previous case, using integration by parts, we have∫
R

∂F

∂ul
(θ,u)e−2πitluldul

= F (θ,u)e−2πitlul
∣∣∣∣+∞
−∞

+ (2πitl)

∫
R
F (θ,u)e−2πitluldul

= (2πitl)

∫
R
F (θ,u)e−2πitluldul.

The last equality is given by the fact that, by Lemma 3.8, for every tl ∈ R
we have

lim
ul→−∞

F (θ,u)e−2πitlnl = 0 = lim
ul→+∞

F (θ,u)e−2πitlnl .

Therefore, by Fubini’s theorem we obtain

∂̂F

∂ul
(n, t) = (2πitl)F̂ (n, t).
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Before, we mentioned that the remaining cases would be done by recur-
sively applying this method. Note that it is possible since we would always
be under the hypothesis of Lemma 3.8 and Proposition 3.10. �

The following result completes the proof of the main theorem of this
section.

Proposition 3.12. Let F = f ◦ φ, with f ∈ F . Then we have

F̂ ∈ L1(ZN × RN )

and
∂̂F

∂ul
,
∂̂F

∂θl
∈ L1(ZN × RN ),

for any l = 1, . . . , N .

Proof. Let us prove the Haar-integrability of the Fourier Transform F̂ :∑
n∈ZN

∫
RN

∣∣∣F̂ (n, t)
∣∣∣ dt < +∞.

In order to do so, we will divide the integration domain in 22N pairwise
disjoint subspaces. Let α, β ∈ {0, 1} and consider the sets

W (α) =

{
0 if α = 0,

Z \ {0} if α = 1.
and V (β) =

{
(−1, 1) if β = 0,

R \ (−1, 1) if β = 1.

For α = (α1, . . . , αN ) and β = (β1, . . . , βN ) in {0, 1}N , let us define

W (α) = W (α1)× . . .×W (αN ) and V (β) = V (β1)× . . .× V (βN ).

With this notation, it is easy to verify that

ZN × RN =
⊔

α,β∈{0,1}N
W (α)× V (β).

Therefore, we can write

(3.8)
∑
n∈ZN

∫
RN

∣∣∣F̂ (n, t)
∣∣∣ dt =

∑
α,β∈{0,1}N

∑
n∈W (α)

∫
V (β)

∣∣∣F̂ (n, t)
∣∣∣ dt.

Fix α and β in {0, 1}N . By Lemma 3.11, for every (n, t) ∈W (α)×V (β)
we have ∣∣∣F̂ (n, t)

∣∣∣ =
∏
l:αl 6=0

(2πnl)
−1

∏
l:βl 6=0

(2πtl)
−1

∣∣∣∣∣ ̂∂|α|+|β|F
∂θα∂uβ

(n, t)

∣∣∣∣∣ .
If αl 6= 0 and βl 6= 0, we have 0 /∈ W (αl) and 0 /∈ V (βl). Thus, this last
expression is well-defined.
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From Lemma 3.10, we know that ∂|α|+|β|F
∂θα∂uβ

is in (L1 ∩L2)((R/Z)N ×RN )
and Plancherel Theorem 1.8 implies that∥∥∥∥∥ ̂∂|α|+|β|F

∂θα∂uβ

∥∥∥∥∥
L2(ZN×RN )

=

∥∥∥∥∥∂|α|+|β|F∂θα∂uβ

∥∥∥∥∥
L2((R/Z)N×RN )

.

In particular, ̂∂|α|+|β|F
∂θα∂uβ

is in L2(ZN × RN ).
By Cauchy-Schwartz’s inequality, we have ∑
n∈W (α)

∫
V (β)

∣∣∣F̂ (n, t)
∣∣∣ dt
2

=

 ∑
n∈W (α)

∫
V (β)

∏
l:αl 6=0

(2πnl)
−1

∏
l:βl 6=0

(2πtl)
−1

∣∣∣∣∣ ̂∂|α|+|β|F
∂θα∂uβ

(n, t)

∣∣∣∣∣ dt
2

≤

 ∑
n∈W (α)

∫
V (β)

∏
l:αl 6=0

1

4π2n2l

∏
l:βl 6=0

1

4π2t2l
dt

 ·
·

 ∑
n∈W (α)

∫
V (β)

∣∣∣∣∣ ̂∂|α|+|β|F
∂θα∂uβ

(n, t)

∣∣∣∣∣
2

dt

 .

On the one hand,∑
n∈W (α)

∫
V (β)

∏
l:αl 6=0

1

4π2n2l

∏
l:βl 6=0

1

4π2t2l
dt

=

 ∑
n∈W (α)

∏
l:αl 6=0

1

4π2n2l

∫
V (β)

∏
l:βl 6=0

1

4π2t2l
dt


=

 ∏
l:αl 6=0

∑
n∈Z\{0}

1

4π2n2

 ∏
l:βl 6=0

∫
R\(−1,1)

1

4π2t
dt
∏
l:βl=0

∫ 1

−1
dt


=

(
1

12

)|α|( 1

4π2

)|β|
2N .

And, on the other hand

∑
n∈W (α)

∫
V (β)

∣∣∣∣∣ ̂∂|α|+|β|F
∂θα∂uβ

(n, t)

∣∣∣∣∣
2

dt ≤

∥∥∥∥∥ ̂∂|α|+|β|F
∂θα∂uβ

∥∥∥∥∥
2

L2(ZN×RN )

.

Putting everything together we can conclude∑
n∈W (α)

∫
V (β)

∣∣∣F̂ (n, t)
∣∣∣ dt <∞
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for every α,β ∈ {0, 1}N and therefore, by (3.8), we deduce that F̂ is Haar-
integrable.

For proving the Haar-integrability of the transform of the partial deriva-
tives of F of first order, we follow the same technique. Observe that this is
possible since, on Lemma 3.8 and Proposition 3.10, we obtained the desired
properties. �

As a final observation about the set of test functions F , we will see that
every compactly supported continuous function on (C×)N is the limit of a
sequence of functions {fk◦φ} with fk ∈ F . Thanks to this result, we are able
to deduce from the main theorem in the N -dimensional case Bilu’s classical
equidistribution theorem.

Lemma 3.13. Let F : (C×)N → R be a compactly supported continuous
function. Then there is a sequence {fm} ⊂ F such that

lim
m→∞

fm ◦ φ = F uniformly.

Proof. Every compactly supported function F : (C×)N → R can be
naturally extended to a continuous function F : CN → R with compact
support on (C×)N by setting F (z1, . . . , zN ) = 0 whenever zj = 0 for some j.
Let ϕ be a mollifier on CN and, for every m ≥ 1, set

ϕm(z) = m2Nϕ(mz) with z ∈ CN .

The mollifier ϕm is supported on the disc D(0, 1
m) so, by Lemma 1.9, the

function F ∗ϕm is smooth and its support is contained in a 1
m -neighborhood

of the support of F , which is compact and contained in (C×)N . Therefore,
there is M > 0 such that for all m ≥ M , the function F ∗ ϕm is compactly
supported on (C×)N .

For every m ≥ M , let fm : P1(C)N → R such that fm(z1, . . . , zN ) = 0
whenever zj = 0 or zj = ∞ for some j and fm = Fm otherwise. Hence,
fm is a smooth function on P1(C)N with compact support on (C×)N . In
particular, {fm}m≥M ⊂ F .

The function F is uniformly continuous on CN hence, by Theorem 1.10,
we deduce that F ∗ ϕm converges uniformly to F . �

3. Galois orbits and heights of elements in (Q×)N

Consider an element ξ = (ξ1, . . . , ξN ) in (Q×)N . Recall that the Galois
orbit of ξ is the orbit under the action of the absolute Galois group Gal(Q/Q).
We say that a finite set in (Q×)N is Galois-invariant if it is invariant under
the action of Gal(Q/Q). In particular, every finite Galois-invariant set is a
finite union of Galois orbits.

Given a finite set S ⊂ (Q×)N , its height is given by the sum of the
heights of all its elements, h(S) =

∑
ξ∈S h(ξ). In particular, given a Galois

orbit S ⊂ (Q×)N of cardinality D, we have h(S) = D h(ξ), for any ξ ∈ S.
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Lemma 3.14. Let ξ = (ξ1, . . . , ξN ) in (Q×)N , S its Galois orbit and set
D := #S. Then

(1) D = [Q(ξ1, . . . , ξN ) : Q],
(2) For every n = (n1, . . . , nN ) in ZN , consider the monomial map

χn : (Q×)N −→ Q×

z = (z1, . . . , zN ) 7−→ χn(z) = zn1
1 . . . znNN .

Then deg(χn(ξ)) divides D.

Proof. LetM be the normal closure of the extensionQ(ξ1, . . . , ξN ) ofQ,
i.e. the smallest normal extension of Q containing Q(ξ1, . . . , ξN ). Since the
extension M over Q is Galois, we have that its Galois group G = Gal(M/Q)
has cardinality [M : Q].

The orbit S of ξ under the action of the absolute Galois group Gal(Q/Q)
coincides with the orbit of ξ under the action of G,

S = {σξ = (σξ1, . . . , σξN ) : σ ∈ G}.
For any element α ∈ S, its isotropy group is defined as

Gα := {σ ∈ G : σα = α}.
Since the set S is an orbit, the isotropy subgroups of its elements are

conjugate and whence, they have the same cardinality. From this fact, we
can easily deduce the classical orbit-stabilizer theorem that states

#S = #G/#Gα, for any α ∈ S.
Since M ←↩ Q is a normal extension, for any intermediate extension

M ←↩ L←↩ Q we have that M ←↩ L is normal. Thus, M ←↩ Q(ξ1, . . . , ξN ) is
a Galois extension whose Galois group has cardinality

# Gal(M/Q(ξ1, . . . , ξN )) = [M : Q(ξ1, . . . , ξN )].

We claim that Gξ = Gal(M/Q(ξ1, . . . , ξN )) and, assuming this claim, we
have

#G = [M : Q] = [M : Q(ξ1, . . . , ξN )] · [Q(ξ1, . . . , ξN ) : Q]

= # Gal(M/Q(ξ1, . . . , ξN )) · [Q(ξ1, . . . , ξN ) : Q]

= #Gξ · [Q(ξ1, . . . , ξN ) : Q].

We can then deduce

D = #S =
#G

#Gξ
= [Q(ξ1, . . . , ξN ) : Q].

Let us prove the claim.

σ ∈ Gξ ⇐⇒ σ ∈ G is such that σξ = ξ

⇐⇒ σ ∈ G and σξj = ξj , ∀j = 1, . . . , N

⇐⇒ σ ∈ G and σ(α) = α ∀α ∈ Q(ξ1, . . . , ξN )

⇐⇒ σ ∈ Gal(M/Q(ξ1, . . . , ξN )).
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Finally, we will see that the second part of the lemma is a direct con-
sequence of what we just proved. For any n ∈ ZN , the element χn(ξ) =
ξn1
1 · · · ξ

nN
N is an element in the field extension Q(ξ1, . . . , ξN ). Hence, we

have an intermediate extension Q(ξ1, . . . , ξN )←↩ Q(χn(ξ))←↩ Q and, by the
multiplicative formula for the degree of field extensions, we have

D = [Q(ξ1, . . . , ξN ) : Q] = [Q(ξ1, . . . , ξN ) : Q(χn(ξ))] · [Q(χn(ξ)) : Q]

= [Q(ξ1, . . . , ξN ) : Q(χn(ξ))] · deg(χn(ξ)).

�

Lemma 3.15. Let ξ ∈ Q×, d = deg(ξ) and S its Galois orbit. Then
1

d

∑
α∈S
|log |α|| ≤ 2 h(ξ).

Proof. We have
1

d

∑
α∈S
| log |α|| = 1

d

∑
α∈S

max{− log |α|, log |α|}

=
1

d

∑
α∈S

log max

{
1

|α|
, |α|

}
=

1

d

∑
α∈S

log max{1, |α|2} − log |α|.

Let Pξ(x) = adx
d + . . . + a0 ∈ Z[x] be the minimal polynomial of ξ over Z.

Since S is the orbit of ξ, we have

Pξ(x) = ad
∏
α∈S

(x− α)

and hence
(−1)dad

∏
α∈S

α = a0.

Since |a0| is a non-zero positive integer, we can write

1

d

∑
α∈S

log max{1, |α|2} − log |α| = 1

d

∑
α∈S

log max{1, |α|2}+ log
|ad|
|a0|

≤ 1

d

∑
α∈S

log max{1, |α|2}+ log |ad| ≤ 2

(
1

d

∑
α∈S

log max{1, |α|}+ log |ad|

)

= 2
m(Pξ)

deg(ξ)
= 2 h(ξ).

�

Lemma 3.16. Let ξ1 ∈ (Q×)N and consider its Galois orbit {ξ1, . . . , ξD},
where ξj = (ξj,1, . . . , ξj,N ), for every j = 1, . . . , D. Then

1

D

N∑
l=1

D∑
j=1

| log |ξj,l|| ≤ 2 h(ξ1).
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Proof. Observe that, for every l = 1, · · · , N , the elements ξj,l and ξk,l
are algebraic conjugates. Let us denote by Sl the Galois orbit of ξ1,l. By
Lemma 3.14 we have that #Sl = deg(ξ1,l) divides D. This is, there is a
positive integer kl such that D = deg(ξ1,l)kl, were kl is exactly the number
of times each element of the orbit is repeated in {ξ1,l, . . . , ξD,l}. We obtain,

1

D

N∑
l=1

D∑
j=1

| log |ξj,l|| =
N∑
l=1

1

kl deg(ξ1,l)

D∑
j=1

| log |ξj,l||

=
N∑
l=1

1

deg(ξ1,l)

∑
α∈Sl

| log |α|| ≤
N∑
l=1

2 h(ξ1,l) = 2 h(ξ1),

where the inequality follows from Lemma 3.15 �

Lemma 3.17. Let S ⊂ Q× be a Galois-invariant set of cardinality D.
For every 0 < δ < 1, we have

#Sδ < 2

(
log

1

δ

)−1
h(S),

where Sδ = {α ∈ S : |log |α|| > log 1
δ}.

Proof. We know that S is a finite disjoint union of Galois orbits, say

S = S1 ∪ . . . ∪ Sm.
And observe that, by definition, for any α ∈ Sδ we have that

1 <

(
log

1

δ

)−1
| log |α||.

Hence, we obtain

#Sδ <
∑
α∈Sδ

(
log

1

δ

)−1
|log |α|| ≤

(
log

1

δ

)−1∑
α∈S
|log |α||

=

(
log

1

δ

)−1 m∑
l=1

∑
α∈Sl

|log |α|| ≤
(

log
1

δ

)−1 m∑
l=1

2 h(Sl)

= 2

(
log

1

δ

)−1
h(S),

where the last inequality holds by Lemma 3.15. �

4. The generalized degree

In this section, we will study what we previously defined as the general-
ized degree. Recall that, given a non-zero algebraic N -tuple ξ = (ξ1, . . . , ξN ),
its generalized degree is given by

D(ξ) = min
n 6=0
{‖n‖1 deg(χn(ξ))}.
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As a first remark, we note that the set {deg(ξ1), . . . ,deg(ξN )} is con-
tained in the set {‖n‖1 deg(χn(ξ)) : n 6= 0}. Hence, we deduce that

(3.9) D(ξ) ≤ min{deg(ξ1), . . . ,deg(ξN )}.

This upper bound for the generalized degree implies that it can be computed
after a finite number of operations, considering all n 6= 0 such that ‖n‖1 ≤
min{deg(ξ1), . . . ,deg(ξN )}.

The following example shows that we can have the strict inequality in
(3.9). In dimension 2, let ξ = (α, α−1) for some α ∈ Q× with deg(α) > 2.
Then taking n = (1, 1), we obtain D(ξ) ≤ ‖n‖1 deg(χn(ξ)) = 2 < deg(α).

Let us see now that it is indeed a generalization to higher dimension of
the notion of the degree of an algebraic number over Q. Consider ξ ∈ Q×,
in the one-dimensional case we have

D(ξ) = min
n6=0
{|n|deg(ξn)}.

For every non-zero integer n, denote by Qn(x) the minimal polynomial of ξ|n|

over Q, of degree deg(ξ|n|) = deg(ξn). By setting Rn(x) = Qn(x|n|) ∈ Q[x]
we obtain that Rn(ξ) = 0 and this implies that

deg(ξ) ≤ deg(Rn(x)) = |n|deg(ξn).

Then, we can conclude that D(ξ) = deg(ξ).
On the following, we will study some properties about the generalized

degree. Recall that a strict sequence in the algebraic torus (Q×)N is a se-
quence such that every proper algebraic subgroup on (Q×)N contains finitely
many elements of the sequence.

In the one dimensional situation, a strict sequence {ξk} in Q× such that
limk→∞ h(ξk) = 0 satisfies that limk→∞ deg(ξk) =∞. Indeed, suppose there
is c > 0 such that deg ξk ≤ c, for every k ≥ 0. By Northcott’s theorem, there
are only finitely many algebraic numbers with bounded degree and bounded
height. Whence, there is some α ∈ Q× such that ξk = α for infinitely many
k’s. Since limk h(ξk) = 0, we necessarily have h(α) = 0 which implies that α
is a root of unity. In particular, there is a proper algebraic subgroup in Q×

containing an infinite subsequence of {ξk}.
The following lemma is a generalization to higher dimension of this fact.

Lemma 3.18. Let {ξk} be a strict sequence in (Q×)N such that h(ξk)→ 0
as k →∞. Then

lim
k→∞

D(ξk) =∞.

Proof. First of all, observe that for every n 6= 0 the sequence {χn(ξk)}
is a strict sequence in Q×.
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Now, set ξk = (ξk,1, . . . , ξk,N ) and let n 6= 0, then we have

h(χn(ξk)) = h(ξn1
k,1 · · · ξ

nN
k,N ) ≤ h(ξn1

k,1) + . . .+ h(ξnNk,N )

= |n1| h(ξk,1) + . . . |nN |h(ξk,N ) ≤ ‖n‖1 h(ξk) −−−→
k→∞

0.

Thus, as we saw before, we have that for every n 6= 0

lim
k→∞

deg(χn(ξk)) =∞.

Finally, we know that for every k ≥ 0 there is some nk 6= 0 such that
D(ξk) = ‖nk‖ deg(χnk(ξk)) and hence

lim
k→∞

D(ξk) = +∞.

�

We will now state some partial results that give sufficient conditions for
the generalized degree to be maximal.

Lemma 3.19. Let ξ1, . . . , ξN ∈ Q× such that (deg(ξj), deg(ξk)) = 1 for
every j 6= k. Then

[Q(ξ1, . . . , ξN ) : Q] = deg(ξ1) · · · deg(ξN ).

Proof. It is easy to see that, for any algebraic numbers ξ1, . . . , ξN , not
necessarily of pairwise coprime degree, we have

(3.10) [Q(ξ1, . . . , ξN ) : Q] ≤ deg(ξ1) · · · deg(ξN ).

For every j = 1, . . . , N , we have

[Q(ξ1, . . . , ξN ) : Q] = [Q(ξ1, . . . , ξN ) : Q(ξj)][Q(ξj) : Q],

from where we deduce that deg(ξj) divides [Q(ξ1, . . . , ξN ) : Q]. Since,
for all j 6= i, we have (deg(ξi),deg(ξj)) = 1, the degree of the extension
Q(ξ1, . . . , ξN ) is a multiple of deg(ξ1, ) . . . deg(ξN ) and, by (3.10), the lemma
follows. �

Lemma 3.20. Let ξ = (ξ1, . . . , ξN ) in (Q×)N and set pj = deg(ξj). If
the pj’s are all pairwise different primes, we have

D(ξ) = min{p1, . . . , pN}.

Proof. Without loss of generality, suppose p1 = min{p1, . . . , pN}. We
will see that, for every n 6= 0 such that ‖n‖1 < p1, the degree of χn(ξ) over
Q is at least p1. This is enough to prove the result.

Suppose there is some 0 < ‖n‖1 < p1 such that deg(χn(ξ)) < p1. Since
χn(ξ) is in the field extension Q(ξ1, . . . , ξN ), which has degree p1 · · · pN over
Q, we deduce that

deg(χn(ξ)) | p1 · · · pN .
Thus, we necessarily have deg(χn(ξ)) = 1. We will see that this is not
possible and we will be done. For every n ∈ Z satisfying |n| < p1, we have

deg(ξnj ) = deg(ξ
|n|
j ) = pj , with j = 1, . . . , N.
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If deg(χn(ξ)) = 1 for some n = (n1, . . . , nN ) 6= 0 with ‖n‖1 < p1. Then
there is some a ∈ Q satisfying ξn1

1 · · · ξ
nN
N = a. Since n 6= 0, there is at least

some k such that nk 6= 0 and we have

pk = deg(ξnkk ) = deg

(
a∏

j 6=k ξ
nj
j

)
= deg

∏
j 6=k

ξ
nj
j

 .

Observe that
∏
j 6=k ξ

nj
j ∈ Q(ξ1, . . . , ξk−1, ξk+1, . . . , ξN ), which is a field ex-

tension of degree p1 · · · pk−1pk+1 · · · pN over Q. Hence, deg
(∏

j 6=k ξ
nj
j

)
= pk

divides
∏
j 6=k pj , which is not possible. �

Lemma 3.21. Let α ∈ Q×, if there is some σ ∈ Gal(Q/Q) such that
σ(α) = −α, then deg(α) is even.

Proof. Let α ∈ Q×, we have the tower of field extensions

Q ↪→ Q(α2) ↪→ Q(α)

and hence
[Q(α) : Q] = [Q(α) : Q(α2)][Q(α2) : Q].

The degree of the field extension Q(α2) ↪→ Q(α) is at most 2 since the
polynomial x2 − α2 is in Q(α2)[x] and vanishes at α. Suppose there is σ ∈
Gal(Q/Q) such that σ(α) = −α, then σ(α2) = σ(α)2 = α2 and σ|Q(α2)

= id.
If there was β ∈ Q(α2) such that α + β = 0, applying σ we would obtain
−α+ β = 0 and necessarily α = 0, which is not possible. Hence, x2 − α2 is
the minimal polynomial of α over Q(α2), [Q(α) : Q(α2)] = 2 and the result
follows. �

Lemma 3.22. Let α, β ∈ Q× be such that (deg(α), deg(β)) = 1 and Fα ∩
Fβ = Q, where Fα and Fβ are the splitting fields of the minimal polynomials
of α and β over Q. Then

deg(αβ) = deg(α) deg(β).

Proof. Denote by F the splitting field of the product of the minimal
polynomials of α and β over Q. Then F is a finite Galois extension over Q
of Galois group G = Gal(F/Q). We have the tower of field extensions

Q ↪→ Q(αβ) ↪→ Q(α, β) ↪→ F,

from where we deduce that F/Q(α, β) and F/Q(αβ) are Galois with respec-
tive Galois groups

Gα,β := Gal(F/Q(α, β)) = {σ ∈ G : σ(α) = α, σ(β) = β},

Gαβ := Gal(F/Q(αβ)) = {σ ∈ G : σ(αβ) = αβ}.
And we have

#Gα,β = [F : Q(α, β)], #Gαβ = [F : Q(αβ)].
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We claim that Gα,β = Gαβ , hence by Lemma 3.19 we obtain

[Q(αβ) : Q] =
[F : Q]

[F : Q(αβ)]
=

[F : Q]

[F : Q(α, β)]

= [Q(α, β) : Q] = deg(α) deg(β).

Let us prove the claim. The inclusion Gα,β ⊂ Gαβ is trivial so we are
left with the reciprocal. Consider an element σ ∈ Gαβ of order m > 1, then
we have αβ = σ(αβ) = σ(α)σ(β). Define k := σ(α)

α = β
σ(β) and observe that

σ(α)
α ∈ Fα and β

σ(β) ∈ Fβ , thus k ∈ Fα ∩ Fβ = Q.
On the other hand, since σ acts trivially on Q and σm = id, we obtain

km = k · σ(k) · · ·σm−1(k) =
σ(α)

α

σ2(α)

σ(α)
· · · σ

m−1(α)

σm−2(α)

α

σm−1(α)
= 1.

So necessarily we have k = ±1. If k = −1, we have σ(α) = −α and
σ(β) = −β which, by Lemma 3.21, implies that both deg(α) and deg(β)
are even. This is not possible since the degrees are coprime. Hence we have
k = 1 and σ(α) = α, σ(β) = β. So we can conclude that σ ∈ Gα,β . �

Observe that this result is no longer true if we drop the hypothesis of
the linearly disjoint splitting fields. Indeed, if α = 3

√
2 and β is a primitive

root of unity of order 3. Then we have that deg(α) = 3 and deg(β) = 2
are coprime, Fα = Q(α, β) and Fβ = Q(β) do not intersect trivially and
deg(αβ) = 3.

Lemma 3.23. Let ξ = (ξ1, . . . , ξN ) ∈ (Q×)N be such that
(i) (deg(ξj),deg(ξk)) = 1 for all j 6= k,
(ii) There is a permutation τ ∈ SN , with

Fξτ(j) ∩ F ∏
k>j

ξτ(k) = Q for all j < N,

where the field F ∏
k>j

ξτ(k) is the splitting field of the minimal polynomial

of
∏
k>j

ξτ(k) over Q.

Then
D(ξ) = min{deg(ξ1), . . . ,deg(ξN )}.

Proof. We may assume without loss of generality that (ii) holds for
τ = id, otherwise we can re-order the components of ξ.

Let k ∈ {1, . . . , N} be such that deg(ξk) < deg(ξj) for all j 6= k and
suppose D(ξ) < deg(ξk).

Then, there is at least some non-zero n = (n1, . . . , nN ) ∈ ZN such that
‖n‖1 deg(χn(ξ)) < deg(ξk). In particular ‖n‖1 = |n1|+. . .+|nN | < deg(ξk).
Let us study the degree of χn(ξ) = ξn1

1 · · · ξ
nN
N over Q.
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For all j < N we have ξnjj ∈ Q(ξj) and ξnj+1

j+1 · · · ξ
nN
N ∈ Q(ξj+1, . . . , ξN ),

which is an extension over Q of degree deg(ξj+1) · · · deg(ξN ). Then we de-
duce that deg(ξ

nj
j ) | deg(ξj) and deg(ξ

nj+1

j+1 · · · ξ
nN
N ) | deg(ξj+1) · · · deg(ξN )

respectively. By condition (i), we obtain

(deg(ξ
nj
j ),deg(ξ

nj+1

j+1 · · · ξ
nN
N )) = 1, for all j < N.

Hence, by (ii) and Lemma 3.22

deg(ξ
nj
j · · · ξ

nN
N ) = deg(ξ

nj
j ) deg(ξ

nj+1

j+1 · · · ξ
nN
N ), for all j < N.

Therefore, applying this method recursively, we can conclude that

deg(χn(ξ)) = deg(ξn1
1 ) · · · deg(ξnNN ).

Observe that for every j = 1, . . . , N , the polynomial x|nj | − ξ
|nj |
j ∈

Q(ξ
nj
j )[x] vanishes at ξj and thus

deg(ξ
nj
j ) = [Q(ξ

nj
j ) : Q] =

[Q(ξj) : Q]

[Q(ξj) : Q(ξ
nj
j )]
≥ deg(ξj)

|nj |
.

Putting everything together, we obtain

‖n‖1 deg(χn(ξ)) = (|n1|+ . . .+ |nN |) deg(ξn1
1 ) · · · deg(ξnNN )

≥ (|n1|+ . . .+ |nN |)
deg(ξ1)

|n1|
· · · deg(ξN )

|nN |
> deg(ξk),

which cannot hold. Therefore, we necessarily have D(ξ) = deg(ξk). �

5. Bounds for the Lipschitz constant of the function fδ

In this section, we will give a bound for the Lipschitz constant of the
function fδ : P1(C)→ C defined by

fδ(0 : 1) = 0, fδ(1 : z) = ρδ(|z|)
z

|z|
for any z ∈ C,

where ρδ : R→ [0, 1], with 0 < δ < 1, is given by

ρδ(r) =



0 if r < δ
2

(5δ−4r)(δ−2r)2
δ3

if δ2 ≤ r ≤ δ
1 if δ < r < 1

δ

(−2 + δr)2(−1 + 2δr) if 1
δ ≤ r ≤

2
δ

0 if r > 2
δ .

The first thing we will do is to prove that fδ is in C 1(P1(C)). Afterwards,
we will study the Lipschitz constant of its real and imaginary parts.

It is easy to see that the function fδ is compactly supported on the
intersection of the usual charts, U0 ∩ U1. In fact, we have that

supp(fδ) =

{
(1 : z) :

δ

2
≤ |z| ≤ 2

δ

}
.
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For this reason, in order to prove that fδ is in C 1(P1(C)), it will be enough
to prove that the function ρδ(|z|) z

|z| is of class C 1 in a neighborhood of the
set
{
z : δ2 ≤ |z| ≤

2
δ

}
.

The piecewise-defined function ρδ is continuous, as well as its derivative,
which is given by

ρ′δ(r) =


−24
δ3

(δ − 2r)(δ − r) if δ2 ≤ r ≤ δ
6δ(−2 + δr)(−1 + δr) if 1

δ ≤ r ≤
2
δ

0 otherwise.

Hence, since |z| and z/|z| are smooth at C×, we can conclude that ρδ(|z|) z
|z|

is indeed of class C 1.
Let us compute now a bound for the Lipschitz constants, with respect

to the spherical distance, of the real and imaginary parts of the function fδ,
that will be denoted by uδ and vδ respectively. In order to do so, we will
choose coordinates (x, y) in R2 ∼= C. Let

ũδ(x, y) := uδ(1 : x+ iy) =
ρδ(
√
x2 + y2)√
x2 + y2

x,

ṽδ(x, y) := vδ(1 : x+ iy) =
ρδ(
√
x2 + y2)√
x2 + y2

y.

Since the computations are symmetric for both the real and imaginary parts
of fδ, it will be enough to study the Lipschitz constant of one of them.

To simplify these computations, we will study the Lipschitz constant
with respect to the chordal distance in the Riemann Sphere. Once this is
done, and since both the spherical and the chordal distance are equivalent,
we will be done.

First of all, recall that the chordal distance restricted to the open subset
U0 ⊂ P1(C) is given by

dch((1 : x0 + iy0), (1 : x1 + iy1)) =
2‖(x0, y0)− (x1, y1)‖√

1 +m(x0, y0)2
√

1 +m(x1, y1)2
,

where ‖ · ‖ denotes the Euclidean metric on R2 and m(x, y) =
√
x2 + y2.

Now, since the function uδ is supported on U0, we have

sup
z0,z1∈C

|uδ(1 : z0)− uδ(1 : z1)|
dch((1 : z0), (1 : z1))

= sup
(x0,y0),(x1,y1)∈R2

|ũδ(x0, y0)− ũδ(x1, y1)|
‖(x0, y0)− (x1, y1)‖

√
1 +m(x0, y0)2

√
1 +m(x1, y1)2

2
.

We will consider different cases.
1. If (x0, y0), (x1, y1) /∈ D(0, 2δ ), we trivially obtain

|ũδ(x0, y0)− ũδ(x1, y1)|
dch((1 : x0 + iy0), (1 : x1 + iy1))

= 0.
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2. Suppose (x0, y0), (x1, y1) ∈ D(0, 2δ ). For t ∈ [0, 1], consider the function
g(t) = ũδ((1− t)(x0, y0)+ t(x1, y1)). By the mean value theorem, we know
that there is some c ∈ (0, 1) such that g(1) − g(0) = g′(c). Applying the
chain rule, we obtain

ũδ(x1, y1)− ũδ(x0, y0) = ∇ũδ((1− c)(x0, y0) + c(x1, y1)) · (x1 − x0, y1 − y0).

Hence, we deduce

(3.11)
|ũδ(x0, y0)− ũδ(x1, y1)|
‖(x0, y0)− (x1, y1)‖

≤ sup
(x,y)∈D(0, 2

δ
)

‖∇ũδ(x, y)‖.

Let us study the gradient of ũδ. For every (x, y) ∈ R2 we have

∂ũδ
∂x

(x, y) =

(
x

m(x, y)

)2

ρ′δ(m(x, y)) +

(
y

m(x, y)

)2 ρδ(m(x, y))

m(x, y)
,

∂ũδ
∂y

(x, y) =
xy

m(x, y)2

(
ρ′δ(m(x, y))− ρδ(m(x, y))

m(x, y)

)
.

Without loss of generality we may restrict ourselves to the situation were
(x, y) is such that δ

2 ≤ m(x, y) ≤ 2
δ , otherwise both partial derivatives

would vanish. It can be easily shown that |ρ′δ(r)| ≤
3
δ for every r ≥ 0.

This, together with the fact that 0 ≤ ρδ ≤ 1, x ≤ m(x, y), y ≤ m(x, y)
and m(x, y) ≥ δ

2 , leads to∣∣∣∣∂ũδ∂x
(x, y)

∣∣∣∣ , ∣∣∣∣∂ũδ∂y (x, y)

∣∣∣∣ ≤ 4

δ
.

We can then conclude that, for any (x, y) ∈ R2

‖∇ũδ(x, y)‖ ≤ 4
√

2

δ
.

On the other hand, given (x0, y0), (x1, y1) ∈ D(0, 2δ ) we have that√
1 +m(x0, y0)2

√
1 +m(x1, y1)2

2
≤ δ2 + 4

2δ2
.

Therefore, we obtain

|ũδ(x0, y0)− ũδ(x1, y1)|
dch((1 : x0 + iy0), (1 : x1 + iy1))

≤ 2
√

2
δ2 + 4

δ3
.

3. Suppose now that (x0, y0) ∈ D(0, 2δ ) and (x1, y1) ∈ D(0, 3δ ) \D(0, 2δ ). As
we did in the previous case, we can deduce that

|ũδ(x0, y0)− ũδ(x1, y1)|
‖(x0, y0)− (x1, y1)‖

≤ 4
√

2

δ

and √
1 +m(x0, y0)2

√
1 +m(x1, y1)2

2
≤ δ2 + 9

2δ2
.
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Hence, we obtain

|ũδ(x0, y0)− ũδ(x1, y1)|
dch((1 : x0 + iy0), (1 : x1 + iy1))

≤ 2
√

2
δ2 + 9

δ3
.

4. Finally suppose that (x0, y0) ∈ D(0, 2δ ) and (x1, y1) /∈ D(0, 3δ ). In this
situation, we have ũδ(x1, y1) = 0 and

|ũδ(x1, y1)| = |ρδ(m(x0, y0))|
|x0|

m(x0, y0)
≤ 1.

Since

dch((1 : x0 + iy0), (1 : x1 + iy1)) ≥ dch((1 :
2

δ
), (1 :

3

δ
)) =

2δ√
(δ2 + 9)(δ2 + 4)

,

we can conclude

|ũδ(x0, y0)− ũδ(x1, y1)|
dch((1 : x0 + iy0), (1 : x1 + iy1))

≤ 2δ√
(δ2 + 9)(δ2 + 4)

2δ.

After all this cases have been studied, we can deduce that

sup
(x0,y0),(x1,y1)∈R2

|ũδ(x0, y0)− ũδ(x1, y1)|
dch((1 : x0 + iy0), (1 : x1 + iy1))

≤ 2
√

2
δ2 + 9

δ3
.

However, as we mentioned above, we were looking for a bound of the
Lipschitz constant of uδ with respect to the spherical distance. By Lemma
1.14, we know that d(P, P ′) ≥ dch(P, P ′) for any pair of points P, P ′ ∈ P1(C)
and we obtain

Lip(uδ) = sup
P,P ′∈P1(C)

|uδ(P )− uδ(P ′)|
d(P, P ′)

≤ sup
(x0,y0),(x1,y1)∈R2

|ũδ(x0, y0)− ũδ(x1, y1)|
dch((1 : x0 + iy0), (1 : x1 + iy1))

≤ 2
√

2
δ2 + 9

δ3
.

Analogously, we deduce that

Lip(vδ) ≤ 2
√

2
δ2 + 9

δ3
.

6. Quantitative equidistribution in dimension N

In this last section we will give the proof for Theorem I. It will be done by
applying Fourier analysis techniques that allow us to discretize the problem.
Then, we reduce the problem, via projections, to the one-dimensional case
where the result follows from Favre and Rivera-Letelier’s Theorem II.

Let ξ be an element in (Q×)N , S be its Galois orbit and µS the discrete
probability measure on (C×)N associated to S. By Lemma 3.3, for every
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Haar-integrable function F : (C×)N → R whose Fourier transform F̂ is also
Haar-integrable, we have

(3.12)

∣∣∣∣∣
∫
(C×)N

FdµS −
∫
(C×)N

Fdλ(S1)N

∣∣∣∣∣
≤
∣∣∣∣∫

RN
F̂ (0, t)

(
µ̂S(0, t)− 1

)
dt

∣∣∣∣+

∣∣∣∣∣∣
∑
n 6=0

∫
RN

F̂ (n, t)µ̂S(n, t)dt

∣∣∣∣∣∣ .
We will divide the proof of the main result into two parts corresponding

to the estimates of the two terms on the right-hand side of this inequality.
First, we will consider the integral not depending on the angle. Before

studying it, we will introduce a technical result.

Lemma 3.24. For every x > 0, | log x| ≥ |x−1|√
1+x2

.

Proof. Set

g(x) =

{
log x− x−1√

1+x2
if x ≥ 1,

− log x− 1−x√
1+x2

if 0 < x < 1.

Then

g′(x) =


−x−x2+(1+x2)

3
2

x(1+x2)
3
2

if x ≥ 1,

−−x−x
2+(1+x2)

3
2

x(1+x2)
3
2

if 0 < x < 1.

It is easy to see that (1 + x2)
3
2 − x − x2 has no real roots. Hence, the

function g is monotonic on each interval (0, 1) and (1,+∞). Since we have
g(1) = 0, limx→0+ g(x) = +∞ and limx→+∞ g(x) = +∞, we know that g is
monotonically decreasing on (0, 1) and monotonically increasing on (1,+∞).
Thus, we deduce that g(x) ≥ 0 for every x ∈ (0,+∞). �

Now, we can proceed with the study of the first term on the right-hand
side of (3.12).

Proposition 3.25. Let ξ ∈ (Q×)N and S its Galois orbit. For every
Lipschitz function f : P1(C)N −→ R such that F = f ◦ φ, and F̂ are Haar-
integrable we have

(3.13)
∣∣∣∣∫

RN
F̂ (0, t)

(
µ̂S(0, t)− 1

)
dt

∣∣∣∣ ≤ √2π Lip(f) h(ξ),

where Lip(f) is the Lipschitz constant of f with respect to the spherical dis-
tance in P1(C)N .

Proof. For any (n, t) ∈ ZN ×RN , the Fourier-Stieltjes transform (1.2)
of µS is given by

(3.14) µ̂S(n, t) =
1

D

D∑
j=1

e−2πit·uje−2πin·θj ,
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where S = {ξ1, . . . , ξD} and

ξj = e2πiθj+uj = (e2πiθj,1+uj,1 , . . . , e2πiθj,N+uj,N )

for every j = 1, . . . , D.
In this situation, by Lemma 3.4 and (3.4), we obtain

(3.15)
∣∣∣∣∫

RN
F̂ (0, t)

(
µ̂S(0, t)− 1

)
dt

∣∣∣∣
=

∣∣∣∣∣∣ 1

D

D∑
j=1

∫
RN

F̂ (0, t)(e2πit·uj − 1)dt

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1

D

D∑
j=1

∫
RN

(
τ̂|ξj |F (0, t)− F̂ (0, t)

)
dt

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1

D

D∑
j=1

∫
(C×)N

(
τ|ξj |F (z)− F (z)

)
dλ(S1)N (z)

∣∣∣∣∣∣
≤ 1

D

D∑
j=1

∫
(C×)N

∣∣∣τ|ξj |F (z)− F (z)
∣∣∣ dλ(S1)N (z)

=
1

D

D∑
j=1

∫
(C×)N

∣∣F (|ξj |z)− F (z)
∣∣ dλ(S1)N (z),

where τ|ξj |F is the translation of F by the element |ξj | = (|ξj,1|, . . . , |ξj,N |)
defined by (3.5).

Since f is a Lipschitz function on P1(C)N of constant Lip(f) with respect
to the spherical distance dN , for any z, z′ ∈ (C×)N we have

(3.16)
∣∣F (z)− F (z′)

∣∣ = |f(φ(z))− f(φ(z′))| ≤ Lip(f) dN (φ(z), φ(z′)),

where recall φ(z) = ((1 : z1), . . . , (1 : zN )).
For any z = (z1, . . . , zN ) and z′ = (z′1, . . . , z

′
N ) in (C×)N , by Lemma

1.14 we have

dN (φ(z), φ(z′)) =

√√√√ N∑
l=1

d((1 : zl), (1 : z′l))
2 ≤ π

2

√√√√ N∑
l=1

dch((1 : zl), (1 : z′l))
2.

So, for z ∈ (C×)N and every j = 1, . . . , D

dN (φ(|ξj |z), φ(z)) ≤ π

2

√√√√ N∑
l=1

dch((1 : |ξj,l|zl), (1 : zl))2.

Since λ(S1)N is supported on (S1)N , it will be enough to consider z =

(z1, . . . , zN ) such that |zl| = 1 for every l = 1, . . . , N .
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By Lemma 3.24, if zl ∈ S1 we obtain

dch((1 : |ξj,l|zl), (1 : zl)) =
2 | |ξj,l|zl − zl|√

1 + |ξj,l|2|zl|2
√

1 + |zl|2

=

√
2 | |ξj,l| − 1|√

1 + |ξj,l|2
≤
√

2 | log |ξj,l||,

for j = 1, . . . , D.
Hence, for z ∈ (S1)N and j = 1, . . . , D, we have

(3.17) dN (φ(|ξj |z), φ(z)) ≤ π

2

√√√√ N∑
l=1

dch((1 : |ξj,l|zl), (1 : zl))2

≤ π

2

N∑
l=1

dch((1 : |ξj,l|zl), (1 : zl)) ≤
π√
2

N∑
l=1

| log |ξj,l||.

So we can conclude from (3.15), (3.16) and (3.17) that∣∣∣∣∫
RN

F̂ (0, t)(µ̂S(0, t)− 1)dt

∣∣∣∣
≤ Lip(f)

1

D

D∑
j=1

∫
(C×)N

dN (φ(|ξj |z), φ(z))dλ(S1)N (z)

≤ π√
2

Lip(f)
1

D

D∑
j=1

N∑
l=1

| log |ξj,l|| ≤
√

2π Lip(f) h(ξ),

where the last inequality is given by Lemma 3.16. �

Let us study now the second term in (3.12).

Proposition 3.26. There is a constant C ≈ 48.9897 such that for every
ξ ∈ (Q×)N with h(ξ) < 1, every 0 < δ < 1 and F = f ◦ φ, with f ∈ F , the
following holds

∣∣∣∣∣∣
∑
n6=0

∫
RN

F̂ (n, t)µ̂S(n, t)dt

∣∣∣∣∣∣ ≤ 2 h(ξ)

N∑
l=1

∥∥∥∥∥ ∂̂F∂ul
∥∥∥∥∥
L1

+
1

2π

(
−2

log δ
+

4
√

2(δ2 + 9)

δ3

)(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

N∑
l=1

∥∥∥∥∥ ∂̂F∂θl
∥∥∥∥∥
L1

,

where S is the Galois orbit of ξ, µS the discrete probability measure associated
to it and D(ξ) the generalized degree of ξ.

To prove Proposition 3.26, we will first state and prove some previous
results.
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Lemma 3.27. Let ξ ∈ (Q×)N and S its Galois orbit. Denote by µS the
discrete probability measure associated to S. Then, for every t, t′ ∈ RN and
for every n ∈ ZN \ {0}, we have

(3.18) |µ̂S(n, t)− µ̂S(n, t′)| ≤ 4π‖t− t′‖1 h(ξ).

Proof. Let us write S = {ξ1, . . . , ξD}, with D = #S.

As we saw in (3.14), if we write ξj = euje2πiθj for some uj ∈ RN and
some θj ∈ (R/Z)N , then

µ̂S(n, t) =
1

D

D∑
j=1

e−2πit·uje−2πin·θj .

Therefore, we can write

|µ̂S(n, t)− µ̂S(n, t′)| =

∣∣∣∣∣∣ 1

D

D∑
j=1

(
e−2πiuj ·te−2πiθj ·n − e−2πiuj ·t′e−2πiθj ·n

)∣∣∣∣∣∣
≤ 1

D

D∑
j=1

∣∣∣e−2πiuj ·t − e−2πiuj ·t′∣∣∣ =
1

D

D∑
j=1

∣∣∣∣∣−2πi

∫ uj ·t

uj ·t′
e−2πixdx

∣∣∣∣∣
≤ 2π

D

D∑
j=1

∣∣uj · t− uj · t′∣∣ ≤ 2π

D

D∑
j=1

N∑
l=1

|uj,l||tl − t′l|

≤ 2π‖t− t′‖1
1

D

D∑
j=1

N∑
l=1

| log |ξj,l|| ≤ 4π‖t− t′‖1 h(ξ),

where the last inequality is given by Lemma 3.16. �

Proposition 3.28. There is a constant C ≈ 48.9897 such that for every
ξ ∈ (Q×)N , every 0 < δ < 1 and every n 6= 0 the following holds

|µ̂S(n,0)|

≤ ‖n‖1

(
−2

log δ
h(ξ) +

4
√

2(δ2 + 9)

δ3

(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

)
,

where S is the Galois orbit of ξ and µS the discrete probability measure
associated to it.

Proof. Let D be the cardinality of S and set S = {ξ1, . . . , ξD}, where

ξj = euje2πiθj ,

for some uj ∈ RN and θj ∈ (R/Z)N .
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Observe that, for any n ∈ ZN such that n 6= 0, we have

µ̂S(n,0) =
1

D

D∑
j=1

e−2πin·θj =
1

D

D∑
j=1

χn(ξj)

|χn(ξj)|
.

For 0 < δ < 1, let fδ : P1(C) −→ C be the C 1-function defined in
Section 5 and write fδ = uδ + ivδ. It was there proved that

Lip(uδ),Lip(vδ) ≤
2
√

2(δ2 + 9)

δ3
.

Then, for n 6= 0, we have that

(3.19)

∣∣∣∣∣∣µ̂S(n,0)− 1

D

D∑
j=1

fδ(1 : χn(ξj))

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1

D

D∑
j=1

χn(ξj)

|χn(ξj)|
− 1

D

D∑
j=1

ρδ(|χn(ξj)|)
χn(ξj)

|χn(ξj)|

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1

D

N∑
j=1

χn(ξj)

|χn(ξj)|
(
1− ρδ(|χn(ξj)|)

)∣∣∣∣∣∣ ≤ 1

D

D∑
j=1

∣∣1− ρδ(|χn(ξj)|)
∣∣

For n ∈ ZN \ {0} and 0 < δ < 1, define the set

Jn,δ =

{
j : δ ≤ |χn(ξj)| ≤

1

δ

}
.

If j ∈ Jn,δ, then by definition of the function ρδ we have ρδ(|χn(ξj)|) = 1.
If j /∈ Jn,δ, then we have 0 ≤ ρδ(|χn(ξj)|) < 1. Hence,

(3.20)
1

D

D∑
j=1

∣∣1− ρδ(|χn(ξj)|)
∣∣ =

1

D

∑
j /∈Jn,δ

1− ρδ(|χn(ξj)|) ≤
1

D

∑
j /∈Jn,δ

1.

Let Sn be the Galois orbit in Q× of χn(ξ), of cardinality deg(χn(ξ)).
By Lemma 3.14, we know that there is an integer ln such that #Snln = D.
If we set Sn,δ :=

{
α ∈ Sn : | log |α|| > log 1

δ

}
, we have

(3.21)
1

D

∑
j /∈Jn,δ

1 =
1

#Sn

∑
α∈Sn,δ

1 ≤ 2

(
log

1

δ

)−1
h(χn(ξ)),

where the last inequality is given by Lemma 3.17.
As we saw in the proof of Lemma 3.18, for n 6= 0 we have

h(χn(ξ)) ≤ ‖n‖1 h(ξ).

Hence, putting this together with (3.19), (3.20) and (3.21), we obtain

(3.22)

∣∣∣∣∣∣µ̂S(n,0)− 1

D

D∑
j=1

fδ(1 : χn(ξj))

∣∣∣∣∣∣ ≤ 2

(
log

1

δ

)−1
‖n‖1 h(ξ).
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On the other hand, we have

(3.23)
1

D

D∑
j=1

fδ(1 : χn(ξj)) =
1

ln#Sn

∑
α∈Sn

lnfδ(1 : α) =

∫
P1(C)

fδdµSn ,

where µSn is the discrete probability measure on P1(C) associated to the
Galois orbit Sn.

Let λS1 be the measure on C× supported on the unit circle, where it co-
incides with the Haar probability measure. By the definition of the function
fδ, we have that fδ(1 : z) = z if |z| = 1 and thus, we have∫

P1(C)
fδdλS1 =

∫
C×

zdλS1(z) = 0.

By Theorem II, there is a constant C0 ≈ 14.7628 such that

(3.24)

∣∣∣∣∣
∫
P1(C)

fδdµSn

∣∣∣∣∣ =

∣∣∣∣∣
∫
P1(C)

fδdµSn −
∫
P1(C)

fδdλS1

∣∣∣∣∣
≤

∣∣∣∣∣
∫
P1(C)

uδdµTn −
∫
P1(C)

uδdλS1

∣∣∣∣∣+

∣∣∣∣∣
∫
P1(C)

vδdµTn −
∫
P1(C)

vδdλS1

∣∣∣∣∣
≤ (Lip(uδ) + Lip(vδ))

(
π

deg(χn(ξ))
+

(
4 h(χn(ξ)) + C0

log(deg(χn(ξ)) + 1)

deg(χn(ξ))

) 1
2

)

≤ 4
√

2(δ2 + 9)

δ3

(
π

deg(χn(ξ))
+

(
4 h(χn(ξ)) + C0

log(deg(χn(ξ)) + 1)

deg(χn(ξ))

) 1
2

)
.

Since h(χn(ξ)) ≤ ‖n‖1 h(ξ) for every n ∈ Zn \ {0}, we can write(
4 h(χn(ξ)) + C0

log(deg(χn(ξ)) + 1)

deg(χn(ξ))

) 1
2

≤
(

4‖n‖1 h(ξ) + C0
‖n‖1 log(deg(χn(ξ)) + 1)

‖n‖1 deg(χn(ξ))

) 1
2

≤ ‖n‖1
(

4 h(ξ) + C0
log(‖n‖1 deg(χn(ξ)) + 1)

‖n‖1 deg(χn(ξ))

) 1
2

.

Hence, this fact together with (3.23) and (3.24)

(3.25)

∣∣∣∣∣∣ 1

D

D∑
j=1

fδ(1 : χn(ξj))

∣∣∣∣∣∣
≤ 4
√

2(δ2 + 9)

δ3
‖n‖1

(
π

‖n‖1 deg(χn(ξ))
+

(
4 h(ξ) + C0

log (‖n‖1 deg(χn(ξ)) + 1)

‖n‖1 deg(χn(ξ))

) 1
2

)
.
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We have ‖n‖1 deg(χn(ξ)) ≥ 1 for every n 6= 0 and, since we are assuming
that h(ξ) < 1, there is a constant C > 0 such that

(3.26)

∣∣∣∣∣∣ 1

D

D∑
j=1

fδ(1 : χn(ξj))

∣∣∣∣∣∣
≤ 4
√

2(δ2 + 9)

δ3
‖n‖1

(
4 h(ξ) + C

log(‖n‖1 deg(χn(ξ)) + 1)

‖n‖1 deg(χn(ξ))

) 1
2

.

As it was done in the proof of Theorem II, we can take

C =
π2 + C0 log 2 + 2π

√
4 + C0 log 2

log 2
≈ 48.9897.

Finally, note that the function log(x+1)
x defined for x ≥ 1 is monotonically

decreasing on its domain and hence, we deduce that for every n 6= 0

log(‖n‖1 deg(χn(ξ)) + 1)

‖n‖1 deg(χn(ξ))
≤ log(D(ξ) + 1)

D(ξ)
.

This together with (3.26) implies that∣∣∣∣∣∣ 1

D

D∑
j=1

fδ(1 : χn(ξj))

∣∣∣∣∣∣ ≤ 4
√

2(δ2 + 9)

δ3
‖n‖1

(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

,

for every n 6= 0.
We can then finish the proof of the proposition:

|µ̂S(n,0)| ≤

∣∣∣∣∣∣µ̂S(n,0)− 1

D

D∑
j=1

fδ(1 : χn(ξj))

∣∣∣∣∣∣+

∣∣∣∣∣∣ 1

D

D∑
j=1

fδ(1 : χn(ξj))

∣∣∣∣∣∣
≤ −2

log δ
‖n‖1 h(ξ) +

4
√

2(δ2 + 9)

δ3
‖n‖1

(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

.

�

Corollary 3.29. There is a constant C ≈ 48.9897 such that for every
ξ ∈ (Q×)N with h(ξ) < 1, every 0 < δ < 1 and every (n, t) ∈ ZN ×RN with
n 6= 0, the following holds

|µ̂S(n, t)| ≤ 4π‖t‖1 h(ξ) +
−2

log δ
‖n‖1 h(ξ)

+
4
√

2(δ2 + 9)

δ3
‖n‖1

(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

,

where S is the Galois orbit of ξ and µS the discrete probability measure
associated to it.
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Proof. Note that, for any (n, t) ∈ ZN × RN

|µ̂S(n, t)| ≤ |µ̂S(n, t)− µ̂S(n,0)|+ |µ̂S(n,0)|.

So the result follows directly from Lemma 3.27 and Proposition 3.28. �

Proof of Proposition 3.26. Let (n, t) ∈ ZN ×RN be such that n 6=
0. Corollary 3.29, together with the fact that we are assuming h(ξ) < 1,
implies that there is a constant C ≈ 48.9897 with

|µ̂S(n, t)| ≤ 4π‖t‖1 h(ξ)

+

(
−2

log δ
+

4
√

2(δ2 + 9)

δ3

)
‖n‖1

(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

.

By Theorem 3.5, given f ∈ F , we know that the function F = f ◦ φ is
Haar-integrable as well as its Fourier transform F̂ . Hence, we can write

(3.27)

∣∣∣∣∣∣
∑
n6=0

∫
RN

F̂ (n, t)µ̂S(n, t)dt

∣∣∣∣∣∣
≤
∑
n 6=0

∫
RN
|F̂ (n, t)||µ̂S(n, t)|dt ≤ 4π h(ξ)

∑
n6=0

∫
RN
|F̂ (n, t)|‖t‖1dt

+

(
−2

log δ
+

4
√

2(δ2 + 9)

δ3

)(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2 ∑
n 6=0

∫
RN
|F̂ (n, t)|‖n‖1dt.

By Lemma 3.11, for every l = 1, . . . , N we have that

∂̂F

∂ul
(n, t) = 2πitlF̂ (n, t) and

∂̂F

∂θl
(n, t) = 2πinlF̂ (n, t).

Using this, we obtain

∑
n 6=0

∫
RN
|F̂ (n, t)| · ‖t‖1dt =

1

2π

N∑
l=1

∑
n 6=0

∫
RN
|F̂ (n, t)| · |2πtl|dt

≤ 1

2π

N∑
l=1

∑
n∈ZN

∫
RN

∣∣∣∣∣ ∂̂F∂ul (n, t)
∣∣∣∣∣ dt =

1

2π

N∑
l=1

∥∥∥∥∥ ∂̂F∂ul
∥∥∥∥∥
L1

and

∑
n 6=0

∫
RN
|F̂ (n, t)| · ‖n‖1dt =

1

2π

N∑
l=1

∑
n6=0

∫
RN
|F̂ (n, t)| · |2πnl|dt

≤ 1

2π

N∑
l=1

∑
n∈ZN

∫
RN

∣∣∣∣∣ ∂̂F∂θl (n, t)
∣∣∣∣∣ dt =

1

2π

N∑
l=1

∥∥∥∥∥ ∂̂F∂θl
∥∥∥∥∥
L1

.
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Finally, by (3.27), we can conclude

∣∣∣∣∣∣
∑
n6=0

∫
RN

F̂ (n, t)µ̂S(n, t)dt

∣∣∣∣∣∣ ≤ 2 h(ξ)
N∑
l=1

∥∥∥∥∥ ∂̂F∂ul
∥∥∥∥∥
L1

+
1

2π

(
−2

log δ
+

4
√

2(δ2 + 9)

δ3

)(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

N∑
l=1

∥∥∥∥∥ ∂̂F∂θl
∥∥∥∥∥
L1

.

�

Proof of Theorem I. Let f ∈ F and set F = f ◦ φ. The measures
µS and λ(S1)N are measures in P1(C)N and they are compactly supported
on (C×)N ↪→ P1(C)N . Therefore, we can write∣∣∣∣∣
∫
P1(C)N

fdµS −
∫
P1(C)N

fdλ(S1)N

∣∣∣∣∣ =

∣∣∣∣∣
∫
(C×)N

FdµS −
∫
(C×)N

Fdλ(S1)N

∣∣∣∣∣ .
By Theorem 3.5, the function F and its Fourier transform F̂ are Haar-
integrable and thus, as we already saw in equation (3.12), we have

∣∣∣∣∣
∫
(C×)N

FdµS −
∫
(C×)N

Fdλ(S1)N

∣∣∣∣∣
≤
∣∣∣∣∫

RN
F̂ (0, t)

(
µ̂S(0, t)− 1

)
dt

∣∣∣∣+

∣∣∣∣∣∣
∑
n 6=0

∫
RN

F̂ (n, t)µ̂S(n, t)dt

∣∣∣∣∣∣
Since any test function f ∈ F is Lispchitz, by Propostions 3.25 and 3.26,

there is a constant C ≈ 48.9897 such that∣∣∣∣∣
∫
P1(C)N

fdµS −
∫
P1(C)N

fdλ(S1)N

∣∣∣∣∣
≤
√

2π Lip(f) h(ξ) + 2 h(ξ)

N∑
l=1

∥∥∥∥∥ ∂̂F∂ul
∥∥∥∥∥
L1

+
1

2π

(
−2

log δ
+

4
√

2(δ2 + 9)

δ3

)(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

N∑
l=1

∥∥∥∥∥ ∂̂F∂θl
∥∥∥∥∥
L1

.

We search numerically for the minimum of the function −2
log δ + 4

√
2(δ2+9)
δ3

,
for 0 < δ < 1, and we obtain 94.9591, attained at δ ≈ 0.9071. Hence, we
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have∣∣∣∣∣
∫
P1(C)N

fdµS −
∫
P1(C)N

fdλ(S1)N

∣∣∣∣∣ ≤ √2π Lip(f) h(ξ)

+ 2 h(ξ)

N∑
l=1

∥∥∥∥∥ ∂̂F∂ul
∥∥∥∥∥
L1

+ 16

(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

N∑
l=1

∥∥∥∥∥ ∂̂F∂θl
∥∥∥∥∥
L1

≤

(
√

2π Lip(f) + 2
N∑
l=1

∥∥∥∥∥ ∂̂F∂ul
∥∥∥∥∥
L1

+ 16
N∑
l=1

∥∥∥∥∥ ∂̂F∂θl
∥∥∥∥∥
L1

)(
4 h(ξ) + C

log(D(ξ) + 1)

D(ξ)

) 1
2

.

�

Finally, let us deduce from this result Bilu’s equidistribution Theorem.

Proof of Corollary 3.1. Let Sk be the Galois orbit of ξk for every
k ≥ 0. By Theorem I and Lemma 3.18, for every f ∈ F we have∣∣∣∣∣
∫
P1(C)N

fdµSk −
∫
P1(C)N

fdλ(S1)N

∣∣∣∣∣
≤ c(f)

(
4 h(ξk) + C

log(D(ξk) + 1)

D(ξk)

) 1
2

−−−→
k→∞

0.

Since, by Lemma 3.13, for every continuous compactly supported func-
tion F : (C×)N → R there is a sequence in F whose uniform limit is F , the
Corollary follows. �
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Parseval’s formula, 12
place, 34
Plancherel’s theorem, 12
Pontryagin dual group, 10
potential of a measure, 30
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product measure, 3

Riemann sphere, 20
Riemannian manifold, 16
Riemannian measure, 17
Riemannian metric, 16

Riesz decomposition theorem, 31
Riesz representation theorem, 6
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weak convergence of probability
measures, x

Weil height, x, 36
height of an algebraic number, 36

Weyl’s lemma, 30



Bibliography

[BB10] R. Berman and S. Boucksom, Growth of balls of holomorphic sections and
energy at equilibrium, Invent. Math. 181 (2010), 337–394.

[BG07] E. Bombieri and W. Gubler, Heights in diophantine geometry, New Mathe-
matical Monographs, Cambridge University Press, 2007.

[BH05] M. Baker and L. Hsia, Canonical heights, transfinite diameters, and polyno-
mial dynamics., J. Reine Angew. Math. 585 (2005), 61–92.

[Bil97] Y. Bilu, Limit distribution of small points on algebraic tori, Duke Math. J.
89 (1997), 465–476.

[Bog81] F. A. Bogomolov, Points of finite order on Abelian varieties, Math. USSR,
Izv. 17 (1981).

[BR06] M. Baker and R. Rumely, Equidistribution of small points, rational dynamics,
and potential theory, Ann. Inst. Fourier (Grenoble) 56 (2006), 625–688.

[BRLPS15] J. I. Burgos, J. Rivera-Letelier, P. Philippon, and M. Sombra, The distri-
bution of Galois orbits of points of small height in toric varieties, arXiv:
1509.01011v1 (2015).

[Che11] H. Chen, Differentiability of the arithmetic volume function, J. Lond. Math.
Soc. 84 (2011), 365–384.

[CL00] A. Chambert-Loir, Points de petite hauteur sur les variétés semi-abéliennes,
Ann. Sci. Éc. Norm. Sup 33 (2000), 789–821.

[CL06] , Mesures et équidistribution sur les espaces de Berkovich, J. Reine
Angew. Math. 595 (2006), 215–235.

[DGS14] C. D’Andrea, A. Galligo, and M. Sombra, Quantitative equidistribution for
the solutions of systems of sparse polynomial equations., Amer. J. Math. 136
(2014), 1543–1579.

[ET50] P. Erdös and P. Turán, On the distribution of roots of polynomials., Ann. of
Math. 51 (1950), 105–119.

[FRL06] C. Favre and J. Rivera-Letelier, Équidistribution quantitative des points de
petite hauteur sur la droite projective, Math. Ann. 335 (2006), 311–361, Cor-
rigendum in Math. Ann. 339 (2007), 799–801.

[GHL04] S. Gallot, D. Hulin, and J. Lafontaine, Riemannian geometry, Universitext
(Berlin. Print), Springer Science and Business Media, 2004.

[Gri09] A. Grigor’yan, Heat kernel and analysis on manifolds, AMS/IP studies in
advanced mathematics, American Mathematical Society, 2009.

[GS90] H. Gillet and C. Soulé, Arithmetic intersection theory., Publ. Math. Inst.
Hautes Études Sci. 72 (1990), 94–174.

[Gub08] W. Gubler, Equidistribution over function fields, Manuscripta Math. 127
(2008), 485–510.

[HLP52] G.H. Hardy, J.E. Littlewood, and G. Pólya, Inequalities, Cambridge Mathe-
matical Library, Cambridge University Press, 1952.

[HN08] P. Hughes, C. and A. Nikeghbali, The zeros of random polynomials cluster
uniformly near the unit circle., Compos. Math. 144 (2008), 743–746.

[Pet05] C. Petsche, A quantitative version of Bilu’s equidistribution theorem, Int. J.
Number Theory (2005), no. 2, 281–291.

115



116 BIBLIOGRAPHY

[Ran95] T. Ransford, Potential theory in the complex plane, London Mathematical
Society Student Texts, Cambridge University Press, 1995.

[Rud62] W. Rudin, Fourier analysis on groups, Interscience Tracts in Pure and Applied
Mathematics, No. 12, Interscience Publishers (a division of John Wiley and
Sons), New York-London, 1962.

[Rud87] , Real and complex analysis, third ed., Mathematics series, McGraw-
Hill, 1987.

[Rum99] R. Rumely, On Bilu’s equidistribution theorem, Contemp. Math. 237 (1999),
159–166.

[SUZ97] L. Szpiro, E. Ullmo, and S. Zhang, Équirépartition des petits points, Invent.
Math. 127 (1997), 337–347.

[Tsu75] M. Tsuji, Potential theory in modern function theory, Chelsea Publishing
Company, 1975.

[Ull98] E. Ullmo, Positivité et discrétion des points algébriques des courbes, Math.
Ann 147 (1998), 159–165.

[Yua08] X. Yuan, Big line bundles over arithmetic varietes, Invent. Math. 173 (2008),
603–649.

[Zha95] S. Zhang, Positive line bundles on arithmetic varieties, J. Amer. Math. Soc.
8 (1995), 187–221.

[Zha98] , Equidistribution of small points on abelian varieties, Ann. of Math.
147 (1998), 159–165.


	MNC_COVER
	MartaNarvaezClauss
	Acknowledgements
	Introduction
	1. Historical context of the equidistribution problem
	2. Statement of results and structure of the thesis

	Chapter 1. Preliminaries
	1. Measure theory
	1.1. Measurable functions
	1.2. Lebesgue integration
	1.3. Convergence theorems
	1.4. Riesz representation theorem
	1.5. p spaces
	1.6. Minkowski's integral inequality

	2. Fourier analysis on locally compact Abelian groups
	3. Smoothing of integrable functions
	4. Riemannian manifolds
	4.1. The Riemann sphere

	5. Distributions
	5.1. Distributions on Rn
	5.2. Distributions on Riemannian manifolds

	6. Potential theory on the complex plane
	6.1. Harmonic functions
	6.2. Subharmonic functions
	6.3. Potentials

	7. Height of algebraic numbers

	Chapter 2. Quantitative equidistribution in the one-dimensional case
	1. Potential theory on the Riemann sphere
	1.1. Energy
	1.2. Regularization of measures

	2. Quantitative equidistribution

	Chapter 3. Quantitative equidistribution in the N-dimensional case
	1. Fourier analysis on (C)N
	2. The set of test functions
	3. Galois orbits and heights of elements in (Q)N
	4. The generalized degree
	5. Bounds for the Lipschitz constant of the function f
	6. Quantitative equidistribution in dimension N

	Index
	Bibliography


