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Introduction

Introduction

1. Plant circadian rhythms

The rotation of the Earth around its axis results in periodic environmental
changes such as the light/dark and temperature cycles. A wide range of
organisms, including plants, have evolved an endogenous mechanism or
circadian clock able to integrate the environmental information to generate and
sustain biological rhythms with a period of 24 hours (Young and Kay, 2001). The
circadian clock function has been proposed to provide an adaptive advantage to
organisms as it allows the anticipation of the predictable environmental
transitions, coordinating essential biological processes to occur at the most

appropriate time (Johnson and Kyriacou, 2007).

Plants have played a pivotal role in the history of circadian biology, as the
very first known documentation of the circadian rhythms goes back to 325 BC,
when the admiral Androsthenes of Thasos in the record of marches of Alexander
the Great described the diurnal movement of Tamarindus indicus (Tamarind tree)
leaves (Bretzl, 1903). It took about 2000 years for a more scientific evaluation of
such rhythmic movements when the French astronomer de Mairan (1729)
demonstrated that leaf movement persisted even under constant darkness.
Following his study, three botanists, Hill (1757), Duhamel du Monceau (1758)
and Zinn (1759) independently reported that daily rhythms in leaves were not
significantly affected by temperature variations. In 1832, de Candolle observed
that rhythms of leaf movement under constant dark conditions were not exactly
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24 hours but approximately 22 to 23 hours, and further showed that rhythms
could be synchronized to inverted light/dark cycles (McClung, 2006). All these
findings conclusively confirmed the existence of a biological clock (McClung,
2006; Mas, 2008) and provided the basis for defining three main features of the
clockwork: 1) Circadian rhythms are driven by endogenous mechanisms, which
persist in the absence of external timing cues; 2) the rhythms exhibit
temperature compensation, i.e. the pace of the oscillations is maintained over a
range of physiological temperatures; and 3) the rhythms can be entrained or

synchronized to environmental conditions by exposure to the external cues.

2. Parameters of circadian rhythms

As circadian rhythms often exhibit sinusoidal waveforms when plotted over time,
several mathematical terms are used to describe their properties (Mas, 2008)
(Figure 1). The period refers to the amount of time required to complete one
cycle and therefore represents the pace of the circadian oscillation. The phase is
a particular time point of a rhythmic oscillation relative to an external oscillating
synchronizing phase. This term is frequently used to indicate the time of the day
where the peak of the event is observed. The amplitude is calculated as half the
difference between the peak and trough of an oscillation. In circadian biology, the
time is often represented in hours, either under constant free-running conditions,
the so-called Circadian Time (CT), or under resetting external cues (Zeitgeber
signals), which define the Zeitgeber Time (ZT) (Golombek and Rosenstein,

2010). By convention, the time of onset of a Zeitgeber is usually defined as ZTO.
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Figure 1. Mathematical terms used to describe the circadian rhythms. The period is
defined as the amount of time required to complete one cycle. The phase is a particular
time point of a physiological event within a cycle relative to an external synchronizing
cycle. The amplitude is calculated as half the difference between the peak and trough of
an oscillation. White boxes: day; Shaded boxes: night. Modified from (Harmer, 2009).

3. Architecture of the plant circadian clock

Classically, the circadian clock system has been proposed to consist of three
different components: input pathways, central oscillator and output pathways
(Figure 2). The input pathways perceive the environmental cues such as
changes in light or temperature and feed this information to reset every day the
central oscillator. This central oscillator is composed of a network of regulatory
components that regulate each other and generate self-sustaining rhythms. The
output pathways consist of all of the rhythmic biological processes under the
control of the circadian clock. When correctly tuned with the environment, the
circadian system is shown to confer improved fithess to plants (Green et al.,
2002; Dodd et al., 2005). Currently, it is clear that the functioning of the clock is

13



Introduction

much more complicated, but this conceptual model is still a simple and
convenient way to understand how the clock might be working. In the following
sub-sections (3.1, 3.2 and 3.3), these three main components of the circadian

system are briefly described.
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Figure 2. Scheme depicting the different compartments of the circadian clock. This
simplified model consists of input pathways that perceive environmental cues such as
light or temperature, the central oscillator that generate ~24 hour rhythms, and output
pathways that are the rhythmic processes controlled by the clock. Arrows with different

colors and shapes denote different pathways. Modified from (Mas, 2008).

3.1 Central oscillator

In plants, the molecular network at the core of the clock has been particularly
well studied in the model system Arabidopsis thaliana. Recent experimental and
computational studies have suggested that the central oscillator consists of
various components that temporally regulate each other in a complex network

(Hsu and Harmer, 2014) (Figure 3). The very first described components of the
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oscillator included two morning-phased Myb-like transcription factors known as
CIRCADIAN AND CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATE
HYPOCOTYL (LHY) (Schaffer et al., 1998; Wang and Tobin, 1998). The
relevance of these repressors for proper clock function was evidenced by the
circadian phenotype of the respective mutants: single loss of either CCA1 or
LHY caused a shortening of the circadian period under constant conditions
(Green and Tobin, 1999; Mizoguchi et al., 2002) while the cca1/lhy double
mutant was arrhythmic (Alabadi et al., 2002; Mizoguchi et al., 2002). CCA1 and
LHY share sequence homology and consequently they are partially redundant in
their function as negative regulators of evening-expressed gene TIMING OF
CAB EXPRESSION 1 (TOCT1), another important component of the central
oscillator (Strayer et al., 2000; Makino et al., 2002). CCA1 and LHY repress
TOC1 expression by directly binding to the Evening Element (EE) motif present
in the TOC1 promoter (Alabadi et al., 2002). In turn, TOC1 protein binds to the
promoters of CCA71 and LHY, and represses their expression in the evening
(Gendron et al., 2012; Huang et al., 2012). Loss of TOC1 functions results in a
short period phenotype (Strayer et al., 2000) while over-expression of TOC1
leads to arrhythmia (Mas et al., 2003a). Together with TOC1, other members of
the PSEUDO-RESPONSE REGULATOR (PRR) family including PRR5, PRR?,
PRR9 also negatively regulate the expression of CCA71 and LHY (Nakamichi et
al., 2010). In turn, PRR5 expression is negatively regulated by CCA1 and LHY,
whereas PRR7 and PRR9 seem to be positively regulated by them (Farré et al.,

2005; Kamioka et al., 2016).
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Other clock components expressed during the evening include EARLY
FLOWERING 3 (ELF3), ELF4, and LUX ARRYTHMO (LUX), which form the
Evening Complex (EC) and repress PRR9 expression (Nusinow et al., 2011;
Herrero et al., 2012). Every member of the EC is required for sustaining
circadian rhythms, as mutation in any of these genes results in arrhythmia (Hicks
et al., 2001; Doyle et al., 2002; Hazen et al., 2005). As these key regulators
mainly act as repressors, it was proposed that activation of clock genes is
achieved rather indirectly through a repression-based transcriptional interaction
(the so-called repressilator) (Pokhilko et al., 2012). The real structure of the core
clock network is more complicated than a simplified repressilator as it also
involves transcriptional regulation of many other clock genes, post-translational
modification of clock proteins and epigenetic regulation through chromatin

modifications (Nohales and Kay, 2016).
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Figure 3. Scheme depicting a simplified view of the main components and the
regulatory network at the core of the Arabidopsis oscillator. Green lines ending with an
arrow denote gene activation while red lines ending with perpendicular dashes denote

gene repression. Please see the main text (section 3.1) for details.
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3.2 Input pathways

In Arabidopsis, the clock period under constant conditions (i.e. the endogenous
pace of the clock) varies from 22 to 28.5 hours, depending on the accessions
and growth conditions (Michael et al., 2003). Thus, for the circadian clock to be
effective, it is essential to adjust the endogenous pace with the external
synchronizing signals from the day/night cycles. Light, which is sensed by
multiple photoreceptors in plants, acts as a strong entrainment signal that resets
the clock every day. In higher plants, a number of different photoreceptors are
involved in the modulation of the central oscillator (Chen et al., 2004). The
mechanism for resetting is not fully understood in all cases but it seems to
involve changes in the expression, protein accumulation and activity of key
central oscillator components (Inoue et al., 2017). The five members of the
PHYTOCHROME (PHY) family (PHYA to PHYE) are red and far-red light
receptors found in Arabidopsis. PHYA regulates the light input to the clock mainly
under low intensity of red light while PHYB is more important under higher
intensities of red light (Somers et al., 1998a). A couple of studies have provided
some insights into the regulation of core clock components by
PHYTOCHROMES. Downstream intermediates of PHYA signaling such as FAR
RED ELONGATED HYPOCOTYL3 (FHY3), FAR-RED IMPAIRED RESPONSE
1 (FAR1), and ELONGATED HYPOCOTYL 5 (HY5) are shown to act as positive
transcriptional regulators of ELF4 by directly binding to its promoter region (Li et
al., 2011). PHYB also appears to directly interact with several clock components
including CCA1, LHY, TOC1, and LUX in a light-quality dependent manner (red
and far-red light), possibly transferring the environmental light information to the
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central oscillator (Yeom et al., 2014). The blue light receptors CRYPTOCROME
1 and CRYPTOCROME 2 (CRY1 and CRY2) also act as photoreceptors
resetting the clock with a certain degree of redundancy (Devlin and Kay, 2000;
Gardner et al., 2006). The members of the ZEITLUPE family are another set of
blue light receptors, which include ZTL, FLAVIN BINDING, KELCH REPEAT,
F-BOX (FKF1), and LOV KELCH PROTEIN 2 (LKP2). ZTL is involved in the
targeted degradation of TOC1 and PRRS proteins (Mas et al., 2003b; Kiba et al.,
2007). FKF1 and LKPZ2 are thought play redundant role with ZTL (Baudry et al.,

2010).

For proper entrainment, the circadian clock responds to light signals
differently at various times of the day (Johnson, 1999). In many organisms,
including plants, light pulses around dawn typically advance the phase of the
circadian oscillator whereas the same pulses at dusk generally delay the phase
(Devlin and Kay, 2001). This property is often studied by Phase Response
Curves (PRC) in which phase shifts of a circadian rhythm are plotted as a

function of the circadian phase (Johnson, 1999).

Temperature is also capable of entraining the plant clock. Circadian
rhythms are synchronized by warm/cold cycles with differences as small as 4°C
(12 hour 24 °C:12 hour 20 °C) under constant light conditions (Somers et al.,
1998b). The molecular mechanisms responsible for temperature-dependent
synchronization, however, are not well understood (Jones, 2009). Several

studies suggest that ambient temperature signals might feed into the circadian
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clock through the EC. When Arabidopsis seedlings are exposed to temperature
upshifts (22°C to 28°C or 16°C to 22°C), several clock genes including PRR?7,
PRR9, and LUX are up-regulated and this thermoresponsiveness is abolished in
elf4, elf3 or lux mutant (Mizuno et al., 2014). Furthermore, it has been reported
that dark-grown elf3 mutant seedlings cannot be entrained by temperature

cycles (Thines and Harmon, 2010).

Despite the ability to be reset by temperature, and as mentioned above, the
clock also displays a very interesting property known as temperature
compensation: the pace of the circadian oscillation is maintained with a Q¢ =
1 (Qqo:. rate of change in a chemical / biological reaction due to a temperature
shift of 10 °C). The clock temperature compensation is crucial for organisms to
maintain stable endogenous rhythms regardless the temperature variation in the
environment. In Arabidopsis, temperature compensation is disrupted in mutants
of several clock genes. Particularly, PRR7 and PRR9 seem to play a important
role as the effects of temperature are overcompensated in prr7/prr9 double
mutant, and this defect is fully suppressed when CCA1 and LHY expressions are
knocked-down by the use of artificial microRNAs (Salome et al., 2010). This
suggests that PRR7 and PRR9 regulate CCA1 and LHY activities in response to
ambient temperature (Salome et al., 2010). Furthermore, CCA1 and the protein
kinase CK2 (formerly casein kinase 2) are essential for clock temperate
compensation (Portolés and Mas, 2010). Indeed, high temperatures enhance
the CCA1 promoter-binding activity, leading to increased repression of its target

genes. In turn, high temperatures also stimulate CK2-dependent
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phosphorylation of CCA1, and the phosphorylated isoforms display a reduced
affinity for the promoters of clock genes. Therefore, two activities (CCA1
promoter-binding and repression, and CK2-dependent CCA1 phosphorylation)
are precisely balanced and control temperature compensation in Arabidopsis

(Portolés and Mas, 2010).

Alternative splicing events of some clock components are also regulated
by temperature (James et al., 2012; Seo et al., 2012). Indeed, a recent study has
illustrated the link between alternative splicing and the proper temperature
response of the clock. The study showed that mutants of SICKLE (SIC), a
putative regulator of spliceosomal activity, exhibited defects in temperature
compensation, accompanied with aberrant splice variant accumulation (Marshall
et al., 2016). sic mutants also displayed low-amplitude or arrhythmic expression
of core circadian clock genes and under cool temperature cycles (12 hour 22 °C:
12 hour 18 °C). The results suggest the importance of alternative splicing for
both temperature compensation and entrainment of the clock (Marshall et al.,

2016).

3.3 Output pathways

In Arabidopsis, approximately 30%-40% of the genes are considered to be under
the regulation of the circadian clock and therefore the clockwork plays a crucial
role in coordinating a number of biological processes (Covington et al., 2008).
These processes or clock outputs are numerous and include among others the
rhythmic movement of leaves (Millar et al., 1995), stomatal opening (Somers et
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al., 1998b), elongation of hypocotyl, stem and root (Dowson-Day and Millar,
1999; Ruts et al., 2012), seed dormancy (Penfield and Hall, 2009), drought
responses (Legnaioli et al., 2009) and immune defense against pathogens

(Wang et al., 2011).

One well-defined clock output in plants is the photoperiodic control of the
transition from the vegetative state to its reproductive state (Mas, 2008). Several
pathways regulate the initiation of flowering (Amasino and Michaels, 2010).
Regarding the photoperiodic pathway, plants are able to measure the duration of
the day and determine whether to flower or not. The mechanism responsible for
measuring the duration of the day is the circadian clock (Kobayashi and Weigel,
2007). In Arabidopsis, flowering is controlled by the tight regulation on the
florigen gene, FLOWERING LOCUS T (FT), which is activated by CONSTANS
(CO) (Kobayashi, 1999). CO is a clock regulated zinc-finger protein which is
unstable in the dark (Putterill et al., 1995; Valverde, 2004). Under short days, the
peak of CO expression occurs at night, and therefore the protein does not
accumulate. However, under long day conditions, CO expression peaks during
the light period, thus CO protein accumulates and induces the expression of FT.
FTis predominantly expressed in leaves, but the protein eventually travels to the
shoot apex to initiate flowering (Corbesier et al., 2007). This mechanism
controlled by the clock ensures that flowering occurs at the appropriate seasonal

time.
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4. Organization of the circadian system: from single cells to whole

organisms

Despite the recognized importance of the circadian system and the details about
the molecular components and mechanisms of clock regulation and function,
one essential aspect of the circadian system is how rhythms are organized
within the organism and whether there is communication among the different
cells to synchronize the overall rhythmicity at the level of the whole organism.
Prevalent studies in animal circadian systems have provided evidence for a
hierarchical organization. Our studies have shown a similar organization in
plants. The following subsections briefly describe the main knowledge of the
cellular specificity and communication of the circadian information in plants

(section 4.1) and in mammals (section 4.2).

4.1. Cell-type specific clock function and circadian coupling in plants

Identification of the circadian components and mechanisms of circadian
regulation have been traditionally conducted using whole seedlings. This
approach has rendered useful information, but outputs represent blended
signals from different tissues, which limit the cellular resolution of the studies.
Several recent reports have focused on the cellular specificity of the clock
function showing that the circadian clock system might work differently in distinct
tissues or organs. For instance, in Arabidopsis leaves, the stomatal guard cells
were found to have a different free-running period from the surrounding

epidermal and mesophyll cells (Yakir et al., 2011). Another example includes the

22



Introduction

clock gene PRR3, which is predominantly expressed in the vasculature and its
function is associated with the tissue-specific regulation of TOC1 protein stability

(Para et al., 2007).

Regarding the specific function of the oscillator, the circadian clock in
roots was proposed to be a simplified version of the shoot clock (James et al.,
2008). Gene expression analysis using plants transferred to constant light
conditions following synchronization under light/dark cycles showed that
transcripts of evening-phased genes such as TOC1, LUX, ELF3 and ELF4 from
mature roots remained at a constant level throughout the circadian cycle.
Contrarily, morning-phased genes such as CCA1, LHY, PRR7 and PRR9
sustained their oscillations although their peak phases were delayed and the
amplitudes were reduced compared to the oscillations in the aerial parts. Also,
toc1 null mutation was shown to shorten the period length of CCA71 and LHY
only in shoots. As mentioned above, CCA1 and LHY repress the expression of
evening-phased genes by binding to the EE motif present in their promoters
(Alabadi et al., 2002). However, gel shift assays showed that the EE-binding
occurred in shoots but not in roots. Thus, the authors concluded that evening
components of the clock are disengaged from the morning components in roots

(James et al., 2008).

Despite these conclusions, recent results from the same group argue
against this idea. Indeed, by using improved techniques, the authors now

describe that the promoter activiies of both morning-phased and
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evening-phased genes sustained rhythmicity under constant light conditions.
Furthermore, the oscillation of the evening clock components was confirmed by
gene expression analysis. Therefore, the authors now conclude that the evening
components are fully functional and engaged with the morning components in

roots (Bordage et al., 2016).

When rhythms were analyzed by bioluminescence assays specifically at
the root tip, they showed that the promoter activity of CCA1 was very weak
under free-running conditions, suggesting that the circadian clock might be
constantly reset (Fukuda et al., 2012). Additionally, the clock re-phasing seemed
to be important in roots as it was observed at the site of lateral root emergence
(Vold et al., 2015). Consistently, the disruption of the circadian clock function

leads to strong defects in lateral root development (Vo et al., 2015).

Another key aspect of circadian function relates to the existence of
circadian intercellular communication or coupling. Studies using an
Arabidopsis cultured cell line (Nakamichi et al., 2003) or mesophyll protoplasts
(Kim and Somers, 2010) showed that the clock is able to function autonomously
within a single cell. Imaging assays in Arabidopsis leaves showed
desynchronization of circadian rhythms from individual cells under constant light
conditions (Yakir et al., 2011; Wenden et al., 2012). These findings suggest that
coupling between cellular clocks in leaves is weak. However, other studies have
suggested the presence of circadian cell-to-cell communication. For instance,

bioluminescent analyses in Arabidopsis have identified phase-wave
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propagations in coupled circadian oscillators of leaves (Fukuda et al., 2007).
Coupling of clocks between nearby cells was also reported in Lemna gabba
(Muranaka et al., 2013) and in Kalanchoe daigremontiana (Rascher et al., 2001).
Furthermore, photosynthetic signals from shoots are suggested to entrain the
root clock, as rhythms in shoots and roots are synchronized under the light/dark
cycles and this entrainment of the root clock was disrupted by addition of
sucrose or an inhibitor of the photosynthetic electron transport, indicating that
long-distance communication may modulate clocks in distal parts of plants

(James et al., 2008; Bordage et al., 2016).

The issue of circadian coupling in Arabidopsis leaves has been also
recently addressed in more detail (Endo et al., 2014). Expression analysis from
isolated cotyledons showed that evening-phased clock genes such as TOCT
tend to be preferentially expressed in the vasculature compared to mesophyll
cells. The opposite was found for morning-phased clock genes such as CCA1.
Genome-wide analyses of the transcriptome showed that clock output genes
were also found to have similar trends, i.e. evening-phased output genes were
particularly expressed in the vasculature whereas morning-phased outputs were
preferentially expressed in mesophyll cells. As significantly enriched gene
ontology terms were different between these two fractions of differentially
expressed genes, the results indicate that the tissue-specific clock function
regulates the expression of output components matching specialized cell
functions. Moreover, over-expression of CCA17 in the vasculature was found to

inhibit not only the clock in the vasculature but also clocks of neighboring
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mesophyll cells, suggesting a local coupling with a dominant role of the vascular

clock over the mesophyll clock (Endo et al., 2014).

Overall, full characterization of the expression and function of clock genes in
specific plant tissues or cell types is essential to obtain both a global and a
cell-specific view of the plant circadian function. The work described in the
present Thesis precisely addresses this point, focusing on the organization,
cell-to-cell coupling and long-distance communication of the circadian system in

Arabidopsis.

4.2. Cell-type specific clock function and circadian coupling in mammals

The circadian organization has been extensively documented in mammals. The
mammalian clock contains a "master clock" located at the superchiasmatic
nucleus (SCN) in the hypothalamus regulates "slave clocks" in peripheral tissues
via humoral factors and autonomic nervous system (Eckel-Mahan and
Sassone-Corsi, 2013; Mohawk et al., 2013) (Figure 4). The SCN is a network
composed of approximately 20,000 neurons in mice, each of which has a cell
autonomous circadian oscillator. The different SCN neurons exhibit a wide range
of circadian periods that vary from 22 to 30 hours when dispersed. However,
intercellular coupling among neurons acts to mutually couple the entire
population and confers the robustness and the precision necessary for the
proper function as a master clock (Welsh et al., 1995; Abraham et al., 2010).
Indeed, loss of the SCN results in desynchronization of peripheral circadian
clocks, which ultimately abolishes rhythms in activity or rest, feeding, body
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temperature and hormones (Moore and Eichler, 1972; Stephan and Zucker,
1972; Yoo et al., 2004). The circadian coupling at the SCN also provides
robustness against perturbations. For instance, mutation of key oscillator genes
diminished the circadian oscillation in dissociated SCN neurons and fibroblast

cells, but the clock maintained its rhythmicity in intact SCN (Liu et al., 2007).

Cells in both the SCN and the peripheral tissues share the same
transcriptional-translational feedback loop mechanism at the core of the
circadian oscillator. Two basic helix-loop-helix (bHLH) transcription factors,
CLOCK and BRAIN AND MUSCLE ARNT-LIKE1 (BMAL1), heterodimerize and
subsequently bind to conserved E-box sequences in promoters and drive the
rhythmic expression of PERIOD (PER1, PER2, and PER3) and
CRYPTOCHROME (CRY1 and CRY2) (Eckel-Mahan and Sassone-Corsi, 2013).
PER and CRY proteins form a complex that translocates back to the nucleus to
inhibit CLOCK-BMAL1 mediated gene expression. However, while the
mechanism itself is conserved, the robustness of the feedback loop and the
control of downstream targets seem to be different (Oishi et al., 1998; Marcheva
et al., 2013). In fact, the phase of the peripheral clock could be delayed by 6 to 8
hours compared to the SCN, and some potent Zeitgebers such as
dexamethasone (glucocorticoid hormone analog) treatment or restricted feeding
reset the clock of peripheral tissues but not the SCN clock (Balsalobre et al.,
2000; Damiola et al., 2000; Stokkan et al., 2001). Furthermore, isolated
peripheral tissues rapidly lose their circadian oscillations unlike the persistent

clock activity in isolated SCN neurons (Yamazaki, 2000; Abe et al., 2002; Morse
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and Sassone-Corsi,

2002).

Together,

the studies reveal a hierarchical

organization of the circadian system in mammals, with the presence of a master

clock with very precise rhythms due to circadian coupling. The coupling and

precision of the master clock is important for synchronizing the rhythms in

peripheral clocks.

“Master Clock”

%

lung

“Peripheral Clocks”

%

liver

Temporal

information

%

heart

28

Figure 4. Schematic drawing depicting
the hierarchical organization of the
mammalian circadian clock. The
master clock at the suprachiasmatic
nucleus (SCN) in the hypothalamus
controls the clocks in peripheral
tissues via humoral factors and
autonomic nervous system. Modified

from (Ishida et al., 1999)
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Objectives

The general aim of this Thesis is to understand the circadian clock organization
in plants, specifically focusing on the circadian function in specific tissues and
organs as well as in cell-to-cell coupling and long-distance circadian
communication. This general goal was studied through the following specific

objectives:

1. To develop a specific in vivo analysis by bioluminescent assays to
examine the circadian function in dissected plant organs. We aimed to
perform comparative analyses under different environmental conditions to

discern the precision and robustness of rhythms in different dissected organs.

2. To elucidate the molecular architecture of the circadian network in
different organs, examining similarities and differences among them. We
aimed to examine rhythms in a battery of clock mutants and perform
genome-wide transcriptional assays to obtain a global view of the circadian

transcriptional landscape at the shoot apex clocks.

4. To identify the possible circadian coupling and define its strength in
different organs. We aimed to develop single cell live-imaging assays, in-vivo
bioluminescent assays with dispersed protoplasts and mathematical analysis
using barycentric coordinates for high-dimensional space to identify the

circadian coupling and define its strength in different organs.
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5. To examine the role of circadian coupling controlling the precision and
robustness of rhythms. We aimed to analyze the degree of rhythmic
synchrony and the particular capabilities for phase readjustments during “jet-lag”

experiments.

6. To identify and characterize the possible long-distance communication
of circadian clocks between distal part of plants. We aimed to examine
rhythms in shoots and roots from the same plant and determine the rhythmic

robustness against genetic and pharmacological perturbations.

7. To develop micrografting assays in order to discern the hierarchical
organization and the long-distance circadian communication in plants. We
aimed to use a combination of Wild-Type and arrhythmic clock mutants to
perform micrografting and examine whether rhythms are affected in a specific

organ by changing the clock function in a different one.
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1. Differences in robustness and precision of circadian rhythms in

different dissected organs

To examine the organ specificity of the circadian clock function, we analyzed
circadian rhythms of several organs excised from 9-14 day-old Arabidopsis

seedlings (Figure 5).
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Figure 5. Schematic drawings depicting the dissection of the different parts of the plant
and the subsequent analysis of circadian rhythms by luminescence assays. Seedlings
of about 9-14 day old were dissected with a sterile surgical blade to separate shoots,

hypocotyls, roots, and leaves.

Promoter activity was monitored by in vivo luminescence assays of
transgenic plants expressing the morning- (CCA17) and evening-phased (TOC1)
core clock component gene promoters fused to the LUCIFERASE (LUC). Under

constant light conditions (LL), CCA171::LUC and TOCT1::LUC expression in
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separated shoots robustly oscillated without evident dampening. Circadian
waveforms closely matched those of whole plants (Figure 6 A and B), suggesting
that under these experimental conditions, root excision did not manifestly affect
the rhythmicity in shoots. Excised hypocotyls also sustained rhythms albeit with
a long circadian period (27.02 + 0.64 hours versus 24.61 + 0.25 hours in entire
plants) and a progressive decrease in amplitude over the days (Figure 6 C and
D). Rhythms in excised roots were only sustained for about 2 days, dampening
low afterward (Figure 6 E and F). The fact that oscillations in roots do not persist
in the absence of sucrose could be due to energy limitation as excised roots are
a sucrose sink, or it could be due to the loss of the communication with shoots,
as previously reported (James et al., 2008). Analysis of root rhythms following
excision with the same procedure but using medium with sucrose revealed that
rhythms were sustained for more than 4 days (Figure 6 G and H) with a
significantly longer period (26.21 £ 0.33 hours) than in shoots (24.63 + 0.22
hours). The sustained oscillations suggest that the excision per se was not
responsible for the dampened rhythms observed without sucrose. Adding
sucrose to non-sucrose grown and arrhythmic excised roots did not restore the
oscillatory pattern (Figure 7), suggesting that at least under these conditions,

exogenous sugar cannot compensate for the severe arrhythmia.
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(A, C, E, G) and TOC1::LUC (B, D, F, H) in shoots (A and B), hypocotyls (C and D),

roots (E and F), roots with sucrose (G and H). Data are the means + SEM of the

luminescence of 6-12 individual samples. Values of luminescence signals from

hypocotyls, roots (C-H), are represented on the right Y axes.
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When excised leaves were analyzed in the absence (Figure 8 A and B)

or in the presence (Figure 8 C and D) of sucrose, we observed an averaged

advanced phase compared to entire plants, suggesting that the rhythms were

also not very precisely controlled.
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Figure 8. Average rhythms of CCA1::LUC (A and C) and TOCT:.LUC (B and D) in

leaves under LL. Luminescence rhythms in excised leaves from plants grown in medium

without sucrose (A and B), and with sucrose (C and D). Data are the means + SEM of

the luminescence of 8-12 individual samples. Values of luminescence signals from

leaves are represented on the right Y axes.

2. Specific properties for synchronization and phase readjustments of

shoot apex clocks

We next performed similar analysis with excised shoot apexes (Figure 9 A) and

found that the phase, period, and amplitude remained synchronized showing

rhythms very similar to those of the entire plants under the LL (Figure 9 B and C,
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Figure 10 A-C). Time-course gene expression analysis by real-time quantitative
polymerase chain reaction (RT-gPCR) further confirmed the similarity in the
oscillation patterns of core clock components in shoot apexes and entire plants

(Figure 11 A-C).
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Figure 9. (A) Schematic drawing depicting the rhythmic analysis of excised shoot
apexes. (B and C) In vivo circadian analysis of luminescent rhythms under LL from
CCA1::LUC (B) and TOCT::LUC (C) in shoots apexes. Data are the means + SEM of

the luminescence of 8-12 individual samples.

A B C
1.00
] = Shoot apex
H + Entire plant
Shoot apex e Shoot apex - [ o 0.75
E
'S 0.501
& &
[ - “.{: .
Entire plant | —e— Entire plant | o 2 0.254 oo ¥e o
5 i
&
T T T T 0.00: T T T
3 4 5 6 235 24.0 245 25.0 20 22 24 26 28
Phase estimate (h) Period estimate (h) Period estimate (h)

Figure 10. Phase (A), period (B and C), and relative amplitude (C) estimates of
circadian rhythms in shoot apexes and entire plants of waveforms shown in Figure 9,
using the Fast Fourier Transform—Non-Linear Least-squares (FFT-NLLS) suite of the
Biological Rhythms Analysis Software System (BRASS).
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Figure 11. Time-course analysis of gene expression by RT-gPCR of TOC1 (A), CCA1
(B) and LHY (C). Plants were entrained under LD cycles followed by 2 days under LL
conditions. Samples were taken every 4 hour over a 24 hour circadian cycle during the
third day under LL. mRNA abundance was normalized to PP2AA3 expression. Data

represents means + SEM of two biological replicates.

Furthermore, individual apexes showed highly similar waveforms (Figure
12 A and C), which is in clear contrast to the high degree of variability observed
in individual leaf waveforms, manifested by a range of phases and amplitudes
from the very first day under LL (Figure 12 B). As the size of the tissue might
influence the circadian waveforms, we analyzed small sections of leaves (with
sizes similar to those of the shoot apexes). Our results showed a similar
variability to that displayed by full leaves (Figure 12 D), which suggests that the
shoot apex homogeneity in waveforms is not due to the reduced sizes of the

samples.
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Figure 12. In vivo luminescence traces of TOC71::LUC (A, B and D) and CCA1::.LUC (C)
of individual excised shoot apexes (A and C), excised leaves (B) and small pieces of
leaves (D) with similar sizes to shoot apexes. Plants were entrained under LD cycles

and luminescence was recorded under LL.

The circadian phases clustered together in shoot apexes and to less
extent in leaves (Figure 13 A and B). Similar conclusions were drawn when the
average phase and the degree of phase coherence were calculated using the
synchronization index “R”. The analysis showed high R values, close to 1, for the
shoot apexes and lower values for leaves at all time points (Figure 13 C).
Consistent with previous studies (Wenden et al., 2012), the R values in leaves
were well above 0, which suggests a certain degree of coherence. Rhythms in
excised organs were highly reproducible in four different biological replicates
(each one with 6—-12 samples), which reduces the possibility that results were

due to indirect effects of the excision procedure.
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Figure 13. (A and B) Analysis of the phase synchrony among the different samples
(blue crosses) of individual shoot apexes (A) and leaves (B) examined from 26 hour to
36 hour under LL. The red crosses indicate the means or circular variance (Mormann et
al., 2000) at each time point. (C) Quantification of the phase coherence in shoot apexes

and leaves by analysis of the synchronization index “R”.

The circadian clock is not only a robust mechanism able to sustain
rhythms in the absence of environmental changes but also a flexible system that
resynchronizes and properly adjusts to changes in the environmental cycle
(Harrington, 2010). To explore whether the differences between shoot apexes
and leaves also extend to their capabilities for resynchronization and phase
adjustment, we performed “jet-lag” experiments with an extended 12 hour dark
period at dawn. In shoot apexes, rhythms showed similar timing for
resynchronization to that of entire plants (Figure 14 A), although the shoot apex
waveforms displayed very rapid declining at night for TOC1::LUC and an
increased acute induction at dawn for CCA71::LUC (Figure 14 B). In leaves,
rhythms showed a double peak for the first 2 days, reaching a stable phase at
the third day after the extended night switch (Figure 14 C). Similar results for

readjustment in time and waveforms were observed when “jet-lag” experiments
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were performed by extended day switch at dusk (Figure 14 D). These results
reveal a different synchronizing behavior in leaves and shoot apexes. The
specific waveforms in shoot apexes compared to the entire plant might also

indicate a particular sensibility of shoot apexes to dawn and dusk resetting

signals.
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Figure 14. Average rhythms of TOC7::LUC (A, C and D) and CCA7::LUC (B)
luminescence in shoot apexes (A, B and D) or leaves (C) subjected to a “jet-lag”
experiment, with extended 12 hour darkness (extended night) at dawn (A-C) or
extended 12 hour light (extended day) at dusk (D). Data are the means + SEM of the
luminescence of 6—12 samples. Values of luminescence signals from shoot apexes are

represented on the right Y axes. White boxes: light; Shaded boxes: dark.

3. Conserved molecular architecture of the circadian network at the shoot

apex clocks

To determine organ-specific differences in the clock molecular composition, we

examined whether different clock outputs and mutations in core clock genes
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were distinctively regulated in shoot apexes and leaves. Analysis of Wild-Type
(WT) plants expressing the morning-phased clock output CAB2
(CHLOROPHYLL A/B-BINDING PROTEIN 2) (Millar et al., 1995) showed that in
shoot apexes the phase was comparable to that in the entire plant, whereas
increased heterogeneity and an average advanced phase were prevalent in
leaves (Figure 15 A). Similar to entire plants, the shoot apexes and leaves of
ccal-11 mutants displayed persistent rhythms with shorter periods than WT
shoot apexes and WT leaves, respectively (Figure 15 B-D). Similarly, the short
period of the evening-expressed clock output CCR2 (COLD, CIRCADIAN
RHYTHM, AND RNA BINDING 2) (Strayer et al., 2000) in TOC1 RNA
interference (RNAI) plants (Mas et al., 2003a) was also observed in shoot
apexes and leaves (Figure 15 E and F). Therefore, circadian gene expression in
shoot apexes and leaves with various reporter lines and clock mutant
backgrounds did not render major differences in terms of the circadian network

between the two organs.
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Figure 15. Average rhythms of CAB2:LUC (A-D) and CCR2:LUC (E and F)
luminescence under LL in entire plants, shoot apexes, and leaves of WT (A), cca1-11
mutants (B—-D) and TOC1 RNA/ (E and F). Plants were entrained under LD cycles. Data
are the means + SEM of the luminescence of 6-12 samples. Values of luminescence
signals from WT leaves (A) ccal-11 mutant (B-D) and TOC71 RNAi (E and F) are

represented on the right Y axes.

To profile the circadian transcriptional landscape at the shoot apex, we
performed RNA sequencing (RNA-seq) analysis and used the JTK_CYCLE
algorithm for precise definition of circadian expression (Hughes et al., 2010).
After filtering out transcripts whose median expression across every sample was

lower than 0.69 RPKM and those not differentially expressed, we identified over
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1,400 genes with significant circadian fluctuations in mRNA abundance. Visual
inspection of the data suggested that this may be a conservative estimation.
However, the stringent analysis ensured the selection of the highest-confidence
circadian hits. Rhythmic genes included all the previously described core clock
components, genes involved in light signaling, and those involved in circadian
outputs such as photosynthesis, photoperiodic flowering, and hormone signaling,
among others (Figure 16 A-J). The waveforms oscillated with similar phases and
amplitudes to those previously reported in entire plants (Figure 17 A-C), which
suggests no fundamental differences in the global transcriptional circadian
networks in the shoot apex and entire plants. It is noteworthy that shoot apexes
display such strong and robust rhythms (both morning- and evening-expressed
genes) as opposed to the uncoupled rhythms in veins (mainly evening) (Endo et
al., 2014). Functional categorization of the rhythmic genes showed a wide range
of biological functions, highlighting as most significantly enriched those genes
involved in circadian rhythms and responses to environmental conditions,
including different qualities of light, temperature, and radiation (Figure 18). This
enrichment might explain the specific readjustment of shoot apexes to

environmental changes observed in our "jet-lag" experiments.
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Figure 16. (A and B) Heatmap analysis of RNA-Seq data showing median-normalized

gene expression at different circadian times (CT, vertical axis) for transcripts (horizontal

axis) with a peak phase of expression at mid-late subjective night (A), and

median-normalized oscillator gene expression at different circadian times (CT,

horizontal axis) for transcripts (vertical axis) (B). Yellow indicates high expression and

blue low expression. (C-G) Gene-expression analysis of CCA1, LHY (C), PRR3, PRR?7,
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TOC1 (D), GIGANTEA (Gl), FKF1, CYCLING DOF FACTOR 2 (CDF2) (E) PHYA and
PHYB (F), JASMONATE-ZIM-DOMAIN PROTEIN 9 (JAZ9), INDOLEACETIC
ACID-INDUCED PROTEIN 8 (IAA8), GA INSENSITIVE DWARF 1A (GID1A),
SNF1-RELATED  PROTEIN KINASE 2.2 (SnRK2.2) (G), ETHYLENE
INSENSITIVE3-LIKE 3 (EIL3), ABA INSENSITIVE 5 (ABI5), (SNF1-RELATED
PROTEIN KINASE 2.8) (SnRK2.8), AUXIN RESISTANT 5 (AXR3) (H), TRANSPARENT
TESTA 5 (TT5), FLAVANONE 3-HYDROXYLASE (F3H), LEUCOANTHOCYANIDIN
DIOXYGENASE (LDOX), FLAVONOL SYNTHASE 1 (FLS1) (l), and HEAT SHOCK
TRANSCRIPTION FACTOR A8 (HSFAS8), COLD REGULATED 15B (COR15B), COLD
REGULATED GENE 27 (COR27) (J) in shoot apexes of WT plants grown under LD
cycles followed by 2 days under LL.
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Figure 18. Functional categorization of the main circadian genes in the Arabidopsis

shoot apex. The graphical output by “BioMaps” (Katari et al., 2010) shows the functional

terms that are over-represented in the circadian gene list. The color code represents the

statistical significance of the over-representation as specified in the legend on the upper

left corner. Red arrows highlight the most over-represented terms related to circadian

rhythms, response to light and temperature stimuli. format

4. Differences in synchrony of clock cells in various organs and tissues

To understand the cellular basis of the circadian rhythmicity at the shoot apex,

we examined rhythms from individual cells of plants expressing CCA1-HA-EYFP
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under its own promoter (Yakir et al., 2009). We performed in vivo time-course
analysis by confocal imaging of excised shoot apexes embedded in agarose
(Mas and Beachy, 1998). Fluorescent signals from individual nuclei of shoot
apex cells sustained rhythmic oscillations. The circadian waveforms maintained
good synchrony, manifested by similar timing in their rising and declining phases
even after 3 days under LL (Figure 19 A and C). The results were also evident
when the confocal imaging started at different time points (Figure 19 D). A similar
pattern of highly synchronous waveforms was observed with single cells from
shoot apexes of FLAG-PRR7-EGFP-expressing plants (Nakamichi et al., 2010)

(Figure 19 E).

In contrast, and consistent with previous data (Yakir et al., 2011), the
variation in the rhythmic accumulation of CCA1-HA-EYFP in individual leaf cells
significantly increased after 2 days under LL (Figure 19 B and F). Differences in
phase and amplitude were also clearly observed when fluorescent signals were
not relativized to the maximum (Figure 19 G). We also measured fluorescence
from the leaf vasculature, as previous studies have shown that these cells are
coupled (Endo et al., 2014). We observed two distinguishable populations with
slightly different phases (Figure 19 H). Individual cell-to-cell comparisons
showed that both populations maintain a certain degree of synchrony (Figure 19
| and J). Synchrony appeared to be higher than that observed in leaf mesophyll
cells but lower than in cells at the shoot apex. Quantitative analysis of the
waveform correlation among individual cells confirmed that the correlation

coefficient in shoot apex cells was higher than the one for vascular cells with the
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advanced (A) or delayed (D) phase (Figure 20 A and B). The group of cells with
a delayed phase appeared to be more synchronous than the group with an

advanced phase. The waveforms in leaf mesophyll cells displayed lower

correlation values and increased heterogeneity.
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Figure 19. (A and B) Representative fluorescent signals from CCA1-HA-EYFP
accumulation in nuclei of shoot apex cells (left panel) and leaf cells (right panel). Panels
show representative cells from a larger picture containing other cells out of the shown
field (scale bar, 20 ym). (C-J) In vivo time-course imaging of CCA1-HA-EYFP (C, D, F-J)
and FLAG-PRR7-EGFP (E) fluorescent signals quantified in individual nuclei from shoot
apex (C-E), leaf mesophyll (F) leaf mesophyll not relativized (G), and averaged signal of
leaf vascular cells (H), signals in individual nuclei from vascular cells with advanced (l)
and delayed (J) phases. Data are represented relative to the maximum value except (G).
Samples were maintained under LL conditions at 60—100 pmol m™s™". Fluorescence

quantification in the nuclei was analyzed using ImagedJ software.
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Figure 20. Correlation coefficients among the waveforms of CCA1-HA-EYFP
fluorescent signals from individual nuclei in shoot apex, leaf mesophyll cells, and leaf

vascular cells with advanced (A) and delayed (B) phases.

A higher synchrony in shoot apexes compared to vascular cells or the
mesophyll cells adjacent to the leaf veins was also observed when an
evening-expressed gene was examined (ELF3-EYFP) (Dixon et al., 2011). In
this case, the separation of cells with advanced and delayed phases was not so
evident in veins (Figure 21 A and B). Together, the results confirmed at the level
of single cells and with three different reporters, our conclusions on the distinct

degrees of synchrony in shoot apexes, leaf mesophyll cells, and veins.
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Figure 21. In vivo time-course imaging of ELF3-EYFP fluorescent signals quantified in
individual nuclei of cells from the shoot apex (A) and leaf veins (B). Data are

represented relative to the maximum value. Samples were maintained under LL
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conditions at 60—100 umol m™s™". Fluorescence quantification in the nuclei was

analyzed using ImagedJ software.

5. Intercellular circadian coupling among clock cells of the shoot apex

If coupling of shoot apex clocks is responsible for the waveform synchrony, then
rhythms should be affected when the intercellular communication is disrupted.
To explore this idea, we compared shoot apexes from intact tissues and from
dissociated and diluted protoplasts. Rhythms in excised shoot apexes
maintained good synchrony and were sustained for several days. However, in
diluted shoot apex protoplasts, the oscillations persisted only for 2-3 days,
increasing their heterogeneity over time (Figure 22 A). Further dilution of
protoplasts increasingly advanced the timing of rhythmic dampening (Figure 22
B and C). Analysis of the R values in shoot apexes and in diluted protoplasts
quantitatively confirmed that the phase coherence in protoplasts was only
sustained for less than 2 days, reaching asynchrony afterward (Figure 22 D). As
individual cells at the shoot apex are able to maintain rhythmic oscillations
(Figure 19 C), one plausible explanation to our results is that dispersed cells do
not sustain rhythms due to reduced intercellular communication and subsequent

desynchronization over time.
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Figure 22. (A-C) Luminescence analysis of CCA17::LUC activity in dispersed (A) and
further diluted series of protoplasts (B and C) from shoot apexes. Protoplasts were
synchronized for an additional day under LD cycles before transferring to LL. Data are
the means + SEM of the luminescence of 6—12 samples. (D) Quantification of the phase
coherence in intact shoot apexes and in shoot apex protoplasts by calculating the

synchronization index “R.”

In the mammalian circadian system, the clock components PER1 and
CRY1 are required for sustained rhythms in peripheral tissues and in neurons
dissociated from the SCN (Liu et al., 2007). However, cellular interactions at the
SCN can compensate for Per1 or Cry1 deficiency (Liu et al., 2007; Evans et al.,
2012). We found a similar scenario at the shoot apex of lux mutants. In contrast
to the reported arrhythmia of /ux-2 plants, the /lux-2 shoot apexes were able to
sustain rhythms to a certain degree. Although the rhythms were clearly
compromised, rhythmicity at the /ux-2 shoot apex was better than in leaves

(Figure 23 A-D). Thus, the absolute requirement of LUX function in leaves is not
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so apparent in shoot apexes. The differences are not due to changes in the

circadian expression of LUX or the other components of the EC, ELF3, and

ELF4, as verified by our RNA-seq analysis and by RT-qPCR (Figure 24 A-D).
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Figure 23. (A) Average luminescence of CAB2::LUC activity in shoot apexes and leaves

of lux-2 mutant plants. Data are means + SEM of the luminescence of six samples. (B)

Period estimates and relative amplitude error of CAB2::LUC activity from individual

traces. (C and D) RT-qPCR analysis of CAB2 (C) and LHY (D) gene expression in the

shoot apex of lux-2 mutants grown under LD cycles followed by LL.
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Figure 24. (A) Gene-expression analysis of LUX, ELF3 and ELF4 in the shoot apex of
WT plants grown under LD cycles followed by 2 days under LL. (B-D) RT-gPCR
analysis of LUX (B), ELF3 (C), and ELF4 (D) gene expression in entire plants and in
shoot apexes. Plants were synchronized under LD cycles and the shoot apexes were
excised and transferred to LL conditions for 3 days before sampling every 4 hour over a

24 hour circadian cycle. Data represents means + SEM of two biological replicates.

If in analogy to the mammalian system, effective intercellular coupling
among the shoot apex cells is responsible for the distinctive phenotype, then
disruption of the cellular communication should affect the rhythms. Indeed, shoot
apex protoplasts from /ux-2 mutants were arrhythmic throughout the time-course
analysis (Figure 25). We proposed that the arrhythmic phenotype in protoplasts
is the result from the rapid desynchronization of the dispersed cells, each

containing a semi-functional oscillator.
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Our results indicate that intercellular communication might be important
for rhythms at the shoot apex. To mathematically explore the degree of
intercellular coupling, we developed a predictive model by using barycentric
coordinates for high-dimensional space (Hirata et al., 2015, please see Anex IlI).
The model involves the use of linear programming that assigns different weights
to neighboring cells and identifies the strength of coupling based on the
accuracy of the predictions given the weights. We first tested the performance of
the proposed methods using the Kuramoto (Kuramoto, 1975) and the coupled
Réssler (Rossler, 1976) toy models. The examples showed that the weights of
neighboring oscillators are higher when the coupling is stronger (Figure 26).
When the model was used with the single-cell confocal data, we found that shoot
apex clocks were highly coupled and had greater coupling strength than leaf
vasculature or leaf mesophyll cells (Figure 26). Together, the results confirmed a

gradation or hierarchy in the strength of the circadian communication in different

parts of the plant.
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Figure 26. Mathematical analysis of the coupling strength by barycentric coordinates for
high-dimensional space using the Kuramoto and coupled Roéssler toy models and the
in vivo CCA1-EYFP imaging data. The line in the middle of the box is plotted at the

median. The whiskers represent the minimum and maximum values.

6. Relevance of the shoot apex clocks in the modulation of circadian

oscillations in roots

We next addressed the possible role of the shoot apex controlling the circadian
function in roots. We adapted the luminescence assay protocol (please check
Materials and Methods) to examine rhythms in both shoots and roots of intact
plants (Figure 27 A). We also used laser microdissection (LMD) to excise shoot

apexes and examine rhythms in Ashoot apex plants (Figure 27 B).

A B

! 4 4 | 4 4
|ntact¥—>% LMD%»%

Figure 27. (A) Schematic drawing depicting the rhythmic analysis of shoots and roots
from intact plants. (B) LMD was used to obtain Ashoot apex plants. Seedlings were
horizontally positioned in serrated 96-well microplates so that rhythms could be

examined in roots and shoots from the same plant.
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Previous studies have reported that rhythms dampened low and
waveforms broadened in entire plants after several days under free-running
conditions (Yakir et al., 2011). We found that rhythms at the shoot apex were
sustained for more than 7 days under LL (Figure 28), which suggests that
intercellular coupling at the shoot apex might contribute to the rhythmic

robustness after extended periods under LL.
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When we examined rhythms in Ashoot apex plants, we observed an
advanced average phase and increasing waveform variability, in a similar
fashion to that of excised leaves (Figure 29 A and B). Application of auxin did not
noticeably affect the rhythms in shoots of entire plants or Ashoot apex plants
(Figure 29 C and D), which suggests that the Ashoot apex phenotypes are not
due to changes in auxin flux. It is noteworthy that rhythms in plants that only lack
the shoot apex are similar to the rhythms in leaves, whereas the small shoot
apex is able to more precisely sustain rhythms. Unexpectedly, we also found that
rhythms in plants without cotyledons or leaves were almost indistinguishable

from the ones observed in intact plants (Figure 29 E and F).
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Figure 29. (A and B) Analysis of CCA1::LUC (A) and TOC1::LUC (B) luminescence in
plants in which the shoot apexes were removed (Ashoot apex) by laser microdissection
(LMD). (C and D) Rhythms in shoots from entire plants (C) and from Ashoot apex plants
(D) treated with 20 uM of indole-3-acetic acid (IAA) on the shoot apex. (E and F)
CCA1::LUC luminescence in plants in which the cotyledons (E) and leaves (F) were
removed. Luminescence was recorded under LL following synchronization under LD.

Data are the means + SEM of the luminescence of 6-12 samples.

Photosynthetic sucrose has been shown to modulate clock function
(James et al., 2008; Haydon et al., 2013). Our studies revealed an initial phase
delay and period lengthening that led to dampened rhythms in shoots from intact

plants treated with the inhibitor of the photosynthetic electron transport
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[3-(3,4-dichlorophenyl)-1,1-dimethylurea, DCMU] (Figure 30 A). When we
applied the drug only in shoots and checked the effects on roots, we found a
phase delay and dampened rhythms (Figure 30 B). These results confirmed that
photosynthetic signals from shoots are important for the root clock. DCMU
treatment in excised shoot apexes also led to eventual dampening of rhythms,
but the early phase delay observed in whole shoots and roots was not so evident
(Figure 30 C). These results suggest increased robustness against

pharmacological perturbation of photosynthesis at the shoot apex.
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Figure 30. (A) Rhythms in shoots from entire plants following DCMU treatment on
shoots. Intact plants were horizontally positioned on luminometer plate wells as shown
in Figure 25. (B and C) Rhythms in roots from intact plants analyzed following DCMU
treatment only on shoots (B) or in excised shoot apexes following treatment with DCMU
(C). Luminescence was recorded under LL following synchronization under LD. Data

are the means + SEM of the luminescence of 6-12 samples.
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To further explore the importance of circadian communication, we used
plants with reduced intercellular trafficking by means of CALS3 gain-of-function
mutations (cals3-d) that lead to reduced plasmodesmata aperture (Vatén et al.,
2011). Our results showed that blocked trafficking clearly altered the rhythmic
expression of core clock genes in roots, with no evident peak and trough

expression as observed in WT roots (Figure 31 A-E).
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Figure 31. (A-C) RT-gPCR analysis of TOC1 (A), CCA1 (B) and LUX (C) expression in
shoots and roots of WT and cals3 mutant plants. (D and E) RT-gPCR analysis of and
LHY (D), and ELF4 (E) in shoots and roots of cals3 mutant plants. Plants were
synchronized under LD and samples were taken after 2 days under LL at CT3 and

CT15.

We also examined rhythms in shoots and roots that were rapidly
separated following 2 days of luminescence analysis of the intact plants (Figure

32 A). The separation led to dampening of rhythms in roots, indicating that
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rhythms in roots are altered very rapidly after separation from shoots. To
ascertain the role of the shoot apex on root synchronization, we then examined
circadian rhythms in roots from intact plants in which the shoot apex was
removed (Ashoot apex plants) (Figure 27 B). Our results showed that rhythms
were clearly affected, with an initial long-period phenotype that progressively led
to arrhythmia (Figure 32 B). Rhythms in roots from plants in which leaves and
cotyledons were removed were not severely affected and showed a slightly
advanced phase compared with the rhythms in roots from intact plants (Figure
32 C). Noteworthy are also the results of "jet-jag" experiments showing that roots
from intact plants were able to resynchronize with a pattern that more closely

resembled the one in shoot apexes than the one in leaves (Figure 33 A and B).
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Figure 32. (A) CCA1::.LUC luminescence from roots after rapid dissection from shoots.
(B) CCA1::LUC luminescence in roots from intact plants and Ashoot apex plants. (C)
CCA1::LUC rhythms in roots from intact plants and from plants in which the cotyledons
and leaves were removed. Luminescence was recorded in presence of sucrose under
LL following synchronization under LD. Data are represented as the means + SEM of

the luminescence of 6-12 samples.
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Figure 33. Comparisons of average rhythms of CCA71::.LUC luminescence in roots from
intact plants and excised shoot apexes (A) and leaves (B) subjected to a "jet-lag"
experiment, with extended 12 hour darkness (extended night) at dawn. Data are the
means + SEM of the luminescence of 6—12 samples. Values of luminescence signals of

roots are represented on the right Y axes. White boxes: light; Shaded boxes: dark.

7. A hierarchical structure at the core of the Arabidopsis clock

Efficient micrografting of Arabidopsis seedlings is a powerful tool for studying
long-distance signaling (Bainbridge et al., 2014). To conclusively determine the
possible hierarchical nature of the plant circadian system, we performed
micrografting with young Arabidopsis seedlings using the shoot apex as scion
(Figure 34). We reasoned that grafting with different genotypes would provide

definitive information on the role of shoot apexes on the root oscillation.

Micrografting and luminescence analysis were first tested on WT
self-grafts (WT Shoot Apex—WT Roots, WT SA-WT Rt). The analysis showed
that CCA71::LUC and TOCT1::LUC rhythms followed a similar trend to that
observed in entire non-grafted plants (Figure 35 A and B). Rhythms in roots
exhibited a longer period compared to shoots, which also mirrored the

observations in organs of non-grafted plants (Figure 6 G and H).
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v b

Figure 34. Schematic drawing depicting the rhythmic analysis of micrografted plants.
Scions and rootstocks were isolated from seedlings of about 3-7 day old with a sterile
razor blade, and joined together by very careful manipulation with tweezers. Grafts were
horizontally positioned in serrated 96-well microplates so that rhythms could be

examined in roots and shoots.
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Figure 35. Analysis of CCA1::LUC (B) and TOC1::LUC (C) luminescence in shoots and
roots of WT scion and WT rootstocks. Luminescence was recorded under LL following
synchronization under LD. Values of luminescence signals from roots are represented

on the right Y axes.

As these results suggested that the grafting procedure did not manifestly

alter the circadian oscillation, we next grafted the shoot apex of arrhythmic
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plants into a WT rootstock. We reasoned that the lack of a functional clock in the
shoot apex should alter the rhythms in roots. Indeed, grafting the shoot apex of
the arrhythmic cca7-1/lhy-11 plants (Mizoguchi et al., 2002; Portolés and Mas,
2010) (Figure 36 A and B) disrupted the rhythms of WT roots (Figure 36 C). A
similar alteration of WT root rhythms was observed with the shoot apex of elf3-2
mutants (Hicks et al., 1996) (Figure 36 D). Although slight oscillations could be
appreciated, the amplitude and robustness of the waveforms were clearly
affected. These results confirmed that proper clock function in the shoot apex is

important for the rhythmic activity in roots.
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Figure 36. (A and B) Analysis of TOC1::LUC luminescence in shoots (A) and roots (B)
of WT and cca1/lhy mutant plants. (C and D) Luminescence in shoots and roots of
cca1/lhy mutant scion and WT rootstocks (C), elf3 mutant scion with CCA1::LUC and
WT rootstocks with TOC17::LUC (D) Luminescence was recorded under LL following
synchronization under LD. Values of luminescence signals from roots are represented

on the right Y axes for (D).
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We then performed the reverse experiment in which WT shoot apexes
were grafted into arrhythmic rootstocks to test the ability of shoot apex signals to
reestablish the rhythms in roots. Remarkably, the arrhythmia of cca7-1/lhy-11 or
elf3-2 roots could be partially restored by grafting the shoot apex of WT plants
(Figure 37 A-C). The oscillations were not very robust, but the patterns were not
as arrhythmic as the roots of non-grafted plants (Figure 36 B). Although we
observed variability in the degree of restored rhythms (Figure 37 A and B), the
recovery was quite evident. For WT SA-cca1/lhy Rt plants, a total of 120 grafting
events were assayed, and approximately 50% of those were successfully
grafted (possibly higher, but only faultlessly grafted plants were used for further
analysis). Among 59 WT SA-cca1/lhy Rt successfully grafted plants, 50 showed
a different degree of restoration in rhythmicity (approximately 85%, p value =
3.77 x 1072 by Fisher’s exact test, considering that none of the 20 cca1/lhy SA -
ccal/lhy Rt plants displayed rhythms in roots). Altogether, we conclude that

signals from the shoot apex are important for circadian oscillations in roots.
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Figure 37. Luminescence in shoots and roots of WT scion and cca7/lhy mutant
rootstocks (A and B), and WT scion and elf3 mutant rootstocks (C). Luminescence was
recorded under LL following synchronization under LD. Values of luminescence signals

from roots are represented on the right Y axes for (A) and (C).
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Discussion

We have addressed in our studies an important issue related to the circadian
organization in plants. We have discovered that the cellular clocks at the shoot
apex can (1) generate autonomous rhythms, (2) readjust to phase changes, (3)
maintain synchrony to one another under free-running conditions, (4) provide
robustness against genetic and pharmacological perturbations and (5) modulate
the rhythmic activity in distal parts of the plant. Our study suggests that the plant
clockwork might be closer to the mammalian circadian system than to the
Drosophila clock, in which the rhythmic activity emerges from many independent
oscillators (Yao and Shafer, 2014). Studies of topographically defined areas of
circadian coupling and elucidation of the signals and mechanisms contributing to
the circadian communication in plants will be central to fully define the
spatio-temporal networks orchestrating physiology and development on each

organ, tissue and cell.

A series of different protocols developed in this study has allowed us to follow
the rhythmic expression in excised organs of the plant. Under sucrose, rhythms
were sustained in all organs examined and the tissues continued growing
normally after excision, which suggests that the excision did not manifestly affect
the rhythms. The different excised organs displayed a wide range of circadian
properties. Hypocotyls and roots lack precision and robustness, with long
circadian periods and arrhythmia, whereas leaves lack synchrony among the

different samples from plants similarly entrained. As roots are a sucrose sink, our
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results with excised roots (tsucrose) are consistent with previous studies
(James et al., 2008; Haydon et al., 2013) and with the dampening of rhythms in
roots when shoots are treated with DCMU. Analysis of root rhythms in Ashoot
apex plants rendered similar results to those of excised roots, which confirmed
the dependency of roots on the circadian communication with shoot apexes. The
heterogeneity of circadian waveforms in leaves is also consistent with previous
studies showing that bioluminescent signals from individual clocks in leaf cells
cannot retain their synchrony under free-running conditions (Wenden et al.,
2012). Phase heterogeneity might be due to differences in circadian coupling
among various leaf cell types. Mesophyll cells in leaves are only weakly coupled,
whereas the leaf vasculature synchronizes the neighboring mesophyll cells
(Endo et al., 2014). This local synchronization raises the question about possible
differences in rhythms of mesophyll cells close to the vasculature and those
located far from the veins. Desynchronization between leaf stomatal and
mesophyll cells (Yakir et al., 2011) could be another source of phase

heterogeneity in leaves.

Shoot apexes displayed remarkable homogeneous rhythmicity with
highly synchronous waveforms. Among the tissues examined, different patterns
of waveform synchrony could be distinguished: the cells from the shoot apex
with the highest synchrony, the intermediate synchrony in the vascular cells, and
the lowest synchrony observed in leaf mesophyll cells. The fact that the
synchrony is lost in dispersed, diluted shoot apex protoplasts suggests that the

phase coherence and synchrony might be due to high intercellular coupling
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among shoot apex clocks. The development of a tailor-designed mathematical
model using barycentric coordinates for high-dimensional space confirmed this
notion. The method has been proven successful for a wide range of uses, from
weather forecasting to creation of musical instruments with natural sounds
(Hirata et al., 2015). Our studies also revealed that the intercellular coupling or
circadian communication among shoot apex clocks confer robustness against
genetic mutations and pharmacological perturbations. These properties closely
resemble those of the circadian system in mammals in which intercellular
coupling among neurons at the intact SCN can compensate for the absence of
functional key clock components Per1 or Cry1 (Liu et al., 2007; Evans et al.,

2012).

The molecular circadian network and phenotypes of core clock mutants
at the shoot apex appear to be similar to those described in the whole plant.
However, prevalence for morning- or evening-expressed genes has been shown
for the clocks of leaf mesophyll cells and leaf veins, respectively (Endo et al.,
2014). Uncoupled morning and evening oscillators for the clock in roots have
been also previously proposed based on the shoot specific period shortening
exhibited by toc1 mutants, and arrhythmia of evening-phased genes in roots
under constant light conditions (James et al., 2008). Our full time-course
analysis by RNA-seq showed robust rhythms of circadian genes with similar
peak phases and relative amplitudes to those reported in entire plants. The
particular properties that we observed at the shoot apex clocks might result from

their strong intercellular coupling rather than from a distinctive molecular network.
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We also found a clear enrichment of genes involved in responses to
environmental signals. This enrichment might be responsible for the distinctive
waveforms in "jet-lag" experiments, as if the shoot apex clocks were highly
sensible to perceive and respond to the changing environmental conditions. The
enrichment might be particularly useful for the shoot apical cells that are buried
and shielded from the environment. Intercellular coupling might also be an aid
for circadian synchronization of cells with reduced light accessibility. The fact
that genes responsible for perception of synchronizing signals such as light and
temperature are enriched in our RNA-seq data is consistent with a main role of

shoot apexes as a synchronizing master clock.

Grafting assays have been long used to study long-distance signaling in
many different processes. Just two examples include for instance the use of
Arabidopsis grafts between WT and mutants with increased branching that
revealed the existence of a shoot branching signal able to move from roots to
shoots (Turnbull et al., 2002). Another study used abscisic acid (ABA) deficient
tomato grafts to show that stomatal closure in response to soil drying can occur
in the absence of leaf water deficit and without requiring ABA production in roots
(Holbrook, 2002). Our studies demonstrate the long-distance circadian signaling
by micrografting approaches, and the influence of shoot apexes on the rhythmic
activity of roots. The partial recovery of mutant rootstocks by grafting WT shoot
apexes and, conversely, the arrhythmia of WT roots grafted with arrhythmic
shoot apexes reflect the circadian hierarchy of shoot apexes. This situation is

reminiscent of the circadian system in mammals in which genetic defects in
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peripheral clocks are phenotypically rescued by the hierarchical dominance of
the SCN (Pando et al., 2002). The micrografting results were consistent with the
shoot apex role influencing rhythms in roots, which was observed by other
approaches used in this study (rapid dissection of shoots and roots, delta shoot
apex plants, pharmacological treatments, and genetic analysis). The similar
phenotypes reinforce the validity of the different procedures and the consistency

of our conclusions.

A precise determination of mechanisms and factors responsible for
short- and long-distance signaling awaits further investigation. One possible
model is that changes in sugar flux at the vascular tissue is contributing to
synchronize rhythms, using veins as the circadian traveling “highway” for the
circadian coupling. This scenario certainly fits with previous reports showing that
photosynthetic sugar has a marked effect on the entrainment and circadian
rhythms (Haydon et al., 2013), application of sucrose affects the rhythms in roots
(James et al., 2008), and our findings of the hierarchical structure in the

circadian system.

Our studies also raise a question: how can the shoot apex govern the
synchronization in distal parts of the plant? The shoot apex is a sucrose sink and
thus it is unlikely that sugars locally photosynthesized at the shoot apex are
directly regulating the circadian rhythms in other organs. A hint might be
provided by a recent work showing that the shoot apex can regulate

photosynthesis in distal leaves in tomato (Guo et al., 2016). The study describes
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a mechanism by which the photoreceptor PHYB perceives light at the shoot
apex and triggers local IAA biosynthesis. Polar auxin transport drives then the
movement of IAA to leaves, activating the cyclic electron flow around the
photosystem | by changing the reduction-oxidation (redox) balance, increasing
adenosine triphosphate (ATP) production, and fueling photosynthesis (Guo et al.,

2016).

Just like in tomato, the shoot apex in Arabidopsis might also regulate the
photosynthetic activity, modulating the sucrose flux. This would allow the shoot
apex to indirectly modulate the photosynthetic-dependent circadian rhythms in
distal parts of the plant. The components for this process are shared between
these two species, and the enrichment of light input genes in our RNA-seq data
also supports this idea. The circadian clock at the shoot apex might also directly
drive photosynthetic activation, as several studies have shown the involvement
of the clock within the PHYB signaling (Salomé and Michael, 2002), auxin
pathway (Covington and Harmer, 2007), redox homeostasis (Lai et al., 2012) or

ATP production (Karlsson et al., 2015).

Despite the possible important role of sugar flux on clock
synchronization, supplemented sucrose was insufficient to completely
synchronize circadian rhythms between shoots and roots under free-running
conditions, indicating that the "time messenger" requires something else than
sugar alone. Besides auxin, other phytohormones such as cytokinin could be

involved in the long-distance communication between clocks. Indeed,
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exogenous application of cytokinin affects the oscillation of clock genes in
Arabidopsis (Hanano et al., 2006; Salomé et al., 2006). A study showed that
NC-(A%-isopentyl)adenine, one particular isoform of cytokinin, travels from shoots
to roots and specifically regulates the vascular pattern in the root meristem,
while not interfering with other cytokinin-regulated pathways (Bishopp et al.,
2011). These findings could be expanded to the idea that shoot-derived
cytokinins might deliver the temporal information to roots, enabling local coupling
of clocks around the vasculature, similarly to those found in leaves (Endo et al.,
2014). ABA signaling is also highly interconnected with the plant clock (Hanano
et al., 2006). Intriguingly, osmotic stress perceived at the roots is shown to affect
the expression of clock genes in shoots via an ABA-dependent pathway in
barley (Hordeum vulgare) (Habte et al., 2014), suggesting the existence of a

circadian signaling from roots to shoots in monocots under stress.

Non-coding RNAs (ncRNAs) can be added to the list of candidates for
circadian coupling. In animals, some ncRNAs are rhythmically transcribed and
function in the control of circadian rhythms (Kornfeld and Brining, 2014). For
example, PERZ2 expression is regulated in mouse liver by an anti-sense long
NcRNA called asPER2 (Volimers et al., 2012). In plants, many ncRNAs including
natural anti-sense transcripts of CCA71, LHY, and PRRs are rhythmically
expressed (Hazen et al., 2009). Although the actual function of these rhythmic
NcRNAs are yet to be identified, they might function as signaling factors. In this
sense, they might act similarly to the ncRNAs known to regulate phosphate

homeostasis in plants (Pant et al., 2008).
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Possibilities of "time messengers" are not limited to just molecules. Light
perceived by roots has been proposed as a synchronizing signal, since the clock
in separated roots are entrained by direct exposure to light/dark cycles (Bordage
et al., 2016). Although roots are largely covered by soil in nature, light-piping
through plant tissues could conduct low levels of light (Mandoli and Briggs,
1984) and light is able to penetrate the soil (Tester and Morris, 1987). Therefore,
the direct effect of light on roots close to the surface might partly contribute to the

synchronization of roots (Bordage et al., 2016).

Overall, our studies suggest that clocks at the shoot apex have a high
degree of precision and synchrony, likely due to high intercellular coupling.
Additionally, there is a long-distance communication between the clocks in shoot
apexes and roots such that the shoot apex clocks can regulate the function of
the root clocks. This circadian communication might be established by an
orchestration of modulated sugar flux and signaling factors that act as “time

messengers” able to coordinate rhythms at the whole plant level (Figure 38).
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ShootApex Clock

Leaf Clock

Temporal
Information

Root Clock

Figure 38. Graphical representation depicting the hierarchical structure of the circadian
clock in Arabidopsis. Unlike leaves, clocks at the shoot apex are highly coupled, and can

modulate circadian rhythms in root tissues.
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Conclusions

The shoot apex clocks in Arabidopsis function in a similar way to that of the
neurons from the suprachiasmatic nucleus in mammals. A strong circadian
coupling within the clocks at the shoot apex defines the high degree of
synchrony among them. Different plant organs exhibit variations in clock
precision and circadian synchrony, with the clocks at the shoot apex influencing
the circadian activity in roots. This situation parallels the hierarchical nature of
the circadian system in mammals. Altogether, we found that the circadian
system in plants is hierarchical, with the clocks at the shoot apex
functioning as master clocks synchronizing rhythms in roots. A brief

description of the main conclusions of these studies is summarized below:

1. The development of an in vivo luminescence approach has allowed us to
discern the circadian function in different organs excised from the plant. We
conclude from these studies that there is a disparity of the circadian
oscillations in excised Arabidopsis organs, with hypocotyls, roots and leaves

displaying reduced circadian precision.

2. In vivo luminescence assays with excised shoot apexes revealed that
circadian rhythms were highly homogeneous among different samples, showing
a high degree of synchronization. Our results show that shoot apex clocks
behave in a different way compared with other organs examined, and

indicate that the shoot apex clocks are highly precise.
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3. The use of different clock mutants and reporter lines as well as analyses of the
global circadian transcriptional landscape at the shoot apex revealed no
fundamental changes of the components and regulatory networks compared to
whole plants. Our results thus indicate that the high degree of precision and
synchrony of oscillations is not likely due to a molecular circadian network

that is specific for the shoot apex.

4. In vivo live-imaging of rhythmic single cells, desynchronization of dispersed
protoplasts and mathematical analysis using barycentric coordinates for
high-dimensional space revealed a tight circadian coupling of cells at the
shoot apex. The increased rhythmic synchrony confers robustness against
genetic and pharmacological perturbations and particular capabilities for

phase readjustments during "jet-lag" experiments.

5. The development of a modified version of the in vivo luminescence approach
has allowed us to examine rhythms in shoots and roots from the same plant.
Rhythms in roots were affected by the removal of the shoot apex, by reducing
the photosynthetic activity in shoots or by decreasing intercellular trafficking. Our
results thus indicate the importance of long-distance circadian

communication between the clocks in shoots and roots.

6. The use of micrografting assays with arrhythmic mutant shoots into Wild-Type
roots clearly affected the rhythms in roots. More importantly, micrografting WT

shoots into arrhythmic mutant roots resulted in a partial restoration of the
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circadian oscillation in roots. Thus, signals from the shoot apex are able to

modulate the circadian function of the root clocks.
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Resumen en Castellano

El reloj circadiano es un mecanismo celular responsable de la generacidon de ritmos
bioldgicos con un periodo de 24 horas. La importancia de la funcion del reloj circadiano
es evidente en casi todos los organismos estudiados hasta la fecha, desde bacterias
hasta los seres humanos. Dado que las plantas son organismos seésiles, la funcion
circadiana es particularmente relevante para su correcta adaptacion al medio y
supervivencia. Entender cédmo el sistema circadiano de la planta se organiza en el
contexto de células, tejidos y 6rganos surge como una de las preguntas fundamentales
para comprender la fisiologia y el metabolismo de la planta. Sin embargo, un gran
desafio para los estudios de biologia vegetal es descifrar cémo los relojes circadianos
individuales estan interconectados para generar ritmos en toda la planta. En esta Tesis
Doctoral, demostramos que el apice del brote aéreo de la planta Arabidopsis thaliana
estd compuesto por un conjunto de relojes acoplados que sincronizan los ritmos
circadianos en la raiz. Una serie de diversos protocolos desarrollados en este estudio
revelé una disparidad de oscilaciones circadianas en hipocotilos, raices y hojas
diseccionadas que exhibian una reducida precision circadiana. En contraste, los
analisis del apice aéreo de la planta demostraron ritmos altamente sincronizados y
precisos. El uso de diferentes mutantes de reloj y lineas de reporteros, asi como el
analisis global de la transcripcion circadiana indicoé que tal sincronia y precision no era
debida a una red circadiana molecular especifica del apice del brote. Sin embargo, los
estudios in vivo de células individuales, la desincronizacion de protoplastos dispersos y
el analisis matematico usando coordenadas baricéntricas para espacios
multi-dimensionales demostraron que la precisidon circadiana era debida al
acoplamiento o comunicacion entre las células del apice del brote. La mayor sincronia
ritmica conferia precision y robustez frente a perturbaciones genéticas vy
farmacoldgicas asi como capacidades particulares para los reajustes de fase durante
experimentos de "jet-lag". Los ritmos en raices estaban alterados por la ablacién del
apice y en estudios de microinjertos, sugiriendo que las sefales del apice pueden
sincronizar 6rganos distales. De una forma similar a la organizacién circadiana en
mamiferos, nuestros estudios demuestran que los apices juegan un papel dominante

dentro del sistema circadiano jerarquico en plantas.
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1. Plant material, seed sterilization and growing conditions

Different Arabidopsis thaliana lines were used in this study (Please see Table 1).
For sterilization, seeds were placed in 1.5 mL microcentrifuge tubes and surface
sterilized by soaking in 70% ethanol (v/v) with 0.1% (v/v) of Triton X-100 for 10
min, followed by several washes with 70% ethanol. Seeds were dried on sterile
filter paper in a laminar flow cabinet and sown on plates containing Murashige
and Skoog (MS) agar medium supplemented or not (as specified for each
experiment) with 3% (w/v) sucrose. After 48 hours of stratification at 4°C in the
dark, plates were transferred to environmentally-controlled chambers (Inkoa
Sistemas) and plants were grown under light/dark cycles (LD, 12 hour light:12

hour dark) with 60-100 pmol m™2s™" of cool white fluorescent light at 22°C.

2. Plant dissection

Seedlings of about 9-14 day-old were dissected with sterile surgical blades (#11
and #21) (Swann-Morton) to obtain excised shoots, roots, leaves, hypocotyls,
and shoot apexes. LMD6000 laser microdissection system (Leica) was used to
obtain plants without shoot apexes (Ashoot apex). Seedlings were placed on
sterile plate lids containing MS medium on the microscope stage and tissues
were cut with the UV laser (337 nm) using a 6.3x objective (Move and Cut mode),
power 100 and specimen balance 0. Care was taken to preserve the integrity of

the tissue.
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Table 1. Arabidopsis thaliana plants used in this study

Line LUC Reporter |[Ecotype |Reference

WT CCA1::LUC |Col-0 (Salomé and McClung, 2005)
WT CAB2:LUC |C24 (Millar et al., 1995)

WT CAB2:LUC Ws (Ding et al., 2007)

WT TOC1:LUC |Col-0 (Perales and Mas, 2007)
WT CCR2::LUC |Col-0 (Strayer et al., 2000)
ccat-11 CAB2:LUC |Ws (Ding et al., 2007)
ccal-1/hy-11 TOCT1::LUC |Ler (Mizoguchi et al., 2002)
TOC1 RNAi CCR2::LUC |Col-0 (Mas et al., 2003a)

lux-2 CAB2::LUC |Col-0 (Hazen et al., 2005)
elf3-2 CCA1:LUC |Col-0 (Hicks et al., 1996)
CCA1-HA-EYFP/cca1-1 - Col-0 (Yakir et al., 2009)
PRR7:FLAG-PRR7-EGFP - Col-0 (Nakamichi et al., 2010)
ELF3:ELF3-EYFP - Ws (Dixon et al., 2011)
cals3-d - C24 (Vatén et al., 2011)

3. In vivo luminescence assays

Whole seedlings, excised organs or plants at about 9-14 days after the
micrografting procedure were transferred to 96-well plates containing per well
180 pL of MS agar medium supplemented or not (as specified for each
experiment) with 3% (w/v) sucrose, and 40 uL of luciferin solution consisting of
1.4 mM luciferin in 2.6 mM 2-(N-morpholino)ethanesulfonic acid (MES) at pH 5.8.
Luminescence was monitored using a microplate luminometer LB-960 (Berthold
Technologies) and the software Microwin, version 4.34 (Mikrotek 2
Laborsysteme). The period, phase and relative amplitude error of oscillations
were calculated with the Fast Fourier Transform—Non-Linear Least-squares

(FFT-NLLS) suite of the Biological Rhythms Analysis Software System (BRASS)

94



Materials and Methods

package (http://millar.bio.ed.ac.uk/PEBrown/BRASS/BrassPage.htm).

For analysis of rhythms in roots from intact plants, Ashoot apex or Aleaf plants,
one side of the walls of the plate wells was slightly serrated using heated
surgical blades to allow communication between two adjacent wells. Seedlings
were then horizontally positioned such that the shoot was placed in one well and
the roots in the contiguous well. To decrease the possible effects following
dissection and manipulation, samples were allowed to resynchronize for one day
before luminescence analysis under constant light conditions (LL). Data from
samples that appeared damaged or that eventually died after the treatments
were excluded from the analysis. Luminescence analyses of pharmacological
treatments were performed by applying to the shoots, shoot apexes or roots 20

MM of IAA or 20 uM of DCMU.

4. Micrografting

Seedlings were vertically grown on half strength MS agar medium supplemented
with 0.5% (w/v) sucrose for 3-7 days. Seedlings were then transferred on top of
wet filter papers or on 0.2 ym nitrocellulose membranes (Whatman) under the
dissecting microscope in a laminar flow cabinet, as described
(http://www.bio-protocol.org/e1164). Using sterile surgical blades (#11),
cotyledons and hypocotyls were removed to obtain scions of shoot apexes.
Rootstocks were obtained by cutting just below the shoot apex. The scion and
rootstock cut stumps were joined together by very careful manipulation with
tweezers, paying attention to align the two phloem strands. Plates containing
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grafted seedlings were sealed with two layers of micropore tape (3M) and then
incubated minimum of 4-6 days in the growth chamber. Adventitious roots from
scions, if present, were carefully removed under the dissecting microscope.
Unsuccessful grafts or not clearly joint scions and rootstocks were discarded. A
wet-lab protocol with a detailed step-by-step description of the micrografting

experiments can be found in Anex I.

5. RNA extraction, RNA sequencing and analysis of circadian oscillations

Shoot apexes separated from 9-14 day old plants synchronized under LD cycles
were transferred to LL conditions for 2 days. Samples were collected from the
third day under LL, every 4 hours over two circadian cycles. Harvested samples
were snap frozen by liquid nitrogen and stored at -80°C. Total RNA was isolated
using the RNeasy Plant Mini Kit (Qiagen) following the manufacturer's
recommendations. RNA sequencing was performed by Genomix4life S.R.L.
(Baronissi, Salerno, Italy). Indexed libraries were prepared from 500 ng purified
RNA pool with TruSeq Stranded mRNA Sample Prep Kit (lllumina) according to
the manufacturer’s instructions. Libraries were sequenced (paired - end, 2 x 100
cycles) at a concentration of 8 pmol/L per lane on HiSeq1500 platform (lllumina)

with a coverage of more than 30 million sequence reads/sample on average.

Sequence analysis was performed by Sequentia Biotech (Barcelona, Spain).
The raw sequence files (.fastq files) were subjected to quality control analysis by
using FastQC v0.10.1 (www.bioinformatics.babraham.ac.uk/projects/fastqc/)
before trimming and removal of adapters with AdapterRemoval 1.5.2 and FASTX
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Toolikt 0.0.13.2 (Lindgreen, 2012). The reads were then mapped against the
Arabidopsis thaliana genome (TAIR10 Genome Release,
ftp://ftp.arabidopsis.org/) with TopHat v2.0.11 (Kim et al., 2013), which provided
the reference gene annotation with known transcripts. Cufflinks v2.2.0 (Trapnell
et al., 2010) was then used to obtain RPKM expression for each annotated gene.
Duplicated reads were removed from the mapped files (bam files) with Picard
Tools 1.110 (http://picard.sourceforge.net) and the resulting files were merged to
include the annotation of new transcripts by using Cufflinks v2.2.0 (Trapnell et al.,
2010). Comparisons with the reference genome were performed by using
Cuffmerge v1.0.0 (Trapnell et al., 2010). To identify oscillating genes regulated
by the circadian clock, all genes with a RPKM median across the samples less
than 0.69 were discarded. The BETR algorithm (Aryee et al., 2009) was applied

to identify differentially expressed genes across the dataset (p<0.05).

The JTK_CYCLE algorithm (Hughes et al., 2010) was used to identify oscillating
genes (g<0.05) with a period ranging from 20 to 28. The Integrative Genomics
Viewer (IGV) was used to visualize the data (Robinson et al., 2011;
Thorvaldsdottir et al., 2013). The phases of circadian expression in shoot
apexes and entire plants were analyzed using the publicly available Gene Phase
Analysis Tool ‘PHASER” of the DIURNAL database
(http://diurnal.mocklerlab.org/) (Mockler et al., 2007; Michael et al., 2008). Phase
over-representation was calculated as the number of genes with a given phase
divided by the total number of genes over the number of genes called rhythmic

and divided by the total number of genes in the dataset. Circadian genes were
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classified into broad functional categories using the web tool “BIOMAPS” (Katari
et al., 2010), which renders over-represented and significant functional terms
(Gene Ontology or MIPS) as compared to the frequency of the term in the whole

genome.

6. Gene expression analysis by RT-qPCR

Total RNA was prepared with a Maxwell 16 LEV simply RNA Tissue kit
(Promega) and used for cDNA synthesis with iScript™ Reverse Transcription
Supermix for RT-gPCR (BioRad) following the manufacturer's protocol.
RT-gPCR was performed using 96-well CFX96 Touch Real-Time PCR Detection
System (BioRad) with 10% diluted cDNA and iTaq Universal SYBR Green
Supermix (BioRad). RT-qPCR thermal profile consisted of 30 seconds at 95°C
for one cycle, 39 cycles of 5 seconds at 95°C followed by 30 seconds at 60°C,
with final steps from 65°C to 95 °C, 0.5°C increments at 5 seconds per step.
Primers used for gene expression analysis are listed in Table 2. The expression
of genes was calculated by the comparative Ct method using PP2AA3 (Protein
Phosphatase 2A subunit A3) gene as the control (Kaufmann et al., 2010).
Analyses by RT-gPCR were carried out with three technical replicates and at

least two biological replicates.
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Table 2. Primers used for gene expression analysis

Name Sequence
TOC1 Forward GAA GAT GTT GAT CGA CTG AC
Reverse GAG CCAACATTG CCT TAG AG
CCA1 Forward TCA AGC TTC CAC ATGAGACTC TA
Reverse GGA AAC AAATAC AAAGGC CTC A
CAB2 Forward AAT TCG AGT GAG AGA CAG GAG GAG
Reverse GTC TCT ACC ATC CAC CAC AAA CAC
LHY Forward ACA GCA ACAACAATG CAACT
Reverse GAG AGC CTG AAA CGC TAT AC
LUX Forward GAC GAT GAT TCT GAT GAT AAG G
Reverse CAG TTT ATG CAC ATC ATATGG G
ELF3 Forward CGT AGT AAC AAC ACA AGC A
Reverse GAA GGA CAT TTG GGA GAC
ELF4 Forward GAC AAT CAC CAATCG AGA AT
Reverse ATGTTTCCGTTGAGT TCT TG
PP2AA3 Forward AAG CGG TTG TGG AGAACATGATAC G
(Control) Reverse TGG AGA GCTTGATTT GCG AAATAC CG

7. Single cell confocal microscopy imaging

For in vivo single cell confocal imaging, we used a previously described method

(Mas and Beachy, 1998) with minor modifications. Briefly, isolated shoot apexes

or leaves were embedded in 0.1% (w/v) low-melting-point agarose dissolved in

MS medium. The embedded samples were placed on microscope slides with

approximately 200 pL of liquid MS medium, which generated air bubbles within

the liquid layer. Cover slips were placed on the samples, and edges were sealed

with transparent adhesive tape, leaving some air spaces. Altogether, the system

provided the aerobic environment and nutrients necessary for the survival of the
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tissues over the time course. Samples were maintained under LL conditions at
60-100 mol m™s™". Fluorescent signals from the shoot apex, leaf vascular and
leaf mesophyll cells were imaged once every 30 minutes with an argon laser
(transmissivity: 40%; excitation: 515 nm; emission range: 530-630 nm) in a
FV-1000 confocal microscope (Olympus, Tokyo, Japan) with a 40x/1.3 oll
immersion objective. About 15-20 serial optical sections (z stacks) were scanned
using the scanned mode “XYZT” with image sizes of 640 x 640 (0.497 pm/pixel)
and sampling speed of 4 ups/pixel. Sections of 2.0-3.0 um step sizes
perpendicular to the z-axis (microscope optical axis) were imaged using the filter
mode Kalman line (set at 2). Fluorescence intensity quantification in the nuclei
was analyzed using ImagedJ software (https://imagej.nih.gov/ij/) using Mean Gray
Value option. The results are representative of at least three biological replicates
for shoot apex and leaf vascular cells and two biological replicates for leaf
mesophyll cells. About 30-40 different nuclei were examined per experiment with
each of the three different reporters (CCA1, PRR7 and ELF3). Signals from

individual nuclei that moved or got out of focus were excluded from the analysis.

8. Protoplast preparation

Protoplasts were prepared as previously described (Yoo et al., 2007) with minor
modifications. Briefly, 20-30 excised shoot apexes from 14 day old plants were
transferred into 12-well plates containing the enzyme solution (400 mM mannitol,
20 mM KCI, 10 mM CaCl,, 7.5 mg/ml cellulase RS and 3 mg/ml macerozyme
R10). The plates were incubated in a shaker with slow agitation overnight at
room temperature. An ethanol sterilized nylon mesh (4 cm x 4 cm) was used as
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a filter to transfer the released protoplasts to 1.5 ml tubes. Protoplasts were spun
at 2509 for 2 minutes and subsequently washed three times in W5 solution (154
mM NaCl, 125 mM CaCl,, 5 mM KCI, 2 mM MES pH 5.6) before final collection
of the protoplasts. The dispersed cells were initially diluted to approximately a
concentration of 1x10° cells per well. Protoplasts were resynchronized for one

additional day before in vivo analysis by luminescence assays.

9. Mathematical analysis

Mathematical analyses were performed by Dr. Yoshito Hirata and Dr. Kazuyuki
Aihara. Details of the procedures are described in (Hirata et al., 2015; Takahashi

et al., 2015). Please also check Anex Il and II.
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Annex |: Protocol of micrografting assays with Arabidopsis seedlings

Materials & Equipments:

- Arabidopsis thaliana seedlings [vertically grown for 3-7 days on 0.5% agar
medium (0.5x Murashige and Skoog, MS, agar medium with 0.5% sucrose]

- Sterile 100 mm x 20 mm Petri plates (CELLSTAR)

* micropore tape (3 M)

- Strips of autoclaved filter paper (sizes of approximately 7 cm x 1 cm)

* #11 sterile surgical blades (Swann-Morton)

- Sterile fine point tweezers (i.e. Dumont #55 Biologie tweezers)

- Sterile micropipettes (Gilson)

+ Alcohol lamp

- Dissecting microscope (Zeiss, Stemi SV6)

+ Laminar flow cabinet

* 96% Ethanol

- Tissue paper

- Sterile water

Methods:

*All the procedures should be carried out under the laminar flow cabinet.

Step 0: Preparation for micrografting

Set up the dissecting microscope under the laminar flow cabinet. Rinse your
hands with 96% ethanol. Then, use tissue paper soaked with Ethanol to gently

wipe the surface of the microscope.

Place strips of autoclaved filter paper onto the surface of the 0.5% medium plates

as shown in Figure 1. Make sure the filter paper becomes wet.
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Figure 1. Placement of filter paper strips on 0.52 medium plates.

Step1: Transfer of seedlings

Apply small amount of 96% ethanol to the tip of tweezers and flame sterilize with
the alcohol lamp for few seconds. Press the tip of the tweezers into the agar
medium to cool down. Use then the tweezers to transfer the seedlings that will
be used as rootstocks onto the 0.5 medium plates prepared at step 0 as shown
in Figure 2. Pay extra attention not to let the roots to dry out as it might cause the
development of adventitious roots after grafting. Sterile water can be added to

roots or alternatively, very gently bury the roots in the medium.

Transfer the seedlings to be used as scion and placed them onto the filter paper

in an inverse position to the rootstock seedlings as shown in Figure 2.
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Figure 2. Position of seedlings on the filter paper strips. Seedlings on the top will be

used as scions while the ones on the bottom will be rootstocks.

Step 2: Cutting

Using the tweezers and the #11 blades, carefully remove on the filter paper the
cotyledons from seedlings to be scions. The same blade can be used for all
samples. Next, very carefully cut off the hypocotyls from scion seedlings using
the #11 blades. It is highly recommended to change blades every 10 cuttings.
Cross sections must be clean, sharp and horizontal to the hypocotyls. Leave
scions on the filter paper until rootstocks are cut (Figure 3). Make sure scions

are kept moisturized.
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Figure 3. Cutting the scion from the seedling.

Next, cut hypocotyls of rootstock seedlings with the #11 blades. It is also strongly
recommended to change the blades every 10 cuttings. Cuts must be clean,
sharp and horizontal to the hypocotyls (Figure 4). In this procedure, it is not
required to remove cotyledons (unless scions will be isolated from these plants

for reciprocal grafting).

Figure 4. Cutting the rootstock seedling.
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Step 3: Connecting scions and rootstocks after cutting

Once cuttings are completed, slide the filter paper upwards to allow tips of
rootstocks to touch the MS medium as shown in Figure 5. This procedure
prevents the cross sections to be dried out. Next, use the tweezers to transfer
the scions close to the rootstocks. Avoid grabbing or pinching. If scions are
gently touched with the tips of the tweezers, they will transiently adhere to
tweezers. After transferring all scions in the vicinity of the rootstocks, remove the

filter paper from the plate.

Figure 5. Upward sliding of filter paper strips. This allows rootstocks to touch the MS

medium and keep cross sections moisturized.
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Using the tip of the tweezers, gently push scions and join them together with the
rootstocks. Pay extra attention to align the two phloem strands (Figure 6). It is
more likely to be successful when grafts have rootstock and scion well-matched
for size, and cross sections are very clean and horizontal so that cut ends of

rootstock and scion can be easily joined together.

When grafting is completed, seal the plate with micropore tape and incubate
vertically in the growth chamber under 12 hour light:12 hour dark or 16 hour
light:8 hour dark cycles with 60-100 pmol m™s™" of cool white fluorescent light at

22°C. Grafts are likely to be established as early as 6 days after the procedure.

Figure 6. Joining of scion and rootstock.

Additional Step: Removal of adventitious roots.
Adventitious roots could emerge from grafted plants. This will become apparent

approximately 1 week after the procedure. This frequently occurs if conditions of
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grafted roots are suboptimal. If adventitious roots are observed, remove them
with the sterile tweezers and the #11 blades under the dissecting microscope.
Grab the tip of the adventitious roots with the tweezers and carefully cut as
closer to the shoots as possible. If adventitious roots are short enough, they can

be squashed with tweezers.
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SUMMARY

Short- and long-distance circadian communication
is essential for integration of temporal information.
However, a major challenge in plant biology is to deci-
pher how individual clocks are interconnected to sus-
tain rhythms in the whole plant. Here we show that the
shoot apex is composed of an ensemble of coupled
clocks that influence rhythms in roots. Live-imaging
of single cells, desynchronization of dispersed pro-
toplasts, and mathematical analysis using barycen-
tric coordinates for high-dimensional space show a
gradation in the strength of circadian communication
in different tissues, with shoot apex clocks displaying
the highest coupling. The increased synchrony con-
fers robustness of morning and evening oscillations
and particular capabilities for phase readjustments.
Rhythms in roots are altered by shoot apex ablation
and micrografting, suggesting that signals from the
shoot apex are able to synchronize distal organs.
Similarly to the mammalian suprachiasmatic nucleus,
shoot apexes play a dominant role within the plant hi-
erarchical circadian structure.

INTRODUCTION

The circadian clock is a cellular mechanism able to generate
rhythms in biological processes. A key function of circadian
clocks is the synchronization of metabolism, physiology, and
development in anticipation of the diurnal and seasonal environ-
mental changes (Young and Kay, 2001). Over the last years,
biochemical and genetic studies have provided a complex view
of the circadian organization and function in several clock sys-
tems, including mammals, insects, plants, fungi, and cyanobacte-
ria (Wijnen and Young, 2006). Rhythms in most organisms are
generated by reciprocal regulations among core clock compo-
nents that produce 24 hr oscillations in gene expression, mRNA
processing, protein abundance, and activity (Harmer et al.,
2001). Changes in chromatin architecture have also emerged as
a central mechanism coupled to the rhythmic oscillation of clock
gene expression (Nakahata et al., 2007; Ripperger and Merrow,
2011; Stratmann and Mas, 2008).

148 Cell 163, 148-159, September 24, 2015 ©2015 Elsevier Inc.

114

Plants as sessile organisms perceive and adapt to the environ-
mental changes for optimal growth and survival. Consistently,
nearly all stages of plant development and many essential as-
pects of growth and metabolism are regulated by the clock (de
Montaigu et al., 2010; Yakir et al., 2007). Among others, pro-
cesses such as photo-protection, responses to biotic attacks,
or the photoperiodic regulation of flowering are controlled by
the clock (Kinmonth-Schultz et al.,, 2013). Mechanistically, a
number of regulatory transcriptional modules have been defined
at the basis of the Arabidopsis thaliana circadian oscillator.
Two single MYB-domain transcription factors expressed early
in the morning, known as CIRCADIAN CLOCK ASSOCIATED 1
(CCA1) (Wang and Tobin, 1998) and LATE ELONGATED
HYPOCOTYL (LHY) (Schaffer et al., 1998), negatively regulate
the expression (Alabadi et al., 2001) of the evening-phased
PSEUDO-RESPONSE REGULATOR 1 (PRR1) or TIMING OF
CAB EXPRESSION 1 (TOCT) (Makino et al, 2002; Strayer
et al., 2000). TOC1 (Gendron et al., 2012; Huang et al., 2012)
and the other members of the PRR family (PRR5, PRR?, and
PRR9) (Nakamichi et al., 2010) also bind to the promoters of
CCA1 and LHY to repress their expression. Additional compo-
nents such as EARLY FLOWERING3 (ELF3), ELF4, and LUX
ARRYTHMO (LUX) interact to form the Evening Complex (EC)
that represses the expression of the early day-phased clock
gene PRRY (Helfer et al.,, 2011; Nusinow et al,, 2011).

At a cellular level, it has been assumed that virtually every
plant cell might contain an endogenous clock. However, their
possible circadian communication or coupling has beena matter
of debate. Circadian analysis using cell cultures (Kim and Som-
ers, 2010; Nakamichi et al., 2003), records of different rhythmic
markers (Sai and Johnson, 1999), studies of clock synchroniza-
tion (Wenden et al., 2012), and circadian characterization of
guard cells (Yakir et al., 2011) have suggested that plant cellular
clocks might be only weakly coupled. However, luminescence
assays in Arabidopsis and analysis of chlorophyll fluorescence
in Kalanchoe daigremontiana have shown a certain degree of
cellular coupling in different parts of leaves (Fukuda et al.,
2007; Rascher et al., 2001). A recent interesting report has also
described particular properties of clocks in leaf veins that are
able to communicate with the adjacent leaf mesophyll cells
(Endo et al., 2014). Intercellular coupling opens the question
about long-distance signaling and synchronization. Indeed,
circadian oscillations in roots seem to be entrained by signals
from shoots {James et al., 2008). This situation resembles that
of the mammalian circadian system in which a master clock
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Figure 1. Disparity in the Precision and Robustness of Gircadian
Rhythms in Various Organs Excised from the Plant

(Ay Schematic drawing depicting the dissection of the different parts of the
plant and the subsequent analysis by luminescence assays. Seedlings were
dissected to separate shoots, hypocotyls, roots, and leaves.

(B-) In vivo circadian analysis of luminescent rhythms under LL from
CCA1::LUC (B, D, F,and H) and TOC7::LUC (C, E, G, and l)in shoots (B and C),
hypocotyls (D and E), roots (F and G, and leaves (H and |). Data are the
means + SEM of the luminescence of 6-12 individual samples. Values of
luminescence signals from hypocotyls, roots, and leaves are represented on
the right y axes. See also Figure S1.

located at the suprachiasmatic nucleus (SCN) synchronizes pe-
ripheral clocks dispersed throughout the body (Aton and Herzog,
2005; Welsh et al., 2010).

The functional structure of a circadian system consists of a
complex assembly of components and mechanisms that are
precisely coordinated in cells, tissues, and organs. Intercellular
coupling of circadian clocks might provide an efficient way for
local synchronization in a particular tissue while long-distance
signaling can aid in synchronizing distal parts. In this study, we
have focused on these two particular aspects of circadian

communication in Arabidopsis and found that the shoot apex
might act as a master clock that influences rhythms in roots.

RESULTS

Differences in Robustness and Precision of Circadian
Rhythms in Dissected Organs

To determine organ-specific circadian function, we analyzed
rhythme in different organs excised from the plant (Figure 1A
and Supplemental Experimental Procedures). Promoter activity
was monitored by in vivo luminescence assays of plants ex-
pressing the morning- (CCAT) and evening-phased (FOC7)
gene promoters fused to the LUCIFERASE (LUC). Under con-
stant light conditions (LL), CGCA1::.LUC and TOGT::LUC expres-
sion in excised shoots robustly oscillated without evident damp-
ening. Circadian waveforms closely matched those of whole
plants (Figures 1B and 1C), suggesting that root excision did
not manifestly affect oscillations in shoots. Excised hypocotyls
sustained rhythms albeit with a long circadian period (27.02 +
0.64 versus 24.61 + 0.25 in entire plants) and a progressive
decrease in amplitude over the days (Figures 10 and 1E).
Rhythms in excised roots were only sustained for about
2 days, dampening low afterward (Figures 1F and 1G). The fact
that oscillations in roots do not persist in the absence of sucrose
could be due to energy limitation, as excised roots are a sucrose
sink. Indeed, the use of the same procedure for root excision but
using medium with sucrose revealed that rhythms were sus-
tained for more than 4 days (Figure S1) with a significantly longer
period (26.21 + 0.33) than in shoots (24.63 + 0.22). The sustained
oscillations suggest that the excision per se was not responsible
for the dampened rhythms observed without sucrose. Adding
sucrose to non-sucrose grown and arrhythmic excised roots
did not restore the oscillatory pattern (Figure S1), suggesting
that sugar cannot compensate for the arrhythmia. When excised
leaves were analyzed inthe absence (Figures 1H and 1l) or inthe
presence (Figure S1) of sucrose, we observed an averaged
advanced phase compared to entire plants or shoots.

Specific Properties for Synchronization and Phase
Readjustments of Shoot Apex Clocks

We next performed similar analysis with excised shoot apexes
(Figure 2A) and found that the phase, period, and amplitude re-
mained synchronized (Figures 2B and 2C), with rhythms very
similar to those of the entire plants (Figure S2) and with highly
synchronous individual waveforms (Figure 2D). These results
are in clear contrast with the high degree of variability observed
in individual leaf waveforms, manifested by a range of phases
and amplitudes from the very first day under LL (Figure 2E). As
the size of the tissue might influence the circadian waveforms,
we analyzed small sections of leaves (with sizes similar to those
of the shoot apexes). Our results showed a similar variability to
that displayed by full leaves (Figure S2), which suggests that
the shoot apex homogeneity in waveforms is not due to the
reduced sizes of the samples. The circadian phases clustered
together in shoot apexes and to much less extent in leaves (Fig-
ures 2F and 2G). Similar conclusions were drawn when the
average phase and the degree of phase coherence were calcu-
lated using the synchronization index “R"” (see Supplemental
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(Wenden et al., 2012), the R values in leaves were well above
0, which suggests a certain degree of coherence. Rhythms in
excised organs were highly reproducible in four different biolog

m

ical replicates {(each one with 6-12 samples), which reduces the
possibility that results were due to indirect effects of the excision
procedure,

The circadian clock is not only a robust mechanism able to
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Figure 2. High Degree of Synchrony and Responsiveness to Envi-
ronmental Changes of Shoot Apex Clocks

(A} Schematic drawing depicting the rtwythmic analysis of excised shool
apexes,

I8 and C) In viva circadian analysis of luminescent dythms under LL from
CCAT:LUC (B) and TOCT::LUC (C) in shoots apexes.

(D and E) TOCT:LUC luminescence fraces of individual excised shoot apexes
(D) and excised leaves (E).

(F and G) Analysis of the phase synchrony among the different samples (blue
crosses) of individual shoot apexes (F) and leaves (G) examined from 26 hr to
36 hr under LL. The red crosses indicate the means or circular variance
(Mormann et al., 2000) at each time point.

(H and |y Average rhythms of TOC7::LUC luminescence in shoot apexes (H)
and leaves (I) subjected to a “jet-lag” experiment, with extended 12 hr dark-
ness (extended night) at dawn.

Data are the means + SEM ofthe luminescence of 6-12 samples. White boxes:
light; shaded boxes: dark. See also Figure S2.

Experimental Procedures). The analysis showed high R values,
close to 1, for the shoot apexes and lower values for leaves at
all time points (Figure S2). Consistent with previous studies
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tain rhythms in the absence of environmental transitions
but also a flexible system that resynchronizes and properly ad-
justs to changes in the environmental cycle (Harrington, 2010).
To explore whether the differences between shoot apexes and
leaves also extend to their capabilities for resynchronization
and phase adjustment, we performed “jet-lag” experiments.
In shoot apexes, rhythms showed similar timing for resynchro
nization to that of entire plants (Figure 2H), although the shoot
apex waveforms displayed very rapid declining at night for
TOC1:LUC and an increased acute induction at dawn for
CCAT:LUC (Figure S2). In leaves, rhythms showed a double
peak for the first 2 days, reaching a stable phase at the third
day after the extended night switch (Figure 21}, These results
reveal different synchronizing behavior in leaves and shoot
apexes. The specific waveforms in shoot apexes compared
to the entire plant might also indicate a particular sensibility
of shoot apexes to dawn and dusk resetting signals.

Conserved Mol Archi e of the Gir

Network at the Shoot Apex Clocks

To determine organ-specific differences in the clock molecular
composition, we examined whether different clock outputs
and mutations in core clock genes were distinctively regulated
in shoot apexes and leaves. Analysis of WT plants expressing
the moming-phased clock output CABZ [CHLOROFHYLL A/
B-BINDING PROTEIN 2) (Millar et al., 1995) showed thatinshoot
apexes the phase was comparable to that in the entire plant,
whereas increased heterogeneity and an average advanced
phase were prevalent in leaves (Figure 24). Similar to entire
plants, the shoot apexes and leaves of ccaf-171 mutants dis-
played persistent rhythms with shorter periods than WT shoot
apexes and WT leaves, respectively (Figures 3B-3D). Similarly,
the short period of the evening-expressed clock output CCR2
(COLD, CIRCADIAN RHYTHM, AND RNA BINDING 2) (Strayer
et al., 2000) in TOCT ANAJ plants (Huang et al., 2012) was also
observed in shoot apexes and leaves (Figures 2E and 3F).
Therefore, circadian gene expression in shoot apexes and
leaves with various reporter lines and clock mutant back-
grounds did not render major differences between the two
organs.

To profile the circadian transcriptional landscape at the shoot
apex, we performed RNA sequencing (RNA-seq) analysis and
used the JTK_CYCLE algorithm for precise definition of circa-
dian expression (Hughes et al., 2010). After filtering out tran-
scripts whose median expression across every sample was
lower than 0.69 RPKM and those not differentially expressed,
we identified over 1,400 genes with significant circadian fluctu-
ations in mRNA abundance. Visual inspection of the data sug-
gested that this may be a conservative estimation. However,
the stringent analysis ensured the selection of the highest-con-
fidence circadian hits. Rhythmic genes included all the
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Figure 3. Phenotypes of Gore Glock Muta-
tions in Shoot Apexes and Leaves
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chrony, manifested by similar timing in
their rising and declining phases even af-
ter 3 days under LL (Figure 5A, left panel
and Figure 5B). The results were also
evident when the confocal imaging
started at different time points (Figure S4).
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previously described core clock components, genes involved
in light signaling, and those involved in circadian outputs
such as photosynthesis, photoperiodic flowering, and hormone
signaling, among others (Figures 4A-4D and S38). The wave-
forms oscillated with similar phases and amplitudes to those
previously reported in entire plants (Figures 4E-4G), which sug-
gests no fundamental differences in the global transcriptional
circadian networks in the shoot apex and entire plants. It is
noteworthy that shoot apexes display such strong and robust
rhythms (both morning- and evening-expressed genes) as
opposed to the uncoupled rhythms in roots (only morning)
(James et al., 2008) and in veins (mainly evening) (Endo et al.,
2014). Functional categorization of the rhythmic genes showed
a wide range of biological functions, highlighting as most sig-
nificantly enriched those genes involved in circadian rhythms
and responses to environmental conditions, including different
qualities of light, temperature, and radiation (Figure S3). This
enrichment might explain the specific readjustment of shoot
apexes to environmental changes observed in our jet-lag
experiments,

Differences in Synchrony of Clock Cells in Various
Organs and Tissues

To understand the cellular basis of the circadian rhythmicity at
the shoot apex, we examined rhythms from individual cells of
plants expressing CCA1-HA-EYFP under its own promoter (Y akir
et al., 2009). We performed in vivo time-course analysis by

43
Time (h)

waveforms was observed with single cells
from shoot apexes of FLAG-PRR7-EGFP-
expressing plants (Nakamichiet al., 2010)
(Figure S4). In contrast, and consistent
with previous data (Yakir et al., 2011), the variation in the rhyth-
mic accumulation of CCA1-HA-EYFP in individual leaf cells
significantly increased after 2 days under LL (Figure 5A, right
panel and Figure 5C). Differences in phase and amplitude were
also clearly observed when fluorescent signals were not relativ-
ized to the maximum (Figure S4). We also measured fluores-
cence from the leaf vasculature, as previous studies have shown
that these cells are coupled (Endo et al., 2014). We observed two
distinguishable populations with slightly different phases (Fig-
ure S4). Individual cell-to-cell comparisons showed that both
populations maintain a certain degree of synchrony (Figures
5D and 5E). Synchrony appeared to be higher than that observed
in leaf mesophyll cells but lower than in cells at the shoot apex.
Quantitative analysis of the waveform correlation among individ-
ual cells confirmed that the correlation coefficient in shoot apex
cells was higher than the one for vascular cells with the advanced
(A) or delayed (D) phase (Figures 5F and 5G). The group of cells
with adelayed phase appeared to be more synchronous thanthe
group with an advanced phase. The waveforms in leaf mesophyll
cells displayed lower correlation values and increased heteroge-
neity. A higher synchrony in shoot apexes compared to vascular
cells or the mesophyll cells adjacent to the leaf veins (Figure S4)
was also observed when an evening-expressed gene was exam-
ined (ELF3-EYFP) (Dixon et al., 2011). In this case, the separation
of cells with advanced and delayed phases was not so evident in
veins (Figure S4). Together, the results confirmed at the level of
single cells and with three different reporters our conclusions
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Flgure 4. Transcriptional Profiling of the
Circadian Program at the Shoot Apex

i) Heatmap showing median-nomalized gene
expression at different circadian times (CT, verdical
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ward (Figure 5J). As individual cells at
the shoot apex are able to maintain rhyth-
mic oscillations (Figure 5B), one plausible
explanation to our results is that
dispersed cells do not sustain rhythms
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on the distinct degrees of synchrony in shoot apexes, leaf meso-
phyll cells, and veins.

Intercellular Circadian Coupling among Clock Cells of
the Shoot Apex

If coupling of shoot apex clocks is responsible for the waveform
synchrony, then rhythms should be affected when the intercel-
lular communication is disrupted. To explore this idea, we com-
pared shoot apexes from intact tissues and from dissociated and
diluted protoplasts. Rhythms in excised shoot apexes main-
tained good synchrony and were sustained for several days.
However, in diluted shoot apex protoplasts, the oscillations per-
sisted only for 2-3 days, increasing their heterogeneity over time
(Figure 5H). Further dilution of protoplasts increasingly advanced
the timing of rhythmic dampening (Figures 5l and S4). Analysis of
the R values in shoot apexes and in diluted protoplasts quantita-
tively confirmed that the phase coherence in protoplasts was
only sustained for less than 2 days, reaching asynchrony after-
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due to reduced intercellular communica-
tion and subsequent desynchronization
over time.

In the mammalian circadian system, the
clock components PER1 and CRY1 are
required for sustained rhythms in periph-
eral tissues and in neurons dissociated
from the SCN (Welsh et al., 2010). Howev-
er, cellular interactions at the SCN can
compensate for Per? or Cry1 deficiency
{Evans et al., 2012; Liu et al., 2007). We
found a similar scenario at the shoot apex of lux mutants. In
contrast to the reported arrhythmia of lux-2 plants, the ux-2
shoot apexes were able to sustain rhythms to a certain degree.
Although the rhythms were clearly compromised, rhythmicity at
the lux-2 shoot apex was better than in leaves (Figures 5K, 5L,
and S4). Thus, the absolute requirement of LUX function in
leaves is not so apparent in shoot apexes. The differences are
not due to changes in the circadian expression of LUX or the
other components of the EC, ELF3, and ELF4, as verified
by our RNA-seq analysis and by qRT-PCR (Figure S4). If in anal-
ogy to the mammalian system, effective intercellular coupling
among the shoot apex cells is responsible for the distinctive
phenotype, then disruption of the cellular communication should
affect the rhythms. Indeed, shoot apex protoplasts from /ux-2
mutants were arrhythmic throughout the time-course analysis
(Figure 5M). We proposed that the arrhythmic phenotype in pro-
toplasts is the result from the rapid desynchronization of the
dispersed cells, each containing a semi-functional oscillator.
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Figure 5. Circadian Coupling Defines the High Synchrony of Shoot Apex Clock Cells
{A) Representative fluorescent signals from CCA1-HA-EYFP accumulation in nuclei of shoot apex cells (left panel) and leaf cells {right panel). Panels show
represantative cells from a larger picture containing other cells out of the shown field (scale bar, 20 pm).
{B-E) In vivo time-course imaging of CCA1-HA-EYFP flucrescent signals quantified in individual nuclei from shoot apex (B), leaf mesophyll (C), and leaf vascular
cells with advanced (D) and delayed (E) phases. Data are represented relative to the maximum value.
{F and G) Correlation coefficients among the waveforms of individual nuclei in shoot apex, leaf mesophyll cells, and leaf vascular cells with advanced {F) and
delayed (G) phases.
{Hand I) Luminescence analysis of CCA7::LUC activity in diluted (H) and further diluted series of protoplasts (I) from shoot apexes. Protoplasts were synchronized
for an additional day under LD before transferring to LL. Data are the means + SEM of the luminescence of 6-12 samples.
{J) Quantification of the phase coherence in intact shoot apexes and in shoot apex protoplasts by calculating the synchronization index “R.”

(legend continued on next page)
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Our results indicate that intercellular communication might be
important for rhythms at the shoot apex. To mathematically
explore the degree of intercellular coupling, we developed a pre-
dictive model by using barycentric coordinates for high-dimen-
sional space (Hirata et al., 2015). The model involves the use of
linear programming that assigns different weights to neighboring
cells and identifies the strength of coupling based on the accu-
racy of the predictions given the weights. We first tested the
performance of the proposed methods using the Kuramoto
{Kuramoto, 1975) and the coupled Rossler (Rossler, 1976) toy
models. The examples showed that the weights of neighboring
oscillators are higher when the coupling is stronger (Figure 5N).
When the model was used with the single-cell confocal data,
we found that shoot apex clocks were highly coupled and had
greater coupling strength than leaf vasculature or leaf mesophyll
cells (Figure 5N). Together, the results confirmed a gradation or
hierarchy in the strength of the circadian communication in
different parts of the plant.

Relevance of the Shoot Apex Clocks in the Modulation of
Circadian Oscillations in Roots
We next addressed the possible role of the shoot apex control-
ling the circadian function in roots. We adapted the lumines-
cence assay protocol to examine rhythms in both shoots and
roots of intact plants (Figure 6A). We also used laser microdis-
section (LMD) to excise shoot apexes and examine rhythms in
Ashoot apex plants (Figure 6B). Previous studies have reported
that rhythms dampened low and waveforms broadened in entire
plants after several days under free-running conditions (Yakir
et al.,, 2011). We found that rhythms at the shoot apex were sus-
tained for more than 7 days under LL (Figure 6C), which suggests
that intercellular coupling at the shoot apex might contribute to
the rhythmic robustness after extended periods under LL.
When we examined rhythms in Ashoot apex plants, we observed
anadvanced average phase and increasing waveform variability,
in a similar fashion to that of excised leaves (Figures 6D and S5).
Application of auxin did not noticeably affect the rhythms in
shoots of entire plants or Ashoot apex plants (Figure S5), which
suggests that the Ashoot apex phenotypes are not due to
changes in auxin flux. It is noteworthy that rhythms in plants
that only lack the shoot apex are similar to the rhythms in leaves,
whereas the small shoot apex is able to more precisely sustain
rhythms. Unexpectedly, we also found that rhythms in plants
without cotyledons or leaves were almost indistinguishable
from the ones observed in intact plants (Figures 6E and 6F).
Photosynthetic sucrose has been shown to modulate clock
function (Haydon et al., 2013; James et al., 2008). Our studies re-
vealed an initial phase delay and period lengthening that led to
dampened rhythms in shoots from intact plants treated with
the inhibitor of the photosynthetic electron transport [3-(3,4-di-

chlorophenyl)-1,1-dimethylurea, DCMU) (Figure S5). When we
applied the drug only in shoots and checked the effects on roots,
we found a phase delay and dampened rhythms (Figure S5).
These results confirmed that photosynthetic signals from shoots
are important for the root clock. DCMU treatment in excised
shoot apexes also led to eventual dampening of rhythms, but
the early phase delay observed in whole shoots and roots was
not so evident (Figure S5). These results suggest increased
robustness against pharmacological perturbation of photosyn-
thesis at the shoot apex.

To further explore the importance of circadian communication,
we used plants with reduced intercellular trafficking by means
of CALS3 gain-of-function mutations (cals3-d) that lead to
reduced plasmodesmata aperture (Vatén et al., 2011). Our re-
sults showed that blocked trafficking clearly altered the rhythmic
expression of core clock genes in roots, with no evident peak
and trough expression as observed in WT roots (Figures 6G,
6H, and S5). We also examined rhythms in shoots and roots
that were rapidly separated following 2 days of luminescence
analysis of the intact plants (Figure 6l). The separation led to
dampening of rhythms in roots, indicating that rhythms in roots
are altered very rapidly after separation from shoots. To ascer-
tain the role of the shoot apex on root synchronization, we then
examined circadian rhythms in roots from intact plants in which
the shoot apex was removed (Ashoot apex plants) (Figure 6B).
Our results showed that rhythms were clearly affected, with an
initial long-period phenotype that progressively led to arrhythmia
{Figure 6J). Rhythms inroots from plants in which leaves and cot-
yledons were removed were not severely affected and showed a
slightly advanced phase compared with the rhythms in roots
from intact plants (Figure S5). Noteworthy are also the results
of jet-jag experiments showing that roots from intact plants
were able to resynchronize with a pattern that more closely
resembled the one in shoot apexes than the one in leaves
(Figure S5).

A Hierarchical Structure at the Gore of the Arabidopsis
Clock

Efficient micrografting of Arabidopsis seedlings is a powerful tool
for studying long-distance signaling (Bainbridge et al., 2014). To
conclusively determine the possible hierarchical nature of the
plant circadian system, we performed micrografting with young
Arabidopsis seedlings using the shoot apex as scion (Figure 7A).
We reasoned that grafting with different genotypes would pro-
vide definitive information on the role of shoot apexes on the
root oscillation.

Micrografting and luminescence analysis were first tested on
WT self-grafts (NT Shoot Apex-WT Roots, WT SA-WT Rt). The
analysis showed that CCA7::LUC and TOCT::LUC rhythms fol-
lowed a similar trend to that observed in entire non-grafted

(K) Average luminescence of CAB2::LUC activity in shoot apexes and leaves of fux-2 mutant plants. Data are means + SEM of the luminescence of six samples.
(L) Period estimates of CAB2::LUC activity from individual traces analyzed as detailed in the Supplemental Experimental Procedure.

(M) Luminescence analysis of CAB2::LUC activity in protoplasts from shoot apexes of fux-2 mutant plants. Data represent means + SEM of 6-12 samples.
Protoplasts were synchronized for an additional day under LD before transferring to LL.

(N) Mathematical analysis of the coupling strength by barycentric coordinates for high-dimensional space using the Kurameto and coupled Rossler toy models
and the in vivo CCA1-EYFP imaging data. The line in the middle of the box is plotted at the median. The whiskers represent the minimum and maximum values.

See also Figure S4.
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Figure 6. Rhythms at the Shoot Apex Influence the Circadian Activity in Roots
(A Schematic drawing depicting the rhythmic analysis of shoots and roots from intact plants.
(B) LMD was used to obtain Ashoot apex plants. Seedlings were hotizontally positioned in serrated 96-well microplates so that rhythms could be examined in

roots and shoots.

(C) Average thythms of TOC1::LUC luminescence in shoot apexes for extended days under LL.

(D) TOCT::LUC luminescence in plants in which the shoot apexes were removed by LMD,

(E and F) CCA 1::LUC luminescence in plants in which the cotyledons (E) and leaves (F) were removed.

(G and H) gRT-PCR analysis of TOCT (G) and GCAT (H) expression in shoots and roots of WT and cals3 mutant plants. Plants were synchronized under LD, and

samples were taken after 2 days under LL at CT3 and CT15.
() CCA1:LUC luminescence from roots after rapid dissection from shoots.

(J) CCA7::LUC luminescence in roots from intact plants and Ashoot apex plants. Luminescence was recorded under LL following synchronization under LD.

Data are represented as the means + SEM. See also Figure S5.

plants (Figures 7B and 7C). Rhythms in roots exhibited a longer
period compared to shoots, which also mirrored the observa-
tions in organs of non-grafted plants (Figure S1). As these results
suggested that the grafting procedure did not manifestly alter the
circadian oscillation, we next grafted the shoot apex of
arrhythmic plants into a WT rootstock. We reasoned that the
lack of a functional clock in the shoot apex should alter the
rhythms in roots. Indeed, grafting the shoot apex of the
arrhythmic ccai-1/lhy-11 plants (Mizoguchi et al., 2002; Portolés
and Mas, 2010) (Figure S6) disrupted the rhythms of WT roots
(Figure 7D). A similar alteration of WT root rhythms was observed
with the shoot apex of e/f3-2 mutants (Hicks et al., 1996) (Fig-
ure 7E). Although slight oscillations could be appreciated, the
amplitude and robustness of the waveforms were clearly
affected. These results confirmed that proper clock function in
the shoot apex is important for the rhythmic activity in roots.
We then performed the reverse experiment in which WT shoot
apexes were grafted into arrhythmic rootstocks to test the ability
of shoot apex signals to reestablish the rhythms in roots.

Remarkably, the arrhythmia of ccal-1/lhy-11 or elf3-2 roots
could be partially restored by grafting the shoot apex of WT
plants (Figures 7F and 7G). The oscillations were not very robust,
but the patterns were not as arhythmic as the roots of non-
grafted plants (Figure S6). Although we observed variability in
the degree of restored rhythms (Figure S6), the recovery was
quite evident. Altogether, we conclude that signals from the
shoot apex are important for circadian oscillations in roots.

DISCUSSION

A series of different protocols developed in this study has al-
lowed us to follow the rhythmic expression in excised organs
of the plant. Under sucrose, rhythms were sustained in all or-
gans examined and the tissues continued growing normally af-
ter excision, which suggests that the excision did not manifestly
affect the rhythms. The different excised organs displayed a
wide range of circadian properties. Hypocotyls and roots lack
precision and robustness, with long circadian periods and
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mut

Figure 7. A Hierarchical Dominance of the
8hoot Apex Clocks

(A) Schematic drawing depicting the rhythmic
analysis of micrografted plants as detailed in
Experimental Procedures.

(B and C) Analysis of CCA7::LUC (B) and TO-
C1:LUC (C) luminescence in shoots and roots of
WT scion and WT rootstocks.

(D-G) Luminescence in shoots and roots of ccat/
thy mutant scion and WT rootstocks (D), elf3
mutant scion and WT rootstocks (E), WT scion and
ccatl/thy mutant rootstocks (F), and WT scion and
eif3 mutant roctstocks (G). Luminescence was re-
corded under LL following synchronization under
LD. Values of luminescence signals from roots are
represented on the right y axes.

See also Figure S6.

B

—— Shoots (WT SA- WT Rt)
Roots (WT SA-WT RY)

[ 3000

100000 10000

[-2000
500004 5000
[-1000

Ay

St

Counts / seedling / 5 sec
Counts / seedling /5 sec

\f

Shoots (WT SA-WT Rt)
Roots (WT SA - WT Rt)

NAY

Fsooo  whereas the leaf vasculature synchro-
nizes the neighboring mesophyll cells
(Endo et al., 2014). This local synchroni-
zation raises the question about possible
differences in rhythms of mesophyll cells

close to the vasculature and those

[ 2000

1000

24

43

72

o
E

o 24

D

8 e located far from the veins. Desynchroni-

zation between leaf stomatal and meso-

——  Shoots (ceathy SA-WT Rt)
Roots (ccat/hy SA-WT Rt)

NG

Roots (eff3

200004 15000+

10000
100004

20000 — Shoots (s/3 SA-WT RY)

50004 W

phyll cells (Yakir et al., 2011) could be
another source of phase heterogeneity
in leaves.

Shoot apexes displayed remarkable
homogeneous rhythmicity with highly
synchronous waveforms. Among the tis-

SA-WT Ry
600

[ 400

[ 200

24

Counts / seedling / 5 sec
Counts / seedling / 5 sec

0
G

48

A sues examined, different patterns of

0
120
waveform synchrony could be distin-

96

1400

—— Shoots (WT SA- cca?/ify Rt) 2500

Roots (WT SA- ccat/lhy Rt) L
15000 2000
10000
1500
10000

1000 50004

\J

T\

5000 Lso0

== Shoots (WT SA - elfIRt)
Roots (WT SA- elf3 Rt)

guished: the cells from the shoot apex
with the highest synchrony, the intermedi-
ate synchrony in the vascular cells, and
the lowest synchrony observed in leaf
mesophyll cells. The fact that the syn-
chrony is lost in dispersed, diluted shoot
apex protoplasts suggests that the phase

1200

I-1000

[-800

Counts / seedling / 5 sec
Counts / seedling / 5 sec

24 a8

\N\ w/\ W

arrhythmia, whereas leaves lack synchrony among the different
samples from plants similarly entrained. As roots are a sucrose
sink, our results with excised roots (+sucrose) are consistent
with previous studies (Haydon et al., 2013; James et al,
2008) and with the dampening of rhythms in roots when shoots
are treated with DCMU. Analysis of root rhythms in Ashoot
apex plants rendered similar results to those of excised roots,
which confirmed the dependency of roots on the circadian
communication with shoot apexes. The heterogeneity of circa-
dian waveforms in leaves is also consistent with previous
studies (Wenden et al., 2012). Phase heterogeneity might be
due to differences in circadian coupling among various leaf
cell types. Mesophyll cells in leaves are only weakly coupled,
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06 coherence and synchrony might be due to

high intercellular coupling among shoot
apex clocks. The development of a
tailor-designed mathematical model us-
ing barycentric coordinates for high-dimensional space
confirmed this notion. The method has been proven successful
for a wide range of uses, from weather forecasting to creation
of musical instruments with natural sounds (Hirata et al., 2015).
Our studies also revealed that the intercellular coupling or circa-
dian communication among shoot apex clocks confer robust-
ness against genetic mutations and pharmacological perturba-
tions. These properties closely resemble those of the circadian
system in mammals in which intercellular coupling among neu-
rons at the SCN can compensate for the absence of functional
key clock components (Evans et al., 2012; Liu et al., 2007).

The molecular circadian network and phenotypes of core
clock mutants at the shoot apex appear to be similar to those
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described in the whole plant. However, prevalence for morning-
or evening-expressed genes has been shown for the clocks of
leaf mesophyll cells and leaf veins, respectively (Endo et al.,
2014). Uncoupled morning and evening oscillators have been
also previously reported for the clock in roots (James et al.,
2008). Our full time-course analysis by RNA-seq showed robust
rhythms of circadian genes with similar peak phases and relative
amplitudes to those reported in entire plants. The particular
properties that we observed at the shoot apex clocks might
result from their strong intercellular coupling rather than from a
distinctive molecular network. We also found a clear enrichment
of genes involved in responses to environmental signals. This
enrichment might be responsible for the distinctive waveforms
in jet-lag experiments, as if the shoot apex clocks were highly
sensible to perceive and respond to the changing environmental
conditions. The enrichment might be particularly useful for the
shoot apical cells that are buried and shielded from the environ-
ment. Intercellular coupling might also be an aid for circadian
synchronization of cells with reduced light accessibility. The
fact that genes responsible for perception of synchronizing sig-
nals such as light and temperature are enriched in our RNA-
seq data is consistent with a main role of shoot apexes as a
synchronizing master clock.

Grafting has been used to study long-distance signaling in
different processes, for instance shoot branching (Turnbull
et al.,, 2002) or stress responses (Holbrook et al., 2002). The
studies presented here demonstrate the long-distance circadian
signaling by micrografting approaches. Our results have re-
vealed the influence of shoot apexes on the rhythmic activity of
roots. A plausible idea is that changes in auxin flux could be
responsible for synchronizing rhythms in roots. However, our re-
sults suggest that auxin signaling has a minor, if any, role in the
long-distance circadian communication. The partial recovery of
mutant rootstocks by grafting WT shoot apexes and, conversely,
the arrhythmia of WT roots grafted with arrhythmic shoot apexes
reflect the circadian hierarchy of shoot apexes. This situation is
reminiscent of the circadian system in mammals in which genetic
defects in peripheral clocks are phenotypically rescued by
the hierarchical dominance of the SCN (Pando et al., 2002).
The micrografting results were consistent with the shoot apex
role influencing rhythms in roots, which was observed by other
approaches used in this study (rapid dissection of shoots and
roots, delta shoot apex plants, pharmacological treatments,
and genetic analysis). The similar phenotypes reinforce the
validity of the different procedures and the consistency of our
conclusions.

Based on the recently discovered role of the plant vasculature
(Endo et al., 2014), a very interesting possibility is that veins are
used as the circadian traveling “highway” in which the synchro-
nizing signals circulate from shoot apexes to roots. In analogy
with the mammalian circadian system, the shoot apex clock cells
might function as the SCN neurons, whereas the plant vascula-
ture could be comparable to blood veins and arteries. Further
studies of topographically defined areas of circadian coupling
and elucidation of the signals and mechanisms contributing to
the circadian communication will be central to fully define the
spatio-temporal networks orchestrating plant physiology and
development on each organ, tissue, and cell.

EXPERIMENTAL PROCEDURES

Organ Dissection and Micrografting Experiments

Organ dissection was performed as detailed in the Supplemental Experimental
Procedures. For micrografting experiments, Arabidopsis seedlings were
grown vertically on half-strength Murashige and Skcog (MS) agar medium
with 0.5% sucrose for 3-7 days. Seedlings were placed on wet filters under
the dissecting microscope in a laminar flow cabinet as described (hitp://
wwaw. bio-protocol.org/e1164). Cotyledons were removed, and beth scion
and rootstock seedlings were horizontally cut with a razor blade just below
the shoot apex. With ferceps, and very gently, the scion and rootstock cut
stumps were joined together, paying attention to match up the two phloem
strands. When grafting was completed, plates were sealed with two layers
of micropore tape and returned tc the growth chamber for at least 4-6 more
days. If present, adventitious roots on the scions were removed before lumi-
nescence analysis. The unsuccessful grafted seedlings were identified as
the grafts failed to propertly join together. In cases when the successful grafting
was not clear, the resulting plants were discarded. A total of 120 grafting
events were assayed for WT SA-ccat/thy Rt plants. The percentage of suc-
cessfully micrografted plants was about 50% (possibly higher but only fault-
lessly grafted plants were examined). From the 59 successfully grafted WT
SA - ccal/thy Rt plants, 50 (i.e., around 85%) showed different degrees of
restored rhythms (p value = 3.77 x 10 ' by Fisher's exact test, considering
that none of the 20 cca/thy SA - ccai/thy Rt plants displayed rhythms inroots).
For the control WT SA-WT Rt grafting, 22 out of 24 successfully grafted plants
showed very robust rhythms.

RNA Extraction and RNA-Seq Analysis
RNA extraction and RNA-seq analysis were performed as detailed in the Sup-
plemental Experimental Procedures.

Single-Cell Confocal Microscopy Imaging

For in vive confocal imaging at a single-cell resclution, excised shoot apexes
or leaves were embedded just after dissection in low-melting-point agarose
dissolved in MS medium as previously described (Mas and Beachy, 1998).
Further details are described in the Supplemental Experimental Procedures.
Py last P and & E P
Protoplast preparation (Yco et al., 2007) and gene-expressicn analysis (Mala-
peira et al., 2012) were performed as described. Details are described in the
Supplemental Experimental Procedures.

Mathematical Analysis
Mathematical analysis was performed as described in Hirata et al. (2015). See
further details in the Supplemental Experimental Procedures.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures
and six figures and can be found with this article online at http://dx.doi.org/
10.1016/.cell.2015.08.062,
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Figure S1. Rhythms in Different Organs Excised from the Plant, Related to Figure 1

Average rhythms of CCA7::LUC (A) and TOC7::LUC (B, C, and D) luminescence in shoots and roots. Plants were grown and analyzed in medium with sucrose as
described in Supplemental Experimental Procedures. Luminescence was recorded under LL conditions. Data are the means + SEM of the luminescence of 6-12
individual samples. Values of luminescence signals from roots (A and B) and leaves (D) are represented on the right y axes. (C) Luminescence of excised roots
after adding sucrose to roots grown in medium without sucrose. (D) Luminescence rhythms in excised leaves from plants grown in medium with sucrose.
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Figure 82. Comparison of Circadian Rhythmicity in Entire Plants, Shoot Apexes, and Leaves, Related to Figure 2

{A-C) Time-course analysis of gene expression by gRT-PCR of TOCT {A), CCAT (B) and LHY (C). Plants were entrained under LD followed by two days under LL
conditions. Samples were taken every 4 hr over a 24 hr circadian cycle during the third day under LL. mRNA abundance was normalized to PP2AA3 (At1913320)
expression. Data represents means + SEM of two biological replicates.

(D-F) Phase (D), period (E and F), and relative amplitude (F) estimates of circadian rhythms in shoot apexes and entire plants using the Fast Fourier Transform—
Non-Linear Least-squares (FFT-NLLS) suite of the Biological Rhythms Analysis Software System (BRASS).

(G- In vive luminescence traces of GCAT:L UG and TOC7::LUC ofindividual shoot apexes (G), leaves (H), and small pieces of leaves (l) with similar sizes to shoot
apexes. Plants were entrained under LD cycles and excised as defailed in Supplemental Experimental Procedures. Luminescence was recorded under LL.
(J) Quantification of the phase coherence in shoot apexes and leaves by analysis of the synchronization index “R” (see Supplemental Experimental Procedures).
(K and L) Average thythms of CCA7::LUC (K) and TOCT::LUC (L) luminescence in entire plants and shoot apexes subjected to a “jet-lag” experiment, with
extended 12 hr darkness (extended night) at dawn (K) or extended 12 hr light (extended day) at dusk (L).

Data are the means + SEM of the luminescence of 6-12 samples. Values of luminescence signals from shoot apexes are represented on the right Y axes. White

boxes: light; Shaded boxes: dark.
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Figure S3. RNA-Seq Analyses of Circadian Rhythms at the Shoot Apex, Related to Figure 4

(A) Heatmap analysis of RNA-Seq data showing median-normalized oscillator gene expression at different circadian times (CT, horizontal axis) for transcripts
(vertical axis). Yellow indicates high expression and blue low expression.

(B-l) Gene-expression analysis of CCA1, LHY (B), PRR3, PRA7, TOC1 (C), PHYA and PHYB (D), G/, FKF1, CDF2 (E), JAZ9, IAAS, GID1A, SnRK2.2 (F), EIL3, ABIS,
SnRK2.8, AXR3 (G), TT5, F3H, LDOX, FLS1 (H), and HSFA8, COR15B, COR27 ()) in shoot apexes of WT plants grown under LD cycles followed by two days
under LL.

(J) Functional categorization of the main circadian genes in the Arabidopsis shoot apex. The graphical output by “BioMaps™ (Katari et al., 2010) shows the
functional terms that are over-represented in the circadian gene list. The color code represents the statistical significance of the over-representation as specified
in the legend on the upper left comer. Red arrows highlight the most over-represented terms related to circadian rhythms, respense to light and temperature
stimuli.

Cell 163, 148-159, September 24, 2015 ©2015 Elsevier Inc. 83
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Figure 84. Rhythmic Expression in Single Gells and in Shoot Apex Protoplasts, Related to Figure 5

(A-F) In vivo time-course imaging of CCA1-HA-EYFP (A, B, and D), FLAG-PRR7-EGFP (C), and ELF3-EYFP (E and F) fluorescent signals quantified in individual
nuclei of cells from the shoot apex (A, C, and E) and from leaf mesophyll cells (B) and leaf veins (D and F) embedded inagarose. Images were taken every 30 min for
about 24 hr under LL. Fluorescent signals were detected with the 488 nm argon laser {excitation: 515 nm, emission: 530-630 nm). Samples were maintained under
LL conditions at 60-100 pmol m s . Fluorescence guantification in the nuclei was analyzed using ImageJ software.

{G—J) Luminescence analysis of CCA7:LUC activity in dispersed, diluted cells (protoplasts) under LL conditions. Protoplasts were prepared as described in
Supplemental Experimental Procedures from shoot apexes of plants synchronized under LD cycles. Luminescence of CCA7::LUC activity in serially diluted
protoplasts as indicated.

(K and L) Protoplasts were synchronized for an additional day under LD before transferring to LL. gRT-PCR analysis of CAB2 (K) and LHY (L) gene expression in
the shoot apex of fux-2 mutants grown under LD cycles followed by 2 days under LL.

(M) Gene-expression analysis of LUX, ELF3 and ELF4 in the shoot apex of WT plants grown under LD cycles followed by 2 days under LL.

(N-P) Comparison of LUX {N), ELF3 (0), and ELF4 (P) gene expressicn in entire plants and in shoot apexes. Plants were synchronized under LD cycles and the
shoot apexes were excised and transferred to LL conditions for 2 days before sampling every 4 hr over a 24 hr circadian cycle.

Data represents means + SEM of two biological replicates.
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Figure 85. Rhythmic Analysis in Different Parts of the Plant and under Different Conditions, Related to Figure 6

Analysis of CCA7::LUC luminescence in plants in which the shoot apexes were removed by laser microdissection {Ashoot apex) (A). Plants were processed and
analyzed as detailed in Supplemental Experimental Procedures.

(B and C) Rhythms in shoots from entire plants (B) and from Ashoot apex plants (C) treated with 20 uM of indole-3-acetic acid (AA) on the shoot apex.

(D) Rhythms in shoots from entire plants following DCMU treatment on shoots. Intact plants were horizontally positioned on luminometer plate wells as described
in Supplemental Experimental Procedures and depicted on Figure 6.

(E and F) Rhythmsin roots from intact plants analyzed following DCMU treatment only on shoots (E) or in excised shoot apexes following treatment with DCMU (F).
(G-l) gRT-PCR analysis of LUX (G), LHY (H), and ELF4 (1) in shoots and roots of cafs3 mutant plants. Plants were synchronized under LD and samples were taken
after 2 days under LL at CT3 and CT15.

(J) CCA7::LUC rhythms in roots from intact plants and from plants in which the cotyledons and leaves were removed. Luminescence was recorded under LL
following synchronization under LD.

(Kand L) Gomparisons of average rhythms of CCA7::LUC luminescence in roots from intact plants and excised shoot apexes (K) andleaves (L) subjected to ajet-
lag experiment, with extended 12 hr darkness (extended night) at dawn.

Data are the means + SEM of the luminescence of 6-12 samples. Values of luminescence signals of roots are represented on the right y axes. White boxes: light;
Shaded boxes: dark.
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Figure 86. Rhythmic Analyses of Micrografted Plants, Related to Figure 7

(A and B) Analysis of TOC1::LUC luminescence in shoots (A) and roots (B) of WT and ccal/ihy mutant plants.

{C) Luminescence in shoots and roots of WT scion and ccal/thy mutant reotstocks micrografted plants. Luminescence was recorded under LL following syn-
chronization under LD.
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SUPPLEMENTAL INFORMATION

EXTENDED EXPERIMENTAL PROCEDURES

Plant material and organ dissection

Arabidopsis thaliana seedlings were grown on Murashige and Skoog (MS) agar medium supplemented
or not (as specified for each experiment) with 3% sucrose. Seedlings were synchronized under Light:Dark
cycles (LD, 12h light:12h dark) with 60-100 pmol m™s™ of cool white fluorescent light at 22°C. The
CCA1::LUC (Salomé and McClung, 2005), CAB2::LUC (Millar et al., 1995), TOC1::LUC (Perales and Mas,
2007) and CCR2::LUC (Strayer et al., 2000) reporter lines and the cca1-11 (Ding et al., 2007), cca1-1/ihy-
11 (Mizoguchi et al., 2002), TOCI RNAi (Més et al., 2003}, lux-2 (Hazen et al., 2005}, elf3-2 (Hicks et al.,
1996), CCAL1-HA-EYFP/ccal-1 (Yakir et al, 2009), PRR7:FLAG-PRR7-EGFP (Nakamichi et al., 2010),
ELF3:ELF3-EYFP (Dixon et al., 2011) and cals3-d (Vatén et al., 2011} were described elsewhere. For
luminescence analysis of dissected organs, 9-14 day-old seedlings were dissected with a sterile razor
blade to separate roots, hypocotyls, cotyledons, leaves and shoots. The dissected organs (or the plants
without cotyledons or leaves) were placed in 96-well microplates containing Murashige and Skoog (MS)
agar medium supplemented with luciferin (Biothema). A Leica Laser Microdissection system (Leica
Microsystems, Inc.) was used for separating the shoot apexes and to obtain the AShoot apex plants.
Seedlings were placed on sterile plate lids containing MS medium on the microscope stage and tissues
were cut with the UV laser (337 nm) using a 6.3x objective (Move and Cut mode), power 100 and
specimen balance 0. Care was taken to preserve the integrity of the tissue. For analysis of rhythms in
roots from intact plants and Ashoot apex plants, one side of the walls of the 96-wells was slightly
serrated to allow communication between two adjacent wells. Seedlings were then horizontally
positioned such that the shoot was placed in one well and the roots in the contiguous well. For all
experiments, and to decrease the possible resetting effects following dissection and manipulation,
samples were allowed to resynchronize for one day before luminescence analysis was performed under
constant light conditions (LL). Data from samples that appeared damaged or that eventually died after
the treatments were excluded from the analysis. Pharmacological treatments were performed by

applying to the shoots, shoot apexes or roots 20 pM of 1AA or 20 uM of DCMU.

In vivo luminescence assays

Luminescence was examined as previously described (Malapeira et al., 2012) using a microplate

luminometer LB-960 (Berthold Technologies) and the software Microwin, version 4.34 (Mikrotek
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Labarsysteme). Amplitude, period, phase and relative amplitude error (RAE) were estimated with the
Fast Fourier Transform—Non-Linear Least Squares (FFT-NLLS) suite (Plautz et al., 1997) using the

Biological Rhythms Analysis Software System (BRASS, http://www.amillar.org). For “jet-lag”

experiments, entire plants, leaves, shoot apexes as well as roots from intact plants synchronized under
LD cycles (12h light:12h dark) were subjected at dawn to an additional period of 12 hour darkness
{extended night) or at dusk to an additional period of 12 hour light (extended day).

RNA extraction, RNA-Seq and circadian oscillation analysis

Shoot apexes dissected from plants synchronized under LD cycles were transferred to LL conditions for
two days. Samples were taken from the third day under LL, every four hours over two circadian cycles.
Total RNA was isolated using the RNeasy Plant Mini Kit (Qiagen) following the manufacturer's
recommendations. RNA sequencing was performed by Genomixdlife S.R.L. (Baronissi, Salerno, Italy).
Indexed libraries were prepared from 500 ng purified RNA pool with TruSeq Stranded mRNA Sample
Prep Kit (Illumina) according to the manufacturer’s instructions. Libraries were sequenced (paired-end,
2x100 cycles) at a concentration of 8pmol/L per lane on HiSeq1500 platform (lllumina) with a coverage
of more than 30 million sequence reads/sample on average. Sequence analysis was performed by
Sequentia Biotech (Barcelona, Spain). The raw sequence files {.fastq files) were subjected to quality

control analysis by using FastQC v0.10.1 (www.bioinformatics.babraham.ac.uk/projects/fastqc/) before

trimming and removal of adapters with AdapterRemoval 1.5.2 and FASTX Toolikt 0.0.13.2 (Lindgreen,
2012). The reads were then mapped against the Arabidopsis thaliana genome (TAIR10 Genome Release,

ftp://ftp.arabidopsis.org/) with TopHat v2.0.11 (Kim et al., 2013), which provided the reference gene

annotation with known transcripts. Cufflinks v2.2.0 (Trapnell et al., 2010) was then used to obtain RPKM
expression for each annotated gene. Duplicated reads were removed from the mapped files (bam files)
with Picard Tools 1.110 (http://picard.sourceforge.net) and the resulting files were merged to include
the annotation of new transcripts by using Cufflinks v2.2.0 (Trapnell et al., 2010}. Comparisons with the
reference genome were performed by using Cuffmerge v1.0.0 {Trapnell et al., 2010). To identify
oscillating genes regulated by the circadian clock, all genes with a RPKM median across the samples less
than 0.69 were discarded. The BETR algorithm (Aryee et al., 2009) was applied to identify differentially
expressed genes across the dataset (p<0.05). The JTK_Cycle algorithm (Hughes et al., 2010) was used to
identify oscillating genes (g<0.05) with a period ranging from 20 to 28. The Integrative Genomics Viewer

(IGV) was used to visualize the data (Robinson et al., 2011; Thorvaldsdéttir et al., 2013).
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The phases of circadian expression in shoot apexes and entire plants were analyzed using the
publicly available Gene Phase Analysis Tool “PHASER” of the DIURNAL database
(http://diurnal.mocklerlab.org/) (Michael et al., 2008; Mockler et al., 2007). Phase over-representation is

calculated as the number of genes with a given phase divided by the total number of genes over the
number of genes called rhythmic and divided by the total number of genes in the dataset. Circadian
genes were classified into broad functional categories using the web tool “BIOMAPS” (Katari et al.,
2010), which renders over-represented and significant functional terms (Gene Ontclogy or MIPS) as

compared to the frequency of the term in the whole genome.

Mathematical analysis

The synchronization index R (Kuramoto, 1975), known as the order parameter was determined to

quantitatively analyze the degree of synchronization and was calculated as

R@n)= :

L Z RaLIC)
N n

where Hn represents the phases of each individual sample obtained by applying the Hilbert transform to

the difference for two successive measurements within a population of size N . The synchronization
index R values range from 0 and 1, where values close to 1 indicate high synchronization and values

close to 0 indicate desynchronization.

For mathematical analysis of cellular coupling, we extended the barycentric coordinates to high-
dimensional space by employing linear programming (Hirata et al., 2015) and by directly expressing the
approximation errors. The barycentric coordinates approximate a point in phase space by a linear
combination of neighboring points. Each coefficient for the linear combination is between 0 and 1. The
next point is predicted by using the linear combination of the neighboring points with the corresponding
coefficients. The extension allows proper modeling of high-dimensional dynamics, providing accurate
mid-term predictions for high-dimensional time series.

By following Hirata et al. (2015), we identified the strength of coupling for Arabidopsis based on

the accuracy of prediction. Let x, (¢) be the value for the ith component (i € {1,2,...,[}) at time ¢

(1=t <7 ). Then, we constructed the prediction based on the following barycentric coordinates. We use

weighted delay coordinates defined as
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(6w = (2 ()= (3, —d+ 1w,y (= d + 2 W) 3, (W), Y (= d A LW, (W)
and

x@®, J=4
wx (1), J#i

yx,f(t,W)={
to find the K nearest neighbors for the ith component whose time indices are denoted by

E@wy={L . wy1 ,¢t,w),.... I (L, W)} {d,d +l,...,18}; we set d =8 and K =3 throughout
the paper. Namely, we assume that there is uniform coupling among cells. Then, for predicting x,(f +1)

at £ =19, the modeling by the barycentric coordinates can be written as

At,i,w)= argmin &
A= (A2 e die )

s.t.

z, ,(tLw)— Zﬂvkzw(fl’k(t,w),w) <gforje{l2,..d},

kefl,2,. K}

0S4 <lforke{l2,. . K}and > 4 =1

kefl,2,., K}

This problem can be solved by linear programming easily. The prediction is given by

Re+lwy= P AELwx U, Ew+D).

kefl2,.. K}

For predicting x,(f+1) at 19 < ¢ < T, we apply the similar calculation iteratively to obtain X (f+1,w).

We evaluated the prediction error by Z|fcl(l+l,w)—xl(t+l)|. The coupling strength for the 7 th

t219

component was obtained by W, = argmin Z|JAC1 (t+Lw)—x (t+1)|.
we(0.05,0.1,...13 510

Protoplast preparation

Protoplasts were prepared as previously described (Yoo et al., 2007) with modifications. Briefly, 20-30
excised shoot apexes from two-week old plants were rapidly transferred into 12-well plates containing

the enzyme solution (400 mM mannitol, 20 mM KCl, 10 mM CaCl2, 7.5mg/ml cellulase RS and 3 mg/ml
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macerozyme R-10). The plates were incubated in a shaker with slow agitation overnight at room
temperature. An ethanol sterilized nylon mesh {4cm x 4cm) was used as a filter to transfer the released
protoplasts to 1.5ml tubes. Protoplasts were spin at 250g for 2 min and subsequently washed three
times in W5 solution {154 mM NaCl, 125 mM CaCl2, 5 mM KCl, 2 mM MES pH 5.6} before final collection
of the protoplasts. The dispersed cells were initially diluted to approximately a concentration of 0.1x10°
cells per well. Protoplasts were resynchronized for one additional day before in vivo analysis by

luminescence assays.

Single cell confocal microscopy imaging

For in vivo confocal imaging at a single cell resolution, excised shoot apexes or leaves were embedded
just after dissection in low-melting-point agarose dissolved in MS medium as previously described {(Mas
and Beachy, 1998). The embedded samples were placed in microscope slides with approximately 200
microlitres of liquid MS medium that generated air bubbles within the liquid layer. Altogether, the
system provided the aerobic environment and nutrients necessary for the survival of the tissues over
the time course. Samples were maintained under LL conditions at 60-100 pmol m™s™. Fluorescent
signals from the shoot apex, leaf vascular and leaf mesophyll cells were imaged once every 30 min with
an argon laser (transmissivity: 40%; excitation: 515 nm; emission range: 530-630 nm) in a FV-1000
confocal microscope (Olympus, Tokyo, Japan) with a 40x/1.3 oil immersion objective. About 15-20 serial
optical sections (z stacks) were scanned using the scanned mode “XYZT” with image sizes of 640 x 640
(0.497 um/pixel) and sampling speed of 4 ps/pixel. Sections of 2.0-3.0 pm step sizes perpendicular to
the z-axis (microscope optical axis) were imaged using the filter mode Kalman line (set at 2).
Fluorescence intensity quantification in the nuclei was analyzed using Imagel software using Mean Gray
Value option. The results are representative of at least three biological replicates for shoot apex and leaf
vascular cells and two biological replicates for leaf mesophyll cells. About 30-40 different nuclei were
examined per experiment with each of the three different reporters (CCAL, PRR7 and ELF3). Signals from

individual nuclei that moved or got out of focus were excluded from the analysis.

Gene expression analysis by RT-QPCR

RNA was isolated using the Maxwell 16 LEV simply RNA Tissue kit (Promega). Single strand cDNA was

synthesized using iScript™ Reverse Transcription Supermix for RT-qPCR (BioRad) following manufacturer
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recommendations. For QPCR analysis, cDNAs were diluted 10-fold with nuclease-free water and QPCR
was performed with the iTag Universal SYBR Green Supermix {BioRad) in a 96-well CFX96 Touch Real-
Time PCR Detection System {BioRad). The protein phosphatase 2A subunit A3 {At1g13320) was used as

control (Kaufmann et al., 2010).
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The increasing development of novel methods and techniques facilitates the measurement of
high-dimensional time series but challenges our ability for accurate modeling and predictions. The
use of a general mathematical model requires the inclusion of many parameters, which are difficult
to be fitted for relatively short high-dimensional time series observed. Here, we propose a novel
method to accurately model a high-dimensional time series. Our method extends the barycentric
coordinates to high-dimensional phase space by employing linear programming, and allowing
the approximation errors explicitly. The extension helps to produce free-running time-series
predictions that preserve typical topological, dynamical, and/or geometric characteristics of the
underlying attractors more accurately than the radial basis function model that is widely used. The
method can be broadly applied, from helping to improve weather forecasting, to creating electronic
instruments that sound more natural, and to comprehensively understanding complex biological

data. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4906746]

Modeling and predicting a high-dimensional time series
is still a challenge because common methods such as
neural networks'™ and radial basis functions® ! have
many parameters to be fitted compared with the length
of the time series. This challenge is often called as the
curse of dimensionality.12 Here, we propose to model a
high-dimensional time series with barycentric coordi-
nates’® by using linear programming.'* Mees'* demon-
strated that barycentric coordinates obtained by
tessellations are effective to reproduce typical behavior of
the two-dimensional Hénon map and the three-
dimensional Rossler model, while the tessellations are
difficult to be applied to high-dimensional phase space.
We overcome this difficulty by formulating the problem
for obtaining barycentric coordinates, employing linear
programming and expressing the approximation error
directly. Toy and real-world examples show the wide
applicability of the proposed method.

I. INTRODUCTION

Although the recent advances in measurement techni-
ques have highly facilitated the acquisition of high-
dimensional time series, it is still difficult to model such
data. About 25 years ago, the theory of neural networks'™
and radial basis functions®'' was intensively studied to
prove that they can approximate any continuous function
arbitrarily well if there are enough neurons or basis

“Electronic mail: yoshito@sat.t.u-tokyo.ac.jp

1054-1500/2015/25(1)/013114/15/$30.00

25,013114-1

functions, respectively. However, this approach needs many
parameters to be fitted,'? and hence data of a long time series
for modeling. Recently, sparse modeling15 has been aiming
at extracting a small number of fundamental variables and
providing interpretable models for target systems by paying
the costs of modeling accuracy in the dynamics. Therefore,
such sparse modeling has the trade-off between the interpret-
ability and the modeling accuracy, which is governed by
the number of variables used for explanations. If the sparse
modeling is restricted to be linear, the modeling errors may
be acceptable. However, modeling a nonlinear system that
may be chaotic might lead to model errors that are often at
unacceptable levels.

Modeling accurately a low-dimensional nonlinear dy-
namics was advanced in 1991, when Mees'? proposed to use
the barycentric coordinates for this sake. In the barycentric
coordinates, the current point in phase space is approximated
by a linear combination of neighboring points where each
coefficient for the linear combination is between 0 and 1 and
their total is 1 exactly. Then, one predicts the next point in
time for the current point by using the linear combination of
the next points in time for the neighboring points, weighting
them by using the same corresponding coefficients (see
Fig. 1). Mees'® modeled the Hénon map, a two-dimensional
toy model of deterministic chaos by using its time series of
only 50 time points, and reproduced the typical characteris-
tics of the Hénon map. It was also shown mathematically in
Ref. 13 that the original barycentric coordinate is the first
order approximation, continuous, and converges to the true
dynamics when the number of points increases. However, it

©2015 AIP Publishing LLC
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FIG. 1. Schematic image for barycentric coordinate modeling of a dynami-
cal system.

was difficult to apply the method to high-dimensional dy-
namics because the method uses tessellations,'® a geometri-
cal method that is most effective computationally in two-
dimensional space rather than high-dimensional space,
although there were some free-run prediction examples of
Lorenz’63 (Ref. 16) and Rossler models."® The barycentric
coordinates were also applied for finding unstable periodic
orbits'” and modeling noisy data.'®

Here, we extend the barycentric coordinates to high-
dimensional space by employing linear progmn‘uning,14 and
expressing the approximation errors directly. This extension
enables us to easily model high-dimensional dynamics and
reproduce relatively better long-term behavior given a multi-
variate time series generated from a target system. In addi-
tion, whether our modeling becomes the first order or not
because there were few similar events in the past can be
evaluated simultaneously without additional computational
costs. In Ref. 19, the first author proposed an index to iden-
tify when the prediction goes wrong because there were few
similar events in the past.

Il. BARYCENTRIC COORDINATES BY LINEAR
PROGRAMMING

The problem for constructing the barycentric coordinates
by linear programming can be mathematically formulated as
follows: Let v; = (vi1 vip---viy) (= 1,2,...,) bethe i th
point of J-dimensional time series located in phase space;
here we may use delay coordinates”™™* to reconstruct phase
space for the underlying dynamics. For each time ¢, we find K
nearest neighbors for the current point vV = ( vy v, ---v; ) and
denote a set of their indexes by I;. We often encounter the sit-
uation with K < J. Then, we may approximate ' by

vy A, )

icl;
Shi=1, @
icl
0< 4 <1 3)

Let us evaluate the approximation error by the maximum
norm
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max vy — E Aivig
7

i€l

: “)

Then, the problem of the optimal approximation can be writ-
ten as follows:

mine 5)
{4}
such that
>0,
—e<v;— Z/liviJ <e¢ for j=1,2,....J,
i,
Z/l,. =1, and
il
0< 4 <1,

where Eq. (5) gives the approximation error. This problem
is linear programming and thus we can use varieties of
software to solve it. After we construct this approximation,
a direct p steps ahead prediction for the underlying dynam-
ics defined by map f satisfying V.1 = f{V:) can be obtained
by

PO =) =3 Ay (6)

il

We call it as the direct prediction.

When the approximation of one step prediction is in
good accuracy, we may use the one step prediction p times
iteratively to produce a free-run prediction at p steps ahead.
We call it as the iterative prediction. Mathematically, the
iterative prediction can be written as

Fo= X

i€l (P77 )

AT )P, ™

£ =9, ®
In the Appendix, we show analytical results that the
proposed method approximates the underlying dynamics and
provides the bounded prediction.

We used MATLAB and its optimization toolbox to
solve the linear programming formulated above by the inte-
rior point method if not mentioned. In the toolbox, the inte-
rior point method is implemented based on Ref. 22, which is
a variant of primal-dual interior point method.”> When the
toolbox of MATLAB did not provide an appropriate optimal
solution, then we set 4; = 1/K.

Ill. EXAMPLES
A. Toy models: Low-dimensional chaos

First, we tested the performance for the proposed
method using toy models of low-dimensional chaos such as
the Rossler model®* and the Lorenz’63 model.?> The Rossler
model? used in this manuscript is given as follows:
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t==(y+2),
y=x+ay, ©
z=b+zx—c),

a=0.36,b=0.4, andc = 4.5.

We sampled x every 0.5 unit time to generate a time series of
length 300. We used 10-dimensional delay coordinates?%2!
to predict the following 400 points. The Lorenz’63 model®
is given as follows:

x=-s(x—y),
y=-—xtgr-y,
i =xy— bz, (10}

8
s =10,g = 28, andb:§.

We sampled x every 0.05 unit time to generate a time series
of length 300. The rest is same as the Rossler model. For
both systems, we used five nearest neighbors in the
Euclidean distance to obtain the barycentric coordinates.
These results demonstrate that 300 time points were suffi-
cient to produce accurate free-run predictions at least up to
20 time steps for the time series generated from these three-
dimensional models (Figs. 2(c) and 2(f)). Especially, the

A Original attractor B Free—run attractor
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rough shapes of the corresponding attractors were repro-
duced well (compare Figs. 2(a) and 2(d) with Figs. 2(b) and
2(e), respectively).

B. Toy models: High-dimensional dynamics

Second, we also evaluate the proposed prediction
method with time series generated from high-dimensional
dynamics such as the coupled map lattice®® and the
Lorenz’96 I model.>” The coupled map lattice®® used here is
defined as follows:

x(i 4+ 1) = (1 = 28){eg (1) [1 — x;(i)]}
+ (8 = o ()1 — x5 ()]}
+ (B + o1 (A1 —x-1 ()]},

X (1) = x;(d),

an

where we set J = 10,4 = 3.8, = 0.03, and y = 0.01. We
generated 100 time series of dimension 10 containing 2010
points by using different initial conditions. We used the first
2000 points to model the dynamics and predict the following
10 points. An example of predicted time series is shown in
Fig. 3. The free-run prediction for the radial basis function
model obtained by the method of Ref. 10 looked more con-
stant in xp, x;, and x3 than the proposed method. We used the

€ Comparison between original time series and its free—run prediction
15

20 30
Time (arb. units)

50

x(t+2)
x(t+2)
x(1)

F Comparlson between original time serles and its free—run prediction
20 T T

20

20 30
Time (arb. units)

10 40 50

FIG. 2. Attractors of original time series and free-run prediction. (a)—(c) Correspond to the Rossler model, and (d)~(f) correspond to the Lorenz’63 model. (a)
and (d) The original attractors, (b) and (e) the attractors obtained from the free-run prediction, and (¢) and (f) the free-run prediction (blue solid lines) and the

truth (red dashed lines).
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FIG. 3. Example of free-nm prediction for coupled map lattice. In each
panel, the blue solid line, the green dashed line, and the red dash-dotted line
correspond to the results of the proposed method, those of radial basis func-
tion model, and the truth, respectively.

mean correlation coefficients over 100 realizations of time
series to evaluate the accuracy of prediction as done in
Ref. 28 (Fig. 4). We found a property that the proposed
method tended to achieve the higher correlation coefficient
than the radial basis function model.

To further characterize their free-run predictions for the
coupled map lattice topologically, dynamically, and geomet-
rically, we used the joint topological entropy, joint metric
entropy,z9 and transitivity dimension,**** respectively. We
define the joint topological entropy by first defining symbolic
dynamics for each logistic map j using its critical point 0.5
as commonly done,”” assigning O for s,(7) if the value x;(i)
< 0.5 and 1 for s;(i) otherwise. Second, we defined a com-
bined symbol s(i) = ¥7;%; 5(i)2"*~. Third, we counted the
number of unique combined symbols appearing: # = [{s{i)|/
= 2001, ...,3000}|. Then, we defined the joint topological
entropy as log,#. For free-run predictions, we predicted up
to 1000 steps ahead using their iterative predictions and
obtained their joint topological entropies by replacing x;(i)
with x;(i), applying the following calculations similarly.

e e 2o
» N @

b
n

e o
B W

Gorrelation cosfficient between prediction and truth
= o
= S

-]

I~

<

4 6 10
Pradiction steps (ar. units)

FIG. 4. Evaluation of prediction for coupled map lattice. The figure shows
the mean correlation coefficients between the predicted time series (pro-
posed method (blue solid line) and radial basis function model (green dashed
line)) and the truth given a prediction step over 100 realizations of time
series.
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To characterize the reconstructed dynamics dynami-
cally, we defined the joint metric entropy as the joint en-
tropy™ of {s(i)|i = 2001, ...,3000}. Here, we call it as joint
metric entropy to distinguish it with the joint topological
entropy. Namely, denoting ¢(/) = |{i = 2001, ..., 3000|s(i)
=1}//1000, our joint metric entropy is defined as
Y —a(h log,q(l).

We used the transitivity dimension to evaluate the
reconstructed dynamics geometrically. We first define a re-
cutrence plot33 R over 10-dimensional space with the thresh-
old & such that 20% of places have points plotted except for
the central diagonal line. Mathematically, the recurrence plot
can be defined as

30,31

0, otherwise.

Next, we define the adjacency matrix for its recurrence net-

work as E(i,k) = R{i,k) — iz, where J;; is Kronecker’s

delta: 6;; = 1, if i = k and 6;; = O otherwise. Then, the tran-

sitivity dimension®>*" D is defined as
> B, KE(k,m)E(m, i)
ikm

R NTTErTamram 13)

> E(R)E(,m

i
and

~ logT
~ log(3/4)°

The results are summarized in Fig. 5. We can see that the val-
ues obtained over 100 simulations for the proposed barycentric
coordinates are distributed more similar to the ones for the orig-
inal dynamics than those for the radial basis function model.
‘When we quantified their distances using the Kantorovich met-
ic.?* the distances between the original dynamics and the free-
run by the barycentric coordinates were 0.4696, 0.5692, and
0.4801 in the joint topological entropy, joint metric entropy,
and transitivity dimension, respectively; while the distances
between the original dynamics and the free-run by the radial
basis function model were 4.1727, 5.3126, and 2.1174, respec-
tively. Therefore, the free-run by the proposed barycentric coor-
dinates is more consistent with the original dynamics than that
by the radial basis function model.
The Lorenz’96 I (Ref. 27) model used here is defined as
follows:

a4

X = =XaXn + 5o = 5+ F, as)
K = X,

where we used J =10 and F=8. We sampled all x;
G =1,2,...,10) every 0.05 unit time to generate 100 time
seties of 2050 time points in 10 dimensional space. Then, we
use the first 2000 points to predict the following 50 time
points. An example of free-run prediction is shown in Fig. 6.
We can see the property that the free-run prediction by the
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proposed method tended to follow the truth more closely
than the radial basis function model constructed by Ref., 10.
The mean correlation coefficients over 100 realizations of
time series also showed that the free-run prediction by the
proposed method agreed better with the truth than the radial
basis function model up to 30 steps ahead prediction (Fig. 7).

We also compared the free-run by the barycentric coor-
dinates with that by the radial basis function model using the
joint topological entropy, joint metric entropy, and transitiv-
ity dimension. But, this time, symbolic dynamics used to
obtain the joint topological entropy and joint metric entropy
was permutations™ = of length 2. Namely, we assign 0 for
si(f) if the value xi{(i} < x(i+ 1) and 1 otherwise. It is
known that the lopnlogical" and metric™® entropies obtained
by permutations agree with the conventional topological and
metric entropies, respectively, when the length of permuta-
tions is sufficiently large. The joint permutations™ " and
joint metric permutation entropy™”"'*? were considered pre-
viously, but the joint topological permutation entropy is used
for the first time in this paper as far as we noticed.

We found that the free-run by the barycentric coordi-
nates is closer to the original dynamics than the free-run by
the radial basis function model topologically, dynamically,
and geometrically, because the distributions for the joint

FIG. 6. E
tion of |

nple for free-run prediction for Lorens'96 I model. See the cap-
. 3 1o interpret the resulis.

topological permutation entropy. the joint metric permuta-
tion entropy. and the transitivity dimension obtained
from 100 free-run prediction obtained by the barycentric
coordinates are much more similar to those of the original
dynamics compared with those obtained by 100 free-run pre-
dictions obtained by the radial basis function model (Fig. 8).
The distances obtained by the Kantorovich metric™ between
the original time series and the free-run predictions by the
barycentric coordinates for the joint topological permutation
entropy, the joint metric permutation entropy, and the transi-
tivity dimension were 0.6499, 0.6820, and (1.2819, respec-
tively: while the distances between the original time series
and the free-run predictions by the radial basis function
model were 1.5706, 2.1863, and 0.8541, respectively.
Altogether, we conclude that the proposed method works
fairly well topologically, dynamically, and geometrically
even though the underlying dynamics is high-dimensional,

C. Violin sounds

Third, we produced free-run prediction for violin sounds
to demonstrate the performance on a real high-dimensional

3 L . . .
o 10 10 20 30
Prediction steps (arb. units)

FIG. 7. Evaluation of prediction accuracy for Lorenz"%6 I model. The figure
shows the mean correlation coefficients for the proposed method (blue solid
line) and the radial basis function model (green dashed line) with the ruth
given a prediction step over 100 time series.
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system. The violin data were taken from the third violin of
RWC Music Database.” Because the sampling frequency
was 44.1 kHz and the sound corresponds to the sound of the
note A (440 Hz). the sound wave of violin has periodicity of
period 100, The sound of the note A is normally used for an
orchestra to tune the tones of its various musical instruments.
We used the first 20000 points to predict the following
points. We used 20 nearest neighbors to yield the prediction.
In addition, we employed 20 and 50-dimensional delay coor-
dinates to compare the performance. The results presented in
Fig. 9, which were obtained with the 50-dimensoinal delay
coordinates, show that the attractor and hence the sounds of
violin were modeled quite well: listen the supplementary
Sound Files 1 and 2 in the supplementary material™ to com-
pare the two sounds. Particularly. the free-run prediction
matched the sound wave almost exactly up to 1000 steps
ahead (see Fig. 9(a)). In addition, the attractor reproduced by
the free-run prediction looks quite similar to that of the origi-
nal violin sounds (Figs. 9a) and 9(c)). However, when we
used 20-dimensional delay coordinates, the prediction, espe-
cially, its long-term behavior did not look great (Fig. 10).
Therefore, the high-dimensional reconstruction was essential
for the results in FFig. 9.

D. Solar irradiation

Fourth, we predicted time series for solar irradiation,
The solar irradiation data were provided by the Japan
Meteorological Agency. We chose 48 weather stations in
Japan that have valid solar irradiation measurements during
most of time between years 2010 and 2012, The original
measurements were every 10 min, We took 1 h moving aver-
age. We used the delay coordinates of length 2 days and 10
neighbors for the prediction. In addition, we provided hourly
predictions from 0 am, March 1, 2012 up to 7 days ahead by
direct predictions based on the datasets of years 2010 and
2011. We obtained the density predictions by dressing the
predictions obtained by the neighbors with the cocefficients of
the barycentric coordinates and the Gaussian kernels'® of
mean 0 and standard deviation that is the same as the root
mean squared errors for January and February, 2012,
Mathematically, suppose that neighbors {¥]i € I,} and their
coefficients {4|i € [,} are given. In addition, we assume that
the prediction error of the one-step prediction for the j th
variable between January and February 2012 was given by
their standard deviation ;. Then, the prediction density for
the j th variable u,,; for p steps ahead is defined as

A Comparison between original time series and its free-run prediction

1 T T T

x(t)

FIG. 9. Free-run prediction for vielin

-1 s L L 1 sounds with  50-diemensional  delay
° § m““ (s} s a0 coordinates. (a) Comparison of free-
- ctrac mun prediction (blue solid line) and
1 1 fonTrun stbractor actual data {red dash-dotted line). (b}
Attractor of oniginal time series. ()
5 0.5 =z 0.5 Attractor of the free-run prediction.
- -
=] A
s 0 0
+ +
£ -
* =0.5 % <0.5
-1 -1
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A Comparison between original time series and its free—run prediction

x(t)

FIG. 10. Free-run prediction for violin
sounds  with 20-dimensional delay
coordinates. See the caption of Fig. 9

x(t+0.1134)
x(t+0.1134)

to interpret the results.

0
x(t)

(tp) = Vispi)
202

ST HEDY a6

icl

Ai
Voo, exp {

We showed the 95% confidence interval by cutting at 2.5%
and 97.5% points for the j th variable for each prediction
step p.

The result of barycentric coordinates is presented in
Fig. 11, while the result obtained by direct predictions of
the radial basis function model®! was shown in Fig. 12.
The result presented in Fig. 11 shows that the low values
for the solar irradiation were captured by the 95% confidence
intervals by the proposed barycentric coordinates for the
daytime of the fourth day, while the 95% confidence inter-
vals constructed by the radial basis function model missed
the low values (Fig. 12). In Fig. 13, we compared the two
predictions by the ignorance score.**® When we provide
the probabilistic forecast by p(i,p,j, u,;) and the actoal
value observed is i,;, the ignorance score is given by
—log(p(i,p,j, ;). When we used this ignorance score, we
found that the predictions obtained by the proposed barycen-
tric coordinates were relatively better than those obtained by

150

°
()

the radial basis function model when the prediction steps
were up to 4 days.

Because we assumed that the prediction errors are con-
stant in time, we have the wide 95% confidence intervals
especially at the night times. But, if we consider the predic-
tion errors that depend on the time of day, we can improve
our predictions better from this standpoint.

IV. IDENTIFYING COUPLING STRENGTH
A. Modified method

The proposed algorithm can be also used as an efficient
tool to explore complex aspects of biological data, for
instance, the degree of circadian coupling among plant cells.
To that end, we used the weighted delay coordinates to iden-
tify the coupling strength by minimizing the prediction errors
according to the weights. Mathematically, given a multivari-
ate time series of ¥, we obtain the weighted time series
Ww(k,) for the prediction of node k as follows:

ifj =k,

otherwise,

Vij

Vi

wi(kyn) = { an

where # (0 <n<1) is the coupling strength. Next, we
employ the proposed algorithm (Eq. (5)) and approximate
W, (k,%) by a linear combination of neighboring points

Welk,n) = Z}.r(k.qfnﬂ(.('. 1, (18)
icT
S hlky) =1, (19)
iel,
0 < Ailk,y) < 1. 20)

Then we can calculate a one-step prediction as follows:

wepr itk ) = felwdko)) = 37 Adkmwiagtkn). @1

Finally, we minimize, over », the one-step prediction error

for the underlying dynamics f; of the & th variable
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approximated by the baryeentric coordinates to obtain the
optimal “coupling strength” f (&)} for cach node £ as follows:

(k) arg min g 1elkon)

PROE |,l2,‘
S itk |_;[£.a;]‘. (22)
ict k)

Namely, we consider the weights i for the other ibles
iples of 0.01 up to 1. In this sec-
ghbors to obtain the barycentric

coordinates for all the examples.

which are the integer mu
tion, we use 3

3 nearest n

B. Toy examples
First, we tested the modified method with two toy mod-
.. 2 ) i
els. The coupled Rossler models™ used in this paper are
given as follows:

X I b KXy — )

Xis10 Xiy ¥ie 100 A i 10
1.04, @5 1.03, @y 1.02, @5 1.01,
0.99 @ — 098, @y — 0.97, @ — 0.96,

0.2, and e = 10. (23)

@ 1.05, @,
g L0, e
a=0.1505
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x 10
110
a
FIG. 12. A weekly prediction for solar
. irradiation at Chichi Island, Japan, by
3 : R g
the radial basis function model. See
the caption of Fig. 11 to interpret the
4 results,
]

We chose the initial conditions (x(0), v(0),2(0)) randomly
so that each component follows the Gaussian distribution
with mean 0 and standard deviation 1. We sampled x;(7

1, ..., 100} every (L5 unit time to have a time series of length
50, We used the delay coordinates of maximum delay 8 to

reconstruct  the  dynamies, and estimated the coupling
strength (k). We repeated this process 100 times by choos-
ing x randomly between 0001 and 0.01 for the weak cou-
pling condition and its 100 times for the strong coupling
condition.

The Kuramoto model”” used in this manuscript
as follows:

K = o + w(sinfx — x) 4 sin{x g — x)),
Xia5 = Xi.
g = 1.5 = L4, ey = 1.3, my — 1.2, andess — 1.1,

(24)

We chose x(0) so that each component follows the Gaussian
distribution with mean 0 and standard deviation 1. We
sampled sin{x;}(i — 1
a S-dimensional time
coordinates of maximum delay 8 to reconstruct the dynam-
ics, and estimated the coupling strength fj(k). We repeated
this procedure 100 times for the weak coupling condition
and the strong coupling condition. In each weak coupling

5} every 0.5 unit time to generate
s of length 50. We used delay

between  the
sdictions by the proposed
coordin nd that by the

radial
Tance sco

each of 48
and obtained the win-
he
eather stations for each prediction

rance score was
weather stati

es by taking statistics ov

Winning rate of proposed barycentric cocordinates
against radial basis function model in ignorance

3 4
Prodiction steps (days)
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condition, ¥ was randomly chosen between 0.01 and 0.1. In
each of the strong coupling conditions, x was chesen as 100
times the coupling strength for the corresponding weak cou-
pling condition.

The results are presented in Fig. 14. The toy examples
of the coupled Rossler models? and the Kuramoto model*”
show that 77{k) is larger when the actual coupling strength is
larger. When we used the rank sum test, the differences were
statistically significant; the p-values for the two sided test
were both less than 0.001.

C. Circadian rhythms

We next performed a time course analysis of circadian
rhythmicity in single cells by in vivo confocal microscopy as
described in Ref. 48. Briefly, leaves were excised from
Arabidopsis thaliana plants expressing the clock component
PRR7 under its own promoter (PRR7:FLAG-PRR7-GFP).*®
Tissues were then embedded in low-melting-point agarose
(LM-agarose, National Diagnostic) dissolved in Murashige
and Skoog (MS) medium following a protocol previously
described.®® Samples were rapidly placed in microscope
slides with 200 gl of liquid MS medium. Agarose-embedded
tissues were imaged once every 30min using an FV-1000
confocal microscope (Olympus). GFP signals were detected
with the argon laser (excitation: 488nm, emission:
510nm). Samples were maintained under LL conditions at
60—100 pmol m~2 s7L. Fluorescence quantification in the
nuclei was analyzed using ImageJ software. We used the
delay coordinates of maximum delay 8 to identify the cou-
pling strength for each observation. In each tissue, we used
the first 18 points to predict the following 3 time points. The
dimension for the used time series was 18.

Considering the two toy examples, the iz vivo analysis
of circadian thythms in single PRR7:FLAG-PRR7-GFP cells
was interpreted as if the coupling strength in leaves is only
moderate (see Fig. 14). This conclusion is fully consistent

Chaos 25, 013114 (2015)

with the results of previous experimental analyses>' Full
details of the circadian methods and the experimental setup
are provided in Ref. 48.

V. DISCUSSIONS

The longer a given time series is, the better the predic-
tion accuracy is. See Fig. 15 for the results of free-run pre-
dictions when we assumed to have 2000 time points. In these
cases, the free-run predictions for both the Réssler model
and the Lorenz’63 model almost shadowed the original time
series even when the prediction steps were 35 and 50 steps,
respectively. More formal comparisons between the length
of time series and the prediction accuracy are presented in
Figs. 16 and 17, which show that the prediction accuracy for
the barycentric coordinates tends to becorne higher when the
time series gets longer in the tested prediction steps, and that
the prediction accuracy for the barycentric coordinates tends
to be higher than that for the radial basis function model
except for the cases where the prediction steps are small and
the time series is short. In the examples of circadian thythms,
the numbers of time points was comparable with the dimen-
sions of time series. Thus, the barycentric coordinates
extended in this paper can deal with various situations where
high-dimensional time series data are observed.

We cannot evaluate the performance of Mees'® in 10 or
higher dimensional space because the tessellations for
MATLAB do not support such a high-dimensional space due
to their computational complexity; MATLAB only supports
the tessellations for two- or three-dimensional space.
Therefore, the proposed method qualitatively improved the
performance of Mees."?

The number of neighbors necessary to construct bary-
cenfric coordinates is possibly related to the local dimension
of the underlying dynamics, and seems to be important for
the proposed method to work appropriately (see Fig. 18). If
the number of neighbors is small, then the generated time

b

07|

I
S
T

FIG. 14.Estimation of coupling
strength. In the coupled Rossler mod-
els (left) and the Kuramoto model
(center), we show the estimated
coupling strength by the box plots for

Estimated coupling strength
o e
by b
T T

e
©
T
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weak coupling and strong coupling
cases. The estimated coupling strength
g among leaf cells is shown by the box
plot on the right-hand side. In each box
4 plot, the box shows the 25%-75%
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A Original atiractor B Freee-run attractor C Comparison between original time series and its free—run prediction
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FIG. 15. Free-run prediction for time series with length 2000. See the caption of Fig. 2 to interpret the results.
series tends to become periodic. For instance, in the exam- periodic orbits of periods 1465 and 687 for K =2 and K =35

ples shown in Figs. 18(b) and 18(c), we obtained periodic for the Lorenz’63 model, respectively. If the number of
orbits of periods 247 and 595 for K=2 and K =5 for the  neighbors is large, the reconstructed attractors look nice and
Réssler models, while in Figs. 18(g) and 18(h), we obtained smooth, and are different from a periodic orbit of period
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FIG. 17. Length of time series versus
correlation coefficients showing the
prediction accuracy in the example of
Lorenz’96 I model. Panels (a), (b), (c),
(d), (e), and (f) correspond to 5, 10, 15,
20, 25, and 30 steps ahead predictions,
respectively. In each panel, the blue
solid line and the green dashed line
correspond fo the barycentric coordi-
nates and the radial basis function
model, respectively.
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FIG. 18. Dependence on the number of neighbors used for obtaining free-run prediction by using the interior point method. In each panel, the corresponding
attractor is shown. (a)—(e) correspond to the cases of the Rossler model and (f)—(j) correspond to the cases of the Lorenz’63 model. (a) and (f) The original
attractors. (b) and (g), (¢) and (h), and (d) and (i), and (e) and (j) correspond to the cases of K =2, 5, 7, and 10, respectively. The length of original time series

was set to 2000.
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10000 or smaller (Figs. 18(d), 18(e). 18(i), and 18(j)). If the
number of neighbors is large enough, then the solutions do
not seem to fall into periodic orbits with small periods. Thus,
how to choose the number of neighbors properly is a prob-
lem similar to choosing the embedding dimension for delay
coordinates appropriately.”> >! This is an important chal-
lenge to be solved in the future.

Choosing the interior point method might not be so im-
portant in successful modelings by barycentric coordinates.
We compared the performance of the interior point method
with the simplex method, which evaluates the boundary of
the feasible solutions to reach an optimal solution. Here, we
used the simplex method implemented in MATLAB. The
results of the simplex method are shown in Figs. 19-21. We
skip here the comparisons in correlation coefficients as ones
in Figs. 3 and 6 because there are no visible differences
between the solutions by the interior point method and the
simplex method. When we evaluated the topological, dy-
namical, and geometric aspects of free-run predictions, there
were no significant differences between them (see Figs. 19
and 20). When we drew the figure corresponding Fig. 18 but
using the simplex method, we obtained Fig. 21. When we
used the simplex method, the reconstructed attractors looked

A
L] T T T T T

more similar to the original attractors than when we used the
interior point method (compare Fig. 18 with Fig. 21). But,
the free-run predictions by the simplex method tended to fall
into periodic orbits with short periods. When the numbers of
used neighbors were 2, 5, 7, and 10, the free-runs fell into
the periodic orbits with periods 247, 1465, 608, and 1335 for
the Rossler model and those with periods 1154, 1839, 445,
and 1058, for the Lorenz'63 model. Predicting up to 1000
steps ahead for one of 100 simulations in Figs. 8 and 21
took 231 and 168 s for the interior point method and the sim-
plex method, respectively, We used a computer with CPU of
two 2,66 GHz 6-Core Intel Xenon and 64GB memory,
Therefore, there are the advantage and disadvantage for
using the interior point method compared with using the sim-
plex method.

The proposed method s tolerant for observational noise
to some extent because it showed the good prediction per-
formance in the real data (see Figs. 9 and 11). For extra tests,
we added 5% Gaussian observational noise to the datasets
of the Rossler model and the Lorenz’63 model, and redrew
Fig. 2 (sce Fig. 22). Although the accuracy decayed more
quickly when we increased the prediction steps (Figs. 22(c)
and 22(f)), the shapes of the attractors for the free-run

a0
430

FIG, 20, Topological, dynamical, and
geometric characterizations of the free-
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FIG. 21. The same figure as Fig. 18 except that the simplex method was used to obtain the barycentric coordinates. See the caption of Fig. 18 to interpret the.

results.

predictions were almost preserved (Figs. 22(a), 22(b), 22(d),
and 22(e)).

In Fig. 13, the radial basis function model might have
had the better score when the prediction steps were more
than 4 days because the actual solar irradiation fell into its
narrower confidence intervals by chance. Thus, we will
investigate more closely when the barycentric coordinates
provide good prediction in our future communication.

In its current stage, the proposed method cannot be used
to predict transient dynamics such as climate change.
Addressing this and other particular topics related to climate
change could be an interesting area of development for the
current method. Together with the global circulation models,
the current state-of-the-art method for predicting weather
conditions, the proposed method may help to introduce more
renewable energy and reduce CO, emissions by assisting to
estimate and schedule operations of backup power plants.

The proposed barycentric coordinates can be obtained
quickly. It only took 23.5 s to produce Fig. 2, even if we
include integrating the two sets of equations, predicting both
of them and plotting the figure; we used the computer we
used previously, and the code was written in MATLAB.
Given the prediction errors for obtaining the confidence
intervals, it took about 7.7 min to obtain the predictions of
the solar irradiations, a part of which is shown in Fig. 11, up
to 7 days ahead in the time resolution of 1 h at 48 weather

stations in Japan. Judging from the required computational
time and the accuracy, an empirical model such as the pro-
posed method may potentially improve the operational
weather forecasting as discussed in Ref. 55.

Our results in Fig. 9 show that the dominant part of
violin sounds can be modeled as a high-dimensional deter-
ministic model. We will discuss whether or not violin sounds
are chaotic in our future communication.

The proposed method is different from the method of
Ref. 19 because the proposed method constructs barycentric
coordinates for high-dimensional dynamics, while the
method of Ref. 19 proposes when the prediction may go
wrong because few similar events happened in the past,
while Eq. (5) may be used as an alternative for the index of
Ref. 19. This research needs further verification.

Modeling a noisy time series is the next target. By fol-
lowing the work of Allie ef al.,*® we are thinking of combin-
ing the proposed method with minimum description lmgth.10

Our extension of the barycentric coordinates thus offers
enough accuracy and versatility to reproduce the behavior of
target dynamical systems. It naturally solves the problem of
under-fitting often observed when dynamical systems are
modeled.’® Furthermore, our extension partially solved the
curse of dimensionality12 in a simple way because the num-
ber of parameters does not increase even if the dimension of
phase space increases. Therefore, the proposed method will
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FIG. 22. Free-run prediction for time series contaminated by 5% observational noise. See the caption of Fig. 2 to interpret the results. The length of original

time series is 300 for both cases.

open a new area of modeling and predictions for high-
dimensional dynamical systems.
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APPENDIX: TECHNICAL DETAILS

Lemma 1. If the original dynamics f(V) is Lipschitz
continuous and differentiable, then

i

F®) =f@) +£() (me - v*) +0(8),  AD

where & is the size of neighborhood defined by K nearest

neighbors.
Proof. If we apply the Taylor expansion, we have
FEY =) +FF =¥ +0("). @A

By multiplying 4; for both sides and taking the sum over i,
we have

701 = Y 4 (#)
= i/lﬂv”) + D OF )T = 3OS P+ 0
:f<xx7) +f'() XZXM —f’(ﬁ)v; 0(5%)
=f) +f' (9 (Z i — v) +0(8%).

i

(A3)

By using & = max;| 3", vi;Ai — v;|, we can show that the sec-
ond term for the right hand side of Eq. (Al) is in the order of
0(¢), which shows the “modeling ertor,” namely, how badly
the neighboring points represent the current point v in the
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space which the neighboring points do not span. When we
use the Lipschitz constant U for f(¥), the norm for the
second term is bounded by Ue. When we approximate
the low-dimensional chaos, ¢ often becomes zero and the
second term of the right hand side of Eq. (Al) vanishes,
meaning that our approximation becomes the first order
(F(#) = F(») + 0(6?)) in terms of the neighborhood size & as
similarly to the work of Mees."

Lemma 2. The prediction by the proposed method is
bounded.

Proof. Because 0 < A; < 1 and >7; 4 = 1, the j th vari-
able for p steps ahead direct prediction is upper-bounded as

FEE) =D vipshs < maxvip; <maxvig. (Ad)
i
Similarly, we have
FPE) =D vipii > minvi > minvi,. (A5)

Therefore, the solution is bounded for all the variables.
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