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Introduction

The Mordell’s conjecture states that there are a finite number of rational points on a
non-singular algebraic curve C over Q of genus g > 1. The geometric analog of this
conjecture was proved by Manin in 1963 (see [44]), using the Gauss-Manin connection.
This suggested that the geometric tools where more developed than the arithmetic ones.
Arakelov theory was introduced by Arakelov in [3], in order to give analogs of the al-
gebraic geometry results in the field of arithmetic geometry. Arakelov defined a new
notion of divisor class on the non-singular model of an algebraic curve defined over an
algebraic number field. He then defined an intersection theory for these divisor classes,
following the intersection theory of divisors in algebraic geometry. The idea is that one
can compactify a curve defined over the ring of integers of a number field by considering
Green functions on the associated complex curve. This initial work on arithmetic sur-
faces was expanded on by Deligne [16], Szpiro [56] and Faltings [19] among others. These
studies provided results on arithmetic surfaces like the adjunction formula, the Hodge
index theorem and the Riemann-Roch theorem. Mordell’s conjecture was first proved by
Faltings in [18]. A proof of the Mordell’s conjecture using the tools of Arakelov theory,
was given by Vojta in [58].

These studies were generalized to higher dimensions in [24] by Gillet and Soulé, who
defined an intersection theory for arithmetic varieties. That paper was the starting point
of a program aiming to obtain an arithmetic intersection theory, following the steps of
the algebraic intersection theory, but suitable for arithmetic varieties. This program
included, in its initial stages, the definition of arithmetic Chow groups equipped with
an intersection product, the definition of the arithmetic Ky-group and the definition of
characteristic classes leading to Riemann-Roch theorems.

The program should be continued with the development of higher arithmetic inter-
section theory, which should include the definition of higher arithmetic Chow groups
with an intersection pairing, the definition of higher arithmetic K-theory, the definition
of characteristic class maps between them and higher Riemann-Roch theorems.

We will now review the Arakelov program and explain the contribution of this thesis
to its fulfill. We start by studying the algebraic analogues.

Algebraic intersection theory. Let X be an equidimensional algebraic variety and
let CHP(X) be the Chow group of codimension p algebraic cycles. Different approaches

1



2 Introduction

may be used to equip it with a product structure
CHP(X)® CHY(X) — CHPT(X).

The first theory is based on the moving lemma. Given the class of two irreducible
subvarieties, the method consists of finding representatives that intersect properly. This
approach is valid for quasi-projective schemes over a field. Another approach due to
Fulton and MacPherson is based on the deformation to the normal cone. In this case,
the scheme need not be quasi-projective and is valid for schemes over the spectrum of a
Dedekind domain.

Alternatively, in [23], Gillet and Soulé showed that the intersection theory can be
developed by transferring the product of the algebraic K -groups of a regular noetherian
scheme X to the Chow groups. This relies on the graded isomorphism

P Ko(X) = Ko(X)g & P CHP(X)q,
p=>0 p>0

where the pieces Ko(X )g ) are the eigenspaces of the Adams operations W on Ko(X)g
and “ch” is the Chern character.

The commutation relation of the Chern character with push-forward maps is given by
the Grothendieck-Riemann-Roch theorem. Let Td denote the Todd class of the tangent
bundle over an algebraic variety. Let X,Y be regular schemes which are quasi-projective
and flat over the spectrum S of a Dedekind domain and let f : X — Y be a flat and
projective S-morphism. Then, the Grothendieck-Riemann-Roch theorem says that there
is a commutative diagram

@pzo CHP<X)@

fxé |

BESPALY @pzo CHP(Y)Q-

In [7], Bloch developed a theory of higher algebraic Chow groups for smooth algebraic
varieties over a field. If X is such a variety, these groups are denoted by CHP (X, n), for
n,p > 0. He proved that there is an isomorphism

P K0 = Kn(X)g = P CH (X, n)g.
p=>0 p>0

Bloch also gave a product structure on CH* (X, %), which relied on the moving lemma.
This theory established itself as a candidate for motivic cohomology. Since then,
there have been many other proposals for motivic cohomology, which apply to bigger
classes of schemes. Under certain conditions, the new definitions agree with the higher
Chow groups. For this reason, the Bloch Chow groups have remained as a basis and
simple description of motivic cohomology for smooth schemes over certain fields.
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Arithmetic Chow groups and arithmetic intersection theory. As mentioned
above, the advent of arithmetic intersection theory in arbitrary dimensions is due to
Gillet and Soulé in [24]. In loc. cit., an arithmetic variety is a regular, quasi-projective
scheme flat over an arithmetic ring. Let X be an arithmetic variety. An arithmetic cycle
on X is a pair (Z, g) where Z is an algebraic cycle and g is a Green current for Z, that
is, a current on the complex manifold associated to X satisfying the relation

dd®g + 7 = [w],

with w a smooth differential form and 07 the current associated to Z. Then, the arith-
metic Chow group CH (X) is defined as the quotient of the free abelian group generated
by the arithmetic cycles by an appropriate equivalence relation.

If X is an arithmetic variety, let F, : X(C) — X(C) be the complex conjugation,
and let EP9(X) denote the vector space of C-value differential forms w on X(C) of
type (p, q) that satisfy the relation Fw = (—1)Pw. Denote by Ep’p(X) the quotient of
EPP(X) by (imd + im ).

Gillet and Soulé proved the following properties:

(i) The groups CH p(X ) fit into an exact sequence:
CHPVP(X) L Er-1v-1(X) & CH'(X) S CHP(X) — 0, (1)

where CHP=1(X) is the term EY "7P(X) of the Quillen spectral sequence (see
[48], §7) and p the Beilinson regulator (up to a constant factor).

(ii) There is a pairing

CH'(X)® CH'(X) - CH " (X)q
turning ®p20 CH p(X )g into a commutative graded unitary Q-algebra.
(i) If X,Y are projective and f : X — Y is a morphism, there exists a pull-back

morphism

f:CH (V) — CH'(X).

If f is proper, X,Y are equidimensional and fgp : Xg — Y is smooth, there is a
push-forward morphism

— 4
fo : CH'(X) — CH""(Y),
where § = dim X — dim Y. Moreover, the projection formula holds.

Gillet and Soulé continued the project in [25] and [26] defining characteristic classes
for a hermitian vector bundle over an arithmetic variety X. In order to define the
arithmetic Chern character “ch”, they introduced the arithmetic Kqy-group, I?O (X), and
showed that “ch” gives an isomorphism between Ko(X )o and B> C/’EP(X )o- Let us

briefly review the definition of Ko(X) and “ch”.
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Let X be an arithmetic variety. A hermitian vector bundle E = (E,h) over X is a
locally free sheaf of finite rank on X together with a hermitian metric on the associated
holomorphic bundle. Let E be a hermitian vector bundle over X. Then, there is a Chern
character

ch(E) e @ CH"(X)q
p=0
characterized by five properties: the functoriality, additivity, multiplicativity, compat-
ibility with the Chern forms properties and a normalization condition. Moreover, for
every exact sequence of hermitian vector bundles € : 0 — S — E — @Q — 0, the Chern
character satisfies R R R B
ch(E) = ch(S) + ch(Q) — (0, ch(e)),

where c~h(e) is the secondary Bott-Chern class of €. This leads to the following de-
finition of I?O(X). Let IA{O(X) be the group generated by pairs (E,a), with a €
D,>0 D%-1(X, p), modulo the relation

(S.a”) +(@,a") = (B, o’ + a” + ch(e)),
for every exact sequence € as above. This group fits in an exact sequence

Ki(X) & @D (X, p) — Ko(X) — Ko(X) — 0, (2)

p=>0

with p the Beilinson regulator (up to a constant factor).
Then, the Chern character induces an isomorphism

ch: Ko(X)g — P CH" (X)q.
As in the algebraic situation, this isomorphism relies on the graded decomposition of
I?O(X ) given by the Adams operations. That is, IA(O(X ) is endowed with a pre-A-ring
structure such that ch induces an isomorphism on the eigenspaces of I?O(X )o by the
Adams operations:
ch: Ko(X)¥ = CH' (X)q.

Gillet and Soulé, using the results of Bismut and his collaborators, proved an arith-
metic Grothendieck-Riemann-Roch theorem (see [27] and [22]). Another approach to the
Grothendieck-Riemann-Roch theorem is given by Faltings (see [19] and [20]).

Let Td denote the arithmetic Todd class of the tangent bundle over an arithmetic
variety, let X,Y be arithmetic varieties and let f : X — Y be a projective, flat morphism
of arithmetic varieties, which is smooth over the rational numbers. Then the arithmetic
Grothendieck-Riemann-Roch theorem states that there is a commutative diagram:

~ Td(X)-ch(-)

Ro(X)a ®,=0 CH (X)g
f*i lf*

N Td(Y)-ch(") —

Ko(Y)qg ®,=0 CH' (Y)g.
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In [13], Burgos gave an alternative definition of the arithmetic Chow groups. It
consists of considering a different space of Green forms associated with an algebraic
cycle, by using Deligne-Beilinson cohomology. For projective schemes, Burgos definition
of arithmetic Chow groups agrees with the one given by Gillet and Soulé.

Let us briefly review his definition. Let X be an arithmetic variety and consider
(Dl*Og(X ,p),dp) to be the Deligne complex of differential forms on the associated real
variety Xg with logarithmic singularities along infinity (see [16] or [13]). The cohomology
of this complex gives the Deligne-Beilinson cohomology groups of Xgr, Hj(X,R(p)).
For any codimension p irreducible subvariety of X, consider also the Deligne-Beilinson
cohomology with supports in Z:

Hp,7(X;R(p)) = H"(s(Diog(X,p) = Digg(X \ Z,p)))-

There is an isomorphism
cl: R[Z] = Hp'7(X,R(p)),

called the cycle class map.

Let 5f‘og(X , p) denote the quotient of Diog (X, p) by the image of dp. Just as a remark,
at degree 2p — 1 the differential dp is —200 = (4mi)dd°. A Green form for a codimension
p irreducible subvariety Z is an element (w, ) € DIQ(%(X D) D ﬁffg_l(X \ Z,p), such that
w = dpg and

cl(Z) = [(.9)) € Hy} 7(X.R(p)).

Then, an arithmetic cycle is now a couple (Z, (w, g)), with (w,g) a Green form for Z.
The arithmetic Chow group of X, CH p(X ), is defined as the quotient of the free abelian
group generated by the arithmetic cycles by an equivalence relation given by the group
of arithmetic rational cycles.

The arithmetic Chow groups defined by Burgos satisfy the analogous properties
(i)-(i7i) stated above for the arithmetic Chow group defined by Gillet and Soulé. In
particular, the exact sequence (1) is written as:

CHP (00 £ DY (X,p) & CH' (X) S CHP(X) — 0. (3)

The Burgos definition of arithmetic Chow groups is the definition adopted in this
study.

Later on, in [14], Burgos, Kramer and Kiithn developed a formal theory of abstract
arithmetic Chow rings, where the role of fibers at infinity is played by a complex of
abelian groups that computes suitable cohomology theory. That is, the space of Green
forms can be replaced by complexes with different properties in order to obtain arithmetic
intersection theories enjoying suitable properties.

Higher arithmetic intersection theory. In a way, we could consider that the pro-
gram of Arakelov intersection theory in the degree zero case is accomplished. To go
further towards the goal of obtaining arithmetic analogues for the algebraic theories
established, we would like to give the formalism of a higher intersection theory for
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arithmetic varieties. This should include the theory of higher arithmetic Chow groups,
C’Hp(X , n),Aequipped with an intersection product, the definition of higher arithmetic

K-groups, K, (X), characteristic class maps and Riemann- Roch theorems.

It has been suggested by Deligne and Soulé (see [16], Remark 5.4 and [54] §I11.2.3.4)
that the extension to higher degrees of the arithmetic Ky-group should be by means of
extending the exact sequence (2) in order to obtain a long exact sequence

~

o K (X) & HE U X R(D) S Ba(X) S Ko (X) — -

= Ky (X) B DX p) S Ro(X) & Ko(X) — 0.

The morphism p is the Beilinson regulator, that is, the Chern character taking values
in real Deligne-Beilinson cohomology. Hence, the Archimedean component of the higher
arithmetic K-groups should be handled by the Beilinson regulator:

p: Kn(X)g = @ CHY (X, n)g — D Hy™"(X,R(p)).
p=>0 p>0

Analogously, higher arithmetic Chow groups may be defined in order to extend the
exact sequence (3) into a long exact sequence:

o CH (X,n) & CHP(X,n) & HP (X, R(p)) & CH' (X,n—1) — ---

- CHP(X,1) & D27 (X, p) & CH'(X) & CHP(X) — 0.

The above long exact sequences can be obtained by considering the homotopy groups
of the homotopy fiber of a simplicial representative of the Beilinson regulator.

Higher arithmetic Chow groups. Using these ideas, if X is proper, the arith-
metic Chow groups have been extended in [30] by Goncharov.

Let "D%~*(X, p) be the Deligne complex of currents over X and let EP?(X)(p) be the
group of p-twisted differential forms of type (p,p). Denote by ’ ﬁQp**(X ,p) the quotient
of "D?P~*(X, p) by the complex

= 0—--—0— EPP(X)(p) — 0.

Let ZP(X, x) be the chain complex whose homology groups define C HP(X, x). Gon-
charov defined an explicit regulator morphism

ZP(X, %) 2 'D¥ (X, p).

The higher arithmetic Chow groups of a regular complex variety X are given by the
homology groups of the simple of the morphism P:

CH'(X,n) := Hy(s(P)).

For n = 0, these groups agree with the ones given by Gillet and Soulé. However, this
construction leaves the following questions open:
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(1) Is the composition of the isomorphism K, (X)q & €D,>q CH?(X,n)q with the mor-
phism induced by P the Beilinson regulator?

(2) Can one define a product structure on €, , C/'FIP(X, n)?
(3) Are there well-defined pull-back morphisms?

The main obstacle when we try to answer these questions is that we have to deal with the
complex of currents, which does not behave well under pull-back or products. Moreover,
the techniques on the comparison of regulators apply to morphisms defined for the class
of quasi-projective varieties, which is not the case of P.

Higher arithmetic K-theory. The first contribution in the direction of providing
an explicit definition of higher arithmetic K-groups is the simplicial description of the
Beilinson regulator given by Burgos and Wang in [15]. Let X be a complex manifold.
Let Zé’*(X ) be the complex of cubes of hermitian vector bundles on X. Its homology
groups with rational coefficients are the rational algebraic K-groups of X, i.e., there is
an isomorphism H,, (ZC,(X), Q) = K,,(X)q (see [47]). In [15], Burgos and Wang defined
a chain morphism

ch: ZCW(X) — P DF (X, p).
p>0

Here, 5;’7 “*(X,p) is a complex built of differential forms on X x (P!). It is quasi-
isomorphic to the Deligne complex of differential forms on X with logarithmic sin-
gularities, Dﬁfg*(X ,p). Moreover, if X is compact, then there is an explicit inverse

quasi-isomorphism ZS};(X ,p) — D*(X,p) giving a morphism

ch: ZC.(X) — EPD* (X, p).

p=>0

A result of Burgos and Wang shows that this morphism induces the Beilinson regulator
in cohomology with rational coefficients.

The idea of the construction of the morphism “ch” is the following. To every n-cube
E on X there is an associated locally free sheaf, tr,(E), on X x (P')” which gives a
deformation of the initial n-cube E by split cubes. Then, if “ch” is the Chern form given
by the Weil formulae, ch(tr,(E)) is a differential form on Dﬁf’g_n(X x (PH™ p). If X is
compact, one can integrate this form along (P')" against suitable differential forms 7,
obtaining a differential form on X.

Let S. (X)) be the Waldhausen simplicial set for algebraic K-theory of the category of
hermitian vector bundles on X and .(-) the Dold-Puppe functor from chain complexes
to simplicial abelian groups. Then, the composition

K(Cub)
—_

S (x) Hurewiez e (7.5.(X)) K.(ZC.(X)) & K. ( P ¥ (x, p))

p=>0

is a simplicial representative of the Beilinson regulator.
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Let ﬁ*(X ,p) be the béte truncation of the complex D*(X, p) at degree greater than
or equal to 2p, and let

i §(x) & ic.(@ﬁzp‘*(X,p)),

p=>0

be the morphism induced by “ch”. Then, following the ideas of Deligne and Soulé, one
defines the higher arithmetic K-groups by

Kn(X) = mpy1 (Homotopy fiber of [KC(ch)]).

In this way, the desired long exact sequence extending (2) is obtained.

Observe that this definition of higher arithmetic K-groups treats the degree zero case
in a different way from the rest. That is, the role of the differential forms in the non-zero
degree groups is played only by those differential forms in the kernel of the differential
dp, whereas no restriction is imposed in the degree zero group.

In order to avoid this difference, Takeda, in [57], has given an alternative definition
of the higher arithmetic K-groups of X, by means of homotopy groups modified by the
representative of the Beilinson regulator “ch”. We denote these higher arithmetic K-
groups by f(;{ (X). The main characteristic of these groups is that instead of extending
the exact sequence (2) to a long exact sequence, for every n there is an exact sequence

K1 (X) & @D¥ 1 (X,p) & KI(X) S K, (X) =0,
p=>0

analogous to the exact sequence for Ko(X).
The two definitions do not agree, but, as proved by Takeda in [57], they are related
by the characteristic class “ch”:

Kn(X) Zean ker(ch : KT(X) — D*(X, p)).

Overview of the results

The results of this thesis contribute to the program of developing a higher arithmetic
intersection theory. These results constitute chapters 3 and 5. Chapters 2 and 4 consist
of the preliminary results needed for chapters 3 and 5, in the area of homotopy theory
of simplicial sheaves and algebraic K-theory.

In chapter 3, we develop a higher intersection theory on arithmetic varieties, a la
Bloch. That is, we modify the higher Chow groups defined by Bloch by an explicit
construction of the Beilinson regulator in terms of algebraic cycles.

We construct a representative of the Beilinson regulator using the Deligne complex
of differential forms instead of the Deligne complex of currents. The regulator that we
obtain turns out to be a minor modification of the regulator described by Bloch in [8].

Next, we develop a theory of higher arithmetic Chow groups, C/'FIP(X ,n), for any
arithmetic variety X over a field. These groups are the homology groups of the simple
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of a diagram of complexes which represents the Beilinson regulator. We prove that there
is a commutative and associative product structure on @*(X, *) = D,n C/’FIP(X, n),
compatible with the algebraic intersection product. Therefore, we provide an arithmetic
intersection product for arithmetic varieties over a field.

The advantages of our definition over Goncharov’s definition are the following: the
construction is valid for quasi-projective arithmetic varieties over a field, and not only
over projective varieties; we can prove that our regulator is the Beilinson regulator; the
groups we obtain are contravariant with respect to arbitrary maps; we can endow them
with a product structure. All these improvements are mainly due to the fact that we
avoid using the complex of currents.

The higher algebraic Chow groups defined by Bloch give a simple description of
the motivic cohomology groups for smooth algebraic varieties over a field. One should
view the higher arithmetic Chow groups as a simple description of a yet to be defined
arithmetic motivic cohomology theory, valid for arithmetic varieties over a field.

We next focused on the relation between the higher arithmetic Chow groups and
higher arithmetic K-theory. In order to follow the algebraic ideas, we should have a
decomposition of the groups I?n(X )o given by eigenspaces of Adams operations vk .
I?n(X)Q — I/(\'n(X)Q. By the nature of the definition of IA(n(X), either by considering the
homotopy fiber, or the modified homotopy groups of Takeda, it is apparently necessary
to have a description of the Adams operations in algebraic K-theory in terms of a chain
morphism, compatible with the representative of the Beilinson regulator “ch”.

In chapter 4, we obtain a chain morphism inducing Adams operations on higher
algebraic K-theory over the field of rational numbers. This definition is of combinatory
nature. This chain morphism is designed to commute with the Beilinson regulator “ch”
given by Burgos and Wang. Hence, one can appreciate that it has been strongly inspired
by the definition of the Beilinson regulator and follows the same logical pattern.

In chapter 5 it is shown that this chain morphism indeed commutes with the repre-
sentative of the Beilinson regulator “ch” and we use this fact to define Adams operations
on the rational higher arithmetic K-groups.

Further studies in this direction will focus on determining if the Adams operations
induce a graded decomposition K, (X Jo = D0 Kn(X )((5 ) such that there is an iso-

morphism C/'FIP(X, n)g = An(X)(g), as is the case in the algebraic setting. Notice that
the arithmetic analogues of the algebraic theories discussed here rely on an explicit
description of a certain morphism in the algebraic context. This is the case for the
Beilinson regulator, in order to define higher arithmetic K-groups or Chow groups, and
for the Adams operations, in order to define Adams operations on the higher arithmetic
K-groups. In our view, the main difficulty to prove that there is an isomorphism

., o
CH'(X,n)g 2 Kn(X)Y)

is that, for the moment, there is no explicit representative of the algebraic analogue.

The development of this study required tools to compare morphisms from algebraic
K-groups to a suitable cohomology theory or to the K-groups themselves. Indeed, we
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construct a chain morphism that is proved to induce the Beilinson regulator, and we
construct a chain morphism that is proved to induce the Adams operations on algebraic
K-theory. In chapter 2, we study these comparisons at a general level, providing theo-
rems giving sufficient conditions for two morphisms to agree. The theory underlying the
proofs is the homotopy theory of simplicial sheaves.

These theorems provide an alternative proof that the regulator defined by Burgos
and Wang in [15] induces the Beilinson regulator. Moreover, we prove that the Adams
operations defined by Grayson in [31] agree for any regular noetherian scheme of finite
Krull dimension with the Adams operations defined by Gillet and Soulé in [28]. In
particular, this implies that the Adams operations defined by Grayson satisfy the usual
identities of a A-ring, a fact that was left unproved in Grayson’s work.

Results

We now explain the structure of the work and detail the main results.

Chapter 1 is of a preliminary nature. We briefly give the background needed for
the understanding of the central work of the thesis. It also has the purpose of fixing the
notation and definitions that will be used frequently in the forthcoming chapters. In the
first section we discuss simplicial model categories, focusing on the category of simplicial
sets and on the cubical abelian groups. In the second section we fix the notation on
multi-indices, and discuss general facts on (co)chain complexes. We also discuss the
relationship between simplicial or cubical abelian groups and chain complexes. In the
third section we give the definition of algebraic K-theory in terms of the Quillen Q-
construction and the Waldhausen construction. We also introduce the chain complex of
cubes, which computes algebraic K-theory with rational coefficients and plays a central
role in the definition of the Adams operations. Finally, in the last section of this chapter,
we recall the definition of Deligne-Beilinson cohomology and state the main properties
used in the study.

In Chapter 2 we give theorems for the comparison of characteristic classes in al-
gebraic K-theory. For a class of maps, named weakly additive, we give a criterion to
decide whether two of them agree. All group morphisms induced by a map of simplicial
sheaves are in this class, but these are not the only ones.

As mentioned already, in [15], Burgos and Wang defined a variant of the Chern
character morphism from higher K-theory to real absolute Hodge cohomology,

ch: K, (X) — P HY (X, R(p)),
p=>0

for every smooth complex variety X. They proved that this morphism agrees with
the already defined Beilinson regulator map. The proof relies only on the properties
satisfied by the morphisms and by real absolute Hodge cohomology, and not on their
definition. Hence, it is reasonable to think that there may be an axiomatic theorem
for characteristic classes on higher K-theory. The proof of Burgos and Wang makes use
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of the bisimplicial scheme B.P., introduced by Schechtman in [51]. This implies that a
delooping in K-theory is necessary and hence, the method only applies to maps inducing
group morphisms.

We use the techniques on the generalized cohomology theory described by Gillet and
Soulé in [28]. Roughly speaking, the idea is that any good enough map from K-theory to
K-theory or to a cohomology theory is characterized by its behavior over the K-groups
of the simplicial scheme B.GLy.

We give several characterization theorems. As a main consequence of these, we give
a characterization of the Adams and lambda operations on higher K-theory and of the
Chern character and Chern classes on a suitable cohomology theory.

More explicitly, let C be the big Zariski site over a noetherian finite dimensional
scheme S. Denote by B.GLy/s the simplicial scheme B.GLy Xz S and let Gr(N, k) be
the Grassmanian scheme over S. Let S.P be the Waldhausen simplicial sheaf computing
algebraic K-theory and let F. be a simplicial sheaf. Note that S.P is an H-space. Let
\Il’és be the Adams operations on higher algebraic K-theory defined by Gillet and Soulé
in [28]. The two main consequences of our uniqueness theorem are the following.

Theorem 1 (Corollary 2.4.4). Let p: S’P — S/P be an H-space map in the homotopy
category of simplicial sheaves on C. If for some k > 1 there is a commutative square

Ko(Vect(B.GLy s)) —— Ko(B.GLys)

v g

Ko(VeCt(B.GLN/S)) 7) K()(B.GLN/S),

then p agrees with the Adams operation \Ifgs, for all schemes X over S.

Theorem 2 (Theorem 2.5.5). Let F* be a cochain complex of sheaves of abelian groups
in C. Let

SP— [[K(F@R)
JEZL
be an H-space map in the homotopy category of simplicial sheaves on C. The induced
morphisms

Kn(X) = [[ HAR" (X, F*(5))
JEZ

agree with the Chern character defined by Gillet in [21] for every scheme X, if and only
if, the induced map

Ko(X) = [[ HAr(X. 77 ()
JEZ

is the Chern character for X = Gr(N, k), for all N, k.

In particular:
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» We prove that the Adams operations defined by Grayson in [31] agree with the
ones defined by Gillet and Soulé in [28], for all noetherian schemes of finite Krull
dimension. This implies that for this class of schemes, the operations defined by
Grayson satisfy the usual identities of a A-ring.

» We prove that the Adams operations defined in Chapter 4 agree with the ones
defined by Gillet and Soulé in [28], for all noetherian schemes of finite Krull di-
mension.

» We give an alternative proof that the morphism defined by Burgos and Wang in
[15] agrees with the Beilinson regulator.

Chapter 3 is devoted to the development of the theory of higher arithmetic Chow
groups for arithmetic varieties. Since the theory of higher algebraic Chow groups given
by Bloch, CHP(X,n), is only fully established for schemes over field, we have to restrict
ourselves to arithmetic varieties over a field.

Let X be a complex algebraic manifold and let Hj(X,R(p)) denote the Deligne-
Beilinson cohomology groups with real coefficients. For every p > 0, we define two
cochain complexes, D} z,(X, p)o and D (X, p)o, constructed out of differential forms on
X x (A" with logarithmic singularities along infinity. The following isomorphisms are
satisfied:

H2p_n(’D1*&,ZP (X,p)o) = CHP(X,n)g,

and
H"(Dj(X,p)o) = Hp(X,R(p)), for r < 2p.

We show that the complex Dy -,(X,p)o enjoys the same properties as the complex

ZP(X,n)o defined by Bloch in [7] We actually use its cubical analog, defined by Levine

n [41], due to its suitability for describing the product structure on CH*(X,x*). The

subindex 0 means the normalized chain complex associated to a cubical abelian group.
Moreover, there is a natural chain morphism

2p— P ~2p—
,DAZ?Z: <X7p)0 - DAp *(Xa p)O
which induces, after composition with the isomorphism

Ku(X)o = CHP (X, n)g
p>0

described by Bloch in [7], the Beilinson regulator (Theorem 3.4.5):

Kn(X)g = @ CHP (X, n)g & @ng—”(x,m@(p)).
p>0 p>0

An analogous construction using projective lines instead of affine lines can be devel-
oped. We define a chain complex, D;p ~» (X,p), analogous to the complex sz = (X, p)o
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and a chain complex ﬁﬁp “*(X,p), analogous to the complex sz “*(X,p)o. We also
define a chain morphism

~N2p—* 14 2p—x

Dp,zp (X,p) = D" (X, p).

In this case, if X is proper, following the methods of Burgos and Wang in [15], section
6, integration along projective lines induces a chain morphism

DY~ (X,p) = D77 (X, p).
This gives a chain morphism
DYz, (X,p) & D (X, p)

representing the Beilinson regulator. Observe that, when X is proper, this representative
has the advantage of having as target precisely the Deligne complex of differential forms
on X, and not a chain complex involving differential forms on X x (A!)". This is needed
in order to develop a theory of higher arithmetic Chow groups analogous to the higher

arithmetic K-theory developed by Takeda in [57].
In the second part of this chapter we use the morphism p to define the higher arith-

metic Chow group CH p(X ,n), for any arithmetic variety X over a field. The formalism
underlying our definition is the theory of diagrams of complexes and their associated
simple complexes, developed by Beilinson in [5]. That is, one considers the diagram of
chain complexes

HZP(X x A*,R D2 (X, p)o

Z(X. )y = ////7 \\\\ ///
X, po

zZr( D@ﬂ

Then, the higher arithmetic Chow groups of X are given by the homology groups of
the simple of the diagram ZP(X, *):

CH"(X,n) := Hy(s(ZP(X,)o)).
The following properties are shown:

» Theorem 3.6.11: Let C/‘I:TP(X ) denote the arithmetic Chow group defined by
Burgos. Then, there is a natural isomorphism

CH'(x) S CH"(X,0).
» Proposition 3.6.7: There is a long exact sequence
= CH'(X,n) & CHP(X,n) & HZ (X, R(p)) & CH' (X,n—1) — ---

- — CHP(X,1) & D27 (X,p)/ imdp % CH'(X) & CHP(X) — 0.
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» Proposition 3.6.15 (Pull-back): Let f : X — Y be a morphism between two
arithmetic varieties over a field. Then, there is a pull-back morphism

CH'(Y,n) L CH"(X,n),

for every p and n, compatible with the pull-back maps on the groups CHP(X,n)
and HZ2"(X,R(p)).

» Corollary 3.6.19 (Homotopy invariance): Let m: X x A™ — X be the projection
on X. Then, the pull-back map

T C/'?IP(X, n) — C/'?IP(X x A n), n>1
is an isomorphism.

» Theorem 3.9.7 (Product): There exists a product on

CH (X,x):= € CH'(X,n),

p>0,n>0

which is associative, graded commutative with respect to the degree n and com-
mutative with respect to the degree p.

Finally, we briefly discuss an alternative approach for the definition of higher arith-
metic Chow groups, which follows the ideas of Takeda in [57], for the definition of the
higher arithmetic K-groups of a proper arithmetic variety. To this end, we use the
definition of the regulator by means of projective lines, restricting ourselves to proper
arithmetic varieties over a field.

The following two questions remain open:

> Do the groups constructed here agree with the definition of higher arithmetic Chow
groups of Goncharov?

> Can we extend the definition to arithmetic varieties over an arithmetic ring?

In Chapter 4, we construct a representative of the Adams operations on higher
algebraic K-theory. Let X be any scheme and let P(X) be the exact category of locally
free sheaves of finite rank on X. The algebraic K-groups of X, K, (X), are defined as
the Quillen K-groups of the category P(X).

These groups can be equipped with a A-ring structure. Then, the Adams operations
on each K, (X) are obtained from the A-operations by a polynomial formula on the A-
operations. In the literature there are several definitions of the Adams operations on
the higher K-groups of a scheme X. By means of the homotopy theory of simplicial
sheaves (as recalled in chapter 2), Gillet and Soulé defined Adams operations for any
noetherian scheme of finite Krull dimension. Grayson, in [31], constructed a simplicial
map inducing Adams operations on the K-groups of any category endowed with a suitable
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tensor product, symmetric power and exterior power. In particular, he constructed
Adams operations for the algebraic K-groups of any scheme X. Following the methods
of Schechtman in [51], Lecomte, in [40], defined Adams operations for the rational K-
theory of any scheme X equipped with an ample family of invertible sheaves. They are
induced by map in the homotopy category of infinite loop spectra.

Our aim is to construct an explicit chain morphism which induces the Adams oper-
ations on rational algebraic K-theory. It is our hope that this construction will improve
our understanding of the eigenvalue spaces for the Adams operations.

Consider the chain complex of cubes associated to the category P(X). McCarthy in
[47], showed that the homology groups of this complex, with rational coefficients, are
isomorphic to the rational algebraic K-groups of X (see section 1.3.3).

We first attempted to find a homological version of Grayson’s simplicial construction,
but this seems particularly difficult from the combinatorial point of view.

The current approach is based on a simplification obtained by using the transgressions
of cubes by affine or projective lines, at the price of having to reduce to regular noetherian
schemes. This was Burgos and Wang’s idea in [15], in order to define a chain morphism
representing Beilinson’s regulator.

In order to commute with the representative of the Beilinson regulator “ch”, the
desired morphism should be of the form

E — U*(tr,(E)),

with U* a description of the k-th Adams operation at the level of vector bundles. Un-
fortunately, for the known choices of ¥*, this map does not define a chain morphism.
The key obstruction is that while, for any two hermitian vector bundles E, F, we have
the equality

ch(E @ F) = ch(E) + ch(F),

it is not true that for any two vector bundles E, F', we have the equality
UHE @ F) = U*E) @ U*(F).

It is true, however, at the level of K(X).
The root of the problem is that the map

E — tr,(F)

is not a chain morphism. However, adding to this map a collection of cubes which have
the property of being split in all directions, we obtain a chain morphism. The fact that
the added cubes are split in all directions implies that they are cancelled after applying
“ch”. Therefore, we will still have commutativity of U¥ with “ch”.

With this strategy, we first assign to a cube on X a collection of cubes defined either
on X x (P1)* or on X x (A!)*, which have the property of being split in all directions
(Proposition 4.3.17). These cubes are called split cubes. This gives a morphism which
we call the transgression morphism.
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Then, by a purely combinatorial formula on the Adams operations of locally free
sheaves, we give a formula for the Adams operations on split cubes (Corollary 4.2.39).
The key point is to use Grayson’s idea of considering the secondary Euler characteristic
class of the Koszul complex associated to a locally free sheaf of finite rank.

The composition of the transgression morphism with the Adams operations for split
cubes gives a chain morphism representing the Adams operations for any regular noe-
therian scheme of finite Krull dimension (Theorem 4.4.2).

The two constructions, with projective lines or with affine lines, are completely anal-
ogous. One may choose the more suitable one in each particular case. For instance,
to define Adams operations on the K-groups of a regular ring R, one may consider the
definition with affine lines so as to remain in the category of affine schemes. On the
other hand, if for instance our category of schemes is the category of projective regular
schemes, then the construction with projective lines may be the appropriate one.

The main application of our construction of Adams operations is the definition of a
(pre)-A-ring structure on the rational arithmetic K-groups of an arithmetic variety X.

In Chapter 5, we give a pre-A-ring structure to both definitions of higher arithmetic
K-groups tensored by the rational numbers Q, K, (X )o and KT(Xx ). It is compatible
with the A-ring structure on the algebraic K-groups, K,(X), defined by Gillet and
Soulé in [28], and with the canonical A-ring structure on P, D2—*(X, p), given by the
graduation by p (see lemma 1.3.28). Moreover, for n = 0 we recover the A-ring structure
of K() (X ) & Q

More concretely, we construct Adams operations

~

UF K (X)g — Ku(X)g, k>0,

which, since we have tensored by Q, induce A-operations on I?H(X )Q-

In order to deal with IA(?;(X)@, we introduce the modified homology groups, which
are the analogue in homology of the modified homotopy groups. Then, the homology
groups modified by “ch” give a homological description of I?n(X )o (Theorem 5.3.11).

In this chapter we show that the construction of Adams operations of chapter 4
commutes strictly with “ch” (Theorem 5.4.11), and we deduce the pre-A-ring structure
for I?n(X)Q and I/(\'E(X)Q (Corollary 5.4.14 and Corollary 5.4.16).

For the time being, we have not been able to prove that it is a A-ring.



Chapter 1

Preliminaries

This first chapter gives the background needed for the rest of the work. We introduce
the definitions and main properties of the different theories that underlie our results.
Specifically, the required preliminaries are divided into four sections:

» Closed simplicial model categories. The definitions and main properties of closed
simplicial model categories are given. We focus on the category of simplicial sets.
The topics covered here are mainly used in chapter 2, for the uniqueness theorems
on characteristic classes.

» Homological algebra. Basic definitions and results on homological algebra are given.
We mainly discuss iterated (co)chain complexes and their associated simple com-
plexes, the relationship between simplicial sets and chain complexes, and the anal-
ogous relationship between cubical sets and chain complexes. These concepts are
required in all chapters, mainly in chapters 4, 5 and 3.

» Algebraic K-theory. We give a brief introduction to algebraic K-theory of exact
categories, using the Quillen and Waldhausen construction. We proceed with the
definition of the complex of cubes, which will play a key role in chapters 4 and 5.

» Deligne-Beilinson cohomology. In this final section of the preliminaries, we give
the definitions and main properties of Deligne-Beilinson cohomology. This includes
the Deligne complex for Deligne-Beilinson cohomology and the Deligne complex
for cohomology with supports. These concepts are needed in chapters 5 and 3.

1.1 Closed simplicial model categories

Quillen, in [49], defined the notion of closed model categories. These are categories
equipped with three families of morphisms, called weak equivalences (W), fibrations (F)
and cofibrations (C) satisfying a list of axioms which allows one to do “homotopy theory”,
i.e. to talk about homotopic morphisms. With an additional structure, namely if the
category is enriched over the category of simplicial sets, the homotopy theory becomes

17
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easier to handle. In this section we give the definitions and basic facts about these
categories, focusing on the categories which are of interest to us. The main reference is
the original source [49], as well as several books on model categories, such as [46], [29]
and [36].

Let U be a universe, in the sense of [1], Exposé I, §0. In the sequel, a set, group,
topological space etc., mean a U-set, a U-group, a U-topological space etc.

1.1.1 Simplicial and cosimplicial objects over a category

Let A be the category whose objects are the ordered finite sets [0] = {0}, [1] = {0, 1},
..., [n] = {0,...,n}, ..., and whose morphisms are the ordered maps. Every such
morphism can be expressed as a composition of maps of the following type

O :[n—1]—1[n] for 0<i<n (cofaces),

: 1.1.1
s':n+1] —[n] for 0<i<n (codegeneracies), ( )
where
i _m if m<i, i _m if m <i,
8(m)_{m—f—l if m>1, S<m)_{m—1 if m > i.
These morphisms satisfy the cosimplicial identities:
o8 = 9'gi! for 1< j,
disi—1 for ¢ <j,
19 = id for i=j4,j+1, (1.1.2)
i~ lsd for i>j+1,
slgt = glgitl for i <j.

Simplicial objects. Let A be the category opposite to A and let C be any category.

Definition 1.1.3. A simplicial object X. over the category C is a functor
AP — C.

Equivalently, a simplicial object X. is a collection of objects in C, { X}, }»>0, together

with maps
0 Xp — Xpo1 for 0<i<n (faces),
si: Xp — Xpyp1 for 0<i<n (degeneracies),

satisfying the simplicial identities (which are dual to the cosimplicial identities):

0;0; = 0j-10; for @<y,
ijlai for i< j,
085 = id for i=y7,7+1, (1.1.4)

Sjai,1 for ¢>j541,
SiS5 =  Sj4+1Sq for 1 S j
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A simplicial map between two simplicial objects X., Y. in C, consists of a collection of
maps

Jn: Xn — Yy, n=>0

in C, commuting with the face and degeneracy maps.

A simplicial object over the category of sets is called a simplicial set. This category is
denoted specifically by SSets. Generally, a simplicial object over the category of groups,
rings, schemes, etc. is called a simplicial group, ring, scheme, etc.

Definition 1.1.5. Let A* denote the k-fold cartesian product of A.

(i) A k-simplicial object over C is a functor
(Ak)Op — C.
(ii) Let X. be a k-simplicial object in C. Then the diagonal of X., diag(X)., is the
simplicial object in C given by
diag(X), = Xn,..n-

Denote by Oij::;lT:Lk the (i1,...,4;)-th face map in X, .. Then, the i-th face
map in diag(X), is 9;"""". The degeneracy maps are defined analogously.

Definition 1.1.6. Let X. be an object of SSets.

(i) An element x € X, is called an n-simplex of X.. We say that z is a vertex if it is
a 0-simplex.

(ii) An element x € X, is called degenerate if for some ¢ and y € X,_1, si(y) = x.
Otherwise, z is called non-degenerate.

(iii) The n-th skeleton of X., denoted by sk, X., is the subobject generated by all the
simplices of X. of dimension < n.

Cosimplicial objects.

Definition 1.1.7. A cosimplicial object X over C is a functor A — C.

A functor from A to C is equivalent to a collection of objects in C, { X" },>0, together

with maps ‘
O XML X" for 0<i<n (cofaces),
st XML 5 X" for 0<i<n (codegeneracies),

satisfying the cosimplicial identities in (1.1.2). A cosimplicial map between two cosim-
plicial objects X, Y in C consists of a collection of maps

X" -y", n>0

in C, commuting with the coface and codegeneracy maps.
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A cosimplicial object over the category of sets is called a cosimplicial set. Similarly, a
cosimplicial object over the category of groups, rings, etc. is called a cosimplicial group,
ring, etc.

We finish this subsection with the main examples of simplicial and cosimplicial sets,
that will be used in the sequel.

Example 1.1.8 (Standard simplex). For every n > 0, the standard n-simplex, A", is
the simplicial set given by the functor represented by [n], i.e.

A" = Homa (+, [n]).

The simplicial set A™ has exactly one non-degenerate n-simplex, denoted by 4,. Its main
properties are:

» Universal property: for every simplicial set X. and every n-simplex z € X,,, there
is a unique simplicial map

Ay A" — X,
with Az (i) = .
» Yoneda’s lemma: for every simplicial set X.,

HomSSets(A.na X) = Xy

Example 1.1.9 (Simplicial sphere). The n-simplicial sphere S™ is the simplicial set
with only two non-degenerate simplices, a O-simplex, *, and an n-simplex, o. It is the
quotient simplicial set

A"/ sk, A"

The simplicial sphere S” is naturally pointed by its unique non-degenerate vertex.

Example 1.1.10 (Cosimplicial standard simplex). The basic example of a cosimplicial
object in SSets is the cosimplicial standard simplex A'. It is the cosimplicial simplicial
set which, in codimension n, is the standard n-simplex (see example 1.1.8) and with
coface and codegeneracy maps given by the universal property

(i) & =Ngy, : APP = A" for 0<j<n,
(ii) 87 = Agi, : AP A" for 0<j<n.
Example 1.1.11 (Nerve of a small category). Let C be a small category (i.e. a category

whose objects form a set). The nerve of C, N.C, is the simplicial set with N,,C the set
of the compositions of n morphisms in C,

)(Of_1>AXv1_>"'_> n—lf—n>Xn-

The i-th face map is obtained by omitting X; and composing f; o f;_1. The i-th degen-
eracy map is given by the insertion of the identity morphism at X;. The assignment
C — N.C is a functor from the category of small categories to SSets.



1.1 Closed simplicial model categories 21

Example 1.1.12 (Nerve of an abelian group). Let G be an abelian group and let G
be the category with only one object and having G as group of morphisms. Then, the
nerve of G is by definition the nerve of the category G.

Example 1.1.13 (Nerve of an open cover). Let X be a topological space and let U =
{Ui}ier be an open cover of X. Then, the nerve of U, N.U is the simplicial set with

Nu= [ U,n---nU,.

i1yeesin€ I

For explanations of the relation between the nerve of an open cover, as defined here, and
the general definition of the nerve of a category, see [52].

Example 1.1.14 (Associated simplicial abelian group). Let X. be a simplicial set. The
associated simplicial abelian group, Z X, is defined by setting ZX,, to be the free abelian
group on the elements of X,,. The face and degeneracy maps are induced by those of
X.

1.1.2 Homotopy theory of simplicial sets

In this section, three classes of maps in SSets are introduced. They are named weak
equivalences, fibrations and cofibrations.

We start by defining the homotopy groups of a simplicial set. These groups are
simply the topological homotopy groups of the realization of the simplicial set.

The realization functor and homotopy groups. Denote by Top the category of
topological spaces. Let |A"| be the topological n-simplex, i.e.

n
A" = {(to, ..., ta) €R™ Y =1, t; > 0},
=0

equipped with the subspace topology induced by the Euclidean topology in R**! . In
fact, |A*| is a cosimplicial topological space, with coface and codegeneracy maps given,
forall¢=0,...,n, by

O (toy .- stno1) = (tos--stio1,0,ts, ... ty1)
Sz(to, ... ,tn+1) = (to, oty H i, ,tn+1).
Definition 1.1.15. The realization functor |- |: SSets — Top is the functor defined

as follows.

(i) For every object X. in SSets, equip X,, with the discrete topology and let | X.| be
the topological space

X | =[] Xn x 1A/ ~
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where ~ is the equivalence relation given by
(Diz,u) ~ (x,0™), (siy,u) ~ (y,s'u),
for all x € X, 11, y € Xp—1, and u € |A"|.

(i) If f: X. — Y. is a simplicial map, the map
n fxid n
[T X0 < 1am 25 T Y x 1A
n n

is compatible with the equivalence relation ~. Hence, there is an induced continu-
ous map |f|: |X.| — |Y].

There is an equivalent definition of the realization of simplicial sets in a categorical
frame involving colimits (see [29], § 1.2).

It follows from the definition that the realization of the standard n-simplex A” is
exactly the topological n-simplex |A"|.

Lemma 1.1.16. For every simplicial set X., |X.| is a CW-complezx with one n-cell for
every non-degenerate n-simplex of X..

Proof. See [46], § I11.14. O

Example 1.1.17 (Classifying space). Let C be a small category. The classifying space
of a small category C is the realization of its nerve (see example 1.1.11), i.e.

BC :=|N.C|.

The assignment C — BC is a functor from the category of small categories to the category
of topological spaces. Moreover, an equivalence of small categories F' : C — D induces a
homotopy equivalence BF' : BC — BD of topological spaces.

Remark 1.1.18. In the literature one also finds the notation B.C for N.C. We will use
this notation in chapter §2, for the simplicial set B.QP, computing algebraic K-theory
of the category P (see 1.3.1).

Definition 1.1.19. Let X. be a simplicial set and * € X a base point. Denote by *
the corresponding point in |X.|. For n > 0, the n-th homotopy set of X. with respect to
* is defined by

T (X, %) 1= mp (| X, *).

When there is no source of confusion, the base point * is usually dropped from the
notation. Observe that by definition, m, (-, *) is a functor from SSets to the category of
sets for n = 0, to the category of groups for n = 1, and to the category of abelian groups
for n > 2.
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Weak equivalences, fibrations and cofibrations Let A" be the standard n-simplex
of example 1.1.8. For every 0 < k < n the k-th horn, A} C AT, is the simplicial set
generated by all 9;(iy) except for O (in).

Definition 1.1.20. Let f: X. — Y. be a simplicial map.

(i) The map f is a weak equivalence if the induced map mo(X.) ELN mo(Y?) is a bijection
and for every n > 1 and any choice of vertex * € X, the induced map

(X, %) L5 10 (Y, £(5))

is an isomorphism.

(ii) The map f is a fibration, or a Kan fibration, if for all n > 0, 0 < k < n, and any
commutative diagram

4
zl lp
A_":—> Y,
there exists a diagonal dotted arrow, making the whole diagram commute.

(iii) The map f is a cofibration if it is a monomorphism.

1.1.3 Closed simplicial model categories

Closed model categories. Let C be a category equipped with three families of mor-
phisms, called weak equivalences (W), fibrations (F) and cofibrations (C). One says that
a morphism f is a trivial fibration (resp. trivial cofibration) if it is both a fibration (resp.
cofibration) and a weak equivalence. Then, C together with the families W, F' and C'is
a closed model category if the following five axioms are satisfied:

CM1. C is closed under finite direct limits and finite inverse limits.

CM2. (Two of three) If f and g are such that gf is defined, then, if two of f, g and gf

are weak equivalences, so is the third.

CM3. (Retraction axiom) Let f be a retract of g, i.e., in the category of maps, there
are maps a : f — g and b : g — f such that ba = idy. Then, if g is a weak
equivalence, a fibration or a cofibration, so is f.

CM4. (Lifting axiom) Given a commutative diagram

A—X

Kl
Zl - ) ip
B——>Y
where 7 is a cofibration, p a fibration, and either ¢ or p is a weak equivalence, then
there exists a diagonal arrow B — X making the whole diagram commute.



24 Preliminaries

CMb5. (Factorization axiom) Any map f can be factored in two ways

> f =poi, with i a cofibration and p a trivial fibration.

> f =poi, with ¢ a trivial cofibration and p a fibration.

Remark 1.1.21. These are the axioms initially proposed by Quillen. Later, some
modifications have been introduced. Namely,

(1) In axiom CM1, one requires the existence of all direct and inverse limits, not only
the finite ones.

(2) In axiom CMS5, one requires the factorizations to be functorial. That is, if we denote
by Map(C) the category of morphisms in C, one requires the existence of four functors

o, 3,7, : Map(C) — Map(C)

such that
f=8(f)oal(f), and f=4(f)o(f),

with a(f) a trivial fibration, S(f) a cofibration, v(f) a fibration and 6(f) a trivial
cofibration.

The usual closed model categories satisfy this modified version of the Quillen axioms.
Immediate consequences of the five axioms CM1-CM5 are the following:

(1) Axiom CMI1 ensures the existence of an initial object, denoted by ), and a final
object, denoted by *, in C.

(2) The class of (co)fibrations and the class of trivial (co)fibrations are both closed under
composition and (co)base change, and contain all isomorphisms.

Theorem 1.1.22. With the class of weak equivalences, fibrations and cofibrations defined
in 1.1.20, SSets is a closed model category.

Proof. See [49], § 11.3.14, Theorem 3, [29], § I Theorem 11.3. O

An initial object of SSets is the empty simplicial set () and a final object is * = AY.

Fibrant and cofibrant resolutions.
Definition 1.1.23. Let C be a closed model category and X € ObjC.
(1) The object X is fibrant if the unique map X — x is a fibration.

(2) The object X is cofibrant if the unique map () — X is a cofibration.
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Axiom CM5 ensures the existence of (functorial) fibrant and cofibrant resolutions.
Namely, for every object X in C, there exist weak equivalences

X - X", X" —X
where X" is fibrant and X* is cofibrant.
Example 1.1.24. (1) By definition, every simplicial set is cofibrant.

(2) (Moore) The underlying simplicial set of a simplicial group is fibrant (see [49],
§11.3.12 or [29], §I Lemma 3.4 for a proof).

(3) For n > 2, A™ is not fibrant.

The five axioms CM1-CM5 imply that for a category C, once two of the three required
families of morphisms are given, and satisfy the axioms, then the third family exists and
it is characterized as follows.

Definition 1.1.25. A map f : X — Y in C has the right lifting property (RLP) with
respect to g : A — B in C, (or g has the left lifting property (LLP) with respect to f) if
for every commutative diagram of the form

A—X
L
g !

B——Y
the dotted diagonal arrow exists.

If the class of weak equivalences and fibrations (resp. cofibrations) is given, then
cofibrations (resp. fibrations) are characterized by being the morphisms having the LLP
(resp. RLP) with respect to all trivial fibrations (resp. cofibrations).

From the fifth axiom, we see that if fibrations and cofibrations are defined, then the
weak equivalences are the morphisms f such that f = wowv, with v having the left lifting
property with respect to the class of fibrations and u having the right lifting property
with respect to the class of cofibrations.

If C is a closed model category, it is possible to define left and right homotopy for
maps between objects which are both fibrant and cofibrant. Moreover, one can form
the homotopy category Ho C by localizing with respect to the weak equivalences (for the
definition of localization of a category, see [34] or [49], § I.1). However, these concepts
become easier in a closed simplicial model category. We discuss this approach in this
section. For details on the “non-simplicial” approach of homotopy theory, see for instance
[49] and [29].
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Closed simplicial model categories

Definition 1.1.26. A category C is called simplicial if there exists a functor (called the
function complex)
Homyg¢ : C°P? x C — SSets,

such that for all objects A and B in C, the following axioms are satisfied.

SC1. Hom¢(A, B)o = Map(A, B).

SC2. The functor Hom¢(A, ) : C — SSets has a left adjoint
A®-:SSets — C

such that A® (K x L) 2 (A® K) ® L, with the isomorphism being natural in A,
K and L.

SC3. The functor Home (-, B) : C°? — SSets has a left adjoint

hom(-, B) : SSets — C.

Remark 1.1.27. It follows from 1.1.8 and axiom SC2, that for all n > 0,
HOIHc(A, B)n = MapSSets(AT% HOInc(A, B)) = MapC(A ® An? B)

This equality is usually taken as the definition of the function complex, once a functor
® is defined.

We are interested in the categories C which are closed model categories and, in
addition, simplicial categories. This is the notion of closed simplicial model categories.

Definition 1.1.28. Let C be a category which is both a closed model category and
a simplicial category. Following Quillen, one says that C is a closed simplicial model
category if the next axiom is satisfied:

SMY7. For every cofibration j : A — B, and fibration ¢ : X — Y, the induced map

Home(B, X) L% Home (4, X) Xt1ome(a.y) Home (B, Y)

is a fibration in SSets, which is trivial if either j or ¢ is trivial.
The following lemma follows from axiom SM7.
Lemma 1.1.29. Let A, B, X and Y be objects in C.
(i) If f: X =Y s a fibration and B is cofibrant, then the induced map

f« : Home(B, X) — Home(B,Y)

is a fibration in SSets.



1.1 Closed simplicial model categories 27

(ii) If X is fibrant and g : A — B is a cofibration, then the induced map
g" : Home (B, X) — Home (A, X)
s a fibration in SSets.

Definition 1.1.30. Let X. and Y. be simplicial sets. The function complex or function
space Homggets(X.,Y) is the simplicial set with

Homggets(X., Y.), = {simplicial maps A" x X. — Y.},
and face and degeneracy maps induced by (1.1.1).

For simplicity, denote
HO7H1('3 ) = HomSSets('a )

Proposition 1.1.31. With the function complex Hom, the closed model category SSets
is a closed simplicial model category.

The homotopy relation. We give here the definition of homotopy equivalence of
maps in any simplicial category C. Then, for any closed simplicial model category,
axiom SM7 implies that the diagonal arrow of axiom CM4 is unique up to homotopy
(see [29], § IT Proposition 3.8).

Let X. be a simplicial set. We say that x,y € Xg are strictly homotopic if there exists
z € Xy with 01z = x and Jyz = y. We say that they are homotopic if they are equivalent
with respect to the equivalence relation generated by “to be strictly homotopic to”.

Proposition 1.1.32. If X. is a fibrant simplicial set, “to be strictly homotopic” is an
equivalence relation. Moreover, in this case

mo(X.) = {homotopy classes of elements in Xo}.
Proof. See [46], Proposition 3.2. O

Definition 1.1.33. Let f,g : X — Y be two morphisms in a closed simplicial model
category C. We say that f is strictly homotopic (resp. homotopic) to g if this is the case
for f,g € Home(X,Y)o = Map.(X,Y).

If f and g are homotopic, one writes f ~ g. Observe that by the last proposition
and lemma 1.1.29, if X is cofibrant and Y is fibrant, then ~ is an equivalence relation.
The next corollary follows from 1.1.32.

Corollary 1.1.34. Let C be a closed simplicial model category. If X is a cofibrant object
in C and Y 1is a fibrant object in C, then

mo Home (X, Y) = {homotopy classes of maps X — Y'}.
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In this terminology, one obtains a generalization of Whitehead’s classical theorem in
algebraic topology.

Theorem 1.1.35 (Whitehead). Let C be a closed model category. Let X,Y € ObjC
be both fibrant and cofibrant. Then, any weak equivalence f : X — Y is a homotopy
equivalence.

Proof. See [29], §II Theorem 1.10. O

Whitehead’s classical theorem asserts that any weak equivalence X — Y of CW-
complexes is in fact a homotopy equivalence. Since C'W-complexes are both fibrant and
cofibrant, this result follows from the theorem above.

The homotopy category. Let C be a closed simplicial model category. The homotopy
category associated to C, HoC is formed by formally inverting the weak equivalences.
For any two spaces X,Y, one denotes by [X,Y] the set of maps between X and Y in
this category.

If Y — Y™ is any fibrant resolution of Y, then

[X,Y] = mo Hom(X, Y ") = {homotopy classes of maps X — Y}.

Suppose that ¥ — Y is a weak equivalence (not necessarily a cofibration) and Y is
fibrant. Then, if Y™ is any fibrant resolution, there exists a weak equivalence Y~ — Y.
Therefore, by [36], 9.5.12,

[X,Y] = mo Hom(X,Y).

Consider X,Y € Obj(C) and f: X — Y a morphism. Suppose that Y is fibrant and
let X~ be a fibrant resolution of X. Then f factorizes uniquely up to homotopy through
X™, i.e. there exists a map in C, f~ : X~ — Y, unique up to homotopy under X, such
that the following diagram is commutative

See [36], 8.1.6 for a proof. Therefore, there is a well-defined bijective map

[X,Y] — [X™,Y].

The pointed category. A small modification in the definition of weak equivalences,
fibrations and cofibrations in SSets leads to a closed model category structure in the
pointed category SSets,. The category SSets, consists of pairs (X.,*), where X. is a
simplicial set and * € Xy. Morphisms are point-preserving simplicial maps.
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Consider the base-point forgetful functors
SSets,, — SSets.

By definition, a map f : X. — Y. in SSets, is a weak equivalence, fibration or cofibration,
if this is the case in SSets.

Let X.,Y be two pointed simplicial sets. The pointed function space, denoted by
Hom, (X.,Y)), is the simplicial set with n-simplices the set of maps

(A" x X.)/(A" x %) — Y.

in SSets,. Face and degeneracy maps are induced by the coface and codegeneracy maps
of A'. The smash product of two pointed simplicial sets X.,Y. is the pointed simplicial
set

XAY :=(X. xY)/(xxY)U(X. x %).

We set the functor ® to be the smash product A.
Theorem 1.1.36. With these definitions, SSets, is a closed simplicial model category.

It follows that if Y. is a fibrant pointed simplicial set, then

7o Hom, (X.,Y.) = {homotopy classes of pointed maps X. — Y.}.

1.1.4 Simplicial abelian groups

Let Ab be the category of abelian groups and let sAb be the category of simplicial
abelian groups. Observe that, forgetting the group structure, every simplicial abelian
group is a simplicial set.

Definition 1.1.37. Let f: A. — B. be a morphism of simplicial abelian groups.

(1) The morphism f is a weak equivalence or fibration if this is the case for the underlying
simplicial set map.

(2) The morphism f is a cofibration if it has the left lifting property with respect to all
trivial fibrations.

(3) The homotopy groups of a simplicial abelian group are the homotopy groups of its
underlying simplicial set.

Theorem 1.1.38. With the definitions above, sAb is a closed model category.
Proof. See [29], § III, Theorem 2.8. O

The category sAb also has a closed simplicial model category structure, given as
follows. If K. is a simplicial set and A. is a simplicial abelian group, the simplicial
abelian group A. ® K. is defined by

(A @K)y= P An

O’eKn
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Face and degeneracy maps are induced by those of K. and A..
Let A. and B. be two simplicial abelian groups. The function complex is the simplicial
set with n-simplices

Homgap(A., B.), := Mapap(A. @ A", B.)

and induced face and degeneracy maps.
Then, with this function complex, the category sAb is a closed simplicial model
category.

Lemma 1.1.39. The free abelian group functor SSets — sAb, of example 1.1.14,
preserves weak equivalences.

Proof. See [29], § IIT Proposition 2.16. O

1.2 Some results on homological algebra

In this second section of the preliminaries, we state the main definitions and results in
homological algebra needed for the forthcoming chapters. We start by fixing the notation
for multi-indices. They are used mainly in chapter § 4. We proceed with the discussion of
iterated (co)chain complexes. At the end, we recall the relationship between simplicial
abelian groups and chain complexes, and the analogous relationship between cubical
abelian groups and chain complexes.

General references for homological algebra are [43].

1.2.1 Notation for multi-indices

We give here some notations on multi-indices that will be used in the sequel.
Let J be the set of all multi-indices of finite length, i.e.

J={i=(i1,...,in) €N", ne N} = [ JNF.
k>0
For every m > 0, consider the set [0,m] := {0,...,m}. If a € [0,m] and | = 1,...,n, let

a; € [0,m]™ be the multi-index

that is, the multi-index where the only non-zero entry is a in the I-th position. We write
1=(1,...,1) and more generally, if r; < ra, we define 172 to be the multi-index with

(17‘2)._ 1 if | §i§T27
T/t 1 0 otherwise.

Definition 1.2.1. Let 2,5 € N”. We fix the following notations for multi-indices:

(1) The length of 4 is the integer length(z) := n.
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(2) The characteristic of © is the multi-index v(z) € {0,1}", defined by

[0 ifi;=0,
v(i); _{ 1 otherwise.

(3) The norm of 4 is defined by |i| = i1+ - -+i,. If 1 <1 < n, we denote ||, = i1+ - -+1;.
(4) Order on the set of multi-indices:

» We write ¢ > 7, if for all 7, i, > j,. Otherwise we write ¢ # j.

» We denote by = the lexicographic order on multi-indices. By ¢ < 7 we mean
t=<7and1#j.

(5) Let 1 <1 <mnand m € N. Then, we define

Faces: @) = (i1, iy, in).
Degeneracies:  s"(2) = (i1,...,9-1,M, 01, ..., %)
Substitution:  o]"(1) = s0(8) = (i1, .., 0—1,M, 041, ., 0n)-
In general, forany l = (I1,...,ls) with1 <} <--- <l <nmandm = (my,...,ms) €

N*, we write
(i) =0 ...0, (1), s7(8)=s""...5" (1), and oy"(i) =0 ...07"(3).

(6) If length(é) = [ and length(j) = r, the concatenation of © and j is the multi-index
of length [ + r given by

'1/.7 = (ilv"'vibjl""’jr)'

(7) Assume that ¢ € {0,1}". The complementary multi-index of % is the multi-index

i©:=1—1,1ie.
@={7 e
(8) Assume that ¢,j € {0,1}". We define their intersection by
iNg = (i1 J1,-in - Jn),
and their union 2 U j by
(¢U J)r = max{i,, j, }.
1.2.2 Tterated (co)chain complexes

Let P be an additive category.

Definition 1.2.2. (i) A k-iterated cochain complex A* = (A*,dy,...,dy) over P is a
k-graded object together with k endomorphisms dy, . . ., di of multidegrees 11, ..., 1,
such that, for all 7, j, d;d; = 0 and d;d; = d;d;. The endomorphism d; is called the
i-th differential of A*.
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(ii) A k-iterated chain complex A, = (A, d",...,d*) over P is a k-graded object to-
gether with k endomorphisms d',...,d* of multidegrees —1i, ..., —1;, such that,
for all 4,5, d'd® = 0 and d'd’ = d’d’. The endomorphism d’ is called the i-th
differential of A,.

(iii) A (co)chain morphism between two k-iterated (co)chain complezes is a morphism
of k-graded objects commuting with all the differentials.

Let Z% be the category of k-iterated cochain complexes and let Z;, be the category of
k-iterated chain complexes.

Remark 1.2.3. If A* is a k-iterated cochain complex and ¢ is a multi-index of length
k — 1, then A% ® is a cochain complex. In this way, if P is a property of cochain
complexes, we will say that A* satisfies the property P in the [-th direction, if, for all
multi-indices 4 of length k — 1, the cochain complex A% (¥ satisfies P.

For instance, let A* be a cochain complex. The complex A* has length [ if A™ =0
for all n < 0 and n > [, and A’ # 0. Then, we say that a k-iterated cochain complex A*
has lengths I1, ..., [, if for all multi-indices % of length k — 1, the cochain complex A5
has length /;.

Simple complex associated to an iterated complex. We describe here the functor
“associated simple complez”:
s(—):IF — 1.

Definition 1.2.4. Let (A*,di,...,d;) be a k-iterated cochain complex. The simple
complex of A* is the cochain complex s(A)* whose graded groups are

:@Aﬂ',

|g|=n

and whose differential s(A)" L, s(A)"! is defined by, for every a; € A7 with |j| = n,

Dll-1d,(az) € s(A)"HL.

Mpr

l:l
Here one understands that for [ = 1, the sign in the sum is +.

The elements a € s(A)"™ with ds(a) = 0 are called cycles. If f : A* — B* is a
morphism of k-iterated cochain complexes, there is an induced morphism between the
associated simple complexes

f:s(A)" — s(B)".

Therefore, there is a functor

Zk S(_) Il.
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Example 1.2.5. If A** is a 2-iterated cochain complex, the associated simple complex
is the cochain complex whose n-th graded group is

s(A)" = @ A2

ni+na=n
and whose differential is

Anin2 ds, Amtlne o gninetl
a +— di(a)+ (=1)""ds(a).

Example 1.2.6 (Tensor product). Assume that in P there is a notion of tensor product.
In our applications, P will be the category of abelian groups or the category of locally
free sheaves on a scheme. Let (A*,d4) and (B*,dp) be two cochain complexes. The
tensor product (A ® B)* is the 2-iterated cochain complex with

(A®B>n,m :An®Bm’

and differentials (d4 ® idp,ida ® dp). By abuse of notation, the associated simple
complex will also be denoted by (A ® B)*.

Observe that the definition of the simple of a k-iterated complex A*, depends on the
fixed order of the directions of A*. The proof of the following lemma is an easy exercise.

Lemma 1.2.7. Let (A*,dy,ds) be a 2-iterated cochain complex and consider (Af, dY, db)
the 2-iterated cochain complex with A}"™ = A™" and d} = dy and d5 = dy. Then, the

morphism

s(A)" — s(Ay)”
a €A™ (=1)"Mmg € AT,

is an isomorphism of complexes.
This lemma can be easily generalized to arbitrary k-iterated cochain complexes.

Lemma 1.2.8. Let (A*,d4) be a cochain complex and consider the cochain complex
A* = (A*,—dga). Then, the morphism

A (=1)™ida

An
is an isomorphism of cochain complexes.

For the rest of this section, we assume that P is an abelian category.
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Quasi-isomorphisms and cochain homotopies. We recall briefly the definition of
a quasi-isomorphism and the homotopy equivalence relation.

Definition 1.2.9. Let (A*,d4) and (B*,dp) be two cochain complexes in P.

(i)

(iv)

Let f : A* — B* be a cochain morphism. Then, f is a quasi-isomorphism if the

induced morphisms
H*(f): H"(A) — H"(B)

are isomorphisms for all n.

Two cochain morphisms f, g : A* — B* are said to be quasi-isomorphic, if H*(f) =
H*(g)-

Let f,g: A* — B* be two cochain morphisms. We say that f and g are homotopy
equivalent (written f ~ g), if for all n, there exists a morphism

h" i A" — B*
such that f — g =dghy, + hpt1da.

A morphism f : A* — B* is a homotopy equivalence, if there exists a morphism
g: B* — A* such that fg ~idp, and gf ~ id4.

One can easily check that if f is a homotopy equivalence, then f is a quasi-isomorphism.

Translation and truncation of a cochain complex. Let (A*,d4) be a cochain
complex in P.

» Let m € Z. The translation of A* by m, Alm]*, is the cochain complex with

Alm]" == A7F™,

and differential (—1)"d4. In general, if (A* dy,...,d) is a k-iterated cochain
complex and m = (myq,...,my) € Z*, one defines the translation of A* by m by
setting

Am|™ = A™™  and @™ = (—1)™i4,.

7

Let n € Z. The canonical truncation of A* at degree n, T<,A*, is the cochain
complex given by

A" r<mn,
(TgnA)T = ker(dA AT An—H) r=n,
0 r>n,

and differential induced by d4. Observe that it follows from the definition that

H"(A*) r <mn,

H'(1<nA) = { 0 r>n.
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» Let n € N. The béte truncation of A* at degree n, o<, A*, is the cochain complex
given by
A" r <n,

(o<nd)" = { 0 r>n,

and differential induced by d4. Observe that it follows from the definition that
H"(A") r<mn,
H(0<pA") =< A"/imdy r=n,
0 T >n.

The canonical and béte truncations 7>, and o>, are defined analogously.

Lemma 1.2.10. Let A*™ and B** be two 2-iterated cochain complexes located on the
first or third quadrant. Let f : A*™ — B** be a cochain morphism.

(i) If f*: A™ — B™ is a quasi-isomorphism of cochain complexes for all n, or,
(ii) If fm™: A*™ — B*™ js a quasi-isomorphism of cochain complexes for all m,

then the induced morphism

fis(A)" —s(B)
is a quasi-isomorphism.

Proof. 1t follows from a spectral sequence argument. O

The simple of a morphism. Let (A*,d4) and (B*,dg) be two cochain complexes
in P. Then, any cochain morphism f : A* — B* can be viewed as a 2-iterated cochain
complex with differentials (f,(d4,dp)). The simple of f is then defined as the simple
associated to this 2-iterated complex.

Definition 1.2.11. Let (A*,d4) and (B*,dg) be two cochain complexes and let f :
A* — B* be a cochain morphism. The simple of f is the cochain complex s(f)* with

» s(f)"=A"@ B L
» If (a,b) € s(f)", then ds(a,b) = (daa, f(a) — dpb).

This complex is the cone of a morphism shifted by 1.
The morphisms

= s(f)" s(f)r — A"
b — (0,b), (a,b) — a,

fit in a short exact sequence
0 — B[-1]* = s(f)* — A* =0,
which yields to a long exact sequence

o HY(s(f)) — H'(AY) L BB — B s(f)") — - (1.2.12)
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Proposition 1.2.13. Let f : A* — B* be a surjective cochain morphism. Then, there
18 a quasi-isomorphism

ker f s(—f)”
r — (x,0).
Proof. It follows from the long exact sequences associated to the short exact sequences
0— B[-1]" = s(—f)" — A" =0, 0—>kerf—>A*i>B*—>O
and the five lemma. O

Remark 1.2.14. Let

N L LN L Ny

be a sequence of cochain morphisms, i.e. f;o f;_1 = 0 for all . Then, the simple complex
associated to € is defined analogously. Specifically,

s(e"=A AT @ AT
and for all (ag,...,ax) € s(e)™,

ds(ap, . .. ar) = (dag(ao), fo(ao) — da,(a1),. .., femi(ar—1) + (=1)*da, (ax)).

Chain complexes versus cochain complexes. For every k, there is an isomorphism
of categories

I, = 1" (1.2.15)
For simplicity, we give the details only for the case k = 1.

Definition 1.2.16. (i) Let (A4, d) be a chain complex. The cochain complex associ-
ated to Ay, denoted by A*, is given by

A"=A_,, d"=d_, necZ

(ii) Let (A*, d) be a cochain complex. The chain complex associated to A*, denoted by
A,, is given by
A, =A"", dp =d™ ", n € 7.

These assignments give an isomorphism between the category of chain complexes
and the category of cochain complexes. Under this isomorphism, the concepts already
defined for cochain complexes can be transferred to the chain complex case. However, a
few remarks need to be made.
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(i) Translation of a chain complex. Let (As,d) be a chain complex and let m € Z.
The translation of A, by m is the chain complex with

Alm]p :== Ap_m, and d4" = (=1)"d.

Then, the definition is compatible with the isomorphism of categories of (1.2.15),
i.e. there is a commutative diagram of functors

7 ——171!

[m] i i [m]

Iy —— 711,

(ii) Simple of a chain morphism. Given A, EN B, a morphism of chain complexes, the
associated simple complex is the chain complex given by

» S(f)n = A, ® Bpi1,
» For (a,b) € s(f)n, ds(a,b) = (daa, f(a) — dgb).

Let f. be a chain morphism. Then, the cochain complex associated to the simple
of f. agrees with the simple of the cochain morphism f* associated to f.

1.2.3 Simplicial abelian groups and chain complexes

Recall that Ab denotes the category of abelian groups. Let Z = I' be the category of
chain complexes defined in the previous section. Denote by 7, the subcategory consisting
of the chain complexes which are zero in negative degrees.

The Dold-Puppe correspondence. Most of the results of this section are due to
Dold and Puppe (see [17]). However, our treatment basically follows [29], §/11.2. The
Dold-Puppe correspondence consists of two functors

N :sAb—Z; and K:I; — sAb,
which are equivalences of categories.

Definition 1.2.17 (The functor V). Let X. be a simplicial abelian group. The normal-
ized chain complex associated to X., N X, is the chain complex with

M ker(d: s Xy — Xo1)  ifn> 1,
>NXn._{XO itn>1

» The differential d : NX,, — NX,,_1 is d := O,.
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The simplicial identities guarantee that N X, is a chain complex. Moreover, given a
simplicial map f : X. — Y., the restriction map

Nf:NX, — NY,,

is a chain morphism. Hence, N is an additive functor from the category of simplicial
abelian groups to the category of chain complexes which are zero in negative degrees.

Definition 1.2.18 (The functor ). Let (A, d) be a chain complex in 7. The associ-
ated simplicial abelian group, K.(A), is given as follows. For every n > 0,

Kn(A):=EPEP 4,
gs<n n

where 1 runs over all surjective monotonic maps 7 : n — q. For every monotonic map
« :m — n, the map

a:Ky(A) = Kn(A)

is defined, in the component corresponding to 1 : n —» q as follows. Let ' : m — p, and
€ : p — q, for some p, be the only monotonic maps in which no a = e on/. Then,

ida, ifp=q,
ala, =4 d if p=g—1and€0) =1,
0 otherwise.

By definition, if f : A, — B, is a chain morphism, there is an induced simplicial map
K(f): K.(A) — K.(B).
The following result is proved in [17] §3.

Proposition 1.2.19. The functor NK : T, — T, 1is the identity. The functor KN :
sAb — sAb is naturally equivalent to the identity functor. Therefore, the categories
sAb and Iy are equivalent.

Remark 1.2.20. Let A* be a cochain complex concentrated in non-positive degrees.
Then, the associated chain complex A, is concentrated in non-negative degrees and
hence the simplicial abelian group K.(A) is defined.

It follows that the category Z inherits a closed model structure from the category of
simplicial abelian groups. In the propositions that follow, the class of weak equivalences,
fibrations and cofibrations of 7, are described.

Proposition 1.2.21. Let X. be a simplicial abelian group and let x € Xy. Then, for all
n >0,
(X, z) = Hy(NX,).

Proof. This is proved in [29], § II1.2. O
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Proposition 1.2.22. (i) A simplicial map f : X. — Y. is a weak equivalence if and
only if it induces a quasi-isomorphism N f : NX, — NY,.

(ii) A chain map f : A, — By is a quasi-isomorphism if and only if it induces a weak

equivalence K(f) : K.(A) — K.(B).

(1ii) A simplicial map f : X. — Y. is a fibration if and only if the morphisms f : NX,, —
NY,, are surjective for all n > 1.

Proof. The first two statements follow from proposition 1.1.32 and the equivalence of
the functors N and K. For the third statement see [29], § III Lemma 2.11. O

We deduce that the category Z; has a closed model structure with:
» Weak equivalences are quasi-isomorphisms.
» Fibrations are the chain maps which are surjective in degree n > 1.

» Cofibrations are the chain maps which have the left lifting property with respect
to all trivial fibrations.

The Normalized chain complex and the Moore complex.

Definition 1.2.23. Let X. be a simplicial abelian group. The Moore complex of X.,
X, is the chain complex whose n-th graded group is X,, and whose differential d : X,, —
X1 is given by d = > ,(—1)%0;.

At this point, we have introduced two chain complexes associated to a simplicial
abelian group: the Moore complex and the normalized chain complex. It is natural to
ask whether there is any relation between them. The next proposition tells us that they
are in fact homotopy equivalent.

Proposition 1.2.24. Let X. be a simplicial abelian group and let i : NX, — X, be the
natural inclusion of chain complexes. Then, i is a homotopy equivalence. In particular,

H.(NX,) = H.(X,).
Moreover, this equivalence is natural with respect to the simplicial abelian group X..
Proof. See [29], § III Theorem 2.4. O

Let DX,, C X, be the subgroup consisting of the degenerate simplices. It follows
from the simplicial identities, that d(DX,) C d(DX,—1). Then, there is an induced
differential

d:X,/DX, — X,_1/DX,,_1.

Let X, be the resulting chain complex X, /DX,.
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Proposition 1.2.25. The composition

i D
NX, — X, = X,
s an isomorphism of chain complexes.

Proof. See [29], § III Theorem 2.1. O

Remark 1.2.26. Observe that if follows from propositions 1.2.24 and 1.2.25, that the
complex of degenerate simplices DX, is acyclic.

Remark 1.2.27. By example 1.1.14, to every simplicial set X., there is a simplicial
abelian group ZX. associated. The Moore complex of ZX. gives a chain complex Z.X,
associated to X..

Remark 1.2.28. Instead of taking homological chain complexes and simplicial groups,
one could have considered cohomological chain complexes and cosimplicial groups. Then,
we can define the Moore complex associated to a cosimplicial group in the same way,
just with the arrows reversed.

The Hurewicz morphism. Let T be a topological space. Then, for m > 1 there is a
morphism (the Hurewicz morphism)

b : T (T) — Hp(T)

defined as follows. Choose a generator [a] of Hp,(S™) = Z. Since every x € mp(T)
corresponds to a homotopy class of based morphisms x : S — T, we define

hm(x) = x4(a) € Hp(T).

The definition is independent of the choice of the generator [a]. There is an analogous
morphism for simplicial sets. Namely, let X. be a simplicial set and consider the simplicial
map

X M7x

which sends z € X, to x € ZX,,. Let x € Xy be a base point. Then, the induced
morphism
hy s (X, 2) — T (ZX ., ) = H, (ZX) (1.2.29)

is called the Hurewicz morphism.

The homotopy fiber and the simple. The following is a well-known fact. We give
a sketch of the proof for completeness.



1.2 Some results on homological algebra 41

Proposition 1.2.30. Let (Ax,d4a), (Bx,dp) be two chain complexes. Let f : A, — B,
be a chain morphism and let K(f) : K.(A) — K.(B) be the induced morphism. Let
HoFib(f) denote the homotopy fiber of the topological realization of K(f). Then, for
every n > 1, there is an isomorphism

Tn(HOFib(f)) — Hn(s«(f))
such that the following diagram is commutative:

Tn11(K.(B)) — m, (HoFib(f)) — m,,(K.(4))

1T

Hyy1(By) ———= Hp(s(f)) —— Hn(As).

Proof. We sketch here the proof of the proposition. The details are left to the reader.
Consider the diagram

Tnt1(K.(A)) — 41 (K.(B)) —= mn (HoFib(f)) —= mn (K.(A)) —= mn(K.(B))

| |

Hp1(As) —— Hn1(Be) ——— Ha(s(f)) Hy (A Hy(Bs).

IR

By the five lemma, we only have to construct a morphism

Tn(HOFib(f)) — Hn(s(f))

making the whole diagram commutative.
Let F. be the cartesian product of the following diagram

Hom(A% K.(B))

where i1 sends a map ¢ € Hom(A!, K.(B)) to g(1). Let 71 : F. — K.(A) and 7o : F. —
Hom(AY, K.(B)) denote the natural projections.

The homotopy fiber of K(f) : |K.(A)| — |K.(B)] is homotopically equivalent to the
topological realization of F.. Hence,

T (HoFib(f)) = m,(F.).

Since F' is a fibrant simplicial set, m,(F.) consists of homotopy classes of pointed simpli-
cial maps
AT /OA™ — F.
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Observe that any map f : A" /OA™ — Hom(A!l, K.(B)) induces a map
fA" x A/(DA™ x AL UA™ x {0}) — K.(B).

Let s,41 denote the fundamental class of A" x Al and o, denote the fundamental class
of A™. If C, is any chain complex and K, (C) is the chain complex associated to the
simplicial abelian group K.(C), let

¢+ Hn(Ki(C)) — Hn(Cx)

be the morphism induced by the natural morphism K, (C) — C..
Then, we define a morphism

m(HOFib(f)) = my(F) —  Hy(s(f)
9] = (@((T1)(9)(0n)), S((m2)s(g) (5041)))-

One checks that this is a well-defined morphism of groups and commutes with the iso-
morphisms above. O

1.2.4 Cubical objects and chain complexes

Although it is common in (co)homology theories to base the constructions on a simplicial
setting, most theories can be rewritten using a cubical setting. The advantage of the
cubical constructions is that while the product of two simplices is not a simplex, the
product of two cubes is a cube. This makes cubical theory more suitable to define
products. There are many examples of theories based on the use of cubical objects. For
instance, we find them on the singular homology theory described by Massey in [45],
on the theory of cubical hyperresolutions of a scheme described by Guillen, Navarro,
Pascual-Gainza and Puerta in [33], or on the cubical higher Chow groups given by
Levine in [41].

In this section we discuss general facts about cubical abelian groups and their relation
to chain complexes. This relation is analogous to the relationship between simplicial
abelian groups and chain complexes discussed in the previous section.

Let (1) be the category whose objects are the finite sets {0,1}", for n > 0 and
morphisms are morphism expressed as a composition of the following maps:

» Cofaces: for every i = 1,...,n+ 1 and j = 0,1, let 5;- :{0,1}" — {0,1}"*!, be
defined as

(5;-(1:1, ces@p) = (T1,y 0 X1,y Ty e ey Tp)-
» Codegeneracies: for every i = 1,...,n, let o*: {0,1}" — {0,1}""! be defined as
o1, ) = (T1, e e Ty Tig1s - - - T
Definition 1.2.31. A cubical abelian group C. is a functor

C. : <1>Op — Ab.
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It follows that a cubical abelian group C. consists of a collection of abelian groups
{Cy}n>0 together with maps

» Fuaces: 53 :Cp, —Cph_q,fori=1,...,nand j =0,1.
» Degeneracies: o; : Cpy, —» Cpyq, fori=1,... n+1,

satisfying the cubical identities: for all [,k € {0,1},

5ok = oF 0l for i< j,
Uj_1(5£ for ¢ < j,

lo; = id for i=j, (1.2.32)
0’j5§_1 for > j,

005 = 044104 for 4 < j

Definition 1.2.33. Let C. be a cubical abelian group. The associated chain complex C\,
is the chain complex whose n-th graded piece is C), and whose differential § : C,, — Cp,_1
is given by
n
=Y Y
i=1j=0,1

Let D, C (), be the subgroup of degenerate elements of C,, i.e. the elements
which are in the image of o; for some ¢. By the cubical identities, we have an inclusion
d(Dy,) C D,,. Therefore, the quotient

Cy:=C,./D,
is a chain complex, whose differential is induced by d. Moreover, there is an epimorphism
C. - C,.

Definition 1.2.34. Let C. be a cubical abelian group and fix { = 0 or 1. The normalized
chain complex associated to C., N'C,, is the chain complex whose n-th graded group is

n
N'C, = ﬂ ker5zl~,
i=1
and whose differential is the one induced by the inclusion N'C,, C C,, i.e.

n

NN /: 1 e
J= Z(_l)’+l oL, where { l ift1=0

— I!=0 otherwise.
1=

Observe that by the cubical identities, § induces a differential on N'C,. The following
lemma is well known.

Lemma 1.2.35. Let C. be a cubical abelian group. There is a decomposition of chain

complexes
C.=N'C, @ D..
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Proof. Let x € C,, such that é'(z) = --- = 8/ (x) = 0. Then, consider y = = —
0r—10L_;(z). By the cubical identities,

51{71(?4) = 51{71(55) - 5£710r—15f~71(1’) = 57{71(35) - 51{71(33) =0.

By induction on r, we see that any x € C, can be decomposed as * = y + z with
y € N'C,, and z € D,,.

All that remains is to see that the decomposition is direct. Assume that y = o;(z) €
N!C,, for some i. Then, 0 = 5501-(.7:) = x and hence y = 0. We proceed by induction.
Assume that if y = 22;11 or(ry) and y belongs to N'C,,, then y = 0. Let y be of the
form y = "1 _, ox(wy), for some zy, and assume that y € N'C,,. Then, applying 6% we
obtain

r r—1
0 =dk(y) = Zéiak(xk) — Zéf,ak(ﬂsk) + zp,.
k=1

k=1
Hence, 7, = — > 7_; 0Lo(xx) and so
r—1 r—1 r—1
Yy = Z op(zK) — Z orolog(xy) = Z oz — 0por—1(xk)).
k=1 k=1 k=1
By the induction hypothesis, y = 0. O

As a consequence, we obtain the following lemma.

Lemma 1.2.36. The composition
¢:N'C, — C, - C,
s an tsomorphism of chain complezes.

Therefore, the subcomplexes

ﬁkeré?, ﬁker(SZ-l C Ci
i=1

i=1

are both isomorphic to 6’*
From now on, we fix the normalized complex to be constructed with [ =1, i.e.

NC,:=N'Cp = (\kerd}, and d=> (-1)". (1.2.37)
=1 =1

Example 1.2.38. Let C. be an abelian group. Then, the associated trivial cubical
abelian group is constructed as follows. For every n, set C, = C, and for every i,[, set
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1.3 Algebraic K-theory of exact categories

In this section we give the definition of the algebraic K-groups of a small exact category,
following Quillen in [48]. We also describe the construction of K-groups of an exact
category due to Waldhausen in [59]. In fact, Waldhausen gave a generalization of the
definition of K-groups of exact categories to the Waldhausen categories. These are
categories which have a zero object and are equipped with a family of morphisms called
cofibrations and a family of morphisms called weak equivalences (see [59] for details).
Every exact category becomes a Waldhausen category in a natural way. Therefore,
for the sake of simplicity, and since we are only interested in the application to exact
categories, we restrict our discussion of the Waldhausen construction to exact categories.

We proceed with the definition of the chain complex of cubes, whose homology groups
with rational coefficients are isomorphic to the algebraic K-groups. This isomorphism
is proved by McCarthy in [47].

In the second part of this section, we restrict ourselves to the exact category of locally
free sheaves on a scheme X, and to the category of coherent sheaves.

Finally, we review the theory of A-rings, for later use.

1.3.1 Exact categories and the Q-construction

Exact categories.

Definition 1.3.1. An exact category is an additive category P equipped with a class E
of sequences called the short exact sequences of P:

0— M 5 ML M o, (1.3.2)
such that the following axioms are satisfied:

EX1. Any sequence of P isomorphic to a sequence in E is in E. For any pair of objects
M', M" in P, the sequence

0— M (id,0) M & M" LLEN VN

is in E. For any sequence of the type of (1.3.2), i is a kernel for j and j is a cokernel
for i. We call i an admissible monomorphism and it is denoted by M’ ~— M. We
call j an admissible epimorphism and it is denoted by M — M".

EX2. The class of admissible epimorphisms (resp. monomorphisms) is closed under
composition and under base-change (resp. cobase-change) by arbitrary maps in

P.

EX3. Let M — M"” be a morphism possessing a kernel in P. Then, if there is a
morphism N — M in P such that the composition N — M — M" is an admissible
epimorphism, then the morphism M — M” is an admissible epimorphism. Dually
for admissible monomorphisms.
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An exact functor F : P — P’ between exact categories is an additive functor carrying
exact sequences of P into exact sequences of P’.

Example 1.3.3. For details about the following examples of exact categories, see [48],

§2.
(1)

(2)

(3)

Every abelian category is an exact category, with the usual class of short exact
sequences.

Suppose that P is an additive category embedded as a full (additive) subcategory
of an abelian category A such that if

0—-M —-M-—M"—0

is an exact sequence of A and M’ M" are objects of P, then M is isomorphic to
an object in P. Let E be the class of the exact sequences of A whose terms lie in
P. Then, the category P with the class E is an exact category. In fact, any exact
category can be realized as a category of this type.

Any additive category can be made into an exact category in at least one way, taking
E to be the family of split exact sequences.

Quillen Q-construction. Let P be an exact category. A new “category” QP is
defined as follows:

» ObjQP = ObjP.

» Let C, D € ObjP and consider all the diagrams in P of the form

where j is an admissible epimorphism and i an admissible monomorphism. Two

/

: J ' J i! . . :
diagrams C' « N - D and C & N' > D are isomorphic if there exists an

isomorphism ¢ : N — N’ in P such that j = j'oq and i = i’ oq. Then, a morphism
between the objects C' and D in QP is an isomorphism class of diagrams of this
type.

» Let C S N——>D and D < M>L> F be two morphisms in QP and
consider the diagram
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By axiom EX2, j o pr; and ' o pry are, respectively, an admissible epimorphism
and an admissible monomorphism. Then, the composition diagram is given by

Jjopri praot’

C<«—N>(DM>—>F_

One can check that the isomorphism class of this diagram depends only on the
isomorphism class of the data diagrams. Moreover, the composition is associative.

Observe that the @-construction is functorial on the category P.

Let U be a universe. If the diagrams of the form (1.3.4) form a U-set (this is the case
when P is a small U-category), then QP is a category, which is also U-small. It follows
that we can consider the classifying space of QP (see example 1.1.17). So, from now on,
P will be a small exact category, for a fixed universe U.

Remark 1.3.5. Given an exact category P having a set of isomorphism classes of
objects, one can always consider a small subcategory P’ equivalent to P and then define
QP as QP’. This is defined up to equivalence of categories since, given two equivalent
small exact categories P and P’, QP and QP’ are also equivalent.

Algebraic K-theory. Let P be an exact category. The Grothendieck group Ko(P) is
defined by
Ko(P):=Z/R

where Z is the free abelian group on the objects of P and R is the subgroup generated
by classes [M] — [M'] — [M"] for each exact sequence in E
0—-M —-M—M"—0.

Proposition 1.3.6. Let P be a small exact category and let 0 € ObjP = ObjQP be a
zero object (hence {0} is a point of BQP). Then, there is a natural isomorphism

m(BQP,{0}) = Ko(P).
Proof. See [48], § 2 Theorem 1. O

Hence, it is natural to define the higher algebraic K-groups of a small exact category
as follows.

Definition 1.3.7. Let P be a small exact category. Then, for every ¢ > 0, the i-th
K-group is defined as

Kin(P) = Tt (BQP, {0}).

Remark 1.3.8. (i) Up to a unique isomorphism, the definition does not depend on
the choice of the zero object in P. Indeed, given another zero object 0/, there is a
canonical isomorphism 0 — 0’ in P which gives a canonical choice of a path joining

{0} and {0’} in BQP.
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(ii) Since the realization, the nerve and the @Q-construction are functors of categories,
given an exact functor F' : P — P’ between two small exact categories, there is an
induced homomorphism

Kn(P) — Kin(P'), for all m.

1.3.2 Waldhausen K-theory
Let M,, be the category of morphisms of [n], i.e.
Obj My, = {(i.j) e N’| 0 < i < j <},

and Homyy, ((7,7),(k,1)) contains a unique element if i < k and j < [ and is empty
otherwise.

Let P be a small exact category and fix a zero object 0 of P. Let S, (P) be the
category of functors E..: M, — P, that satisfy

» L;; =0 for all i.
» E;; — E; ) — Ej is a short exact sequence, for all ¢ < j < k.

Denote by S, (P) the set of objects of S,,(P). Observe that an element of S,(P) is a
sequence of admissible monomorphisms in P,

0= FEop— Eoy1— - — Egp,
with a compatible choice of quotients
Ei; = Ey;/Ey,, for0 <i<j<n.
In particular,
So(P) = {0}, Si(P) = Obj(P), and S2(P) = {short exact sequences of P}.

The assignment

5.(P): [n] — 5,(P)

is a functor. Hence, S (P) is a simplicial category and, in particular, S.(P) is a simplicial
set.

Proposition 1.3.9. There is a homotopy equivalence
S.(P) ~ N.QP.
Therefore, for all m > 0, there is an isomorphism

Kin(P) = mm41(15.(P)],{0}).

Proof. See [21], Lemma 6.3. O
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1.3.3 The complex of cubes

Let (0,1,2) be the category associated to the ordered set {0, 1,2}. Let (0, 1,2)" be the
n-th cartesian power. For every i = 1,...,n and 5 = 0,1, 2, there is a morphism, called
coface

®¢mwlﬁ»m¢m"
(Jis-eosdn-1) = (seeesJim1,0, Jise -5 Jn—1)-
Definition 1.3.10. Let P be a small exact category. An n-cube E in P is a functor
0,1,2)" 2 P,
such that, for all j € {0,1,2}" T andi=1,...,n,
ESG _, psi) _, psi@)
is a short exact sequence of P.

These cubes are usually called exact cubes. But since there is no source of confusion,
we just drop the word exact. For every n > 0, we define the set

Cy(P) = {n-cubes},

and let ZC),(P) be the free abelian group on the n-cubes. The coface maps induce face
maps,

8? : 2Cy(P) — ZCp—1(P), foreveryi=1,...,n, and j =0,1,2.
ZCy(P)

Remark 1.3.11. Let
e:0—>FEy—F1 — FEy,— 0

be an exact sequence of (n — 1)-cubes. That is, for every j € {0,1,2}"~!, the sequence
O—>E8—>Ef—>Eg—>0
is exact. Then, for all i = 1,...,n, there is an n-cube E, with
O E = Ej.
This cube is called the cube obtained from e along the i-th direction.

For every i = 1,...,n and j = 0, 1, one defines degeneracies

Sg : ZCn_l(P) — ZCn(P)a
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by setting for every F € Cy,_1(P),

Sj(E).:{O ji# 3. + 1

N Eay Ji=J,J+1
That is, sg (E) is the n-cube obtained from the exact sequences of n-cubes

0—-FE=FE—-0—0, ifj=0,
0—-0—-FE=FE—0, ifj=1,

along the i-th direction. An element F' € Cy,(P) is called degenerate if for some i and j,
F €ims].
Observe that for any k,[ € {0, 1,2}, the following equalities are satisfied:

okol, , ifj<i
Lok — j Jit1 =5
9:9; {aj’?lag if j > .

Then, if we set
n 2

d=> "> (-1yHd, (1.3.12)
0

=1 j=

(ZC«(P),d) is a chain complex.
Let

ZDn(P) = Zn: 87 (ZCp-1(P)) + 5{(ZCp-1(P)) C ZCy(P).
i=1

Since the differential of a degenerate cube is also degenerate, the differential of ZC\(P)
induces a differential on ZD,(P) making the inclusion arrow

ZD.(P) — ZC.(P)
a chain morphism. The quotient complex
ZC.(P) = ZC\(P)/ZD.(P)

is called the chain complex of cubes in P.

The morphism Cub. Let ZS.(P) be the Moore complex associated to the simplicial
set S.(P). We recall here the construction of a chain morphism

7.8,(P)[-1] = ZC.(P),
which is a quasi-isomorphism in homology with Q-coefficients. This construction appears
in Wang’s thesis ([61]) and in [47]. We refer the reader to [47] for proofs and details.
The morphism Cub is defined inductively on n. Let {E;;}o<; j<1 € S1P. Then, one
defines

Cub({Ej; }o<i,j<1) = Eo1 € Co(P).
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Assume that the morphism Cub is defined for n—1. Then, for every E = {Ej; }o<i j<n+1 €
Snt1P, Cub F is defined to be the n-cube such that

HNCubE = s - s%Ey),

0i CubE = Cub(t1E),

0ICubE = Cub(E).

For example, if n = 1, then the image by Cub of {F;j}o<; j<2 is the short exact

sequence
Eo1 — Ep2 — Eqa.

For n = 2, we obtain
Eor — Epg — En2

e

Eoy — Eoy3 — E3
0 Eas Eas
Proposition 1.3.13. Let E € S,,(P). Then, fori=1,...,n—1, we have
HNCubE = s 5 --s9Cubdyy---0,F,
0} CubE = Cubd,E,
D?CubE = sl ,---s1Cubdy---0;_1E.

It follows from the lemma that for every E € S, (P),

n—1 2 n
Z Z(—l)”jaf CubE = z:(—l)wrl Cub 0; E + degenerate cubes.
i=1 j=0 i=0

Proposition 1.3.14. There is a morphism of chain complexes

ZS.(P)[-1 2 Zo.(P)

E +— CubkE.
The composition of the Hurewicz morphism of (1.2.29) with the morphism induced
by Cub in homology, gives a morphism

Cub : Ky (P) = mas1(S.(P)) N, 1 (25,(P)[-1]) 2 Ho(ZCW(P)).

Theorem 1.3.15 (McCarthy). Let P be a small exact category. Then, for all n > 0,

the morphism

18 an isomorphism.

Proof. See [47]. O
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1.3.4 Algebraic K-theory of schemes

In this section we discuss the algebraic K-groups of a scheme X. All the proofs can be
found in [48], section § 7. Another good reference is [55], § 5.
Let X be an arbitrary scheme and consider the following exact categories:

» P(X) the category of locally free sheaves of finite rank. It is a full subcategory of
the abelian category of quasi-coherent sheaves of Ox-modules on X.

» If X is noetherian, M(X) the abelian category of coherent sheaves on X.

In both cases, either considering small full subcategories equivalent to them, or consid-
ering a big enough universe U, the following groups are defined:

> K, (X):= K, (P(X)).
> Gn(X) = K,(M(X)) if X is noetherian.
Proposition 1.3.16. If X is reqular, K,,(X) = G (X), for allm > 0.

We list here the main properties of the algebraic K-groups of schemes:

1. (Pull-back). Let f : X — Y be a morphism of schemes. Then, there is an exact
functor f*: P(Y) — P(X), inducing, for all m > 0, morphisms

[ Kn(Y) — Ky (X).

Hence, K,, is a contravariant functor from schemes to abelian groups. If f : X — Y
is a flat morphism of noetherian schemes, then there is an exact functor f*: M(Y') —
M(X), inducing for all m > 0 morphisms

[ iGu(Y) = G (X).

Hence, G, is a contravariant functor from the category of noetherian schemes and
flat morphisms to the category of abelian groups.

2. (Products). The tensor product of Ox-modules gives an exact functor
P(X) x P(X) — P(X)
which induces morphisms
Kp(X) x Kp(X) = Kpn(X), n,m > 0.

Then, K.(X) := €D,,> Km(X) is a graded anti-commutative ring. If X' is noetherian,
the tensor product of sheaves

P(X) x M(X) - M(X),
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gives morphisms
K (X) x Gp(X) = Grgn(X), for all n,m > 0.

Then, Gi(X) := @,,59 Gm(X) is a graded module over K, (X). In particular, Gy, (X)
is a Ko(X)-module. Moreover, the morphism

K (X) = G(X)
is a module homomorphism.

3. (Mayer-Vietoris). Let U and V' be open subschemes of a noetherian scheme X. Then
there is a long exact sequence

= G (UNV) - Gr(UUV) - GrU)®dGp(V) - Gr(UNV) — -,

4. (Homotopy invariance). Let f : P — X be a flat map whose fibers are affine spaces.
Then the morphism

[T Gm(X) = Gm(P)
is an isomorphism for all m > 0.

5. (Projective bundle). Let & be a vector bundle of rank r over a noetherian scheme
X. Let P(¢) = Proj(S(§)) be the associated projective bundle, where S(§) is the
symmetric algebra of {. Let f : P({) — X be the structure map. Then there is an
isomorphism of Ky(P(§))-modules

Ko(P(€)) @y (x) Gm(X) = Gm(P(€)),

for every m > 0, given by y @ x — y - ffz. If z € Ko(P(€)) is the class of the
tautological bundle O(—1) of P(£), then the above isomorphism can be rewritten as

e

Gm(X)" m((P()))

r—1
(@)o<icr = Y 2 [Tz
i=0

1.3.5 A-rings

In this subsection we recall the basic facts on A-rings. We have followed the treatment
of [4].

Definition 1.3.17. Let R be a commutative ring with unity. The ring R is a pre-A-ring,
if there exists a collection of maps

AN':R— R, n >0,
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such that, for all x,y € R,

\No= 1,
Mz) = =
n
Nz ty) = Y AN (@)A"(y).
r=0
Let &1,...,&, m,-..,n be indeterminacies and let s; and o; be the i-th elementary

symmetric functions in the variables {; and 7; respectively. Two universal polynomials
are defined as follows.

(i) The polynomial
P81, 80501, ..,0n)

is the coefficient of ¢" in [, ;(1 + &njt).

(ii) The polynomial
Pn,m(sla cee 75nm)

is the coefficient of ¢ in [T, _. ; (1+&,-...-&,,1).

Definition 1.3.18. A pre-A-ring R is a A-ring, if for all x,y € R,

N(zy) = Ba(A(@), . M@ A (), A (),
ATA(2) = Pua\(2),...,A™(x)).

Remark 1.3.19. In [4], a pre-A-ring is called a A-ring; a A-ring is called a special A-ring.
Example 1.3.20. The main example of a A-ring is the ring of integers Z with A-

operations
Me(n) = < Z ) .

It is called the canonical A-ring structure in Z.

Example 1.3.21. Let X be a scheme and let Ky(X) denote the Grothendieck group
of vector bundles on X. The tensor product of vector bundles on X induces a product
structure on Ko(X). Then, defining

MN(E) = /\k E, k>0, (1.3.22)
Ky(X) is a A-ring.
Definition 1.3.23. Let R be a pre-A-ring. The Adams operations
¥* . R — R, k>0,
are defined by the recursive formula

VA D N SRRy (i Ll /2 Ly i DL L) (1.3.24)
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Alternatively, if Ny is the k-th Newton polynomial, one can check that
TF = N (AL, ).

From the definition of pre-A-ring and equation (1.3.24), it follows that ¥* is a group
morphism for every k, i.e.

Uz +y) = UF(x) + UH(y).

If R is a A-ring, then the following statements are also satisfied:

k . . . M
{ U?: R — R is a ring morphism, (1.3.25)

Uk o gl = ¢l o gk = Pkt

Remark 1.3.26. Let ¥* denote the Adams operations corresponding to the A-ring
structure on Ky(X) given in 1.3.21. They are obtained combining definition (1.3.22)
with the formula (1.3.24). Grayson, in [31], showed that in the group Ko(X), U* agrees
with the secondary Euler characteristic class of the Koszul complex, i.e.

k—p
VHE) =) (-D)F P (k- p)SPE® )\ E € Ko(X).
p>0

Lemma 1.3.27. Let R be a commutative Q-algebra with unit. Assume that for every
k > 0, there are group morphisms

vk R SR

with W(x) = x. Then, R is a pre-\-ring, with X-operations being defined by equation
(1.3.24). If moreover, W* satisfy the statements in (1.3.25), then R is a A-ring.

Lemma 1.3.28. Let R = @pzo R, be a graded Q-algebra,with R;-R; C R;y;. Then,
there is a canonical A-ring structure on R with Adams operations given by

Uk(z) = kP, ifx € R,.

1.4 Deligne-Beilinson cohomology

We recall here the definitions and main properties of Deligne-Beilinson cohomology that
will be needed in the sequel. The main reference is [38]. A good reference for this
subsection is also [14], chapter 5. Observe, however, that we restrict ourselves to the
Deligne-Beilinson cohomology truncated at the degree 2p (where p is the twist).

One denotes R(p) = (27m)? - R C C.
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1.4.1 Real Deligne-Beilinson cohomology and the Deligne complex

Real Deligne-Beilinson cohomology. Let X be a complex algebraic manifold and
let X be a smooth compactification of X with D = X \ X a normal crossing divisor.
Denote by j : X — X the inclusion map.

Let EZ% be the complex of smooth differential forms on X. The complex E%(log D)
of differential forms with logarithmic singularities along D, is the subcomplex of j,E%
which is locally generated by the sections

if z1-...- 2, =01is a local equation for D.
Let 2 be the sheaf of holomorphic differentials on X and let Q%-(log D) be the

sheaf of holomorphic differential forms on X with logarithmic singularities along D. Let

FPQO%(log D) = B>, qu(log D) and consider the complex of sheaves on X

R(p)p = s(Rj.R(p) & FPQ%(log D) — j. Q%)

where u(a, f) = —a + f.
Then, the Deligne-Beilinson cohomology groups are given by the hypercohomology
groups of R(p)p,

One can see that this definition does not depend on the chosen compactification, up to
a unique isomorphism.

Let I be the category of pairs (X4, jo) With X, a smooth compactification of X,
and j, : X — X, an immersion such that D, = X, \ jo(X) is a normal crossing divisor.
Morphisms in I are the maps between the smooth compactifications that compatible
with the immersions j,. The opposite category I° is directed. Then the complex of
differential forms with logarithmic singularities along infinity is defined as

Eiog(X) == lim E% (log Do)
a€el®

Observe that if X is a proper complex algebraic manifold, then El*og(X ) is identified
with the complex of differential forms on X, E*(X).

Let Eﬁ)gR(X)(p) = (2mi)P - E{(l)g,R(X) C Ef;g(X).

The Deligne complex. We describe here the (truncated) Deligne complex which
computes Deligne-Beilinson cohomology. Let

PrEL(X) = @ B ()

P'>p, ¢'>q
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and consider the projection
FPO: Bl (X) = Ejog(X)

YA,
T — E 2P

p'2p, 424
The (truncated) Deligne complex for Ey, (X) is the graded complex given by
N Bl x(X)(p—1)nFrPmPER (X)) n<2p—1,
Dlog(X’ p) = k 7d EPP (X EQP'H X _
er(d: log,R( )(p) — 1og,R( )(p)) n=2p,
and differential given by, for x € D"(X, p),

dog — —Fnptln=ptlgy n < 2p—1,
P —200x n=2p—1.

Up to degree 2p, the cohomology of this complex is the Deligne-Beilinson cohomology
with p-twist:
H"(Diog(X,p)) = Hp(X,R(p)),  n<2p.
Graphically, one has

kerd C Elpo’g,R(X)(p)

— —0 -0 _ _
Epr (X)) (p—1) —=- —>=EL N (X)(p— 1)
—4 -
Bl o (X)(p—1) =+ ——= B (X) (p - 1)

with EIOO’g’R(X )(p — 1) sitting in degree 1.

1.4.2 Product structure

Deligne-Beilinson cohomology has a product structure, which can be described by a

cochain morphism on the Deligne complex.
Let x € D"(X,p) and y € D™(X,q). Then the product is defined as

(1) (@er L G gy
Tey= { +x A (Qy?~—bm=a — gym—aa-1) if n,m < 2p,

TNy if n=2p or m=2p.

This product satisfies the expected relations:
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» Graded commutativity: zey=(—1)""yeuz.
» Leibniz rule:  dp(zey) =dprey+ (—1)"z e dpy.
Therefore, the Deligne product is strictly graded commutative.

Proposition 1.4.1. The Deligne product e is associative up to a natural homotopy, i.e.
there exists

h:D"(X,p) @ D°(X,q) @ D'(X,1) — D"t (X,p+q+1)
such that
dph(w1 ® wo ®ws3) + hdp(w) @ws @ w3) = (W1 ews) @ W3 — wi ® (W2 ®W3).
Ifw € D?(X,p), wy € DX(X,q) and wz € D*(X,1) satisfy dpw; = 0 for all i, then
h(wi ® we @ w3) = 0. (1.4.2)
Proof. This is [13], Theorem 3.3. O

1.4.3 Deligne-Beilinson cohomology and currents

We next introduce the complex of currents which can be used to describe Deligne-
Beilinson cohomology. We discuss only the case where X is a proper complex algebraic
manifold, although the results can be extended, not directly, to non-proper complex
algebraic manifolds.

Let '"E™(X) be the group of currents of degree n on X, i.e. the topological dual of
E~"(X). Observe that it comes equipped with a bigrading induced by the bigrading on
E~"(X). The differential

d: 'E"(X) — 'E"Y(X)

is defined by setting
(dT)(e) = (=1)"T(da)

for every current T' of degree n and differential form « of degree n + 1. Then 'E*(X) is
a cochain complex concentrated in negative degrees.
There is a pairing

E"X)® 'E™(X) — 'E"T(X)
a®T — aANT
with a AT the current defined by
(a AT)(B) i= T(a A B).

Assume that X is equidimensional of complex dimension d. Consider the cochain
complex of currents, now in positive degrees, given by

D*(X) := 'E % (—d).
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A bigrading in D*(X) is fixed by setting DP49(X) to be the topological dual of E4~P4=4(X).
The twist by p is given by

D r(p) = (2mi)" " B3
There is a natural morphism of cochain complexes

ex) % oprx)
—

o (o]
where )
= — N a. 1.4.3
)n) 1= g [ o (143)
If g is a locally integrable differential form on X, the current [g] is also defined by equality
(1.4.3).

Consider the Deligne complex associated to this complex of currents on X, "D*(X, p),
changing in our initial definition the complex El*og(X ) by the complex D*(X). Then,
the map [] induces an isomorphism

HR(X,R(p)) = H"('D*(X,p)).

1.4.4 Functorial properties

Let f: X — Y be a morphism between two complex algebraic manifolds. The pull-back
of a differential form on Y, with logarithmic singularities, is well defined. Hence, it

induces a morphism of complexes
* f* *
Elog(Y) - Elog(X)7

which is compatible with the definition of Dl*og(-, p). Therefore, we obtain a morphism

of complexes
* I
Dlog(Y7p) - Dlog(X’p)'
We deduce the contravariant functoriality of Deligne-Beilinson cohomology
f*
Hp(Y,R(p)) — Hp(X,R(p)).

Given a proper morphism f : X — Y between two proper equidimensional complex
algebraic manifolds, there is a morphism of complexes

fCE™(X) L By

defined by
(NT)(a) =T(f*a).
If f has relative dimension e, there are induced morphisms in cohomology, giving the

covariant functoriality of Deligne-Beilinson cohomology

HB(X,R(p) L HE (Y, R(p - €)).
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1.4.5 Cohomology with supports
Let Z be a closed subvariety of a complex algebraic manifold X. Consider the complex
Diog(X\ Z,p),

i.e. the Deligne complex of differential forms in X \ Z with logarithmic singularities
along Z and infinity. The inclusion X \ Z < X induces an injective map

i : Digg(X,p) = Digg(X \ Z,p).

Definition 1.4.4. The (truncated) Deligne complex with supports in Z is defined to
be the simple of ¢ truncated at degree 2p,

Dl*og,Z(X’ p) = T§2p5(i) :

The (truncated) Deligne-Beilinson cohomology with supports in Z is defined as the
cohomology groups of the Deligne complex for cohomology with supports in Z:

Hp 7(X,R(p)) := H"(Diog 2(X,p)), 1 < 2p.
By the long exact sequence associated to the simple of ¢, there is a long exact sequence

o Hp (X, R(p)) — HBH(X,R(p)) — Hp(X \ Z,R(p)) — Hp'} (X, R(p) — -+~
= HP (X, R(p)) — ker(HZ (X, R(p)) — HEF (X \ Z,R(p))) — 0. (1.4.5)

Lemma 1.4.6. Let Z, W be two closed subvarieties of a complex algebraic manifold X .
Then there is a short exact sequence of Deligne complexes,

0 — Dipg (X \ 20 W.p) = DX\ Z,p) & Dipg (X \ Wip) & Dipy(X\ ZUW.p) — 0,
where i(a) = (a,a) and j(a, ) = —a + (.
Proof. It follows from [11], Theorem 3.6. O

In addition, Deligne-Beilinson cohomology with supports satisfies a semipurity prop-
erty. Namely, let Z be a codimension p subvariety of an equidimensional complex man-
ifold X, and let Z1,..., Z, be its irreducible components. Then

Hp 7(X,R(p)) = { %Bf:lR[Zi] Zi;ﬁ (1.4.7)

For n = 2p, the isomorphism is described below (in section 1.4.6).
The definition of the cohomology with support in a subvariety can be extended to
the definition of the cohomology with support in a set of subvarieties of X. We explain
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here the case used in the sequel. Let ZP be a subset of the set of codimension p closed
subvarieties of X, ordered by the inclusion. We define the complex

Dig(X \ 27,p) := lim D, (X \ Z,p), (1.4.8)
ZeZP

which is provided with an injective map
Dig(X,p) = Diog (X \ 2, p).
As above, we denote

Dikog,ZP (Xv p) = TSQPS(i)
and the cohomology groups by

H%,ZT-’(X’R(p)) = Hn(Dl*og,ZP(Xap))? n S 2p

From the definition, there is a long exact sequence analogous to (1.4.5), relating the
cohomology with support in Z?, the cohomology of X, and the cohomology of X \ Z?.

1.4.6 The class of a cycle and the first Chern class of a line bundle

The class of a cycle. Let X be a proper equidimensional complex algebraic manifold
of dimension d, and Z a codimension p irreducible subvariety of X. Consider ¢ : Z — Z
a resolution of singularities of Z. Then, the current integration along Z is defined as
520) = iy [
= —— [ 'n.
20 = (oniydr ;1
This definition is extended by linearity to any algebraic cycle z. The corresponding

current will be denoted by ¢, and called the class of the cycle z. Let CHP(X) denote
the codimension p Chow group of X. Then, ¢l induces a morphism

CH?(X) <, H%p(X,R(p)),
[Z] —  0z.

Let X be an equidimensional complex algebraic manifold and Z a codimension p
irreducible subvariety of X. Let j : X — X be a smooth compactification of X (with a
normal crossing divisor as its complement) and Z the closure of Z in X.

Proposition 1.4.9. Let X be an equidimensional complex algebraic manifold and Z a
codimension p irreducible subvariety of X. Let j : X — X be a smooth compactification
of X (with a normal crossing divisor as its complement) and Z the closure of Z in X.
The isomorphism

o)

c:R[Z] = H%%Z(X,R(p))

sends [Z] to [(*w,j*g)], for any [(w,g)] € Hépi(Y,]R(p)) satisfying the relation of

currents in X
—200[g] = [w] — 5. (1.4.10)
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Proof. See [14], proposition 5.58. O

In particular, assume that Z = div(f) is a principal divisor, where f is a rational
function on X. Then [Z] is represented by the couple

(0, 5 108(£1)) € HE 1 (X, B(p).

In view of the last proposition, the morphism cl is described in the following form:

CH(X) L HZ(X,R(p)),
[Z] — [v]

for any couple [(j7*w, j*g)] as in the proposition.

First Chern class. There are morphisms

c1:Pic(X) — H2(X,R(1)), (1.4.11)
c1:0(X,G,) — HY(X,R(1)),

given as follows. On Pic(X), ¢; is the first Chern class given by the Chern-Weil formulae,
with the normalization factor (2mi). On I'(X, Gy,), ¢1 maps an invertible function f to
the real function %log(ff).

1.4.7 Real varieties

A real variety X consists of a couple (X¢, Fix), with X¢ a complex algebraic manifold
and F,, an antilinear involution of Xc.

Definition 1.4.12. Let X = (X, Fx) be a real variety. The real Deligne-Beilinson
cohomology of X is defined by

Hp (X, R(p)) = Hp(Xc, R(p)"=~"".
The real cohomology of X is expressed as the cohomology of the real Deligne complex
Dﬁ;g(X>p) = Dﬁ)g(X(Cap)Foo:ida (1413)
i.e. there is an isomorphism

Hp(X,R(p)) = H"(Diog (X, p), dp).



Chapter 2

Uniqueness of characteristic
classes

In section 1.1 we introduced simplicial model categories and their associated homotopy
categories. The main example was the category of simplicial sets. In this chapter, we deal
with the category of simplicial sheaves over schemes in a Zariski site. This category can
be endowed with a simplicial model category structure. Then, the algebraic K-groups
are representable in the homotopy category of simplicial sheaves. That is, there exists a
simplicial sheaf K., such that for every noetherian scheme of finite Krull dimension X,

Kn(X) 2 [S™ A X4, K.

Using this fact, we give a uniqueness theorem for characteristic classes, which includes
a comparison of different definitions of Adams operations on higher algebraic K-theory
and of the Chern character.

The chapter is organized as follows. The first two sections are dedicated to review
part of the theory developed by Gillet and Soulé in [28]. More specifically, in Section
1 we recall the main concepts about the homotopy theory of simplicial sheaves and
generalized cohomology theories. In Section 2 we explain how K-theory can be given in
this setting. We introduce the sheaves KV =7 x ZooB.GLy and K. = Z x Z~, B.GL.

In Section 3, we consider compatible systems of maps ® : KY — F., for N > 1 and
F a simplicial sheaf. We introduce the class of weakly additive system of maps, which
are the ones characterized in this paper. Roughly speaking, they are the systems for
which all the information can be obtained separately from the composition Z. B.GLy —
KN — F. and from the composition Z < KV — F.. They are named weakly additive due
to the fact that when F. is an H-space, they are the maps given by the sum of this two
mentioned compositions. The main example are the systems of the type K — K. 2, F.,
inducing group morphisms on cohomology. We discuss then the comparison of two
different weakly additive systems of maps. We end this section by applying the general
discussion to generalized cohomology theories on a Zariski site.

In the last two sections we develop the application of the characterization results to
K-theory and to cohomology theories.

63
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Section 4 is devoted to maps from K-theory to K-theory, specifically to the Adams
and to the lambda operations on higher algebraic K-theory. A characterization of these
operations is given.

In section 5, we consider maps from the K-groups to sheaf cohomology. We give a
characterization of the Chern character and of the Chern classes for the higher algebraic
K-groups of a scheme.

2.1 The homotopy category of simplicial sheaves

We review here the main definitions and properties of homotopy theory of simplicial
sheaves. For more details about this topic see [28].

Let C be a site and let T = T'(C) be the (Grothendieck) topos of sheaves on C. We
will always suppose that T has enough points (see [1], § IV 6.4.1).

Let sT be the category of simplicial objects in T. One identifies sT with the category
of sheaves of simplicial sets on C. An object of sT is called a space.

2.1.1 Simplicial model category structure

The category sT is endowed with a simplicial model category structure in the sense of
Quillen [49] and as recalled in section 1.1.3. This result is due to Joyal; a proof of it can
be found in [39], corollary. 2.7. Here we recall the definitions that give this structure to
sT.

The structure of model category of sT is given as follows. Let X. be a space in sT.
One defines m(X.) to be the sheaf associated to the presheaf

U mo(X.(U)), for U e Obj(C).

Let C|U be the site of objects over U as described in [1], § III 5.1, and let T|U denote
the corresponding topos. For every object X. in sT, let X.|U be the restriction of X. in
sT|U. Then, for every U € Obj(C), z € Xo(U) a vertex of the simplicial set X.(U), and
every integer n > 0, one defines 7, (X.|U, x) to be the sheaf associated to the presheaf

Vi m(X.(V),z), for Ve Obj(ClU).
Let X., Y. be two spaces and let f : X. — Y. be a map.

(i) The map f is called a weak equivalence if the induced map f, : mo(X.) — mo(Y’) is
an isomorphism and, for all n > 0, U € Obj(C) and x € Xo(U), the natural maps

f* : WH(X’Ua .f) - 7‘—71<Y‘U7f(x))
are isomorphisms.
(ii) The map f is called a cofibration if for every U € Obj(C), the induced map
) X.(U) = Y.()

is a cofibration of simplicial sets, i.e. it is a monomorphism.
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(iii) The map f is called a fibration if it has the right lifting property with respect to
trivial cofibrations.

Observe that since the unique map ) — X. is always a monomorphism, all objects X. in
sT are cofibrant.
The structure of simplicial category of sT is given by the following definitions:

(i) There is a functor SSets — sT, which sends every simplicial set K. to the sheafi-
fication of the constant presheaf that takes the value K. for every U in C.

(ii) For every space X. and every simplicial set K., the direct product X. x K. in sT is
the simplicial set given by
[n] = H X’ﬂa

O'GKn

and induced face and degeneracy maps.

(iii) Let X., Y. be two spaces and let A" be the standard n-simplex in SSets. The
simplicial set Hom(X.,Y") is the functor

[n] — Homgr(X. x A", Y)).

By definition, a map is a cofibration of spaces if and only if it is a section-wise
cofibration of simplicial sets. For fibrations and weak equivalences, this is not always
true. However, it follows from the definition that a section-wise weak equivalence is a
weak equivalence of spaces.

The category of simplicial presheaves. Let sPre(C) be the category of simplicial
presheaves on C, i.e. the category of functors C°? — SSets. Then, one defines:

> weak equivalences and cofibrations of simplicial presheaves exactly as for simplicial
sheaves, and,

D> fibrations to be the maps satisfying the right lifting property with respect to trivial
cofibrations.

As shown by Jardine in [39], these definitions equip sPre(C) with a model category
structure. The sheafification functor

sPre(C) g

induces an equivalence between the respective homotopy categories, sending weak equiv-
alences to weak equivalences. Moreover, the natural map X. — X? is a weak equivalence
of simplicial presheaves ([39], Lemma 2.6).
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The pointed setting. All the results above can be applied to the pointed category
of simplicial sheaves, sT,. In this situation, if X. and Y. are pointed simplicial sheaves
of sets, then one writes [X., Y]y for the morphisms in the pointed homotopy category.
However, since from now on we will always work in the pointed category, we will just
write [X., Y] for any pointed spaces X.,Y..

Let * be the base point of sT,. Then, if X. is a simplicial sheaf, one considers its
associated pointed object to be X.; = X. U *.

2.1.2 Generalized cohomology theories

Let X. be any space in sT,. The suspension of X., S A X., is defined to be the space
X. AN A/ ~, where ~ is the equivalence relation generated by (z,0) ~ (x,1) and where
A is the pointed product. The loop space functor € is the right adjoint functor of S in
the homotopy category.

Let A. be any space in sT,. For every space X. in sT,, one defines the cohomology
of X. with coefficients in A. as

H™(X.,A)=[S"AX,A], m>0.

This is a pointed set for m = 0, a group for m > 0 and an abelian group for m > 1.

An infinite loop spectrum A* is a collection of spaces {A'};>o, together with the
given weak equivalences A" = QA1 The cohomology with coefficients in the spectrum
A* is defined as

H'"™X, AN =[S"ANX,A", m,n>0.

Due to the adjointness relation between the loop space functor and the suspension, these
sets depend only on the difference n — m. Therefore, all of them are abelian groups.

Let A. be a simplicial sheaf and assume that there is an infinite loop spectrum A*
with A = A.. Then the cohomology groups with coefficients in A. are also defined with
positive indices, with respect to this infinite loop spectrum. By abuse of notation, when
there is no source of confusion, or when we are not interested in which the loop spectrum
is, we will write H™ (X, A.), for the generalized cohomology with positive indices, instead
of writing H™ (X, A¥).

When X. is a non-pointed space in sT, we define

H™(X.,A)=[S"AX.4, A], m>0.

Induced morphisms. Let A., B. be two pointed spaces. Every element f € [A., B]
induces functorial maps

X, A] L5 X, B] and [B,X]Z> (4, X],

for every space X.. Therefore, there are induced maps between the generalized cohomol-
ogy groups

H*(X,A) S H*(X.,B) and H*B,X) L H A, X).
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Using simplicial resolutions, these maps can be described as follows. If B is any
fibrant resolution of B., then f is given by a homotopy class of maps A. — B”™. This map
factorizes, uniquely up to homotopy, through a fibrant resolution of A., A™. Therefore
there is a map

7 AT - B”
which induces, for every m > 0, a map
H™(X.,A) =mHom(S™" ANX.,A”) - moHom(S™ A X.,B”) = H ™(X.,B.).

The description of f* is analogous.

2.1.3 Zariski topos

By the big Zariski site, ZAR, we refer to the category of all noetherian schemes of finite
Krull dimension, equipped with the Zariski topology.

Given any scheme X, one can consider the category formed by the inclusion maps
V — U with U and V open subsets of X and then define the covers of U C X to be the
open covers of U. This is called the small Zariski site of X, Zar(X). By the big Zariski
site of X, ZAR(X), we mean the category of all schemes of finite type over X equipped
with the Zariski topology.

The corresponding topos are named the small or big Zariski topos (over X) respec-
tively.

Generally, one also considers subsites of the big and small Zariski sites. For instance,
the site of all noetherian schemes of finite Krull dimension which are also smooth, regular,
quasi-projective or projective is a subsite of ZAR. Similar subsites can be defined in
ZAR(X) and Zar(X), depending on the properties of X.

At any of these sites, one associates to every scheme X in the underlying category
C, the constant pointed simplicial sheaf

U — Mapc(U, X) U {x}, U € ObjC.

This simplicial sheaf is also denoted by X. For any simplicial sheaf F. and any scheme
X in C, the equality of simplicial sets

F.(X)=Hom(X.,F.)
is satisfied.

Definition 2.1.1. A space X. is said to be constructed from schemes if, for all n > 0,
X, is representable by a scheme in the site plus a disjoint base point. If P is a property
of schemes, one says that X. satisfies the property P, if this is the case for its schematic
parts.

Any simplicial scheme gives rise to a space constructed from schemes, but the con-
verse is not true (see [37], §B.1).
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If X. is a space constructed from schemes, we can write X,, = «[[ X/, with X/ a

scheme. For every pointed simplicial sheaf F. in sT,, set F.(X,,) := F.(X],). Then, one
defines

F.(X.) = holim F.(X,,),

n

where holim is the homotopy limit functor defined in [9].

2.1.4 Pseudo-flasque presheaves

We fix T to be the topos associated to any Zariski site C as in the previous section. The
next definition is at the end of §2 in [10].

Definition 2.1.2. Let F. be a pointed simplicial presheaf on C. It is called a pseudo-
flasque presheaf, if the following two conditions hold:

(i) F.(0) = 0.

(ii) For every pair of open subsets U,V of some scheme X, the square

F.(UNV) F.(V)
F.(U) F.(UUV)

is homotopy cartesian.

A pseudo-flasque presheaf IF. satisfies the Mayer-Vietoris property, i.e. for any scheme
X in the site C and any two open subsets U,V of X, there is a long exact sequence

= H(F(UUV)) - H@F(U)@F.(V)) - HEF(UNV)) - HTF(UUV)) — ---

The importance of pseudo-flasque presheaves relies on the following proposition, due
to Brown and Gestern (see [10], Theorem 4).

Proposition 2.1.3. Let F. be a pseudo-flasque presheaf. For every scheme X in C, the
natural map

m(F.(X)) — H(X,FF)
s an tsomorphism.

Observe that this proposition is already true for any fibrant sheaf. In fact, any fibrant
space is pseudo-flasque.
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2.2 K-theory as a generalized cohomology

Let X. be a space such that its 0-skeleton is reduced to one point. One defines Z, X. to
be the sheaf associated to the presheaf

U= Zoo X.(U),

the functor Z, being the Bousfield-Kan integral completion of [9], § I. It comes equipped
with a natural map X. — ZyX..

Following [28], §3.1, we consider (T, Or) a ringed topos with O unitary and commu-
tative. Then, for any integer N > 1, the linear group of rank N in T, GLy = GLy(Or),
is the sheaf associated to the presheaf

U — GLy(T(U, Or)).

Let BGLy = B.GLN(Ot) be the classifying space of this sheaf of groups (see
example 1.1.11). Observe that for every N > 1, there is a natural inclusion B.GLy —
B.GLpyy1. Consider the space B.GL = |Jy B.GLy and the following pointed spaces

K. = ZxZwB.GL,
KV = ZxZ.BGLy.

Here, Z is the constant simplicial sheaf given by the constant sheaf Z, pointed by zero.
For every N > 1, the direct sum of matrices together with addition over Z gives a map

KN AKYN LK.

These maps are compatible with the natural inclusions; thus K. is equipped with an
H-space structure (see [37]).

2.2.1 K-theory
Following [28], for any space X., the stable K-theory is defined as
H ™X,K)=[S"ANX4,K],

and for every N > 1, the unstable K-theory is defined as

H™(X,KY) = [S™ A X4, KN
Since K. is an H-space, H~™(X.,KK.) are abelian groups for all m. However, H~ " (X.,K")
are abelian groups for all m > 0 and in general only pointed sets for m = 0.
Definition 2.2.1. A space X. is K-coherent if the natural maps

lim H~"™(X.,KY) - H™™(X.,K.)
N
and
lim H™(X., 7, KY) — H™(X., mK.)
N
are isomorphisms for all m,n > 0.
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(Here H™(X.,m,Y") are the singular cohomology groups. See [28], §1.2 for a discus-
sion in this language).

The Loday product induces a product structure on H*(X.,K.) for every K-coherent
space X..

2.2.2 Comparison to Quillen’s K-theory

Let (T, Or) be a locally ringed topos. For every U in T, let P(U) be the category of
locally free Or|y-sheaves of finite rank.

Let B.QP be the simplicial sheaf obtained by the Quillen construction applied to
every P(U) (see 1.3.1). If QB.QP is the loop space of B.QP, then, by the results of [28],
§3.2.1 and [21], Proposition 2.15, we obtain:

Lemma 2.2.2. In the homotopy category of simplicial sheaves, there is a natural map
of spaces

7 x ZooB.GL — QB.QP

which is a weak equivalence.

Observe that this means that K. has yet another H-space structure, coming from
being the loop space of B.QP. The two structures agree at m > 0 and at m = 0 at least
for schemes and simplicial schemes in ZAR.

It follows from the lemma that for any space X. in sT, there is an isomorphism

H™(X.,K.) = H™(X.,QB.QP).

Hence, the K-groups of a space can be computed using the simplicial sheaf QB.QP
instead of the simplicial sheaf K..

Suppose that T is the category of sheaves over a category of schemes C. Let K™ be
a fibrant resolution of QB.QP. For every scheme X in C, there is a natural map

Kon(X) = 1 (QB.QP(X)) — (K™ (X)) & H-™(X, K.). (2.2.3)

The next theorem shows that many schemes are K-coherent and that Quillen K-
theory agrees with stable K-theory.

Theorem 2.2.4 ([28], Proposition 5). Suppose that X is a noetherian scheme of finite
Krull dimension d and that T is either

1. ZAR, the big Zariski topos of all noetherian schemes of finite Krull dimension,
2. ZAR(X), the big Zariski topos of all schemes of finite type over X,
3. Zar(X), the small Zariski topos of X.

Then, viewed as a T-space, X is K-coherent with cohomological dimension at most d.
Furthermore, the morphisms K,(X) — H™"™(X,K.) are isomorphisms for all m.
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Remark 2.2.5. Let C be a small category of schemes over X that contains all open
subschemes of its objects. Consider the subsite Z(X) of ZAR(X) obtained by endowing
C with the Zariski topology. Then, the statement of the theorem will be true with
T=T(Z(X)).

For instance, if X is a regular noetherian scheme of finite Krull dimension, we could
consider Z(X) to be the site of all regular schemes of finite type over X. Another
example would be the site of all quasi-projective schemes of finite type over a noetherian
quasi-projective scheme of finite Krull dimension.

K-theory of spaces constructed from schemes. Let C = ZAR and let X. be a
space constructed from schemes. Then, in the Quillen context, one defines

Km(X) = Tm+1 (hﬁ&m BQP(XTL))

n

For a description of the functor holim, see [9], § XI, for the case of simplicial sets or
see [36], §19 for a general treatment.

Observe that the construction of the map (2.2.3) can be extended to spaces con-
structed from schemes. A space X. is said to be degenerate (above some simplicial
degree) if there exists an N > 0 such that X. = sky X. (where sky means the N-th
skeleton of X.).

The next proposition is found in [28], §3.2.3.

Proposition 2.2.6. Let X. be a space constructed from schemes in ZAR. Then, the
morphism (2.2.3) gives an isomorphism K,,(X.) = H ™(X.,K.). Moreover, if X. is
degenerate, then X. is K-coherent.

In particular, in the big Zariski site, since for every N > 1, B.GLy is a simplicial
scheme, we have K,,,(B.GLy) = H ™ (B.GLn,K.). However, B.GLy is not degenerate.

In a Zariski site over a base scheme S, the simplicial sheaf B.GLy is the simplicial
scheme given by the fibred product B.GLy/s = B.GLy Xz S.

2.3 Characterization of maps from K-theory

Our aim is to characterize functorial maps from K-theory. Since stable K-theory is
expressed as a representable functor, a first approximation is obviously given by Yoneda’s

lemma. That is, given a space F. and a map of spaces K. 2, IF., the induced maps
H™X,K)2 H™X.,F), VYm>0,

are determined by the image of id € [K.,K.] by the map @, : H(K.,K.) — H(K,F.).
Indeed, if g € H™™(X.,K.) = [S™ A X, K], there are induced morphisms

K, K] £ [S™ A X, K] and [K,F] L5 [S™ A X, F.
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Then, g = g*(id) and
P.(g9) = g7 (id) = g" P, (id).

We will see that, under some favorable conditions, the element id can be changed by
other universal elements at the level of the simplicial scheme B.G Ly, for all N > 1.

2.3.1 Compatible systems of maps and Yoneda lemma

As in section 2.2, let (T, O) be a ringed topos and let F. be a fibrant space in sT,. A
system of maps ®3; € [KM,F], M > 1, is said to be compatible if, for all M’ > M, the
diagram

KM

| X

M
is commutative in Ho(sT,). We associate to any map ¢ : K. — F. in Ho(sT,), a
compatible system of maps {®as}ar>1, given by the composition of ® with the natural
map from KM into K..

Every compatible system of maps {®p}ar>1 induces a natural transformation of
functors

®(—) : lim[—, KM] — [-,F.].
M

We state here a variant of Yoneda’s lemma for maps induced by a compatible system

as above.

Lemma 2.3.1. Let F. be a fibrant space in sT.. The map

compatible systems of maps o natural transformation of functors
— .
{®rr}ar>1, Par€ [KMF] O(-): hm]\—/}[—,KM] — [, F]

sending every compatible system of maps to its induced natural transformation, is a
bijection.

Proof. We prove the result by giving the explicit inverse arrow ( of a.
So, let
M

be a natural transformation of functors. For every N > 1, let

en € im[KN, KM]
M

be the image of id € [KY, KV] under the natural morphism

KN, KN 25 lim[KY, KM].
M



2.3 Characterization of maps from K-theory 73

We define @ = 3(®)x € [KV,F.] to be the image of ey by @,
Dy = O(KY)(en).

In general, for every N’ > N > 1, consider the map ey n/ € KN, KN /] induced by the
natural inclusion

Observe that the image of ey s under the map
KN, K] =5 LK, KM],
M
is exactly ey. Moreover, by hypothesis, there is a commutative diagram

’

. / d(KN ,
hm]\—/}[KN KM &) KN F]
e;V,N’i le}F\I,N’
lim— [KN, KM N
im—-[K¥, K¥] ) [KN,F]

which gives the compatibility of the system {®y}n>1. Therefore, the map 3 is defined.
Now let X. be any space in sT,. In order to prove that § is a right inverse of a;, we

have to see that ®(X.) is the map induced by the just constructed system {®ps}rr>1.
Let f € limﬁ [X.,KM]. Then, there exists an integer N > 1 and a map g € [X., K],

such that on(g) = f. By the commutative diagram

KN, KN] 7% lim o [KN, KM

g*l lg*

[X., KN TN\1imJ‘7[X.,11<?‘4],

we see that in fact, f = on(g) = g*(en). Using the fact that ® is a natural transforma-
tion, the diagram

lim K, K] —2 - KN, F]

g*l lg* (2.3.2)
lim - [X., KM)] —5 X, F]

is commutative. Hence, we obtain
O(f) = 2(g"(en)) = g"®(en) = B(P)n © g = aB(P)(f),

as desired.
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It remains to check that (3 is a left inverse of a. Let {®nx}n>1 be a compatible
system of maps, let ® be the associated transformation of functors obtained by « and
let {3(®)n}n>1 be the system F(®). From the commutative diagram

KN, KV - kY ]

S

lim— KN, KM]
M

we deduce that

Oy = (Py)«(id) = Pon(id) = P(en) = B(P)n.
Therefore, 3 is the inverse of a and thus « is a bijection. O
Remark 2.3.3. The last lemma is not specific to our category and to our compatible

system of maps. It could be directly generalized to any suitable category.

2.3.2 Weakly additive systems of maps

We start by defining the class of weakly additive systems of maps. For this class, we
will state results on the comparison of the induced natural transformations. It will be
shown below that many usual maps are weakly additive.

Let KV, K. be as in the previous section. Let pr; and pry be the projections onto
the first and second component respectively

pry : Z X ZewB.GLy — Z,
pry  Z X ZeoB.GLy — ZooB.GLyy,

and let j1, jo denote the inclusions obtained using the respective base points

7 % ZxZ.BGLy,
Z..B.GLy 2 7x7.BGLy.

Denote by m; = j; o pr; € [KM,KM], i = 1,2, the compositions

m: ZxZeBGLy 5 z 2 7 x 7. B.GLy,
T ZXZewBGLy 22 Zo.BGLy 2% 7 x7..B.GLy.

For every space F. in sT,, there are induced maps
KM F] IH KM F],  i=1,2
If &5y € [KM F] we define the maps

=i (@) e KMF], i=1,2.
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Remark 2.3.4. Consider a compatible system of maps ®;; € [K_M,]F.], M > 1 and
assume that F. is fibrant (this is no loss of generality). By hypothesis, the diagrams

KM KM
4 |\
/ d !
7 KM an KM — ~F.
J1 q)lul

are commutative in Ho(sT,), for every M’ > M. Therefore, the homotopy class of the
map @y 0 71 in [Z,F.] does not depend on M.

Definition 2.3.5. Let F. be any space in sT.. Let {®y/} 1, with @y € [KM F.], be
a compatible system of maps. Let

oy KM F] x KM F] — KM F],

be an operation on [KM ,IF.] (we do not require compatibility for different indexes M).
The system {® s} ar>1 is called weakly additive with respect to the operation @ = {ep}pr>1,
if for every M,

Dy = B, ey D).

A map ¢ € [K.,F ] is called weakly additive if the induced compatible system of maps
is weakly additive.

Example 2.3.6 (® is trivial over Z). Let {®5s}y>1 be a compatible system of maps
with @), € [KM F.]. Assume that for all M > 1, ®}, = *, i.e. the constant map to the
base point of F.. Then, ®;; = @?\/[ for all M. Therefore, with e;; = pr,, the system
{®nrr}ar>1 is weakly additive.

Example 2.3.7 (F. is an H-space). In this case, one can take the ey operation to be
the sum operation in [KY,F]. Then the condition of weakly additivity means that the
maps ®y behave additively over the two components of K. Actually, the definition of
weakly additive systems of maps was motivated by this example.

The lambda operations on higher algebraic K-theory, defined by Gillet and Soulé in
[28], are an example of this type of weakly additive systems of maps.

Remark 2.3.8. If F. is an H-space and {®}r>1 is a compatible system of maps such
that @}\4 = %, then the system is weakly additive with respect to both the H-sum of F.
and the operation ej; = prsy.

2.3.3 Classifying elements

We now introduce some classifying elements. For every N > 1, let

oN ¢ [ZooB.GLy,KN] — lim[Zoo B.GLy, KM]
M
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be the natural morphism. Recall that we defined j, € [ZooB.GLy, KN ] to be the map
induced by the natural inclusion. Then, we define

iy = on(j2) € lim[Zeo BG Ly, KM].
M

Let u). € limj\—j [Zoo B.GLy,KM] be the homotopy class of the constant map

ZooB.GLy — 7Z X ZsB.GLy
= (r,%).
Finally, consider the natural map B.GLy — ZoB.GLy. The images of iy and u]. under
the induced map

Hm[Zoo B.GLy, KM] — Hm[B.GLy,KM],
M M

are denoted by
in,uy € im[B.GLy,KM]
M

respectively.

Proposition 2.3.9. Let F. be a space in sT, and let {®ps}ar>1, { P, =1 be two weakly
additive systems of maps with respect to the same operation. Then, the induced maps

®, @' : lim[—, KM] — [, F]
M

agree for all spaces, if and only if, in [ZooB.GLy,F.] it holds

O(iy) = @'(iy), forall N >1, (2.3.10)
b(u.) = ®'(u,), foralreZ, N>1. (2.3.11)

Proof. One implication is obvious. By lemma 2.3.1, it is enough to see that for all N,
®y = @'y, By hypothesis, there is an operation ey on [K™,F.] such that

by = Dy ey D3,
Dy = Dyeyd2.

Therefore, it is enough to see that
oL =), and @% =2

The first equality follows from hypothesis (2.3.11). For the second equality, observe that
by definition, ®(i%y) = ®n o j2. Therefore, by equality (2.3.10),

B3 = By 0 jo o pry = B(ify) o pry = (i) o pry = DR
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Corollary 2.3.12. LetF. be an H-space in sTy and {®ar}p>1, {P); }am>1 be two weakly
additive systems of maps with respect to the same operation. Then, the induced maps

P(—), @' (—): IE,H[_?KM] — [ F]
M

agree if and only if, in [B.GLy,F.] it holds
O(iy) = P'(in), forall N>1, (2.3.13)
b(u,) = (u.), forallr €Z, N >1. (2.3.14)
Proof. 1t follows from the fact that the natural map

[ZooB.GLy,F.] = [B.GLy,F)]

is an isomorphism if F. is an H-space, and under this isomorphism, the elements u, and
in correspond to ul and iy respectively. O

Let jy € HY(B.GLy,K.) = Ko(B.GLy) be the image of iy under the morphism

lim H*(B.GLy,KM) — H*(B.GLy,K.).
M

Denote by u, the image of u, € lim - H°(B.GLy,KM)in HY(B.GLy,K.).

Corollary 2.3.15. Let F. be an H-space in sT,. Let ®,®" : K. — F. be two H-space
maps. Then, ® and ®' are weakly additive. Moreover,

®,® : [X., K] — [X.,F],

agree for all K-coherent spaces X., if they agree over jn and u, for all N > 1 and all
reZ.

Proof. The maps ® and @' are weakly additive with respect to the H-sum of F., due to
example 2.3.7. Therefore, by corollary 2.3.12, the maps

®, ¢ : X, K] = lim[X.,KN] - [X.,F]
N

agree for all K-coherent spaces X., if and only if ®(iny) = ®(iy) for N > 1 and
®(u,) = ®'(u,) for all r. Since by construction ®(iy) = ®(jny) (and the same for
'), the corollary is proved. O

2.3.4 Application to the Zariski sites

Let S be a finite dimensional noetherian scheme. Fix C a Zariski subsite of ZAR(S)
containing all open subschemes of its objects and the simplicial scheme B.GLy/g. Let
T =T(C).

A direct consequence of corollary 2.3.12 is the following theorem.
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Theorem 2.3.16. Let F. be an H-space in sT, and {®pr}ar>1, {P);}m>1 be two weakly
additive systems of maps with respect to the same operation. Then, the induced maps

P, Kpp(X.) 2 lim H™(X.,KM) —» H™(X,F.)
M

agree for allm > 0 and all K -coherent spaces X., if and only if it holds in HO(B.GLN/S, F.)

d(iy) = @'(iy), foral N >1,
&(u,) = ®'(uy), forallreZ, N>1.

O

Finally, the next corollary is corollary 2.3.15 applied to the Zariski subsite C C
ZAR(S).

Corollary 2.3.17. Let F. be an H-space in sT.. Let x1,x2 € [K.,F.] be two H-space
maps in Ho(sTy). Then, the induced maps

X1, X2 - Km(X) - H_m(X.,F.)

agree for all degenerate simplicial schemes in C, if for all N > 1 and r € Z, they agree
at jN,ur € Ko(B.GLy/g).

g

The next theorem shows that in fact a weaker condition is needed in order to obtain
the uniqueness of maps.

For any scheme X and any simplicial sheaf F., let Fx. denote the restriction of F.
to the small Zariski site of X. In the next theorem, we write |-, ]c for the maps in
Ho(sT(C),), for any site C. If X is a scheme in C, let C(X) be the subsite of ZAR(X)
whose objects are in C.

Theorem 2.3.18. Let F. be a pseudo-flasque sheaf on sT, which is an H-space. Assume
that

» For every scheme X in C, there are two H-space maps
Xl(X)7X2(X) S [KX'aFX~]Zar(X)‘

» For any map X — Y in C, there are commutative diagrams

K.(v) 220020 gy (2.3.19)
K. (x) X8 gy

in Ho(SSets,).
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Then, the maps
X1, X2 ¢ K (X) — H(X,F)

agree for all schemes in C if they agree at jn,u, € Ko(B.GLyyg), for all N > 1 and
r € Z (see remark below).

Remark 2.3.20. The condition of F. being pseudo-flasque means that for any space X.
constructed from schemes,

H™(X,F.) = 1,0 (F.(X.)) i= 7 (holim F.(X,,)).

n

Now, the commutative diagram (2.3.19), implies that, for any such space, there are

induced morphisms

K (X ) Xl(X‘)7X2(X‘)

F.(X)).
Hence, the maps x1 and x are defined for X. = B.GLy/s.

Proof. For every fixed scheme X, it follows from theorem 2.3.17 that x1(X) = x2(X) if
they agree for jy,u, € [B.GLy|x, Kx |zar(x)-
Observe now that by the remarks following proposition 2.2.4,
[B.GLyx,Kx]zar(x) = [B.GLyx, K]cx) = Ko(B.GLy|x),

and there are commutative diagrams

Ko(B.GLy|s) — - [B.GLys,F]c (2.3.21)

| |

Ko(B.GLy|x) [B.GLyx,Flcx)

X1,X2

Then, the statement follows from the fact that jy and u, in Ko(B.G Ly|x) are the image
under the vertical map of jy and u, in Ko(B.GLyg)- O

2.4 Morphisms between K-groups

2.4.1 Lambda and Adams operations

In this section we focus on the case where F. = K.. Then, the main application of
theorems 2.3.17 and 2.3.18 is to the Adams operations and to the lambda operations on
higher algebraic K-theory.

Recall from 1.3.21 that the Grothendieck group of a scheme X, has a A-ring structure
given by M(E) = A" E, for any vector bundle E over X. In the literature there are
several definitions of the extension of the Adams operations of Ky(X) to the higher
algebraic K-groups. Our aim in this section is to give a criterion for their comparison.
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Soulé, in [53], gives a A-ring structure to the higher algebraic K-groups of any
noetherian regular scheme of finite Krull dimension. Gillet and Soulé then general-
ize this result in [28], defining lambda operations for all K-coherent spaces in any locally
ringed topos. We briefly recall this construction here.

Let Rz(GLy) be the Grothendieck group of representations of the general linear
group scheme G Ly/z. The properties of Rz(GLy) that concern us are:

(1) Rz(GLy) has a A-ring structure.
(2) For any locally ringed topos, there is a ring morphism

¢ :Rz(GLy) — H°(B.GLy,K.).

The operations )\25, \IIES are constructed by transferring the lambda and Adams
operations of Rz (GLy) to the K-theory of B.GLy. Namely, consider the representation
idy — N and the maps

o(U*(idy — N)), o(X(idy — N)): BGLy — K.

in the homotopy category of simplicial sheaves.

Consider the unique A-ring structure on Z with trivial involution (see 1.3.20). Then,
adding the previous maps with the lambda or Adams operations on the Z-component,
we obtain compatible systems of maps

The Mg KN K, N>1.

Observe that, by example 2.3.7, both systems are weakly additive with respect to the
H-sum of K..

In particular, for any noetherian scheme X of finite Krull dimension, there are in-
duced Adams operations on the higher K-groups

Uho: Kpn(X) — Kpn(X).

Gillet and Soulé checked that these maps satisfy the identities of a special lambda ring.

2.4.2 Vector bundles over a simplicial scheme

Let X. be a simplicial scheme, with face maps denoted by d; and degeneracy maps by
s;. A wector bundle E. over X. consists of a collection of vector bundles E,, — X,
n > 0, together with isomorphisms d}E,, = E, i and s;E,; = E, for all face and
degeneracy maps. Moreover, these isomorphisms should satisfy the simplicial identities.
By a morphism of vector bundles we mean a collection of morphisms at each level,
compatible with these isomorphisms. An eract sequence of vector bundles is an exact
sequence at every level.

Let Vect(X.) be the exact category of vector bundles over X. and consider the al-
gebraic K-groups of Vect(X.), K,,(Vect(X.)). By the Waldhausen simplicial set, these
can be computed as the homotopy groups of the simplicial set S.(Vect(X.)) (see 1.3.2).
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For every simplicial scheme X. and every n > 0, there is a natural simplicial map
S.(Vect(X.)) — S.(Vect(Xy,)).
By the definition of vector bundles over simplicial schemes, it induces a simplicial map
S.(Vect(X.)) — holim S.(Vect(Xy)),
n

which induces a morphism
Kp(Vect(X.) L Kn(X),  m>0.

At the zero level, Ky(Vect(X.)) is the Grothendieck group of the category of vector
bundles over X., and hence it has a A-ring structure.

In the particular situation where X. is a simplicial object in ZAR(S), with S a finite
dimensional noetherian scheme, the above morphism can be described as follows (see
[28]). Recall from 1.1.11, that every covering U of X, has an associated simplicial set,
called the nerve of the cover and denoted by N.U.

Let EM denote the universal vector bundle over B.GL mys and let E. be a rank N
vector bundle over X.. Then, there exists a hypercovering p : N.U — X. and a classifying
map x : NU — B.GLyyg, for M > N, such that p*(E.) = x*(EM). The induced map

X:NU — {N} X ZooB.GLy — Z X Zooc B.GLy — K.
in ZAR(S), defines an element x in H'(N.U,K.) = H°(X.,K.) = Ky(X.), which is
Y ([E.]). This description also shows that the morphism factorizes through the limit

W+ Ko(Vect(X.)) — lim H°(X., KM) — HY(X,K.).
M

When X. = B.GLy/g, we obtain that
Y(EN —N) = jy€ Ko(B.GLyys),
W(EN —N) = iy €limH(B.GLyys,KM).
M
Here N is the trivial bundle of rank N. Clearly, the trivial bundle of rank r > 0 in
B.GLyyg, is mapped to u,.

Consider the A-ring structure in Ko(Vect(B.GLy/s)) and denote by W* the corre-
sponding Adams operations. Gillet and Soulé proved in [28] section 5 that there are
equalities

AW (idy — N)) = w(WH(EN - NY),
p(\i(idy = N)) = ("N = N)).
Moreover, one can easily check that o(U*(idy — N)) = Uk (iy), and (A (idy — N)) =
Ao (in). Therefore,
Whoin) = D(UH(EN — N)), and Mis(in) = o (EN - N)).
Also, it holds by definition that

Uers(ur) = D(T*(ur)) = ughgy,  and  Agg(ur) = (A () = wpry-
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2.4.3 Uniqueness theorems

Let S be a finite dimensional noetherian scheme. Fix C a Zariski subsite of ZAR(S) as
in section 2.3.4. The following theorems are a consequence of theorems 2.3.17 and 2.3.18
applied to the present situation.

Theorem 2.4.1 (Lambda operations). Let {pn : KY — K.}n>1 be a weakly additive
system of maps with respect to the H-sum of K.. Let p be the induced morphism

p:lim H*(—, KM) — H*(—,F.).
M

If

> p(in) = p(\(EN = N)), and,

> p(ur) = unk(r),
then, p agrees with )\Iés s K (X)) — K (X)), for every degenerate simplicial scheme X.
in C.

Theorem 2.4.2 (Adams operations). Let {pn : KN — K.}n>1 be a weakly additive
system of maps with respect to the H-sum of K.. Let p be the induced morphism

lim H*(—, KM) — H*(—,F.).
M

If
> p(in) = Y(P*(EN — N)), and,
> p(ur) = ).

then, p agrees with \Illés K (X)) — K (X)), for every degenerate simplicial scheme
X. in C.

Since the Adams operations are group morphisms, it is natural to expect that they
will be induced by H-space maps
K. — K

in Ho(sT,). The next two corollaries follow easily from the last theorem.

Corollary 2.4.3. Let p : K. — K. be an H-space map in the homotopy category of
simplicial sheaves on C. If

> p(jn) = $(P*(Ex — N)), and,
> plur) = (¥ (u,)),

then p agrees with the Adams operation \I/]és, for all degenerate simplicial schemes in
C.
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Let S.P denote the Waldhausen simplicial sheaf on ZAR(S) given by
X — SPX)=5(X).

Corollary 2.4.4. Let p: S'P — S.P be an H-space map in Ho(sTy). If for some k > 1
there is a commutative square

Ko(Vect(B.GLys)) —— Ko(BGLys)

v g

Ko(VeCt(B.GLN/S)) T> K()(B.GLN/S),

then p agrees with the Adams operation ‘If]és, for all degenerate simplicial schemes in

C.

Therefore, there is a unique way to extend the Adams operations on the Grothendieck
group of simplicial schemes by means of a sheaf map S P — S.P.

Grayson, in [31], defines the Adams operations for the K-groups of any exact category
with a suitable notion of tensor, symmetric and exterior product. The category of vector
bundles over a scheme satisfies the required conditions, as well as the category of vector
bundles over a simplicial scheme. For every scheme X, he constructs

» two (k— 1)-simplicial sets, S.G*~1)(X) and Suby(X)., whose diagonals are weakly
equivalent to S.(X), and

. .. vk ~
» a (k — 1)-simplicial map Suby(X). — S.G¢=D(X).

His construction is functorial on X and hence induces a map of presheaves.

Grayson has already checked that the operations that he defined induce the usual
ones for the Grothendieck group of a suitable category P. Therefore, since the conditions
of proposition 2.4.4 are fulfilled, we obtain the following corollary.

Corollary 2.4.5. Let S be a finite dimensional noetherian scheme. The Adams op-
erations defined by Grayson in [31] agree with the Adams operations defined by Gillet
and Soulé in [28], for every scheme in ZAR(S). In particular, they satisfy the usual
identities for schemes in ZAR(S).

Grayson did not prove that his operations satisfied the identities of a lambda ring.
It follows from the previous corollary that they are satisfied for finite dimensional
noetherian schemes.

2.5 Morphisms between K-theory and cohomology

2.5.1 Sheaf cohomology as a generalized cohomology theory

Fix C to be a subsite of the big Zariski site ZAR(S), as in section 2.3.4.
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Consider the Dold-Puppe functor K.(-) recalled in section 1.2.3, which associates to
every cochain complex of abelian groups concentrated in non-positive degrees, G*, a sim-
plicial abelian group K.(G), pointed by zero. It satisfies the property that m;(K.(G),0) =
H=H(G*).

Now let G* be an arbitrary cochain complex. Let (7<,G)[n|* be the truncation at
degree n of G* followed by the translation by n. That is,

‘ Gtn if i <0,
(T<nG)[n]" =< ker(d: G™ — G"T1) ifi =0,
0 if¢ > 0.

One defines a simplicial abelian group by
K.AG)n = K.((7<nG)[n]).

The simplicial abelian groups K.(G),, form an infinite loop spectrum. Moreover, this
construction is functorial on G.

Let F* be a cochain complex of sheaves of abelian groups in C, and let K.(F) be the
infinite loop spectrum obtained applying section-wise the construction above. For every
n, K.(F), is an H-space, since it is a simplicial sheaf of abelian groups.

Lemma 2.5.1 ([37] Prop. B.3.2). Let F* be a bounded below complex of sheaves on C
and let X be a scheme in the underlying category. Then, for all m € Z,

H™(X,K.(F)) = H\g(X, F").

Here, the right hand side is the usual Zariski cohomology and the left hand side
is the generalized cohomology of the simplicial sheaf of groups IC.(F). Observe that
since KC.(F) is an infinite loop space, we can consider generalized cohomology groups
for all M € Z. We see that the usual Zariski cohomology can be expressed in terms of
generalized sheaf cohomology using the Dold-Puppe functor.

2.5.2 Uniqueness of characteristic classes

Now fix a bounded below graded complex of sheaves F*(x) of abelian groups, giving
a twisted duality cohomology theory in the sense of Gillet, [21]. In loc. cit., Gillet
constructed Chern classes for higher K-theory. They are given by a map of spaces

¢j K — KA(F(5)[24]), j=>0. (2.5.2)
More specifically, they are given by a map
ZooB.GL — K.(F(5)[24])

extended trivially over the Z component of K.. By example 2.3.6, these maps are weakly
additive. In fact, they are weakly additive also with respect to the H-sum of K.(F(5)[2j])
(see remark 2.3.8).
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For any space X., the map induced after taking generalized cohomology,
¢« Km(X) = HAR" (X, F* (), §=0,

is called the j-th Chern class. They are group morphisms for m > 0 but only maps for
m = 0. In this last case, for any vector bundle E over a scheme X, ¢;(E) is the standard
j-th Chern class taking values in the given cohomology theory.

Using the standard formulas on the Chern classes, one obtains the Chern character

ch: K (X)) = [[HAR (X, F7(j) ® Q,
j=0

which is now a group morphism for all m > 0. It is induced by an H-space map

ch: K — []K(F(G)2i]) & Q.

320

The restriction of ch to Ky(X) is the usual Chern character of a vector bundle.

We will now state the theorems equivalent to theorems 2.4.1 and 2.4.2, for maps from
K-theory to cohomology. In order to do this, we should first understand better ¢;(in)
and ch(iy) for all j, N. This will be achieved by means of the Grassmanian schemes.

Denote by

) o= I 7o)
i>0, jE€Z

Hyap(X,F (%) = [ Hiar(X,F(G)).
i>0, jEZ

Let Gr(N,k) = Grz(N,k) xz S be the Grassmanian scheme over S. This is a
projective scheme over S. Consider Ey j the rank N universal bundle of Gr(N, k) and
{Ux} & Gr(N, k) its standard trivialization. There is a classifying map of the vector

bundle En g, ¢k : N.Uy — B.GLyyg, satistying p*(En ) = ©;(EN). This map induces
a map in the Zariski cohomology
* * 2 * * ~ * *
Hyar(B.GLys, F* (%)) = Hyag(N.Ug, F* (%)) = Hyag (Gr(N, k), F*(%)).
Moreover, for each mg, there exists ky such that if m < mg and k > ko, ¢ is an

isomorphism on the m-th cohomology group.

Proposition 2.5.3. Let x1 = {xY} and x2 = {x}'} be two weakly additive systems of
maps
xRN — K(F(x), i=1,2,

with respect to the same operation. Then, the induced maps
X1 X2 ¢ K (X) = Hzap (X, F7 (%))

agree on every scheme X in C, if and only if they agree on X = Gr(N, k), for all N
and k.
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Proof. One implication is obvious. For the other implication, fix mg and let ky be an
integer such that for every k > kg there is an isomorphism at the mg level. Then, there
is a commutative diagram

lim— H™"™(B.GLyys, KM) 2% Hy )\ (B.G Ly, F*(+))

wzi Nl%

lim B (N.Uy, KM) 225 gomo (V.U Fr(+))

p*TE %Tp*

H=™0(Gr(N, k), K.) — % H,0(Gr(N, k), F* ().

By theorem 2.3.16, x1 = x2 for all schemes X, if they agree on B.GLy/g for all N > 1.
Let = € lim]\—/} H=mo (B.GLN/S,K,M). Then,

x1(z) = x2(x) & () 'vixa(@) = (09 eixe(e)
& 1) en(@) = x2(p) i),

and since they agree on the Grassmanians, the proposition is proved. O

The following two theorems follow from the results 2.3.16 and 2.3.17, together with
the preceding proposition.

Theorem 2.5.4 (Chern classes). There is a unique way to extend the j-th Chern class
of vector bundles over schemes in C, by means of a weakly additive system of maps
{pn : KY — K.(F(5)[24])} n>1 with respect to the H-space operation in K.(F(¥)).

Observe that it follows from the theorem that any weakly additive collection of maps
with respect to the H-space operation of K.(F(x)), inducing the j-th Chern class, is
necessarily trivial on the Z-component.

Theorem 2.5.5 (Chern character). Let

K. — [[ K(F()[24))

JEZ
be an H-space map in Ho(sTy). The induced morphisms
Km(X) = [ HAR (X, F7 ()
JEZL

agree with the Chern character defined by Gillet in [21] for every scheme X, if and only
if, the induced map

Ko(X) = [] Hzhn (X, 77 (7))
JEZ
is the Chern character for X = Gr(N,k), for all N, k.
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Corollary 2.5.6. There is a unique way to extend the standard Chern character of
vector bundles over schemes in C, by means of an H-space map

p: K — [[K(FG)124]).
JEZ

We deduce from these theorems that any simplicial sheaf map
SP — K.(F(x))

that induces either the Chern character or any Chern class map at the level of K(X),
induces the Chern character or the Chern class map on the higher K-groups of X. These
results hold obviously for the total Chern class.

Remark 2.5.7. Let C be the site of smooth complex varieties and let D*(x) be a graded
complex computing absolute Hodge cohomology. Burgos and Wang, in [15], constructed
a simplicial sheaf map S.P — K.(D(x)) which induces the Chern character on any smooth
proper complex variety. A consequence of the last corollary is that their definition agrees
with the Beilinson regulator (the Chern character for absolute Hodge cohomology).
This is not a new result. Using other methods, Burgos and Wang already proved
that the morphism they defined was the same as the Beilinson regulator. The result is
proved there by means of the bisimplicial scheme B.P introduced by Schechtman in [51].
This introduced an unnecessary delooping, making the proof generalizable only to sheaf
maps inducing group morphisms and introducing irrelevant ingredients to the proof.
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Chapter 3

Higher arithmetic Chow groups

Let X be an arithmetic variety over a field, i.e. a regular quasi-projective scheme over
an arithmetic field F. In this chapter, we define the higher arithmetic Chow groups of
X; they are the analog, in the Arakelov context, of the higher Chow groups CHP(X,n)
defined by Bloch in [7].

In the first two sections we review the theory of diagrams of chain complexes due
to Beilinson in [5], introduce the refined normalized complex of a cubical abelian group,
and give the definition and main properties of the higher algebraic Chow groups given
by Bloch.

In the next two sections, we construct a representative of the Beilinson requlator by
means of the Deligne complex of differential forms and the cubical scheme of affine lines.
The regulator that we obtained turns out to be a minor modification of the regulator
described by Bloch in [8].

We then develop an analogous construction of the regulator using projective lines
instead of affine lines, valid only for proper varieties. This description will be useful in
the last section of this chapter.

___In the remaining sections we establish the theory of higher arithmetic Chow groups
CHp(X ,n). We will obtain the following results:

» Let C/’FIP(X ) denote the arithmetic Chow group defined by Burgos. Then, there
is an isomorphism - -
CH'(X) - CH"(X,0).
» There is a long exact sequence
= CH'(X,n) & CHP(X,n) & HZ (X, R(p)) & CH' (X,n—1) — ---
= CHP(X,1) & DN (X,p)/ imdp % CH'(X) & CHP(X) — 0,

with p the Beilinson regulator.

» Pull-back. Let f: X — Y be a morphism between two arithmetic varieties over
a field. Then, there is a pull-back morphism

cH’(v,n) L CH' (X, n),

89
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for every p and n, compatible with the pull-back maps on the groups CHP(X,n)
and HZ~"(X,R(p)).

Homotopy invariance. Let m: X x A™ — X be the projection on X. Then, the
pull-back map

T C/'EP(X, n) — C/'?IP(X x A n), n>1
is an isomorphism.

Product. There exists a product on

CH (X,x):= € CH'(X,n).

p>0,n>0

It is associative, graded commutative with respect to the degree n and commutative
with respect to the degree p.

3.1 Preliminaries

In this section we describe the ideas of Beilinson, in [5], on the simple complexes associ-
ated to a diagram of complexes. Next, we introduce a refined version of the normalized
complex associated to a cubical abelian group. It will play a key role in the proof of the
commutativity of the higher arithmetic Chow groups product.

3.1.1 The simple of a diagram of chain complexes

Following the work of Beilinson, in [5], we study the simple complex associated to a
diagram of chain complexes. In this section, all complexes are complexes of abelian
groups.

Consider a diagram of morphisms of chain complexes of the form

B’ﬂ

*

Bi Bf
D, = V ‘Y 7 X . (3.1
Al A2

1
ANt

Then, the simple complex associated to D, is defined as follows. Let

n+1

i=1 i=1

and consider the morphisms

©1
A* — *

(ala"' 7an+1) = (fl(a1)7"'afn(an))7
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and
A, 2 B
(alv"' van-i-l) = (gl(a2)7‘-'agn(an+l))'

Definition 3.1.2. Let D, be a diagram as (3.1.1). The simple of D, is the chain complex
given by the simple of the difference map @1 — o,

S(D)* = 5(@1 - QOQ)*

The long exact sequence associated to the simple of ¢; — s, gives a long exact
sequence

= Hy(s(D)y) — Hn(As) =, Hn(By) = Hp1(s(D)s) — -+ (3.1.3)

Functoriality.

Definition 3.1.4. Let D, and D, be two diagrams as (3.1.1). A morphism of diagrams
D, L

is a collection of morphisms

e 1; i th 1
B* - B*7

commuting with the morphisms f; and g;, for all 4.
Any morphism of diagrams
D, LD,
induces a morphism on the associated simple complexes

s(D), 21, (D).,

by
(@1, ang1, b1,y bn) = (hi(ar), . .o bt (ang1), A2 (01), . .., hE(bn)).

Lemma 3.1.5. Let h be a morphism of diagrams. If for every i, hf‘ and h? are quasi-
isomorphisms, then s(h) is also a quasi-isomorphism.

Proof. Tt follows from the five lemma, considering the long exact sequences associated
to every diagram. O

We are interested in a particular type of such diagrams, namely, diagrams of the

form
B! B?
D, = / \ / , (3.1.6)
AL A2

with g1 a quasi-isomorphism.
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Lemma 3.1.7. Let D, be a diagram like (3.1.6). Then there is a well-defined morphism
Hy(AL) & Ha(B})
[a1] —  fagy ' filaa].
Moreover, there is a long exact sequence
++ = Hy(5(D)y) — Hp(AL) 5 Hy(B2) — Hyo1(5(D)s) — - (3.1.8)

Proof. Let ¢ = 1 — 2. Consider the following diagram of chain complexes

The maps x and X’ are defined by
x(ai,a2) = a1,  and  x'(b1,b2) = fag; ' (b1) + ba.
Observe that y admits a section

o Hy(AD) — Hy(Al e A}
a — (a,g7" f1(a)),

satisfying p = x'po. Moreover, ' admits a section:

o':Hy(B!)) — H,(B!a B?
b — (0,b),

satisfying o/p = ¢o.
We have:

> kern = ker], since xy1 = 9] and 1)1 = o1/].
> im g = im)h, since Phx" = )9 and ) = 1o’
Since the upper row is exact, this gives exactness at H,(s(D)). Finally, we have
xkerp =kerp, xime; =ime], x kerio =kerts, and Y imep =imp,
and hence, by the exactness of the first row,

kerp = yker p = yime; = ime], and imp =y imp = x’ ker s = ker ¢.
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Product structure on the simple of a diagram. In [5], Beilinson introduces a
product structure on the simple of a diagram of the form (3.1.1). We recall the con-

struction here, but restrict ourselves to diagrams of the form (3.1.6).
Let D, and D, be two diagrams as (3.1.6). Consider the diagram obtained by the
tensor product of complexes (see example 1.2.6):

B! ® B! B2® B2
®f1 ®9; ®f;
(DD, = V W V . (3.1.9)
Al® A} A2 @ A2

For every (8 € Z, a morphism
s(D), ® s(D'), 2 s(D @ D),

is defined as follows. For a € A,a’ € A’,;b € B and V/ € B, set:

a*ga/ = a®d,

bxga = b ((1—Bpi(a’) + Bpa(a’)),
axgh = (=1)"%%(Bpi(a) + (1 - B)p2(a)) @V,
b*ﬁb/ = 0.

Lemma 3.1.10 (Beilinson). (i) The map g is a morphism of complezes.
(ii) For every 3,3 € Z, 3 is homotopic to g .

(11i) There is a commutative diagram

s(D), @ s(D') 2> s(D & D),

Lok

s(D), ® s(D) —2= s(D' @ D),.

(iv) The multiplications *o and x1 are associative.

Remark 3.1.11. Let D, be a diagram like (3.1.6). Assume that each of the chain
complexes A% and B has a product structure which commutes with the maps f, and g,.
Denote by e the product structure on A% and on B for all i. Then, there is a morphism

s(D®D), — s(D).
c®d — ced,

which is the product e at each component. Composing with xg, we obtain a pairing for
s(D)x
031 5(D)y @ 5(D)x -5 (D ® D) > 5(D)..
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If the product structures in A. and B are both associative and commutative, the
product e will be associative for § = 0,1. By 3.1.10, (iii), under the transformation
o, the multiplication eg is transformed to e;_g. Since all products ez are homotopic,
D,.cz Hn(s(D)+) becomes a graded commutative and associative ring.

3.1.2 Refined normalized complex of a cubical abelian group

For certain cubical abelian groups, the normalized chain complex constructed in 1.2.34
can be simplified, up to homotopy equivalence, by considering the elements which belong
to the kernel of all faces but 9.

Definition 3.1.12. Let C. be a cubical abelian group. Let NyC\ be the complex defined
by

NoCp = [\ kerd} N[ )kerd?, and differential § = —4). (3.1.13)
=1 =2

The proof of the next proposition is analogous to the proof of theorem 4.4.2 in [6].
The result is proved there only for the cubical abelian group defining the higher Chow
complex (see section 3.2). We give here a general statement, valid for a certain type of
cubical abelian groups.

Proposition 3.1.14. Let C. be a cubical abelian group. Assume that it comes equipped
with a collection of maps

hj:CnHCn-‘rla jzlv"'ana
such that, for any k =0,1,

5]1-hj = (5}+1hj28j(5]1~,

§hy = 03, h; =id,

hi 168 i<
- i—1% I
0ihy {hjéffl i>j+ 1

Then, the inclusion of complexes
7 N()C* — NC*
1s a homotopy equivalence.

Proof. Let gj : NC, — NC,i1 be defined as g; = (—1)7"1h; if j < n and g; = 0 if
j > n. Then there is a morphism of chain complexes

Hj; = (id — 0gj4+1 — gj6) : NCy, — NC..

Observe that by hypothesis, for every j and k, there exists a map f and an index £’
such that 611,}1]- = féi,. Therefore, for every x € NC),, we have 5,iHj($) = 0 and thus
Hj(xz) € NC,.
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Let ¢ : NC,, — NC,, be the chain morphism given by
QD::H]-O--.O n—l‘

By definition, it is homotopy equivalent to the identity.
Let x € NC,,. Then,

n+1 J n+1
Shjsi(z) = D (=1)'60hja(x) =Y (=1)'hod() + D> (=1)'hjad) i (x),
i=1 i=1 1=7+3
and
hd() = S (~1)h;o0(a).
i=1
Hence,
Sgj1 (@) +g;0(x) = > (=D'gjra6(x) + D> (1) g0 (x).
i=j+2 i=j+1

Therefore, if = is such that 60(z) = 0 for i > j, then dg;+1(z) + g;0(x) = 0 and thus,
Hj(z) = x. Moreover, in this case

07 (@ — bgj(x) — gj-16(z)) = &j(x) —&)(x) =0.

It follows that ¢ is the identity on NyC\ and that its image lies in NyCy. Hence, ¢ o i
is 4he identity while ¢ o ¢ is homotopy equivalent to the identity. O

Remark 3.1.15. The maps h; of proposition 3.1.14 behave almost like the degeneracy
maps of a cubical abelian group, except that they vanish after composition with (5]1- and

51

i+1- Consider the morphisms given by

o,13" 5 0,13

(jl;""jn) = (jla"'ajk Orjk-‘rla"'ajn)a

where by “or” we mean the boolean operator or. Recall that the category (1) was defined
in section 1.2.4. It is the category whose objects are the sets {0,1}" and the morphisms
are generated by the face and degeneracy maps. Let (1)’ be the category whose objects
are the sets {0,1}" and the morphisms are generated by the face and degeneracy maps
together with the morphisms {hy}x. Then, the objects in proposition 3.1.14 are functors
from the category (1) to Ab.

Remark 3.1.16. Recall that to every cubical abelian group C. we have associated four
chain complexes: Cy, NC,, NoC\ and C.. In some situations it will be necessary to
consider the cochain complexes associated to these chain complexes. In this case we will
write, respectively,

C*,NC*,NoC* and C*.
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Cubical cochain complexes. We finish this section with a couple of results that will
be needed in the forthcoming sections. A cubical cochain complex X* is a collection of
cochain complexes (X}, d), together with face and degeneracy cochain maps satisfying
the cubical identities. Observe that, for every m, the cochain complexes NX , No X},
and )Z';f,‘l are defined.

If X* is a cubical cochain complex, then there is an associated 2-iterated cochain
complex, X** whose (n,m)-th graded piece is

X" =X"
and whose differentials are (d, ). The 2-iterated cochain complexes
NX*™ NoX™ and X**
are defined analogously.

Proposition 3.1.17. Let X* ) Y* be two cubical cochain complexes and let f : X* — Y*
be a morphism. Assume that for every m, the cochain morphism

xx Im oy

is a quasi-isomorphism. Then, the induced morphisms

Nx*: Imo Ny
X IV

are quasi-isomorphisms.

Proof. Since the maps f,,, commute with the face and degeneracy maps, there are induced
cochain maps

Nx: Im Ny pxr Imopyr

and decompositions X;, = NX} ® DX}, and Y, = NY © DY}}. Then, the proposition
follows from the decompositions

H'(X;,) = H'(NX;)® H (DXg),
H'(Y?) = H'(NY})® H (DY)

Lemma 3.1.18. Let X* be a cubical cochain complex. Then the natural morphism
H(NXY) L NHT (X7

s an isomorphism for all n > 0.
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Proof. The cohomology groups H"(X*) have a cubical abelian group structure. Hence,
by lemma 1.2.35, there is a decomposition

H"(X*) = NH"(X*)® DH"(X*).
In addition, there is a decomposition X} = NX @ DX;. Therefore
H'(X*) = H'(NX*) @ H"(DX?).
The lemma follows from the fact that the identity morphism in H"(X*) maps NH"(X¥)

to H"(NX*) and DH"(X*) to H"(DX*).
O

3.2 The cubical Bloch complex

We recall here the definition and main properties of the higher Chow groups defined
by Bloch in [7]. Initially, they were defined using the chain complex associated to a
simplicial abelian group. However, for reasons that will become apparent in the later
sections, it is more convenient to use the cubical presentation, as given by Levine in [41].
The main reason is that the cubical setting is more suitable for defining products.

3.2.1 Higher Chow groups
Fix a base field k and let P! be the projective line over k. Let
O=P'"\ {1} = A

The cartesian product (P!) has a cocubical scheme structure. Specifically, the face and
degeneracy maps

gie(PH™ — (PY"™ i=1,....n, j=0,1,
o (PHr — (PH™L i=1,...,n,

are defined as

56(m1,...,xn) = (x1,..,2i-1,(0: 1), 24, ..., 2p),
01 (x1y .o xn) = (x1,..,2i-1,(1:0), 24, ..., 2p),
o' (T1y ..o yTp) = (Tl Tim1, Tigly ooy Tny).

These maps satisfy the usual identities for a cocubical object in a category, and leave
invariant [J. Hence, both (P')" and [0 are cocubical schemes. An r-dimensional face in
" is any subscheme of the form 5;1 e 5;: (anr—m).

Let X be an equidimensional quasi-projective algebraic scheme of dimension d over
the field k. Let ZP(X,n) be the free abelian group generated by the codimension p closed
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irreducible subvarieties of X x [0, which intersect properly all the faces of 0”. Then
the pull-backs by &) and & are well defined and thus there are induced maps

& ZP(X,n) — ZP(X,n—1), i=1,...,n, j=0,L

Since for all i = 1,...,n the map o* : O® — O™ ! is a flat map, there are pull-back
morphisms
oi: ZP(X,n) — ZP(X,n+1).

From the cocubical identities in [, it follows that ZP(X,-) is a cubical abelian group.
Let (ZP(X,x*),0) be the associated chain complex (see section 1.2.4). Let DP(X,x*) be
the subcomplex of degenerate elements, and let

ZP(X,*) := ZP(X,*)/DP (X, *).

Alternatively, we consider the normalized chain complex associated to ZP(X, ),

ZP(X,*)g := NZP(X,*) = ﬂkeré}.
i=1

Definition 3.2.1. Let X be a quasi-projective equidimensional algebraic scheme over
a field k. The higher Chow groups defined by Bloch are

CHP(X,n) := Hy(ZP(X, %)) = Ha(ZP(X, *)o).
Remark 3.2.2. For n =0, CHP(X,0) = CHP(X) is the classical Chow group of X.

Let Ny be the refined normalized complex of definition (3.1.12) and let ZP(X, x)oo
be the complex

Zp(X, *)00 = N()ZP(X, n)

Definition 3.2.3. Let n > 0. For every j = 1,...,n+ 1, we define the map

oot M (3.2.4)
(@1, xng1) = (21, (= 1) (41 — 1), ..o Tpgr)-

Lemma 3.2.5. The inclusion
Zp(X, *)00 = N()Zp(X,n) — ZP(X, *)0
1s a homotopy equivalence.

Proof. Tt follows from proposition 3.1.14 with the maps 3.2.3. O
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3.2.2 Functoriality and product structure
Functoriality. It follows easily from the definition that the complex ZP (X, ) is:

> covariant with respect to proper maps (with a shift in the grading), and,
> contravariant for flat maps.

Let f : X — Y be an arbitrary map between two smooth schemes X,Y. Let
Z? (Y,n)o C ZP(Y,n)o be the subgroup generated by the codimension p irreducible sub-
varieties Z C Y x 0", intersecting properly the faces of (1" and such that the pull-back
X x Z intersects properly the graph of f, I'y. Then, with the differential induced by
the differential of ZP(Y, )y, Z]e (Y, *)g is a chain complex and the inclusion of complexes
Z?(Y, x)o C ZP(Y, %) is a quasi-isomorphism. Moreover, the pull-back by f is defined
for algebraic cycles in Z? (Y, %)o and hence there is a well-defined pull-back morphism

CHP(Y,n) L5 CHP(X,n).

A proof of this fact can be found in [42], § 3.5.

Product structure. Let X and Y be quasi-projective algebraic schemes over k. Then,
there is a chain morphism

$(ZP(X,%)o © Z9(Y, %)) = ZPTI(X X Y,%)g
inducing exterior products
CHP(X,n) ® CHY(Y,m) = CHPT(X X Y,n+ m).

Specifically, let Z be a codimension p irreducible subvariety of X x ", intersecting
properly the faces of (0" and let W be a codimension ¢ irreducible subvariety of Y x [,
intersecting properly the faces of [J". Then, the codimension p + ¢ subvariety

IZxWCXxO"xY xO"2XxY xO"xO"= X xY x O™,
intersects properly the faces of "™, By linearity, we obtain a morphism
ZP(X,n) @ Z9(Y,m) = ZPYI(X x Y,n + m).

Observe that if Z € ZP(X,n)g and W € Z9(Y, m)o, then Z x W € ZPT4(X x Y,n +

m)o. Hence there is a chain morphism
S(ZP(X, %) © Z7(Y,)o) = Z7FI(X x Y, )y,
inducing an external product

U:CHP(X,n)® CHYY,m) — CHPT(X x Y,n+m), (3.2.6)
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for all p,q,n,m.
If X is smooth, then the pull-back by the diagonal map A : X — X x X is defined
on the higher Chow groups
CHP(X x X, ) 25 CHP(X, %).

Therefore, for all p, g, n, m, we obtain an internal product

U: CHP(X,n) ® CHY(X,m) — CHPT(X x X,n+m) 2o CHP (X, n+m). (3.2.7)

In the derived category of chain complexes, the internal product is given by the morphism

S(ZP(X, %) ® Z9(X, %)o) —— ZPT1(X x X, ),

TN

ZRHI(X x X, %)g ——> ZPT9(X, %)o.

Proposition 3.2.8. Let X be a quasi-projective algebraic scheme over k. The pairing
(3.2.7) defines an associative product on CH*(X,x) = ,,,, CHP(X,n). This product
1s commutative with respect to the codimension degree p and graded commutative with
respect to the degree given by n.

Proof. See [41], Theorem 5.2. O

3.2.3 Other properties of the higher Chow groups

Codimension 1 cycles. The following theorem is proven by Bloch, in [7].

Theorem 3.2.9. Let X be a reqular noetherian scheme over a field k. Then
Pic(X) m=0,

CHY(X,m) =< T(X,G,) m=1,
0 m # 0, 1.

The isomorphism CH(X,0) = Pic(X) is the standard correspondence between
codimension 1 algebraic cycles and invertible sheaves. The isomorphism CH'(X,1) &
I'(X,G,,) is defined as follows. By the proof of the theorem in loc. cit., every class
[Z] € CH'(X, 1) is represented by an element of the form Z = div(f), with f a function
whose restriction to X x {0} and to X x {1} is invertible. Then, the isomorphism maps
[Z] to the invertible function f|x (o} f|;(1x ay

Homotopy invariance. Let 7 : X x A" — X be the projection onto X. Since this
map is flat, the pull-back by 7 is well defined.
As proved by Bloch in [7], for all n, the morphism

T ZP(X, %) — ZP(X x A", %)

is a quasi-isomorphism.
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Projective Dold-Thom isomorphism. Let X be a quasi-projective scheme over a
field k and let E be a rank n vector bundle over X. Let P(F) be the associated projective
bundle and let 7 : P(E) — X be the structural morphism. Let ¢ € Pic(X) = CH!(X,0)
be the class of Op(g)(1).

As proved by Bloch in [7], for every m > 0, there is an isomorphism

n—1 n—1
P PP cH (X, m) — P CHI(P(E),m).
=0

=0 p=0 q=0

3.3 Differential forms and higher Chow groups

In this section we construct a complex of differential forms, which is quasi-isomorphic
to the complex ZP(X, *)p ® R. The key point is the isomorphism (1.4.7).

This complex is very similar to the complex introduced by Bloch in [8] in order to
construct the cycle map for the higher Chow groups. In both constructions one considers
a 2-iterated complex of differential forms on a cubical or simplicial scheme. The main
difference is the direction of the truncation. We truncate the 2-iterated complex at the
degree given by the differential forms, while he truncated the complex at the degree
given by the simplicial scheme.

Assume from now on that all schemes are equidimensional complex algebraic mani-
folds.

3.3.1 Differential forms and affine lines

For every n,p > 0, let Dfog(X x 0" p) be the Deligne complex of differential forms
in X x 0% with logarithmic singularities at infinity (see section 1.4.1). For every i =
1,...,n and [ = 0,1, the structural maps 5;' and ¢° of the cocubical scheme [0 induce
cochain morphisms

i DL (X x O p) — Dp (X x O p),
0i : D (X x O p) — D (X x0O%p),

which define a cubical structure on D (X x 0%, p) for every r and p.
Consider the 2-iterated cochain complex given by

Dy "(X,p) = Dipe(X x O, p)
and with differential (dp,d = > 1 ;(—=1)*(6? — 6})). Recall that, as fixed in subsection

1.4.1, we defined the complex Dl*og(Y, p) as the Deligne complex of differential forms
truncated at the degree 2p. Let

D(X,p) = s(Dy"(X,p))

be the simple complex associated to the 2-iterated complex DX*(X ,p). Then the differ-
ential ds in Dj (X, p) is given by

ds(a) = dp(a) + (—1)"6(«),
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for every o € Dy~ " (X, p).
For every r,n, let

Diog (X x 0% p)o = NDjog (X x 0", p),
be the normalized complex of definition (1.2.37), and let
Dy (X, p)o = Dig (X x 0", p)o.
Denote by D} (X, p)o the associated simple complex.

Proposition 3.3.1. The natural morphism of complezes
Ditg(X,p) = D3 (X, p)o — PL(X,p)o
1S a quasi-isomorphism.
Proof. Consider the second quadrant spectral sequence with Fq term given by
EyT" = H"(Dy (X, p)o)-

When it converges, it converges to the cohomology groups H*(Dj (X, p)o). Since it is
a second quadrant spectral sequence, to ensure convergence, we need to truncate the
complexes at degree 2p.

If we see that, for all n > 0, the cohomology of the complex Dz’_n(X ,D)o is zero, the
spectral sequence converges and the proposition is proven. By the homotopy invariance
of Deligne-Beilinson cohomology, there is an isomorphism

0o 00) : H(Dipg(X x 0", p)) — H*(Djoy (X, p)).

By definition, the image of H* (Dl*og(X x 0", p)p) under the isomorphism is zero. There-
fore, since H*(Dj,,,(X x 0", p)o) is a direct summand of H*(Dj,, (X x0", p)) (by 1.2.35),
it has zero cohomology for all n > 0. O

Remark 3.3.2. Our construction differs from the construction given by Bloch, in [§],
in two points:

> He considered the 2-iterated complex of differential forms on the simplicial scheme
A", instead of the differential forms on the cubical scheme ™.

> In order to ensure the convergence of the spectral sequence in the proof of last
proposition, he truncated the 2-iterated complex in the direction given by the
affine schemes.

We define the complex Dj (X, p)oo to be the simple complex associated to the 2-
iterated complex with

DX_H(X,p)OO = NO,Dfog(X X Dn,p).
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Corollary 3.3.3. The natural morphism of complexes
D (X,p) = D°(X,p)oo — Di(X,p)oo
s a quasi-isomorphism.
Proof. It follows from proposition 3.3.1, proposition 3.1.14 (with maps {h;} induced by
the maps defined in 3.2.3) and proposition 3.1.17. O

3.3.2 A complex with differential forms for the higher Chow groups

Let ZP  be the set of all codimension p closed subvarieties of X x 0" intersecting
properly the faces of (0®. When there is no source of confusion, we simply write Z% or
even ZP. Consider the cubical abelian group

HP(X, %) := H?

D,Zf(X X D*7R(p))a (334)

with faces and degeneracies induced by 6! and o;. Let HP(X, )y be the associated
normalized complex.

Lemma 3.3.5. Let X be a complex algebraic manifold. There is an isomorphism of
chain complexes

f1: ZP(X, %) @ R = HP(X, *)o,
sending z to cl(z).

Proof. 1t follows from the isomorphism (1.4.7). O

Remark 3.3.6. Observe that the complex HP (X, %) has the same functorial properties
as ZP(X,*)p @ R.

Let Dg’fzp (X,p)o be the 2-iterated cochain complex, whose component of bidegree
(r,—n) is
lDTog,ZP(X X Dn,p)o,

and whose differentials are (dp,d). As usual, we denote by D z,(X,p)o the associated
simple complex and by d; its differential.
Let sz ~»(X,p)o be the chain complex whose n-graded piece is sz = (X, p)o.

Proposition 3.3.7. The morphism

D?(E?(X, po = HP(X,n)o
((wnvgn)v"' 7(w0790)) = [(wmgn)]

is a quasi-isomorphism of chain complexes.



104 Higher arithmetic Chow groups

Proof. Consider the second quadrant spectral sequence with E;-term
EIV_n = HT(,Dikog,ZP(X X Dn7p)0)'

Observe that, by construction, E;"" " = 0 for all 7 > 2p. Moreover, for all r < 2p and
for all n, the semipurity property of Deligne-Beilinson cohomology implies that

H"(Djog z» (X x 0", p)) = 0. (3.3.8)
Hence, by proposition 3.1.17,
H"(Djyg 2z (X x 0", p)o) =0, r < 2p.
Therefore, the Ei-term of the spectral sequence is

grn_ )0 if r # 2p,
L7 H(Djy zo(X x O, p)o)  if r = 2p.

Finally, from proposition 3.1.18, it follows that the natural map
HQP(Dikog7ZP(X X |:|7L7p)0) - HP(X, n)O
is an isomorphism, and the proposition is proved. O

We denote
CH?(X,n)r = CHP(X,n) ® R.

Corollary 3.3.9. Let z € CHP(X,n)r be the class of an algebraic cycle z in X x O".
By the isomorphisms of lemma 3.3.5 and proposition 3.3.7, the algebraic cycle z is
represented, in H**~"(Dy z»(X,p)o), by any cycle

((ana gn)a ERRR) (Oéo, 90)) S DKIEZ}(X, p)O

such that
Cl(z) - [(an,gn)]'

Remark 3.3.10. Let D}, = > 1, 0;(Dj (X x O",p)) C D} (X x O" p) be the sub-

complex of degenerate elements. Then, we denote

Dy"(X,p) = Dy"(X,p)/Dy,,

and let 5R(X ,p) denote the associated simple complex. By lemma 1.2.36, there is an
isomorphism of complexes B
Dy (X,p)o = Di(X, p).
Hence, all the results could be stated using the complex 5X(X ,p) instead of D} (X, p)o.
One defines analogously the complex 75;& =p(X, p), which is isomorphic to D} z» (X, p)o.

In general, the notation 5: (X, p) refers to the construction obtained taking the quotient
by the degenerate elements.



3.3 Differential forms and higher Chow groups 105

3.3.3 Functoriality of D} ;,(X,p)o
In many aspects, the complex Dy 2, (X, p)o behaves like the complex Z*(X, )o.

Lemma 3.3.11. Let f : X — Y be a flat map between two equidimensional complex
algebraic manifolds. Then there is a pull-back map

f* : D;&}Zl’ (}/ﬂ p)o - D:&,ZP (X7 p)O
Proof. We will see that in fact there is a map of iterated complexes
£ Dy z(Y,p) = Dy 2 (X, p).

Let Z be a codimension p subvariety of Y x[1" intersecting properly the faces of (1. Since
f is flat, the f*(Z) is defined. It is a codimension p subvariety of X x (0" intersecting
properly the faces of (1", and whose support is f ~!(Z). Then, by [24] 1.3.3, the pull-back
of differential forms gives a morphism

* f* * —
Dlog(YXDn\Z,p) —>Dlog(XXDn\f I(Z)ap)'
Hence, there is an induced morphism

Di(V x O™\ 28,p) L5 1im Dy (X x O™\ f71(Z),p) — Dipp(X x O™\ 2%, p),
Zezﬁ

and thus, there is a pull-back morphism
"Dy (Y, p) — Dy Zh(X, p)
compatible with the differential ¢. O

Remark 3.3.12. The pull-back defined here agrees with the pull-back defined by Bloch
under the isomorphisms of lemma 3.3.5 and proposition 3.3.7. Indeed, let f: X — Y bea
flat map. Then, if Z is an irreducible subvariety of Y and (w, g) a couple representing the
class of [Z] in the Deligne-Beilinson cohomology with support, then the couple (f*w, f*g)
represents the class of [f*(Z)] (see [24], theorem 3.6.1).

Proposition 3.3.13. Let f : X — Y be a morphism of equidimensional complex al-
gebraic manifolds. Let Zj]? be the subset consisting of the subvarieties Z of Y x "
intersecting properly the faces of J" and such that X x Z x " intersects properly the
graph of f, I'y. Then,
(i) The complex Dy _»(Y,p)o is quasi-isomorphic to Dy z,(Y,p)o-
b f b

(ii) There is a well-defined pull-back

fr D:x,zjj(yv P)o — D}y z» (X, po-
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Proof. Arguing as in the proof of the previous proposition, there is a pull-back map
F* DY x 0"\ 22,p) L5 Dp (X x O\ 27,p),
inducing a morphism
f*: Dy 22 (Yop) — Di z0(X,p),

and hence a morphism
o D&zﬁj(ya P)o — DX,ZP(X,p)O-
All that remains to be shown is that the inclusion
DZ,z;(Ya o = Dy, 20 (Y, p)o

is a quasi-isomorphism. By the quasi-isomorphisms of 3.2.2 and 3.3.7, there is a com-
mutative diagram

Z5(Y, %) @ R—> D} 5 (Y, p)o

Ni l

ZP(Y, %) @ R —> "D} z,(Y,p)o.

The proof that the upper horizontal arrow is a quasi-isomorphism is analogous to the
proof of proposition 3.3.7. Thus, we deduce that i is a quasi-isomorphism. ]

3.4 Algebraic cycles and the Beilinson regulator

In this section we define a chain morphism ZP(X, ) — D12 O’; “*(X,p), in the derived
category of chain complexes, that, after composition with the isomorphism K, (X)q =
®D,>0 CHP(X,n)q induces in homology the Beilinson regulator.

The construction is analogous to the definition of the cycle class map given by Bloch
in [8], with the minor modifications mentioned in 3.3.2. However, in loc. cit. there is no

proof of the fact that the cycle class map agrees with the Beilinson regulator.

3.4.1 Definition of the regulator

Consider the map of iterated cochain complexes defined by the projection onto the first
factor

DX,_ZT;(X’p) = Dfog(X X Dn;p) ) Drogl(X X Dn \ Zp7p) L Dfog(X X Dn,p)

(,9) — a
It induces a cochain morphism

Dj z(X,p)o = Di(X.p)o,
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and hence a chain morphism
D20 (X, p)o & D~ (X, p)o. (3.4.1)

The morphism induced by p in homology, together with the isomorphisms of propositions
3.3.1, 3.3.5 and 3.3.7, induce a morphism

p: CHP(X,n) — CHP(X,n)r — HZX"(X,R(p)). (3.4.2)

By abuse of notation, all these morphisms are denoted by p.
By corollary 3.3.9, we deduce that, if z € ZP(X,n)g, then

p(z) = (an, ..., ap),

for any cycle ((cn, gn),-- -, (@0, 90)) € ZD3FZ (X, p)o such that [(an, gn)] = cl(2).

3.4.2 Properties of the regulator

Proposition 3.4.3. (i) The morphism p : sz;: (X,p)o — Dip_*(X,p)o is contravari-
ant for flat maps.

(ii) The induced morphism p : CHP(X,n) — HZX""(X,R(p)) is contravariant for ar-
bitrary maps.

Proof. Both assertions are obvious. Let ((ap, gn), - ., (0, 90)) € Dﬁf,g;‘(x,p)o be a cycle
such that f* is defined. Then, since

f*((ana gn)a sy (a0790)) = ((f*ana f*gn)a SERE) (f*aov f*g()))
the claim follows. O

Remark 3.4.4. Let X be an equidimensional compact complex algebraic manifold.
Observe that, by definition, the morphism

p: CHP(X,0) = CHP(X) — HZ(X,R(p))

agrees with the cycle class map cl introduced in 1.4.6.
Now let E be a vector bundle of rank n over X. For every p = 1,...,n, there
exists a characteristic class CgH (E) € CHP(X) (see [32]) and a characteristic class

CE(E) € H%p(X, R(p)), called the p-th Chern class of the vector bundle E. By definition,
cl(CgH(E)) = C'pD(E). Hence,

p(CH(E)) = CF(E),

forallp=1,...,n.
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3.4.3 Comparison with the Beilinson regulator

In this section we prove that the regulator defined in (3.4.2) agrees, after composition
with the isomorphism K, (X)g = @, CH(X,n)q with the Beilinson regulator. The
pattern of the proof is very similar to the comparison theorems developed in chapter 2.
However, due to the failure of the strict functoriality of the Chow complex, we cannot
apply directly the results proved in that chapter.

The comparison is based on the following facts:

> The morphism p has good contravariant properties.
> The morphism p is defined for quasi-projective schemes.

In view of these properties, it is enough to prove that the two regulators agree when X
is a Grassmanian manifold, which in turn follows from remark 3.4.4.

Theorem 3.4.5. Let X be an equidimensional complex algebraic scheme. Let p’ be the
composition of p with the isomorphism given by the Chern character

P Kn(X)g — @CHM (X, n)g & P HE (X, R(p)).
p>0 p>0

Then, the morphism p' agrees with the Beilinson requlator.
Proof. The notations introduced in chapter 2 are kept throughout the proof of this

theorem.

Definition of the Beilinson regulator. The Beilinson regulator is the Chern char-
acter taking values in Deligne-Beilinson cohomology. The regulator can be described in
terms of homotopy theory of sheaves as in [28].

Recall that we denoted

KN = Z x ZoB.GLy, K. =7 x ZooB.GL.
Then, there exist Chern classes
CP e KN, K. (Dig(X,p))], N >0,

compatible with the morphisms KV — KN*1. Let, K% and Kx,.(Diog(X,p)) denote the
restrictions of KY and K.(Diog(X,p)) to the small Zariski site of X. Then, we obtain

Chern classes
C;) € [K%7.,KX,-(Dlog(X’p))]v

compatible with the morphisms K% — K)A(“rl Therefore, we obtain a morphism
D

C
Kpn(X) = lim H™(X,KY) 25 HZ7™(X,R(p)).
N
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Using the standard formula for the Chern character in terms of the Chern classes, we

obtain a morphism

ch

Kom(X) L5 HZ™(X,R(p)),

which is the Beilinson regulator.

Let EN be the universal rank N vector bundle over B.GLy and let P.(EN) be
the simplicial associated projective bundle over B.GLy. In [21], Gillet constructs a
tautological class ¢ € Pic(P(EN)) = HY(P(EN),G,,).

Construction of the Chern character for higher Chow groups. The description

of the isomorphism K, (X)qg = ®D,>0 CHP(X,n)q given by Bloch follows the same
pattern as the description of the Beilinson regulator. However, since the complexes that
define the higher Chow groups are not sheaves on the big Zariski site, a few modifications
are necessary. We give here a sketch of the construction. For details see [7].

If Y. is a simplicial scheme whose face maps are flat, then there is a well-defined
2-iterated cochain complex ZP(Y., *)g, whose (n, m)-bigraded group is

Zp(y—ny m)Ov
and induced differentials. The higher algebraic Chow groups of Y. are then defined as
CHP(Y.,n) = H"(ZP(Y.,,*)o).

Since the face maps of B.G Ly are flat, the group C HP(B.G Ly, n) is well defined for
every p and n. Analogously, the groups CHP(P.(EN),n) are defined.

The first step in the definition of the Chern character for higher Chow groups, is to
construct universal Chern classes

CSM e CHP(B.GLy,0).
There is a spectral sequence
EP™ = CHP (P, (EN), —n) = CHP(P.(EN), —n — m),

which converges for p = 1.
This spectral sequence together with the comparison of the Chow groups in codi-
mension 1 and the cohomology of G,,, implies that there is an isomorphism

CH(P.(EN),0) = Pic(P.(EN)).

Let CFH(¢) € CHY(P.(EVN),0) be the class corresponding to the tautological class ¢ €
Pic(P.(E")). Then, the above spectral sequences and the projective bundle isomorphism
(see section 3.2.3), imply that, for 1 < p < n, the classes

CcS e CHP(B.GLy,0)

are defined. These classes are represented by elements Cg Hic gp (B;GLy,1)o.
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Because at the level of complexes the pull-back morphism is not defined for arbitrary
maps, one cannot consider the pull-back of these classes C’pc Hi o X , as was the case
for the Beilinson regulator. However, by [7] § 6, there exists a purely transcendental
extension L of C, and classes CpC A defined over L, such that the pull-back f *C’pc Hi g
defined for every C-morphism f:V — B;GLy.

Then, there is a map of simplicial Zariski sheaves on X
B.GL]\LX — IC)((p*Zg(L(—, *)0),

where p : X7 — X is the natural map obtained by extension to L.

There is a specialization process described in [7], which, in the homotopy category
of sheaves over X, gives a well-defined map

Kx(p«Z%, (= %)) — Kx(Z5% (=, %)o).

Therefore, there are maps C’g)]g € [BGLN x,Kx(Z%(-,p))]. Proceeding as above,
we obtain the Chern character isomorphism

Kn(X)g = @ CHP(X,n)q.
p=>0

End of the proof. Since, at the level of complexes, p is functorial for flat maps, there
is a sheaf map

p: Kx(Zx(,p)) = K.(Diog(X,p))

in the small Zariski site of X.

It follows that the composition p o C’pCH is obtained by the same procedure as the
Beilinson regulator, but with starting characteristic classes p(C’pCH ) € H%p (X,R(p))
instead of CE . Therefore, it remains to see that

p(CSH) = CP. (3.4.6)

Let Gr(N, k) be the complex Grassmanian scheme of k-planes in CVV. It is a smooth
complex projective scheme. Let Ey j be the rank N universal bundle of Gr(N, k) and
Uk = (Uk,a)a its standard trivialization. Let N.Uj, denote the nerve of this cover. It is
a hypercover of Gr(N, k), N.U, = Gr(N, k). Consider the classifying map of the vector
bundle Exj, ¢ : N.Uy — B.GLy, which satisfies 7*(En ) = go,’g(EN) Observe that
all the faces and degeneracy maps of the simplicial scheme N.Uj are flat, as well as the
inclusion maps N;Uy — Gr(N, k). Therefore, CHP(N.Uy,m) is defined and there is a

pull-back map CHP(Gr(N, k), m) s CHP(N.Ug,m).
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Since p is defined on N.Uy and is a functorial map, we obtain the following commu-
tative diagram

CHP(B.GLy,0) —'~ H?(B.GLy,R(p))

vzl ivz

CHP(N.Uy,0) —— HZ(N.Uy,R(p))

W*T Tﬂ_*
CCH

Ko(Gr(N, k)) —> CH?(Gr(N, k),0) —> H?(Gr(N, k), R(p))

-~ =

D
CP

By construction, C'pC H (En k) is the standard p-th Chern class in the classical Chow group

of Gr(N, k), and Cz? (En) is the p-th Chern class in Deligne-Beilinson cohomology. It
then follows from proposition 3.4.4 that

p(CSM (En k) = CF (En ). (3.4.7)

The vector bundle En € Ko(Gr(N,k)) = lim]‘—j[Gr(N, k), KM] is represented by
the map of sheaves on Gr(N, k) induced by

Gr(N,k) & N.U, 2% B.GLy.

Here, since N.Uy is a hypercover of Gr(N, k), the map 7 is a weak equivalence of sheaves.
This means that

eh(CSH(EN)) = 72 (CSH (En ). (3.4.8)

Finally, we proceed as in section 2.5.2. For each myg, there exists kg such that if m <
mo and k > ko, ¢ is an isomorphism on the m-th cohomology group. Moreover, 7 also
induces an isomorphism in Deligne-Belinson cohomology. Under these isomorphisms, we
obtain the equality

Cy (Bny) = () 1oi (G (BY)). (3.4.9)

Hence,

p(CyH(EN)) = CP(EY) & ¢ip(CH(EN)) = 010y (BY)
& per(CTH(EN)) = gp O (BY).

The last equality follows directly from (3.4.7), (3.4.8) and (3.4.9). Therefore, the theorem
is proved. ]
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3.5 The regulator for compact complex algebraic
manifolds

In the last two sections we constructed a chain morphism
2p— P 2p—
DAI?Z:(Xap) - DAp *(va)7
for every complex algebraic manifold X. There, it is proved that the composition

ZP(X, %) — HP(X,%)o <= D2 (X, p)o & DI (X, p)o < Do *(X,p),  (35.1)
represents, in the derived category of complexes, the Beilinson regulator.

Assume now that X is compact. Then, by considering differential forms over X x
(P1)™ instead of over X x (0", one can obtain a representative of the Beilinson regulator
as a morphism in the derived category

ZP(X,#) = HE(X,*) < Dif) (X,p) & DP7* (X, p). (3.5.2)

Note that this construction differs from (3.5.1) in the fact that the target complex is
exactly the Deligne complex of differential forms on X and not a complex of differential
forms on X x [ as defined in the previous sections. The key point is proposition 3.5.7
below, from Burgos and Wang in [15].

The particularity of this representative is that then a definition of higher arithmetic
Chow groups, analogous to the definition of higher arithmetic K-theory given by Takeda
in [57], can be given. This alternative approach to higher arithmetic Chow groups is
sketched in the last section.

In this section, we describe the morphism (3.5.2) and compare it to the regulator
given in section 3.4. The equidimensional compact complex algebraic manifold X is
fixed throughout this section.

3.5.1 Differential forms over the projective space

In this section we introduce the analog of the complex D} (X, p)o, obtained by means of
the cocubical scheme (P!)" instead of the cocubical scheme [J'. In order to prove that
the morphism

is a quasi-isomorphism, the homotopy invariance of Deligne-Beilinson cohomology is
needed (see proposition 3.3.1). Using projective lines, the equivalent statement is no
longer true. This forces us to consider the quotient of the complex of differential forms
on X x (P1)” by the complex of differential forms on the projective lines. Moreover, in
this situation, instead of using the normalized complex associated to a cubical abelian
group, it is more convenient to work with the complex given by the quotient by the
degenerate elements.
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Consider the cocubical scheme (P') as described in section 3.2.1. The coface and
codegeneracy maps induce, for every ¢ = 1,...,n and [ = 0, 1, morphisms
0 : D (X x (PY)",p) — DX x (P)""',p),
o, : DY(X x (PHY" L p) — DX x (PH",p).

Let Dy (X, p) be the 2-iterated cochain complex given by
Dy "(X,p) = D"(X x (P)", p)

and differentials (dp,d = Y ;(=1)(6? — 6})) and denote by Di(X,p) the associated
simple complex.
Let (2 : ) be homogeneous coordinates in P! and consider

A O ) ()
2 TT + Yy

It defines a function on the open set P!\ {1}, with logarithmic singularities along 1.
Therefore, it belongs to Dllog(Dl, 1). Consider the differential (1, 1)-form

w = dph € D*(P,1).

This is a smooth form all over P! representing the class of the first Chern class of the
canonical bundle of P!, ¢;(Op1(1)). Observe that,

6Y(h) = 61(h) =0, and 8 (w) = 61 (w) = 0.

For every n, denote by 7 : X x (P1)® — X the projection onto X and let p; :
X x (P')" — P! be the projection onto the i-th projective line. Denote, for i =1,...,n,

wi = pi(w)e DQ(X X (]P’l)”,l)
hi = pi(h) € Dipe(X x O, 1),

Let

n

Dy, =Y oi(D"(X x (P!, p)), (3.5.3)
i=1
be the complex of degenerate elements and let W, be the subcomplex of
D*(X x (PY)™, p) given by

Wr = Z:w Aoy (D"2(X x (PHY" 1 p—1)). (3.5.4)

This complex is meant to kill the cohomology classes coming from the projective lines.
We define the 2-iterated complex

D'(X x (P1)",p)
Dy, +W;,

ﬁlvf;’_n(X,p) = D"(X x (P, p) :=

and denote by 751’,5(X ,p) the associated simple complex.



114 Higher arithmetic Chow groups

Proposition 3.5.5. The natural map
* ~*,0 L AN*
D (va) = DIP (Xap) i) D]P’(va)
1S a quasi-isomorphism.

Proof. The proof is analogous to the proof of lemma 1.3 in [15]. It follows from the fact
that, by the Dold-Thom isomorphism in Deligne-Beilinson cohomology,

H"(D*(X x (PY)",p)) =0 Vn > 0. (3.5.6)
O

In [15], Burgos and Wang gave an explicit quasi-inverse of the morphism i. Here we
recall the construction.

Let C* = P!\ {0,00}. If (z; : y;) are projective coordinates on the i-th projective
line in (PY)", let z; = x;/y; be the Euclidian coordinates. For any 0 < i < n, consider
the differential form on (P')"

i d o d o(i d_cri
e, 2o (2) Zo (i) Zo(i+1) Zg(n)

This is a differential form with logarithmic singularities along the hyperplanes z; = 0

and y; = 0. Therefore, S¢, € D, ((C)", n).

Consider the differential form
1 . 1Ql n *\N
T, = ﬁ Z(_l) Sn € Dlog(((c ) an)'
Ti=1

Proposition 3.5.7. There is a morphism of complexes
Di(X,p) = D*(X,p),
given by

wr Jepae T n>0,
a n = 0.

aeD"(X x (PH",p) — m(aeTy) = {
Moreover, the morphism ¢ factorizes through 75]1’;(X,p) inducing a cochain morphism
DBy (X.p) £ D*(X.p).
The morphism @ is a quasi-inverse of the quasi-isomorphism i of proposition 3.5.5.

Proof. See [15], § 6. O
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3.5.2 Differential forms over the projective space and higher Chow
groups

In this section we define a cochain complex, DP 2p(X, p), which satisfies the same prop-
erties as D 7, (X, p)o- Recall that the Complex D} z» (X, p)o is obtained from the com-
plexes

$(Dog (X x 0%, p) = Dipg (X x O™\ 27, p))

that compute cohomology with support. In order to define 5;@ zp(X,p), the complex

D*(X x (PY)*,p) will play the role of the complex Dio(X x 0" p). The role of the
complex Dl*og(X x "\ 2, p) will be played by a complex consisting of differential forms
on X x 0"\ Z% and not over X x (P!)"\ Z¥, as one might think.
Denote by
j:X xO" — X x (PH"

the inclusion induced by 0 = P\ {1} C P! and let j* : D*(X x (PY)", p) — D (X x
0", p) be the induced inclusion of complexes. Consider the complex
= hieai(j*D"HX x (P!, p— 1)) C D}, (X x O",p).
i=1
Observe that if h; e € G, then
dp(hi ® ) = w; A — h; e dp(a) € W 4 g+l

Therefore, j*W,, + Gy, is a subcomplex of D (X x ", p).
When there is no source of confusion, we will identify j*W; with W.

Lemma 3.5.8. The cochain complex j7*W; + G is acyclic.

Proof. We have to see that, for every u++~ € 7*Wr + G/, such that dp(u+) = 0, there
exists n € 7*Wr— + Gr=1 with dp(n) = u+ 7.

We write u = Y w; Aoi(e;) with a; € D" 2(X x (PH)" L p—1)andy =Y, hy
oi(B;) with 3; € 7*D"~1(X x (P)"~!,p —1). Then,

dD/L = Zwi/\ai(dp(ai)),
i=1

d’D’y = sz/\az ﬂz Zh .szD ﬁz)
Therefore, the hypothesis dp(u + ) = 0 means that

sz N o dD(az +Bz Zh .Ude ﬁz)

=1 =1
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The left hand side is smooth all over X x (P!)", hence so is >_I; h; ® 0;dp(3;). Since
for every i, h; has logarithmic singularities along D; = X x (P!)"~! x {1} x (P*)"~, this
implies that o;dp(5;) is flat along D;. In particular o;dp(5;) is zero along D; and hence
dp(B;) = 0 (see [12] for details on flat differential forms and logarithmic singularities).

Therefore both sides of the equality are zero. This means that dp(8;) = 0 and
dp(e;) = — ;. Hence, n = >"7" | hi A oi(cy), satisfies

dp(n) =Y wiNoi(ei) + > hieai(B) = p+7.
=1 =1

O
Corollary 3.5.9. The natural morphism
Dipg(X x 0"\ 27p)  Dipy(X x O"\ 27,p)
Dz Dy 4+ W + Gy
1S a quasi-isomorphism.
O

Let
i 1D (X x ()", p) — Dp, (X x 0"\ 22, p)

be the inclusion morphism obtained by the restriction of differential forms on X x (P!)"
to X x O™\ 'Y, for every Y € Z8. Observe that there is a well-defined map

DT(X X (Pl)n’p) Jn Dlrog(X x o \ Zﬁ,p)
Dy + Wi Di, + W + G,

Let B
D*ZP(X X (Pl)n’p> = T§2p3(‘]ﬂ)ﬂ

be the truncation at degree 2p of the associated simple complex.

Proposition 3.5.10. If r < 2p, then
H"(Dp(X x (PY)",p)) = H" (Djpg 20 (X x O, p)o).
Proof. By remark 3.3.10,

H"(Diog zo(X x 0", p)o) = H"(Djog 2z (X x O, p)),
HT<Df<0g(X X Dnvp)o) = HT(/Dikog<X X Dn7p))'

If n > 1, it follows from the proof of proposition 3.3.1 that

H"(Dj (X x O",p)) =0
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for all 7.
From the exact sequence

H™ N (Djpy(X x 0", p)) — H' (Djpy(X x 0"\ 27,p)) — H'(Diyy 20 (X x 0", p))

— H"(Djhe (X x O",p)) — H"(Dj (X x O™\ 27, p)),
we deduce that
H™ N (Djhy (X x O\ 2P,p)) = H" (D}, z(X x 0", p)),

for all r.
By (3.5.6), N
H"(D*(X x (PYY,p)) =0,  forallr.

Therefore, by corollary 3.5.9,
H™ ! (Djyy(X x 0"\ 27,p)) = H" (D, (X x (P')",p)).

Hence B
HT(Dl*og,ZP(X X Dnap)o) = HT(DZ’P(X X (Pl)nap))‘

If n = 0, the result is obvious. O

The semipurity property of Deligne-Beilinson cohomology together with the last
proposition give the next corollary.

Corollary 3.5.11. For alln and r < 2p,
H"(Dz»(X x (P})",p)) = 0.
O

Since the differential ¢ is compatible with the quotient 15*2,, (X x (PY)", p), there is a
2-iterated cochain complex D%, (X x (P)*,p), whose (r, —n)-graded piece is D%, (X x
(PYH)™, p). Denote by Dg z» (X, p) the associated simple complex. Let

HE(X, %) = H (D5 (X x (B')", ).
Corollary 3.5.12. The morphism
Dz (X.p) 5 Hp(X, %)
((an7gn)7' "7(a0790)) = [(amgn)]
s a quasi-isomorphism.

Proof. 1t follows from a spectral sequence argument analogous to the proof of proposition
3.3.7, together with corollary 3.5.11. O
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The following corollary is a consequence of proposition 3.5.10 and the semipurity
property of Deligne-Beilinson cohomology.

Let Y C X x 0" be a codimension p irreducible subvariety and let Y be its closure
in X x (P!)". Then, there exists a representative

[(w, 9)] € H(s(D*(X x (B')",p) — D*(X x (P1)"\ Y, p))),

of the class of Y. Denote by f1(Y') the image of this element in the cohomology group
Hp(X, *). Extending fi by linearity, we obtain a morphism

Z°(X,n)z 25 HE(X, %),

Corollary 3.5.13. The morphism f1 is an isomorphism.

O
3.5.3 Definition of the regulator
The projection on the first component induces a chain morphism
N2p—* N2p—*
DIP’I,JZP (X7p) ﬁ>IZ)]P’p (X7p)7
analogous to the definition of the morphism p in section 3.4.1.
Let p be the composition of ¢ with p:
p: Dz (X,p) & D (X, p) & D* (X, p).
Then, there is a morphism in the derived category of chain complexes
L MR , D (X.p) (3.5.14)
1 1
/ X ~9 /
~ —%
ZP(X, %) Dyl (X, p)

that we call the regulator.
Let
p: CH?(X,n) — Hyl™"(X,R(p))

be the induced morphism.
We introduce now some notation for the next proposition. Let

hy : H¥ (D], 20(X,p)) — H? (D} z5(X,p))
be the composition of the isomorphism

frlogn: H¥ ™™D} z,(X,p)) — ZP(X,n)r
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of propositions 3.3.5 and 3.3.7, with the isomorphism
g7 o fu: ZP(X,n)e — H""(D3 z(X,p))
of propositions 3.5.12 and 3.5.13. Let ho be the composition of the isomorphisms
H*"(D(X,p)) = HY™"(X,R(p)) = H* " (D}(X,p))

of propositions 3.3.1 and 3.5.5.

Proposition 3.5.15. Let X be an equidimensional compact complex algebraic manifold.
Then, the following diagram

H?*~"(Dj 4,(X,p)) —— H»"(D%(X,p))

IR

Yo .

CHP(X,n) - hliz hzi HE ™" (X,R(p))

. : V
H27=7(D; 3, (X, p)) ——= H*»~"(D3(X, p))

1s commutative.

Proof. 1t is a consequence of propositions 3.5.21 and 3.5.23 below. O

Corollary 3.5.16. Let X be an equidimensional compact complex algebraic manifold.
The morphism

Kn(X)g = @ CHP (X, n)g & @) HY (X, R(p)),
p>0 p>0

18 the Beilinson regulator.
Proof. It follows from proposition 3.5.15 and theorem 3.4.5. O

In order to prove proposition 3.5.15, it is necessary to understand the isomorphism
H?""(D} z0(X,p)) = H* (D5 z»(X,p))

in more detail.
Consider the following commutative diagram

ND*(X x (P')", p) —— ND (X x [O",p)

El |

D*(X x (P1)",p)/ Dy, ——> Do (X x 0", p).
Since the upper row is an inclusion of complexes, there is an inclusion of complexes

D*(X x (BY)",p)/Djy = Digy(X x 0", p).
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Let Q(n)* be the cochain complex given by the quotient

Df (X x O, p)

)" = DX x @V).p)/Df

Then, there is a short exact sequence
0 — D*(X x (PY)",p)/D}; 5 D, (X x O, p) & Q(n)* — 0. (3.5.17)
Let I,, be the composition morphism
Ly« D*(X x (PY)",p)/ D} 1 Dl (X x 0%, p) — D (X x O™\ 27, p),
and let R
D (X x (PH",p) := 7<9ps(In).

The notation 23*(, %) is used here temporarily. In the definition of higher arithmetic
Chow groups, this notation will refer to another complex.
There is a natural injective morphism

DLo(X x (PY"p) = Di, z(X x O p)
(a,9) — ("(),9).

Lemma 3.5.18. For every n > 0, there is a short exact sequence
0 — Dy (X x (B, p) L5 Dpy 20 (X x O%,p) & Q(n)* — 0.

Dl*og,Zp (X xO™,p)

e (X)) The claim follows from the

Proof. Let F(n)* the quotient complex

commutative diagram

Di (X x O\ 2P, p)[-1] = Dt (X x 0"\ 27, p)[~1] ——0

| |

-x

D, (X x (PY)", p) ————> Dihy 20 (X x O, p) —— F(n)*

T

D*(X x (PY)",p)/D} —2——=D; (X x O", p) ——— Q(n)*,

log

where all the rows and the first and second columns are short exact sequences. O
Therefore, for every n > 0 there is an exact sequence
s Dy (X (B)9) 2 H (B (X x ) 2 Q)Y 2
2 HH (D (X x (B p) Lo HFW(DY, 2o(X x OMp)) — ...

By definition of the connection morphism, the image by 0 of [a] € H*(Q(n)*) is [(dpa, a)],
for any representative a of [a].
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Lemma 3.5.20. For every n > 1, the morphism
n
@' xx @) -1 = omy
i=1

(7717"'77771> = Zhl.a—l(nl>7
=1

s a quasi-isomorphism.

Proof. We write

Hipiy, = H*(D*(X x (P')",p)/D}),
Hfy. = H*(Dj,(X x O p)),
Hipiy, = H*(D*(X x (P')",p)).

Consider the following commutative diagram

iy —— HEy — H'(Q(n)") g, —— i

4% ] FT WTg T

-2 -1 *—1
@?:1 Hapl)n—lypil — 00— @?:1 H(*P1)n—1’p,1 - @?:1 H(Pl)n—17p,1 —0.

Observe that:

> The first row is the exact sequence associated to the short exact sequence (3.5.17).

The connecting morphism H"(Q(n)*) — I;T(Pﬂ;;np is given by [a] +— [da]. The

second row is obviously exact.
> By the proof of proposition 3.3.1, HS, = 0.
> The morphisms ¢, are induced by
n
Pr2x @) tp-1) — D(Xx(P),p)/D,
i=1

n
(M- 5mm) = sz' A oi(mi)-
1=1

This morphism is injective and the quotient has zero cohomology. Therefore, it is
a quasi-isomorphism.

Then, the lemma follows from the five lemma. ]
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Proposition 3.5.21. Let z be a codimension p algebraic cycle in X x U™ intersecting
properly all the faces of O" and such that 6(z) =0 in ZP(X,n—1). Let Z C X x O" be
the support of z. Then, for every m = 0,...,n, there exists a pair of differential forms

(0 gm) € DPT"FM(X x (P)™, p) & DEE " H(X x O™\ Z,p),

and a differential form
U € FFWEPTEM L GZmnEm - ith ag = a, = 0,
such that if we set o, = j*(al,) — am, then
(s gn)s- -+ (a0, 90)) € DLZ(X,p),
(s gn)s - (0, 90)) € Dz (X,p),
represent cl(z) in ng_”(ﬁj&zp (X,p)) and HQP_”(ﬁfD,Zp (X,p)) respectively.

Proof. Set b, = a, = 0. Let Z be the closure of Z in X x (P!)" and let Z be the closure
of the algebraic cycle z. Then, by definition é, := j*d5s. Therefore, there exists a pair

(al, gn) € DP(X x (PH",p) @ fog_l(X x (P1)™\ Z, p) satisfying the equality

dplgn) = o, — 55.

Since 0(z) = 0, the class of §(a,, gn) € HQP(ZSE,, (X x (PHY"=1 p)) maps to zero in
H?(Diog z0(X x O""1 p)). By (3.5.19) and lemma 3.5.20, there exists a collection of
closed differential forms n; € D*~1(X x (P)"~1 p),i=1,...,n, such that

[6(c, gn)] = D> _wi Aoi(ni), Y hi @ 0i(n;)] € HP(D(X x (BY)",p)).  (3.5.22)
i=1 i=1
We define the differential forms a,,_1, b,_1 as follows:
a1 =Y hieoi(m) €GP, and by =Y wiAoi(n) € Wiy,

i=1 i=1
Observe that there is an equality dp(an—1) = 7*(bp—1) in j*Wi’il. By (3.5.22), there
exists a pair (a),_q,gn—1) € ﬁfgfl(X x (P17~ p) such that
ds(aglflagn—l) + 5(()‘;17971) = (bn—1, an-1).

Assume that for every m = n,...,k, we have already obtained pairs of differential
forms

(0 gm) € DX x (P)™, p),
(bm7 am) c stfner D ggéufnerfl’
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such that
ds(0n—15 gm—1) + (=1)"""(, 9m) = (b1, am—1),
J (bm-1) —dp(am-1) = (=1)"""(am).
for all m =n,...,k+ 1. Let us construct (a},_;,gx—1) and (by_1,ar—1) satisfying the

equalities above. Applying ¢ to the first equality corresponding to m = k + 1, we obtain
dS(S(Oé;C, gk) = 5(bk7 (lk;),

and hence, ds0(c, gr) = 0 in ﬁéﬂ_mrk“()f x (P1)k=1 p). By corollary 3.5.11, there exist
pairs of differential forms (a},_;, gx—1) € DZ,_”HCH(X x (PYY*=1 p) and (bp_1,a1_1) €
W,?:’Hk*l & ngflmrkﬂ such that

ds(0_1, gk—1) + (=1)"7F5 (ol g) = (br—1, ak—1).

Applying ds to this equality, we obtain
ds(br—1, ar-1) = (—=1)""8ds(0%, g) = (—=1)"*5(be, ax).

Hence,
5 (be—1) — dp(ar—1) = (=1)" "6 (ay).

Observe that the process ends with ag = 0.
By construction,

(s gn)s- - (b, 90)) € DFZ(X,p),

is a cycle representing the class of z. The fact that

((an)gn)) ) (aoa gO)) € 512521?()()]))
is a cycle follows from the equality
dy(am-1,0) + (—1)™"8(am, 0) = (7* (bm—1), am_1)
= ds(5* (O—1)s gm—1) + (=1)"7"8(5" (), Gm),
for all m. O
Recall that we want to prove that the following diagram is commutative
H?»~"(D} z,(X,p)) ——= H*»~"(Dj(X,p))
CHP(X,n) - hliz hzig ~ HZ™™(X,R(p))
) \ B v =3 D 1)
H?P~"(Dj z,(X,p)) ——= H* "(D3(X,p))

Je

4

It follows from the last proposition that we can choose representatives of the image of
a cycle Z € CHP(X,n) in HQP*"(DK’ZP (X,p)) and in HQP*"(DI’;),ZP(X, p)), satisfying a
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certain relation. Hence, considering these representatives, we know how to relate the
image of Z by p in Hzp_”(ﬁ"&(X,p)) with the image of Z by p in HQP_”(ZSH’;(X,p)).
In the next proposition we show that any two cycles o € @) _, 13;” MY X p)
and v € @) _, 15125’ T X p) satisfying the same relation agree in the cohomology
group HZX"(X,R(p)). Tt follows then that p(Z) = 5(Z) in HZX"(X,R(p)).

Proposition 3.5.23. Let

(afy...,a0) € @ ﬁ;pfner’*m(X,p), and (ag,...,0Qn) € @ 5ip7n+m’7m(X,p)

m=0 m=0
be cycles satisfying:
(i) an = J*(a), ag=ap,
i) Form=1,...,n—1, there exists ay, € j*WZP~"T™ 4 G2~ guch that
J

am = 5% () + am.

Then, under the isomorphisms

HEY (X, R(p))
HY (X, R(p))

of propositions 3.53.1 and 3.5.5, there is an equality

(s - )] = [(@0, - )] € Hp ™" (X, R(p)).

Proof. Since (o, ...,a)) and (ao,...,a,) are cycles by hypothesis, the relations
dp () + <_l)n_m_15(am+1) = 0,
dp(ar,) + (=1)" "7 '6(ah, 1) = vm,

hold for some v, € WP~ "™ Let z,2’ € D*~"(X, p) such that
[(ns -+, @0)] = [(0,...,0,2)] € H* "(DL(X, p))

and
(), .., a0)] =[(0,...,0,2")] € Hzp’"(ﬁfﬁ(X,p)).

n’

We have to see that [z] = [2/] € H%p_n(X,R(p)). For m = 1,...,n+ 1, let v, €

512:?1”"%1()( x O™, p), and ~/, € D*P~"tm=1(X x (PY)™, p), such that

o, = dp(,) + (=1)"""0(Vi1) + Um,
am = dp(ym) + (=1)"""6(Ymt1),
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for some wu,, € W2 " and
¥ =6(v1) — ao, x=40d(m)— ap.

We want to find ¢ € D?P~"~1( X p) such that 2’ —x = dp(¢). We will find the differential
form ¢ by proving inductively that, for all m, there exists &, € D12 Ci:"“"(X x O™ p)
such that

7*0(Vm) = 0(Ym) = dpd(&m)- (3.5.24)
Observe that we can assume that v,41 = 7;,,.; = 0. Therefore, the equality is trivially

satisfied for m = n + 1. Let us proceed by induction on m. Assume that equation
(3.5.24) is satisfied for m + 1. Then,

dp (7Y, — Ym) = —am — um — (=1)" " dpd(Emi)- (3.5.25)
Therefore,
dD(j*'Y;n = Ym + (=1)""0(Emr1)) = —am — Um.
By hypothesis, a,, + u,, € apntm  gapmndm Then, it follows from lemma 3.5.8 that

there exists n € wpmndm=1l | g2p=ntm=1 o\ oh that
dp(n) = am + Um.

Therefore,
dp (5™ Y — Ym + (=1)"""6(&mr1) + 1) = 0.

Since

7 (i) = Ym + (1) (Eni1) + 1 € Dy "X x O™, p),

which is an acyclic complex, there exists &, € Dﬁ%_n_m(X x ™, p) such that

dp(&m) = 5" (Vm) = Ym + (=1)"7"0(&mt1) + 1.
Since d(n) = 0, applying ¢ to this equation, we obtain
dD5(§m) = ]*5(7;7") - 6(7771)

Then, for m =1,
¥ —x=46(y)— () =dpd(&).

Therefore,
(') = [¢] € HE (X, R(p).
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3.6 Higher arithmetic Chow groups

Let X be an arithmetic variety over a field. Using the description of the Beilinson
lfg\urlbator given in the previous sections, we define the higher arithmetic Chow groups,
CH (X,p). The definition is analogous to the definition given by Goncharov, in [30].
The following properties will be shown:

» Functoriality: For every map of arithmetic varieties f : X — Y, there is a pull-back
morphism

f CH'(Y,n) — CH (X, n).

» Product: There is a pairing

CH'(X,n) © CH"(X,m) — CH""(X,n +m),

which turns €, , C/'T{p(X ,m) into an associative ring, commutative with respect
to the degree given by p, and graded commutative with respect to the degree given
by n.

» Forn =0, CH p(X ,0) agrees with the arithmetic Chow group defined by Burgos
in [13] and hence, if X is proper, it agrees with the arithmetic Chow group defined
by Gillet and Soulé in [24].

» Long exact sequence: There is a long exact sequence

<= CH"(X,n) & CH(X,n) & HY (X, R(p) & CH (X,n—1) — -
= CHP(X,1) 2 D?~Y(X,p)/imdp % CH' (X) S CHP(X) — 0

log

where p : CHP(X,1) — Dﬁ)’gl(X,p)/im dp is the composition of the Beilinson

regulator CH?(X,1) — HZ~'(X,R(p)) with the natural map H~'(X,R(p)) —
Dir (X, p)/ imdp.

Observe that we need to restrict ourselves to arithmetic varieties over a field, because
the theory of higher algebraic Chow groups by Bloch is only established for schemes over
a field.

3.6.1 Arithmetic varieties

The following definitions are taken from [24].
Definition 3.6.1. An arithmetic ring is a triple (A4, X, F) consisting of:
(i) An excellent regular noetherian integral domain A.

(ii) A finite non-empty set of monomorphisms o : A — C.
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(iii) Write C¥ = [, C. Then, Fy is an antilinear involution of C-algebras, Fu, :
C* — C*, such that the diagram

b
=5
T
commutes.
An arithmetic field is an arithmetic ring which is also a field.

For simplicity, when ¥ and F., are clear from the context, we say that A is an
arithmetic ring. The main examples of arithmetic fields are the number fields, R and C.

Definition 3.6.2. An arithmetic variety X over a field F' is a regular scheme X which
is quasi-projective over an arithmetic field F'.

Let X be an arithmetic variety over a field F. If 0 € X, we write

Xe=X®,C, and Xy=]]X..
oEY

We denote by X the complex algebraic manifold
Xoo = Xx(C).

Recall that a real variety X consists of a couple (Xc, F'), where X¢ is a complex
algebraic manifold and F' an antilinear involution on X¢. Since Fy, induces an antilinear
involution on Xy, Xr = (Xy, Fwo) is a real variety.

3.6.2 Higher arithmetic Chow groups

We start by adapting the results of the previous sections from complex varieties to real
varieties. Let X = (X¢, Fo) be a real variety. Recall from subsection 1.4.7, that the
Deligne complex of differential forms of X is defined as

Dl?)g(Xv p) = DIT(l)g(X(Cap)FOOZid'
We define analogously the complexes
2p— 2p— 2p— 2p—
DY (X,p)o, D (X.p)oos Dyzr(X,plo, and DyFzr(X,poo
Then, the results of the previous sections remain true for real varieties. In particular:

(i) The chain complexes ﬁzp “*(X,p) and sz “*(X,p)o are both quasi-isomorphic to
Do (X, p).
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(ii) The Beilinson regulator for real varieties is represented, in the derived category of
chain complexes, by

ZP(X,*)o — HP(X, %) < D25 (X, p)o & DIF*(X, p)o.

Fix an arithmetic field F and let X be an arithmetic variety over F'. Then, the
Deligne cohomology groups of X and the Deligne complexes of X considered here are
defined as the Deligne cohomology groups and complexes of the associated real variety
XR.

Definition 3.6.3. Let ﬁj;’*(X ,p)o be the 2-iterated cochain complex given by the quo-
tient Dy (X, p)o/D*0(X,p). That is, for all r,n,

B 0 ifr=2pandn=20
D’/‘, n X — _ '
A (X, p)o { 'Dg ”(}(7 p)o otherwise.

Let ﬁg(X ,p)o denote the simple complex associated to ﬁj&’*(X ,D)o-
Lemma 3.6.4. The cohomology groups of the complex ZSK(X, p) are

0 if n <0,

HP="(D(X,p)o) = { DPN(X,p)/imdp ifn=1,

HZ (X, R(p)) ifn>1.
Proof. 1t follows from a spectral sequence argument as in proposition 3.3.1. ]
Consider the composition of p with the projection map
p: D2 (X, p)o 2 DIF (X, p)o — D" (X,p)o.
This morphism is also denoted by p. Let fi be the composition

XFR

fi:ZP(X,n)o 2B 2P(X,n)o @ R 225 ZP(Xg,n)o ® R = HP(X, n)o.

Then, there is a diagram of chain complexes of the type of (3.1.6)

HP (X, %) D™ (X, p)o
EP(X’*)O _ / \ /
Dz (X,

Definition 3.6.5. The higher arithmetic Chow complez is the simple complex of the
diagram ZP(X, x)o, as defined in 3.1.2:

ZP(X, %) := s(ZP(X, %)o).
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Recall that, by definition, A (X, n)o consists of 4-tuples
(Z, a0, 01, 02) € ZP(X,n)o ® Dy 21 (X, p)o & HP(X,n+ 1)o & D" (X, p)o,
and the differential is given by
Z°(X,n)e 2 ZP(X,n— 1)
(Z,a0,01,02) = (6(2),ds(a0), [1(Z) — g1(a0) — 6(en), plaw) — ds(az)).

Definition 3.6.6. Let X be an arithmetic variety over a field. The (p,n)-th higher
arithmetic Chow group of X is defined by

CH'(X,n) = Hy(Z"(X,+)),  p,n > 0.
Proposition 3.6.7. There is a long exact sequence
= CH'(X,n) & CHP(X,n) & HE (X, R(p)) % CH (X,n—1) — -+
with p the Beilinson requlator. The end of this long exact sequence is
CHP(X,1) 2 DIY(X,p)/imdp % CH'(X,0) & CHP(X,0) — 0. (3.6.8)
Proof. 1t follows from lemma 3.1.7, theorem 3.4.5 and 3.6.4. O

Remark 3.6.9. If in the diagram ZP(X, %), we consider the target complex D (X, p)o
instead of ﬁj_g(X ,P)o, the homology groups of the diagram will agree, for n > 1, with the
higher arithmetic Chow groups just defined. The difference is only in degree n = 0. The
purpose of the modification of the target complex is to obtain, for n = 0, the arithmetic
Chow group defined by Burgos.

3.6.3 Agreement with the arithmetic Chow group

Let X be an arithmetic variety and let CH p(X ) denote the p-th arithmetic Chow group
of X as defined by Burgos in [13]. We recall here its definition.

For every p, let ZP(X) = ZP(X,0) and let ZDIQOpg(X,p) denote the subgroup of cycles
of DIZ(%(X ,D)-

Given a couple

X5 o DX\ Z,p)

(w,§) € ZD%,

)

imdp
one defines cl(w, §) = cl(w, g), for any representative g of §. If Z € ZP(X), a Green form
for Z is a couple (w, g) such that

cd(Z) = c(w,g).
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D2p—1 X Z, c el B
ZP(X) = {(Z, (w,9)) € ZP(X) @ZDif)g(Xm) ® logh;d;p) Z(Za)) - dllig,g% }

Let Y be a codimension p — 1 subvariety of X and let f € k*(Y). As shown in [13],
§7, there is a canonical Green form attached to div f. It is denoted by g(f) and it is of
the form (0, cl(f)). R

One defines the following subgroup of ZP(X):

ﬁa\tp(X) ={(div f,g(f))| f € k*(Y), Y C X a codimension p — 1 subvariety}.

Definition 3.6.10. Let X be an arithmetic variety. For every p > 0, the arithmetic

Chow group of X is - R -
CH'(X) = Z°(X)/Rat’ (X).
It is proved in [24], Theorem 3.3.5 and [13], Theorem 7.3, that these groups fit into

exact sequences

CHP (X)L DZN(X, p)/ imdp & CH'(X) & CHP(X) — 0

where:
> CHP~'?(X) is the term E5 "7 in the Quillen spectral sequence (see [48], § 7).
>> p is the Beilinson regulator.
> The map ( is the projection on the first component.
> The map a sends « to (0, (0, «)).
Theorem 3.6.11. The morphism
cH'(x) X CH"(X,0)
[(Z,(w,9)] = [(Z (w,9),0,0)],

where g is any representative of g € sz_l(X, p)/imdp, is an isomorphism.

log

Proof. We first prove that ® is well defined. Afterwards, we will prove that the diagram

CHP=17(X) —"> DI (X, p)/imdp —"— CH" (X) — > CHP(X) —=0

. l_ l l:

CH?(X,1) —— D~ (X, p)/ imdp —*= CH" (X, 0) —* > CHP(X,0) —>0

log

is commutative. The statement then follows from the five lemma.
The proof is a consequence of lemmas 3.6.12, 3.6.13 and 3.6.14 below.
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Lemma 3.6.12. The map ® is well defined.
Proof. We have to prove that:

(i) The elements in the image of ® are indeed cycles in ZP(X, 0)o.

(ii) The map ® does not depend on the choice of a representative of g.
(iii) The map @ is zero on P/{z;cp(X).

Let [(Z,(w,g))] € C/’I\{p(X). The claim (¢) follows from the equality cl(Z) = cl(w,g) =
cl(w, g). Indeed, since ds(w,g) =0,
D(Z,(w,g),0,0) = (0,0,cl(Z) — cl(w, g),0) = 0.
To see (ii), assume that g1, g2 € Dﬁﬁg_l(X ,p) are representatives of g, i.e. there exists
h € Db "%(X,p) such that dph = g1 — ga. Then
D<O7 (07 h)? 07 0) = (07 (0791 - 92)7 07 O) = (Z7 (wa 91)7 07 O) - (Z7 (U.), 92>7 07 0)
and therefore,
[(Z’ (wv gl)’ 0, 0)] = [(Zv (wv 92)’ 0, 0)]

Finally, to prove (iii), we have to see that
(div f,g(f)) =0 € CH'(X,0),

i.e. that
[(diV fs (07 d(f))v 0, 0)] =0,

for any fixed representative cl(f) of cl(f).
Let f be the function in Y x A! given by

(y, (t1,t2)) = t1 — t2f (y).

Its divisor defines a codimension p subvariety of X x A1.~ Moreover, it intersects properly

(0,1) and (1,0). Fix cl(f) to be any representative of cl(f). Since

O(cl(f)) = (),
there exists h € D2 1(X x O\ div f, p) with

log
dph = 5(cl(f)) = el(f)-
Then,
D(div f, (0,¢l(f), (0,h)),0,0) = (div f,(0,cl(f)),0,0)

as desired. ]
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Lemma 3.6.13. There are isomorphisms

CHP(X) ™% CHP(X,0),
CHP?(X) 2 CHP(X,1),

making the two following diagrams commute

CHP='7(X) —= DB (X, p)/ imdp cH"(X) ¢ . CHP(X)

|

CHP(X,1) — =D\ (X,p)/imdp  CH'(X,0)——= CH(X,0).
Proof. Both isomorphisms are well known. The morphism 7 is the isomorphism between
the classical Chow group CHP(X) and the Bloch Chow group C HP(X,0). The diagram
is obviously commutative, since m([Z]) = [Z].

Consider the canonical isomorphism CHP~1P(X) = K;(X)g given in [53]. Then,
theorem 3.4.5 together with [24] §3.5 give a commutative diagram

CHP(X)

Ei T

/

K1(X)g —— Di, ' (X,p)/ imdp
=
CHP(X,1)

with p’ the Beilinson regulator. Therefore, 7 is the composition of the isomorphisms

CHP (X)) = Ki(X)g — CHP(X,1).

Lemma 3.6.14. The following diagram is commutative:

o CH'(X)
/
D (X, p)/ imdp lé
—
“ CH'(X,0)

Proof. Let & € Dfopgl(X ,p)/imdp. Then, the lemma follows from the equality
D(07 (70[’ O)v 0, O) = (07 (*dO[, *Oé), 0, 0) - (0’ 0,0, Oé)
in CH'(X,0).

This finishes the proof of theorem 3.6.11.
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3.6.4 Functoriality of the higher arithmetic Chow groups

Proposition 3.6.15 (Pull-back). Let f: X — Y be a morphism between two arithmetic
varieties. Then, for all p > 0, there exists a chain complex, Z?(Y, *)o such that

(i) There is a quasi-isomorphism
Z(Y,¥)o = ZP (Y, %)o.
(i) There is a pull-back morphism
F* i ZR(Y, %)0 — ZP(X, #)o,
inducing a pull-back morphism of higher arithmetic Chow groups
CH"(v,n) Lo CH' (X, m),
for every p,n > 0.

(iii) The pull-back is compatible with the morphisms a and (. That is, there are com-
mutative diagrams

..HH%pfn—l(Y,R(p))L>@p(Y,n)*4>0Hp(y7n)*>... (3.6.16)

/| |

= Hy "N (X, R(p) > CH' (X,n) — > CHY(X,n) —> -+

Proof. Recall that there are inclusions of complexes

Z?(Yva *)0 g Zp(Y7*)07
HY(Y, 4o C HP(Y,+)o,
D;g?Z;’(va)O g D;&}Z?(Yap)(h

which are quasi-isomorphisms. The pull-back by f is defined for any « in Z]’ﬁ (Y, *)o, in
H’} (Y, %)p or in D& 2 (Y, p)o. Moreover, by construction, there is a commutative diagram

f *
Z?(Y, *)0 *1> H?(Y, *)0 <L~1 D&z; (Y7 p)O *p> ’D;&(Y, p)()

/| /| r| /|

ZP(X,%)o —= HP(X, #)o <= D} 20 (X, p)o —;> DL (X, po.

Let 253 (Y, *)o denote the simple associated to the first row diagram. Then, there is a
pull-back morphism R R
I Z?(Y, x)g — ZP (X, %)o.
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Moreover, it follows from lemma 3.1.5 that the natural map
Z(Y,¥)o — ZP(Y,*)o

is a quasi-isomorphism. Therefore, (i) and (i7) are proved. Statement (7ii) follows from
the construction. O

Remark 3.6.17. If the map is flat, then the pull-back is already defined at the level of
the chain complexes ZP(Y, %)y and ZP(X, *)o.

Proposition 3.6.18 (Functoriality of pull-back). Let f: X - Y andg:Y — Z be two
morphisms of arithmetic varieties. Then,

frogt=(gof) :CH (Zn) — CH (X,n).

Proof. Let A4 (Z,n)o be the subgroup of ZP(Z ,m)o obtained considering, at each of the

9fUg
complexes of the diagram ZP(Z, %), the subvarieties W of Z x 0" intersecting properly
the faces of 0" and such that

> X x W x O" intersects properly the graph of g o f,
> Y x W x 0" intersects properly the graph of g.
That is,

7D
Z g9fUg

Then, the proposition follows from the commutative diagram

(Za n)O = /Z\gf(zv n)O N Zg(za ’I’L)0.

~

(gof)* 21X, %)o
/
Zg 10g(Z,%)0 s
N
Z]]?(Y, *)0.

O]

Corollary 3.6.19 (Homotopy invariance). Let m : X x A™ — X be the projection on
X. Then, the pull-back map

™ CH (X,n) — CH (X x A™ n)
s an isomorphism for all n > 1.

Proof. Tt follows from the five lemma in the diagram (3.6.16), using the fact that both
the higher Chow groups and the Deligne-Beilinson cohomology groups are homotopy
invariant. Observe that to prove the homotopy invariance for n = 1, we need to consider
the non-truncated complex Dj (X, p) instead of ﬁ"&(X ,p) (see remark 3.6.9). O
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3.7 Product structure

Let X,Y be arithmetic varieties over a field F'. In this section, we define an external
product,

—

CH (X,%)® CH (Y,x) — CH (X x Y, ),
and an internal product
CH (X,x)® CH (X,*) — CH (X, *),

for the higher arithmetic Chow groups. The internal product endows CH' (X, *) with a
ring structure. The commutativity and associativity of the product will be checked in
the next two sections.

Recall that the higher arithmetic Chow groups are the homology groups of the simple
complex associated to a diagram of complexes. Therefore, in order to define a product, we
use the general procedure developed by Beilinson, as recalled in section 3.1.1. Hence, we
need to define a product for each of the complexes in the diagram gp(X , %)p, commuting
with the morphisms f1, g1 and p.

The pattern for the construction of the product is analogous to the pattern followed
to define the product for the cubical higher Chow groups, described in section 3.2.2. That
is, the external product for the higher Chow groups is given by the cartesian product

S(ZP(X,n)o ® ZU(Y.m)o) L 27X x Y,n +m)o.

Then, the internal product is obtained by pull-back along the diagonal map on X (ob-
serve that X is smooth)

$(ZP(X,n)o ® Z9(X,m)o) —— ZPT1(X x X, n +m)o

TN

ZRH(X % X, n+m)o ——> ZPFU(X, n + m)o.

Since the complex HP(X, %) is isomorphic to Z§ (Xg, *)o, the external and internal
products on the complex H*(X, %)y can be defined by means of this isomorphism.

3.7.1 Product structure for D} (X,p)

We start by defining a product structure on D} (X, p) which will induce a product struc-
ture on Dip_*(X, D).
Let
XxYyxOnxom 225 x x0on
XxYyxOnxom 2Ly xom

be the projections indicated by the subindices. For every w; € D] (X x O" p) and

log
wy € Dfog(Y x O™, q), we define

w1 ep wo = (—1)"plawy @ piuws € D{OES(X x Y x O™ p 4 q).
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This gives a map

DNX,p) @DR(Y,q) % DY (X xY,p+q)

(wl,wg) — W1 OA W2.
Lemma 3.7.1. The map e, satisfies the Leibniz rule. Therefore, there is a cochain

morphism
s(D(X,p) ® DE(Y,q)) = Di(X x Y,p+q).

Proof. Let wi € D, (X,n) and wp € Dy, (Y,m). By definition of 4, the following
equality holds

O(p13wr @ pagwa) = 0(prawi) @ poywa + (—1)"przws @ 6(payw2)-
Then,

(=1)"ds(p13wr ® pagws)
= (—1)"dp(piawr @ prawz) + (=1)" T3 (plgwr e piyws)
(="

r+ns, *

1)"dp(pisw1) @ paywa + (—=1)"""*pigwr @ dp(p3yw2) +

ds(wy ep wo)

+(=1)"FE5 (plawr) @ pagwa + (1) T pTaw) @ 6(phyws)
= ds(wy1) ep wo + (—1)""wy ey ds(wa),

as desired. O

If X =Y, composing with the pull-back along the diagonal, we obtain an internal
product

Di(X,p) ®Di(X,q) = DX, p+0).
Remark 3.7.2. Let p; and py denote the projections
X x O™ 2 x o« On, X xOvtm 2 x «oom,

onto the first n coordinates and the last m coordinates, respectively. Observe that the
internal product then agrees with the morphism

Di(X,p) ®Di(X,q) & Dy (X,p+q)
(wWi,wa) = (=)™ piw; e phws.
if w € Dj, (X x O, p) and wy € D (X x O™, q).

Proposition 3.7.3. The product e, induces the Beilinson product in cohomology:

Hp (X, R(p) © Hp(X,R(p)) = Hp(X,R(p)).
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Proof. The result follows from the commutative diagram

D’/‘

o (X5 ) ® Diy (X, p) —— D} F*(X, p)

log log
D} (X, p)o @ DE(X,p)o —— Dy (X, p)o

where the vertical arrows are the quasi-isomorphisms of corollary 3.3.1. 0

Observe that the product e, induces a product

s(DL(X,p)o @ Di(X,q)0) % Di(X,p+q)o (3.7.4)
(w1, w2) = W] 84 Wa.

The following remark will be important in order to discuss the commutativity of the
product on the higher arithmetic Chow groups.

Remark 3.7.5. Let Dy (X x " x %, p)o be the 3-iterated cochain complex whose

(r, —n, —m)-th graded piece is the group D{Og(X x O™ x O™, p)g and whose differentials
are (dp,d,9). Let
Djea(X,p)o 1= s(Dlog (X x 0" x 0%, p)o) (3.7.6)

be the associated simple complex. Observe that there is a cochain morphism
D;&XA<X7P)O i} DK<X7P)O
sending o € Dy (X x 0" x O™, p) to a € D, (X X O0"*t™ p) under the identification

ntm o x O™

((:Ulv cee ,l’n), (anrla cee 7$n+m))'

T Imw

(T1,- s Tntm)

The complex YSEX A(X,p)o is defined analogously.
Let R R R
s(D(X,p)o ® Di(Y,q)0) = Dua(X x ¥,p)o

be the morphism sending o € ﬁl”og(X x 0" p)o and (3 € @fog(Y x O™ q)p to ey B €

ZSTOZS(X xY xO" x O™ p+ q)o. Then, we have a factorization

o : s(DL(X,p)o ® Di(Y,q)0) & D n(X x Y,plo = Di(X x Y,p+q)o.  (3.7.7)

3.7.2 Product structure on the complex Dj (X, p)

In this section we define a product on the complex D& =p(X,p). It will be compatible
with the product on Dj (X, p), under the morphism p, and with the product on H? (X, *)g
under ¢;.
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Let X and Y be two real varieties. For every p, let Zf( ,, be the subset of codimension
p subvarieties of X x [ intersecting properly the faces of [I". Let

P _ =P q p+q
ZX,Y,n,m - ZX,n X ZY,m c ZXXY,ner
be the subset of the set of codimension p + ¢q subvarieties of X x Y x 0""™ intersecting
properly the faces of (™™ which are obtained as the cartesian product Z x W with
Ze2%, andWeZzy .
For shorthand, we make the following identifications:

Z;m:XxD”xZ%m c z%

P __ zp m P
ZX,n_ZX,nXYXD - ZXXY,n—i—m'

xY,n+m’

To ease the notation, we write temporarily
n7m Pyp—
Uxy =X xY x O x O™
For every n,m,p, q, let j8% (n,m) be the morphism

%% (n,m)

Dikog(DT)L(’gl/ \ Zg(’n,p + q) D Dl*og(D},,T/ \ Z}q/,mvp + q) Drog(DT)?T;L/ \ Zg(,n U Z;I/A,m’p + q)
defined as the morphism j in lemma 1.4.6.
Lemma 3.7.8. There is a short exact sequence

0— Dl*og(D;Lé,T; \ Zﬁ?%’?n,m’p + q) - Drog(D?(’Kﬁ \ng,'rwp + q) & Drog(D;L(,7;L/ \Zg’;m’p + q)

J?qy n,m)

Diog(Oxy \ 2x U 2y 0 +4) = 0.
Proof. 1t follows from lemma 1.4.6. O

By the quasi-isomorphism between the simple complex and the kernel of an epimor-
phism (see lemma 1.2.13), there is a quasi-isomorphism

Diog(OYY \ 285 mop +a) = s(=j%% (n,m))”
w — (w,w,0),
for every n, m. It induces a quasi-isomorphism

~ l?é?y(nvm) B
Dikog,Zé’qun m(D%g},p +q) — S(Dfog(DEg},p +q)f ——— 5(—j§é?y(n, m)))*, (3.7.9)

where %, (n,m) is defined by

iy (nm)

,Dl*og(lj?(’gl/:p"i'Q) —_— S(_jgé?}/(n?m))*

w — (w,w,0).
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Remark 3.7.10. Observe that the face and degeneracy maps (52 induce a bicubical
cochain complex structure on s(i%%-(,-))*. For every r, let s(i%%, (x,*)){ denote the 2-
iterated complex obtained by applying the normalized complex in both cubical directions.
Consider the 3-iterated complex s(i5%(x, %)) which, in degree (r, —n, —m), is the group
s(i%%y(n,m))g and the differential is (ds, d, §). Denote by s(i%%)j the associated simple

complex. Observe that the differential of o = (ao, a1, az, a3) € s(iy’y)j is given by

di (o, 01, @2, 3) = (dpao, ag — dpau, ap — dpas, —a1 + a2 + dpas).
We define the complexes
Diszo(Xplo and Dy s (X % Yoot

analogous to the complex D}, , (X,p)o of remark 3.7.5. That is:

» Di. AZP (X, p)o is the simple complex associated to the 3-iterated complex whose
(r, —n, —m) graded piece is Dj,, 7, (X x 0" x O™, p)o.
» D (X xY,p+q)o is the simple associated to the 3-iterated complex whose

AxA,ZRT
(r,—n, —m) graded piece is D{Og Zpa (X xY xO*x O™, p+ q)o.
X, Y,n,m

We obtain morphisms

DXxA,ZP (X, p)o
Dzm,gg(vfy (X xXY,p+q)o

DXXA(va)O L D:&(va)())
Djixa(X X Y,p)o = Di(X X Y, po,

lb lb

*

(%% )5 Dja(X x Y,p)o = Di(X x Y,p)o.

lb

There are also natural maps

XxA,Z;:?y (X X Y7p + q)O - ,DXXA7ZP+LZ (X X Y7p + Q)07
DKXA,ZIHLQ (X XY,p+ Q)O - DX,ZPJHI (X xY,p+ Q)O-
Lemma 3.7.11. The natural map
Dng,Z;gY (X xY,p+q)o — s(i% )5 (3.7.12)

s a quasi-isomorphism. Moreover, it commutes with p.

Proof. Tt follows from the quasi-isomorphism (3.7.9), and lemma 1.2.10. O

Definition 3.7.13. Let o4 be the map
Dfog,ZP(X X Dn;p)o ® Dfog,Zq (Y X Dma Q)O -, s(i&?Y(n7m))6+s
defined by sending

(@.9)® (W, g) = (1) (wed, (gow' (~1)wey),(~1) "Tge ).
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Lemma 3.7.14. The map e, defines a pairing of complezes
3(Dx,ze (X, p)o ® Dj z4(Y, 2)0) EE S(Z])D(qy)g

Proof. Let (w,9) € D, zo(X x 0", p)o and (W', ¢') € Dy, z4(Y x O™, q)o. Then, we
have to see that

di(w,9) o4 (@', 9')) = di(w,g) o4 (W', 9') + (=1)""(w, 9) ea d((w", 7).
This is equivalent to checking the two equalities:
ds((wag) LN (w/ag/)) = ds(w7g) oA (W,,g/) + (_1)T7n(w7g) oA ds(wlvg,)
o((w,9) o (W' g)) = (-1)%0(w,g) ea (W', ") + (—1)"(w, g) ®4 d(w', g").

The proof of the second equality follows analogously to the proof of lemma 3.7.1. The
first equality is a direct computation. ]

Therefore, the external product on D} ;. (-, *)o is given, in the derived category of
complexes, by

s(i% )5

DLz (X X Yip+a)o =D, (X x Y.p+q)o.

Dy 2 (X;p)o ® Df z4(Y, q)o

The internal product is then obtained by composing with the pull-back along the
diagonal map.

3.7.3 Product structure on the higher arithmetic Chow groups

At this point, we have defined a product structure for each of the complexes in the
diagram Zp (X, *)o. In order to define the product structure on the diagram, it remains
to see that the product on D7 (X,p)o is compatible with the product on HP(X,n)o,
under the quasi-isomorphism g’l.

Let w € s(i%% )27 277" and let

l

. 2p+4-2

(w?,.. E@S ZXY g, ))Oerq
7=0

be the components of w corresponding to the degree (2p 4 2¢, —j,j — ). In particular,
dswj = 0. Since there is a quasi-isomorphism

Diog.zze, (X XYV x O'p+q)o = s (5,1 = 1)),
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the cohomology class [wl] ] in the complex s(igé?y(j,l — 7))§ defines a cohomology class

in H*(D: :
( logZp:]Y

HPT(X x Y,l), which defines a chain morphism

(X xY x O p+ q)o). Hence, it defines a cohomology class [wl] | €

g1 5T = HPTUX X Y, %)o.

Proposition 3.7.15. Let Z € 2] v andT € 2] .. Let [(wz,9z)] € HP(X,n)o represent
the class of a cycle z € ZP(X,n)y and [(wT,gT)] € HY(Y,m)o represent the class of a
cycle t € Z1Y,m)o. Then,

(wz,92) oa (wr,gr)] € HPTH(X X Y,n+m)o

represents the class of the cycle z x t in ZPTUX x Y,n +m)p.

Proof. 1t follows from [24], Theorem 4.2.3 and [13], Theorem 7.7. O

For every p,q, the structure of the product on each of the complexes of diagram
ZP(X, ) is described, in bidegree (n,m), by the following diagram:

HP (X, n)o ® HI(Y, m)o DP"(X,p)o ® D™ (Y, q)o
ZP(X,n)o ® Z4(Y,m)o x fozp" X,p)o @ D22 (Y, q)o s
x HPTUX x Y,n+m)o 7 ﬁi(xpgq)fnfm(X xY,p+q)o
/ < /
ZPTUX x Y,n+m)o s(zgfy)?“q*"*m
HPT(X X Y, m+m)o ~ D" (X X Y, p+ 9o
p+q DQ(P-H])—"—m X Y. )
ZPT(X X Y,n+m)o i 22 (X xY,p+qo "
HPTUX XY, n 4+ m)o " DIPHOT" (X X Y, p + q)o
/ \ /
p+q 2(P+q) n— m
ZPTUX xY,n+m)o Dy zvta (X XY, p+q)o

This diagram induces a morphism in the derived category of chain complexes

~

S(ZP(X,%)o ® Z9(Y, %)g) = ZPTI(X x Y, *)q.
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By section 3.1.1, for any 3 € Z there is a morphism *g
ZP(X, %) ® ZU(Y, %) -5 s(ZP(X, %)o ® Z9(Y, *)o).

The composition of xg with U induces a product

p+q
(

@p(X,n)@)C/'Eq(Y,m)iﬁ[ X xY,n+m),

independent of .

Finally the pull-back by the diagonal map X 2 XxX gives an internal product on
CH p(X *):

——=pt+q

p+q(X><X,n+m)£*—>CH (X,n+m).

CH'(X,n)® CH'(X,m) = CH
In the derived category of complexes, the product is given by the composition

ZP(X,n)o ® Z1(X,m)o

|-
s(ZP(X,n)o ® 29(X,m)o) —— ZP(X x X,n +m)o

ZRFUX x X,n+m)g 2 7P (X, n + m)o.

Remark 3.7.16. It follows from the definition that, for n = 0, the product U agrees
with the product on the arithmetic Chow group CHP(X) defined by Burgos in [13].

3.8 Commutativity of the product

Let X,Y be arithmetic varieties over a field F'. In this section, we prove that the pairing
defined in the previous section on the higher arithmetic Chow groups is commutative,
in the sense detailed below.

We first introduce some notation:

> If B,,C, are chain complexes, let
0:58(Bs®Cy) — s(Cy ® By)
be the map sending b® ¢ € B,, ® Cy, to (—=1)""c® b € Cp, @ By,.
> Let ox y be the morphism
oxy : X xY =Y xX

interchanging X with Y.
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We will prove that there is a commutative diagram

CH'(X,n)® CH'(Y,m) —= CH" (X x Y,n +m)

i l"*

CH(Y,m) @ CH'(X,n) —=CH" (Y x X,n +m)

In particular, the internal product on the higher arithmetic Chow groups will be graded
commutative with respect to the degree n and commutative with respect to the degree
p. That is, if W € CH (X,n) and Z € CH (X, m), then

WuZzZ=(-1)""ZuUWw.
Recall that, by definition, the product factorizes as

*3 U

CH'(X,n) @ CH (Y, m) 22 Hy o (s(ZP(X, %) © 29(Y, %)) % CH' (X x Y,n + m).

Since the first morphism gives the desired commutative diagram (see lemma 3.1.10),
all that remains is to check the commutativity for

S(ZP(X, ¥)o @ ZUY, *)g) -=» ZPH(X x Y, ). (3.8.1)

We want to see that, in the derived category of chain complexes, there is a commu-
tative diagram

S(ZP(X, %) ® Z9(Y, %)9) ——= s(Z4(Y, %) ® ZP(X, %)o)

ul iu

ZPH(X x Y, *)g ZPH(Y x X, *)g.

The obstruction to strict commutativity comes from the change of coordinates

Ovtm =Om x g0 24, Or x O™ = Onte (3.8.2)
(Y1 oo s Yms X1y ooy Tp) = (T4 ey Ty YLy e o v s Ym)-

Recall that the product is described by the big diagram in 3.7.3. In order to prove
the commutativity, we change the second and third row diagrams of the big diagram,
by more suitable diagrams. These changes do not modify the definition of the product,
but ease the study of the commutativity.
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3.8.1 Alternative description of the product on CH (X, *)

New diagram for the second row. We define the complex Z% , (X, n)o analogously
to the way we defined the complex Dy a (X, p)o (see 3.7.5). Let

ZP(X,n,m)o := ZP(X,n + m)o,

and let .
=806, 8= (8 -6}
=1 t=n-+1

Then, with differentials (6%, 62), ZP(X, , *)o is a 2-iterated chain complex. For the sake
of simplicity, we denote both 6%, 62 by 4.

Denote by Z%  , (X, *)o the associated simple complex. The chain complex H% ., (X, %)o
is defined analogously.

Let 227, (X x Y,)g be the diagram

HIA (X X Y, 5)o DL ™ (X < Yop+ado

/ 91 /

ZEH (X % Y, %) s(i%% g0

This is the diagram fitting in the second row of the big diagram in 3.7.3. Denote by
ZP1, (X XY, *)o the simple complex associated to this diagram.

New diagram for the third row. The third row of the new big diagram corresponds
to a diagram whose complexes are obtained from the refined normalized complex of
section 3.1.2. The point is that in these complexes most of the face maps are zero. This
is the key point to construct explicit homotopies for the commutativity of the product.
So, consider the following complexes:

» Let Z9(X,*,%)gp be the 2-iterated chain complex with
ZY9(X,n,m)oo := ﬂ ker 6? € Z9(X,n + m)o,
i#0,n4+1
and with differentials (8',0"”) = (=69, —69,,). Denote by Z{ , (X, *)oo the associ-

n
ated simple complex.

» Let Dl*og

piece is

(X x O x O% p)oo be the 3-iterated complex whose (r, —n, —m)-graded

g (X x O" x O™, p)oo = ﬂ ker 5) C D, (X x O™ p)q,
i#0,n+1

and with differentials (dp, —09, —89_ ;). Let D}, , (X, p)oo be the associated simple
complex. Let ’./Sl*og(X x O x O, p)oo be defined analogously.
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(X xY xO"xO*, p+q)oo be the 3-iterated complex whose (r, —n, —m)-

» Let Dj%p,q
X, Y %, %
graded piece is the subgroup of D’ (X xY x O™ p+q)o:
X, Y,n,m
b (X xY xO"xO™ p+q)oo = ﬂ ker 69
ZXY Y,n,m ’ ¢
o i#0,n+1

and has differentials (dp, =09, —42_ ;). Let szA,Zﬁ’gfy (X XY, p)oo be the associated

simple complex.
Remark 3.8.3. Observe that there are induced morphisms

ZV(X X Y, %) L HET (X x Y, #)0o,

DD (X X Vp+ oo L HELL (X X Y, )00,

AXA,Zf(”qY
2 - 2 —x
DA%EZ)&;Y (X xY.p+ao = DA(fgq) (X xY,p+q)oo

Then, let Z2¢, (X x Y, %)go be the diagram

HELL(X X Y, )00 D2 (X X Y, p + q)oo

/ 2 /

DY (X X Yiop+q)oo

p+q
2 (X XY )00 AxA,ZR9,

‘This is the diagram fitting in the third row of the new diagram analogous to 3.7.3. Let
Zﬁi’g A(X XY, %)go be the simple complex associated to this diagram.

Lemma 3.8.4. Let X be an arithmetic variety over a field.

(i) The natural chain morphisms

i

Zin(X,¥)o0 = Zf, , (X, *)o,
Z§w(Xo¥)o = Z9(X, %)o,
are quasi-isomorphisms.
(i) The natural cochain morphisms
DicaX,pJoo = DialX.p)o,
axa,zz, (X X Y,p+ oo =

D;&XA(X7P>O L ,DR(va)()?

are quasi-isomorphisms.
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Proof. The proofs of the fact that the morphisms ¢ are quasi-isomorphisms are analogous
for the three cases. For every n,m, let B(n,m) denote either ZP(X,n,m), D] (X x

log
O x O™, p) or D{Og Zpa (X xY xO"x O™ p+q), for some r. The groups B(n,m)g
X

,Yn,m
and B(n,m)go are defined analogously.

Observe that for every n,m, B(-,m) and B(n, -) are cubical abelian groups. We want
to see that there is a quasi-isomorphism

S(NZNLB(x, %)) & s(N2N'B(x,)), (3.8.8)

where superindex 1 refers to the cubical structure given by the first index n and su-
perindex 2 to the cubical structure given by the second index m.
We first prove that there is a quasi-isomorphism

s(N?NJ B(x,%)) = s(N*N'B(x, %)). (3.8.9)

Let m be a fixed index. Then, B(:,m) is a cubical abelian group. Hence, by lemma
3.1.14 with maps h; as in (3.2.3), there is a quasi-isomorphism

NJB(%,m) 5 N1B(x,m).
By proposition 3.1.17, there is a quasi-isomorphism
N2NL!B(x,m) - N2N'B(x,m),

for every m. Hence, from lemma 1.2.10 we deduce (3.8.9).
To prove that the morphism (3.8.8) is a quasi-isomorphism, all that remains to see
is that there is a quasi-isomorphism

S(NZNLB(x, %)) & s(N2NLB(x,%)). (3.8.10)

For every n fixed, NgB(n,-) is a cubical abelian group. Then, it follows from lemma
3.1.14, that, for every n, there is a quasi-isomorphism

NEN!B(n,*) 5 N NLB(n, *).

Then, by lemma 1.2.10, (3.8.10) is proved.

The proof of the fact that the morphisms in (3.8.5) and (3.8.7) are quasi-isomorphisms
is also completely analogous. Therefore, we just prove the statement for the morphism
(3.8.5). Consider the composition morphism

J:ZUX,m)o — Z9X,0,m)g — Zi, (X, m)o.

The composition of morphisms Z9(X,m)g EN Z1 (X, m)o L, Z9(X, m)g is the identity.
Hence, it is enough to see that j is a quasi-isomorphism. Consider the 1st quadrant
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spectral sequence with E}. |, = Hy,(Z9(X,n,*)g). We will see that if n > 1, E} = 0.
By the homotopy invariance of higher Chow groups, the map

51 61
£ Z9X x O, %) -2 Z9(X, %)

is a quasi-isomorphism. By proposition 3.1.17, it induces a quasi-isomorphism
f:Z9X xO" %)= NZYX xO" x)g = NZUX, *)g

where the cubical structure on Z2(X, x)g is the trivial one (see example 1.2.38). Since for
a trivial cubical abelian group N Z9(X, )y = 0, we see that for n > 0, H,,,(Z%(X,n,*)o) =

0 and hence
El _ 0 lf n > 0,
CHY(X,m) ifn=0.

O

It follows from the lemma that the product on the higher arithmetic Chow groups is
represented by the diagram of complexes

HP(X,n)o ® HI(Y, m) Dz” "(X,p)o ® DXT(Y, q)o
ZP(X,n)o ® Z9(Y,m)o x Dif’z:(x, P)o ® D2 (Y, q)o .
x HETL (X x Yyn +m)o *q DR+ (X LY b+ ),

f/’ 91 /
2p+2g—n—m

Zﬁf;rfi(X xY,n+m)o ~li S(Zg(qy)o ~e

~li HELI (X X Y, +m)oo ~ i DT TN X X Yop + a)oo

/ 91 /

ZPT(X % Y,n + m)oo D e (X X Yo+ g)oo
HELA(X X Yyn +m)oo K DP9 (X X Y, p+ q)oo
f/" Ng1 /
Zi (X X Y n4m)oo fo DRI (X X Y p+ @)oo .
" HPH(X X Y,n +m)o e DT (X % Y, p+ q)o

T TR _

ZPT(X X Y,n +m)o DYTLO (X X Y, p + q)o
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Let thi(X x Y, x)go denote the simple of the diagram of the fourth row. Hence, in
the derived category of complexes, this product is described by the composition

S(ZP(X, %) ® Z9(Y, *)g) ——= ZP%, (X X Y, )

3.8.2 Proof of the commutativity

In this section, we use the description of the product given in the previous section, in
order to prove the commutativity of the product in the higher arithmetic Chow groups.

The morphism 0% 5. Recall that the map o, 5, is defined by
Ovm=0mxOr 2% O xOgm =0
(Yl oo Yms T1y ey Tn) = (X1, Ty YLy e oy Ym)-

Let
OxXymm X XY xO"xO" =Y x X xO"xO™

be the composition of oy, ,, with ox y.
We define a morphism of diagrams

B2, (0 Vo) TS B2, (¥ x X4
as follows:
> Let oy ZEH (X x Yy *)g — ZET9 (Y x X, %) be the map sending
ZeZP(X xY,n,m)y +— (=1)""0%ynm(Z) € ZPTUY x X,m,n)o.
The morphism o7y : HETL (X XY, %)g — HEL (Y x X, ¥)g is defined analogously.

> Let 0% yo: Dhya(X X Yip+q)o — Dj, 4 (Y x X,p+ q)o be the map that at the
(*, —n, —m) component is

(=)™ 0% yinm : Diog(X x Y x O" x O™, p+ q)o — D (Y x X x O™ x 0", p + q)o-
Observe that it is a cochain morphism.

» We define analogously the morphism

ox o sy )o — s(i7%)o:
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Observe that all these morphisms commute with the morphisms fi,g; and p. Hence,
they induce a morphism of diagrams and therefore a morphism on the associated simple
complexes:
ZRIL(X X Y, )o 22 780, (V % X, %),
XA ’ AxA ’
Observe that the morphism o’ ;- restricts to 7P (X X Y,%)o0 and to Z2H9 (X x
Y, *)00.

Lemma 3.8.11. The following diagram is commutative:

ZP1 (X X Y, %)g=—— ZP9 (X X Y, )0 ——= Z2H9 (X X Y, *)o0
"},y,\ji U},Y,Dl Uﬁ(,y,ml
ZE0 (Y x X, %) == Z{, (Y x X, %)o0 —> Z54 (Y x X, *)oo
Proof. The statement follows from the definitions. O

Lemma 3.8.12. The following diagram is commutative

S(ZP(X, ) @ Z9(Y, *)g) ——= Z0%, (X X Y, )

"
ol lUX,Y,E]

S(Z9(Y, %) ® ZP(X, *)g) ——= ZP0 (Y x X, %)q.

Proof. It follows from the definition that the morphism % -5 commutes with the prod-
uct x in Z*(X, *)g and in H*(X, %g). The fact that it commutes with e, and e, , is an
easy computation. For instance, let a® § € Dlog(X x O™ p)o® Dlog(Y x O™ q)p. Then,

ola®p) = (-1)rME"mE g o and:

(_1)(r7n)(sfm)6 o)

n s m+rm

1

(-«
(-«
( 1)715 m)
(=1)

Pi3l @ pyy
n s m +rm+rsp a.plgﬁ
UX Ynm(pl?)a ® p3403)
I JXYnm(a A ﬁ)

as desired. ]

A homotopy for the commutativity of the product. By lemmas 3.8.11 and
3.8.12, we are left to see that the diagram

EKiX(X X Y, #)oo ——> 2p+q(X XY, *)o (3.8.13)

* *
UX,Y,D\L \LUX,Y

ZET (Y % X, %)00 —— ZPHI(Y x X, %)



150 Higher arithmetic Chow groups

is commutative up to homotopy. We follow the ideas used by Levine, in [41], §4, in order
to prove the commutativity of the product on the higher algebraic Chow groups. We
will end up with an explicit homotopy for the commutativity of diagram 3.8.13.

Remark 3.8.14. For any scheme X, consider the morphism
ZXXA(Xﬂ *)00 — ZKXA(Xv >|<)00

n,m
commutativity of the diagram (3.8.13) follows from the commutativity of the diagram

induced by (=1)""c} . at each component. Then, 0% 5 = 0% yof and hence, the

ZZXA(Xa *)00
oh ZP(X, *)o.
28 4 (X,¥)oo
Let W,, be the closed subvariety of (0"*! x P! defined by the equation

to(l — 561)(1 - $n+1) == to - tl, (3815)

where (tq : t1) are the coordinates in P! and (x1,...,2,41) are the coordinates in ("1,
Since there is no solution for ¢y = 0, identifying 0! C P! with the locus of P! with
to # 0, there is an isomorphism W, = 0" x O!.
Fix
agrtt 24w,

(xl,...,:cn_H) — (xl,...,mn+1,x1+mn+1 —$1$n+1).

to be the isomorphism and let

Ty Wy, — O"
be the projection defined by
(1, Tpt1,t) — (T2, ..., Tp_1,1).
Let 7 be the permutation
I
(1, xn) — (T2y...,Tp,T1).

It is easy to check that the following identities are satisfied:

id ifi =1,

TnPndy = 6 \Tn_1pn—1 ifi=2,...,n, (3.8.16)
T ifi=n+1.
5k ifi =1,

anpnéil = 51-1_17Tn,1g0n,1 ifi=2,...,n,

75% ifi=n+1.
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Let Wf be the pull-back of W,, to X x 0" Then, the maps
n WX = X xO% and g, X x O™ - WX
are defined accordingly.
Proposition 3.8.17. Let X be a quasi-projective reqular scheme over a field k.
(i) The scheme W, is a flat regular scheme over (J".

(ii) There is a well-defined map

Z9X,n) I Z29X,n+1)

Y — ¢m(Y).

Proof. See [41], Lemma 4.1. O
Remark 3.8.18. Let 0y, ,, be the map defined in (3.8.2). Observe that it is decomposed
as
Ongm = 7O "% OT.
Therefore,
Opm =T 0.0 o™,

For every n > 1, we define the morphisms

HP(X,??,) - Hp(X7n+1)a
Dip(X x O p) 2% DE (X x O p),

Dl*og,ZP(X X |:|TL7p) — Dikog,ZP (X X Dn+lap)7
by h, = ¢} ;. By proposition 3.8.17, (ii), these morphisms are well defined.

Lemma 3.8.19. Let a be an element of Z9(X,n)o, HP(X,n)o, Di,(X x O",p)o or
Dig zpo(X x O% p)o. Then, the following equality is satisfied

+z w18%(a) = —a+ (~1)" 7 (o),

Proof. By hypothesis, 5}(&) = 0 for all i = 1,...,n. Then, by the pull-back of the
equalities (3.8.16), we see that 6} 7 () = 0. Therefore, using (3.8.16),

n+1 ntl
Oha(a) = Y (~)™Mogrm(a) = Y (-1 (a)
i=1 j=0,1 i=1
= —a+ Y (Dm0 (a) + (-1)"' 7 (a)
i=2
n—1
= —a=Y (~Dhdf(a) + (-1)" 7 (a),
i=1

as desired. ]
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Proposition 3.8.20. Let X be an arithmetic variety over a field. Then, up to homotopy,
the following diagram is commutative

Z8 1 (X, n)o0

ot P ZP(X,n)o.
Z (X, m)oo

Proof. We start by defining maps

(X n,m)oo —— ZP(X,n+m+1)o,

P(X,n,m)ey —— HP(X,n+m+ 1),
Dig (X x 0" x O™ plog — Dpg(X x O™+, p)g,

Dig zo(X X O" x O™, plog —>  Diy 2o(X x O™ p)g.

By construction, these maps will commute with fi, g1 and p. This will allow us to define
the homotopy for the commutativity of the diagram in the statement.

For all n,m, the maps H,, ,, will all be defined in the same way. Therefore, let
B(X,n,m)gp denote either ZP(X,n,m)pp, HP(X,n, m)oo, Dlog(X x O™ x O™, p)oo, or
Doy zr (X x O™ x O™, p)go. For the last two cases, B(X,n,m)qo is a cochain complex,
while for the first two cases, it is a group. Analogously, denote by B(X,n+m+ 1) the
groups/complexes that are the target of Hy, ,,. The map H,, ,,, will be a cochain complex

for the last two cases.
Let o € B(X,n,m)po. Then, let Hy, () € B(X,n+m + 1)g be defined by

n=1/ 1\(m+i)(n+m—1) *)m+i
{ g:lzo( 1) hn+m+1((T ) (O‘))a Ziég’ (3.8.21)

Hpm(a) =
From the definition it follows that:
» If B(X,n,m)q is Dlog(X x O x O™, p)go, or Dl*ogvzp(X x 0% x O™, p)oo, then
dpHy m(a) = Hy mdp(a),
i.e. H, m is a cochain morphism.
» filym = Hymfi, g1Hym = Hymgr and pHy = Hy mp-

Recall that in all these complexes,

5/(04) = —(5?(04) S B(X7n -1, m)OO;
0"(a) = —dp41(a) € B(X,n,m— 1o

Lemma 3.8.22. For every o € B(X,n,m)oo we have

0 Hpm (@) = Hp1,m0% (@) = (=1)" Hym-10p 41 () = a — (=1)""0}, ., (a).
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Proof. If n = 0, since a = o0gm(a) and Ho () = 0 the equality is satisfied. For
simplicity, for every ¢ = 0,...,n — 1, we denote

Hj, () = (=)0 H00dm =Dy, 0 (7)™ () € B(X,n+m+ 1)o.
An easy computation shows that

60( ) if j =1,
and hence, .
(7%)"09_i(cx) if j > 1,
& () (@) = § (7)"op () if j =1,
(r*)i=180 (@) if g <.
Therefore,

. n+
Oty () =
J

m+1
Z (_1)]+(m+l)(n+m71)6;‘)hn+m+l((T*)erz(a))
=1
_ (_1)1+(m+i)(n+m71)(T*)eri(a)
+(_1)(m+i+1)(n+m71)(T*)m+i+l(a)

n+m

+ Z LD (80 () )

Recall that the only non-zero faces of a are 49 and §° 11 Then, in the last summand
the terms correspond to j —1=2,...,n+m and i = 0,. — 1. Therefore, from the
equalities (3.8.16), we see that the only non-zero faces are the faces corresponding to the
indices j =m +i+2 and j =i + 2. In these cases, they take the values (7*)™6) and
(7*)m+i=150 | respectively. Therefore, if i # n — 1, we obtain

OH, () = —(=1)m il gymei(z)
+( 1)(m+z+1 n+m— 1)( )m+i+1(a)
+( 1)(m+z)(n+m 2)hn+m((7_*)m+i50( ))
(1) R ()T (@)
Observe that (—1)it(mtantm=1) — (_1)(m+i=D(n+m)+n  Therefore, the last summand
in the previous equality is exactly

n1m (01()) + (=1)"Hy, 1 (841 ().
If i =n —1, then 6?_1(7' )™+ (a) =0, for j =2,...,n —m. Therefore,

5Hg7;n1(04) _ _1)1+(m+n71)(n+m71)(T*)m+nfl(a)

—

(_1)(m+n)(n+mfl) (T*)ern(a)
+(_1)n 1+(m+n71)(n+mfl)hn+m((7_ )m 1+15n+1( ))
( )(ern 1)(n+m71)(7_*)m+n71( )—I—O[

(=1)

-1 n+(m+”*2)(n+m)hn+m((7 )m 1+Z5n+1( ))
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Finally, we have seen that

5Hn,m(a) = _(_1)m(n+m 1) Z n— 1m )
n—1
+Z(_1)n Tiz,m—l((sn—i-l( ))+()é,
=0

and since (—1)™("+tm=1) — (_1)"™ e obtain the equality

0 Hpm(@) = Hp—1,m(89 () = (=1)"Hpm—1(8p 11 () = a = (=1)""07, . (@v).

Let
28 n(X,¥)0 5 ZP(X, 6 + 1), HE, (X, %)oo0 = HP(X, %+ 1)o,
be the maps which are H,, ,, on the (n, m)-component. Let
DY (X, p)oo - D HX,plo, D z(X.p)oo = Dz (X.p)o,
be the maps which are (—1)"H,, ,, on the (r, —n, —m)-component. Observe that now
dpH = —Hdp.

Let
H: ZXXA(X’ n)OO — Zp(X,n—l— 1)0

be defined by
H(Z, Qp, (1, 042) = (H(Z), H(ao), —H(Ozl), —H(OJQ)).
Let x = (Z, ap, 01, 0) € ngA(X7 n)oo. Then,

DH(z) = (6H(Z),dsH (), fiH(Z) — g1H () + 0H (1), pH () + ds H(a2))
HD(z) = (H(Z),Hds(w), —H f1(Z) + Hg1 () + Hé (o), —Hp(ap) + Hdg(as)).

Observe that for «aq € Diog, zv (X x O™ x O™, p)oo, we have

Hds(ao) = Hd'D(Oéo)-f—(—l) (ao
dSH(ao) = dDH(ao)-l-(—l) (ao

) = —dpH () + (—=1)"Hd(ap),
)-

The same remark applies to ay € D] (X x O™ x O™, p)go. Therefore, by lemma 3.8.22,

we obtain

log

DH(z)+ HD(x) = x — oy(z).
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Corollary 3.8.23. The following diagram is commutative up to homotopy

ZH (X X Y, )00 ——= ZPH(X X Y, *)g

* *
UX,Y,DJ/ l"x,y

ZEA Y % X oo == ZPHI(Y x X, 4)o

Proof. 1t follows from proposition 3.8.20. 0
Corollary 3.8.24. Let X,Y be arithmetic varieties.

(i) Under the canonical isomorphism X xY 2Y x X, the pairing

CH'(X,n) o CH'(Y,m) % cH"™(

X xY,n+m),
1s graded commutative with respect to the degree n and commutative with respect
to the degree p.

(i) The internal pairing

—_ — ——pt
CH'(X,n)® CH (X,m) > CH""(X,n+m),

1s graded commutative with respect to the degree n and commutative with respect
to the degree p.

3.9 Associativity

In this section we prove that the product for the higher arithmetic Chow groups is
associative. First of all, observe that the product on Z*(X,*)q is strictly associative.
Hence, all that remains is to study the associativity of the product in the complexes
with differential forms. The key point will be proposition 1.4.1.

Denote by h the homotopy for the associativity of the product in the Deligne complex
of differential forms of proposition 1.4.1. Let X,Y,Z be complex algebraic manifolds.
Then, the external product ey is associative, in the sense that there is a commutative
diagram up to homotopy:

D (X,p)o ® Di(Y, q)o ® Di( (3.9.1)
y W
D (X x Y,p+ q)o ® D4(Z,1)o (X, p)o @ DY x Z,q+1)o

/

/

DX xY x Z,p+q+1)o

This follows from the fact that the homotopy h is functorial (see [13]).
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Proposition 3.9.2. Let X,Y, Z be complex algebraic manifolds. Then, there is a com-
mutative diagram, up to homotopy:

DAZPXp ®’DAZQYQO®DAlel

y id®ey

Dy 2 (X XY, p+q)o @D} zi(Z,1)o Dy z» Xpo®Dthq+,(YxZ,q+l)o

DT““ (X><Y><Zp+q—|—l

A, Zprtatl

Proof. In order to prove the proposition, we need to introduce some new complexes,
which are analogous to s(i%; X, .)*, but with the three varieties X,Y, Z. Due to the simi-
larity, we will not explain all the details. We leave the details to the reader.

We write 7% = X x Y x Z x O%Fm+d Leg

A" =D (O% V7 \ 250 k) © Dlog (A5 \ 2410 k) © Ditg QX7 \ 25,0, k),
and
* * N ,d * 5 7d l * i 7d )
B = Dlog(Dy;{:’;Z \ Zg)(an m? k) ® Dlog(D?{gﬁ,Z \ Zg( Z,n,d’ k) @ Dlog(DT)L(gL/,Z \ Z)q/Z m,d> k)’
and consider the sequence of morphisms of complexes
x 0 x J * n,m ,q,1
A* 5 B 5 Dy (O 2R, k).

By analogy with the definition of s(—j%% (n,m))*, denote by s(— jg’(qylz(n, m,d))* the
simple complex associated to this sequence of morphisms (see remark 1.2.14). Consider
the morphism

. l
m.d zgé?)’,,z(n,m,d) 7
Dikog(mr;(gi,z?k) > s(— J])D(qyz(nvmvd))*
w — (w,w,w,0,0,0,0).

Observe that for every n, m, d, the simple of this morphism is a cochain complex. More-
over, considering the normalized complex associated to the cubical structure at every
component of s(z&qé 7(+,+,+))*, we obtain the cochain complex 5(2_’;(‘1; )6 (analogous to
the construction of s(zX v )6 in remark 3.7.10).

Let DZ Ah ZqulZ(X XY X Z,p+q+1)o be the complex analogous to D wa, 229, (

Y, p+q)o, but with the cartesian product of 3 varieties. It is the simple complex assoc1ated
to the analogous 4-iterated complex (see page 139).
Observe that there is a quasi-isomorphism

X x

* ~ ,l *
DAXAXA zg}‘ZYlZ(X XY xZ,p+q+i)o— S(Zg(qyz)o

We define a pairing

3<ZXY(n m))p ® ® D3

° -D,q,1 r+s
Azl(Z7l)0 - S(zg(qYZ(n m, d)) "
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by

(a,(b,c),d)e (V) = (=) 5(qed (bed cod, (—1)ael),
(dOCLI,( )7“ 1b b/ ( )r 1c.b/>7(_1)r72d.b/).

Define analogously a pairing
. ’l ° .p, ’l
Dy (X, p)o @ s(i7(m, d))§ = s(i5%, 7 (n,m, d)g "
by

(a,b) e (a',(t/,c),d) = (=1)"(aed,(bed,(—1)"aeb,(—1)aec),
(1) bebt, (-1)""'becd,aed) bed).

It is easy to check that these two morphisms are chain morphisms.

Lemma 3.9.3. The diagram

DAZPXpo@)DAZquo@DAZ,Zl (3.9.4)
('Lz))(qy)ﬂrg ® DA zi( Dy z0(X,p)o ® S(ZSI/ZZ)SH

\/

p q ! )r+s+t
Y,Z/0

s commutative up to homotopy.
Proof. Let
(whgl) S Dfo&ZP(X X Dnup)O)

(WQ792) S Dfog Z4q (Y X Dma 9)07
(W3,g3) € Dlog Zl(Z X del)(]'

Then, the composition of the morphisms on the left side of the diagram is

(= 1) (11 @ wo) @ ws, (g1 ® wa) @ ws, (—1)" (w1 ® g2) @ ws,
(1) (w1 e ws) @ g3), ((—=1)" (g1 @ g2) e w3, (—1)" (g1 @ w2) @ g3,
(1) (w1 0 g2) ®g3), (—1)* (g1 ® g2) ® g3).

The composition of the morphisms on the right side of the diagram is

(—1) MRS () @ (wy @ w3), (g1 @ (w2 @ w3), (—1)"wy @ (g2 @ w3),
(=)™ wy o (wy @ g3)), (—1)"""g1 8 (g2 e ws), (—1) " 'g1 @ (wa @ g3),
(—1)°wi e (g2 0 g3)), (—1)° g1 @ (g2 g3)).
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Then, the homotopy for the commutativity of the diagram is given by

Hym,d (=) FMENS (h(w) @ wy @ ws), h(g1 @ we @ w3),
(—1)"h(w1 ® g2 @ w3), (1) h(w1 @ w2 @ g3)),
(~1)" kg1 ® g2 @ w3), (~1)7 hlgr @ w2 © g3),
(=1 h(w1 ® g2 ® g3)), (—1)* "' h(g1 ® g2 ® g3)).
Observe that it gives indeed a homotopy, since H and § commute. O

Finally, the claim of proposition 3.9.2 follows from the commutative diagram (all
squares, apart from the one marked with # are strictly commutative),

Dy z» (X,p)o® D} za (Y,q)o ® D&,gz (Z,0)o

*p.a@id_—" TT—id®eq
s(i%% )o@ Dy z:(Z,1)o # Dy z0 (X, p)o ® s(iy; et
1 T |-
Dy zea(X XY, p+ )0 @ Df zi(Z,1)o Dy 20(X,p)o @Dy 20 (Y X Z,q+1)o
S
3(i§(+xqi£,z)8+s+;/ ~ \:( é)(q;lxz)(r)ﬂﬁ
~ DKZ@Q (X XY X Zﬁl)o ~
D@T;Mq,(XXYXZ,;—i—qf)O K D@,(XxYxZ,p—&-q—i—l)o
x /

Dg+zsﬁq+z(X XY X Z,p+q+l)o.
O

Remark 3.9.5. Observe that the homotopy constructed in the proof of proposition

3.9.2 has no component in maximal degree, that is, in Dz;ﬁjfll(X XY X Z,p+q+1)o.

Corollary 3.9.6. Let XY, Z be arithmetic varieties.
(i) Under the canonical isomorphism (X xY)x Z =2 X x (Y x Z), the external pairing
C/'T{p(*,n) ® C/’I\{q(*,m)® =N C/’I\1Tp+q(* X %,mn +m),

1S assoctative.
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(i) The internal pairing
CH'(X,n) @ CH"(X,m) % CH (X, n +m),
18 associative.

Proof. 1t follows from (3.9.1) and proposition 3.9.2, together with remark 3.9.5 and the
compatibility of the homotopies in (3.9.1) and proposition 3.9.2. For n = m =1 =0,
the associativity follows from equality (1.4.2). O

From sections 3.7, 3.8 and 3.9, we obtain the following theorem.

Theorem 3.9.7. Let X be an arithmetic variety over an arithmetic field F'. Then,

CH (X,x):= @ CH'(X,n)

p>0,n>0

1s a commutative and associative ring with unity. Moreover, the morphism
CH (X,x) & CH*(X,%),

of proposition 3.6.7, is a ring morphism.

3.10 Modified higher arithmetic Chow groups

In this final section, we sketch how a theory of higher arithmetic Chow groups could be
constructed, following the pattern of the higher arithmetic K-theory defined by Takeda
in [57].

In the previous sections, we developed the basis for a theory of higher arithmetic
intersection theory, with the construction of the higher arithmetic Chow groups, and a
product structure on them.

We focused on a theory that satisfied the following properties:

» Functoriality and product structure.

» For n =0, CH p(X ,0) agrees with the arithmetic Chow group defined by Burgos
in [13).

» Long exact sequence: There is a long exact sequence

= CH'(X,n) & CH(X,n) 2 HY (X, R(p) & CH (X,n—1) — -
- CHP(X,1) 2 D*7Y(X,p)/imdp % CH' (X) < CHP(X) — 0,

log

where p : CHP(X,1) — fog_l(X, p)/imdp is the composition of the Beilinson
regulator CH?(X,1) — H2'"'(X,R(p)) with the natural map H:*~"(X,R(p)) —

Dip (X, p)/ imdp.
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However, as considered by Takeda for the higher arithmetic K-theory, one might be
interested in a theory where the last property (long exact sequence), is the following

property:

» For every n, there is an exact sequence
CHP(X,n+1) & D¥P"(X,p)/imdp % CH' (X,n) > CHP(X,n) — 0. (3.10.1)

With the tools we have introduced in this chapter, such a theory can be easily
constructed. Therefore, we show how this modified higher arithmetic Chow groups can
be defined, prove that the exact sequences above are obtained, prove the agreement with
the already defined group for n = 0, but leave the functoriality and product structure
to be checked. The ideas presented in the previous sections lead to these results. Note
that since the product on the Deligne complex is not strictly associative, the product
obtained on these modified higher arithmetic Chow groups will not be associative.

Observe that the second term in the exact sequence (3.10.1) consists of differential
forms over X. However, the target complex of our construction of the regulator is the
complex D} (X, p)o. In order to obtain the desired result, we use the construction of the
regulator of section 3.5, restricting therefore to proper arithmetic varieties. Recall that
for proper arithmetic varieties, we could construct a representative of the regulator with
target complex D*(X, p).

We start by giving the definition of the modified homology groups of a diagram of the
form (3.1.6). Then, for every arithmetic variety X over a field, we consider the diagram

L MR . DX, p)

~

ZP(X, %) DIz (X, p)

given by the regulator in (3.5.14). The modified higher arithmetic Chow groups of X,
CH ],D,wd(X ,n), are the modified homology groups of the diagram.

We finish the section by proving that for n = 0, we recover the arithmetic Chow
group defined by Gillet and Soulé in [24].

3.10.1 Modified homology group of a diagram

Let
B. D,
D, / \ / , (3.10.2)
A, C,

be a diagram as in (3.1.6), with g; a quasi-isomorphism. Recall from lemma 3.1.7 that
there is a well-defined morphism

H,(A) % H.(D)
—  pgy ' fila].
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For every homological complex (E,dg), let ZE, denote the group of cycles in F,
and F, = F/imdg. Observe that there is a canonical map

H,(E) — E,.

Let Zn(D) be the modified group of cycles of the diagram D, consisting of 4-ples
(a,c,b,d) € ZA,, & ZC,, @ Bpy1 @ Dpyq such that

fi(a) = g1(c) = dp(b).

We define the equivalence relation by setting (a,c,b,d) ~ 0 if there exists a triple
(o, B,7) € Apnt1 ® Cpi1 @ Bpyo such that

da(e@) =a,  do(B)=c¢,  fila) = g1(f) —dp(y) =b, and p(B) =d.

Definition 3.10.3. Let D, be a diagram as in (3.1.@. The modified homology groups
of the diagram D, are defined to be the quotient of Z, (D) by the equivalence relation

H,(D)=Z,(D)/ ~, n>0.

Let 0>, D, be the béte truncation of the complex D,, that is,

D, r>n
U>nDT:{ OT 7“<n’

Let p>, be the composition of p : Cy — D, with the canonical morphism D, — o, D,

and let
OsnDx

B,
el 2N 27
A, Cs

Then, it follows from the definition that

ﬁnJrl 4 ﬁn(D)7 a(d) = [(0’0707 _d)]a
f:In(D) i) Hn(A*)v C[(CL, ¢, b, d)] = [a],
A,() % 7D, (@ b)) = plc) — dp(d).

Observe that p is well defined: if [(a,c,b,d)] = 0, then there exists 5 € C),4+1 such that
dco(B) = ¢ and p(f) = d. Hence,

p(c) = dpp(B) = dp(d).
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Proposition 3.10.4. Let D, be a diagram as in (3.1.6). Then, for every n > 0, there
are exact sequences

(0) Hyi1(A) 2 Dy & Ho(D) & Ho(A) — 0,
(b) 0 — Hy,(s(D),) — Hn(D) % ZD, — H,_1(s(D),).

Proof. The first exact sequence is obtained by lemma 3.1.7. The second exact sequence is
obtained by considering the long exact sequence associated to the short exact sequence:

0 — D,/osnDy[~1] — (D), — s(D"), — 0.

O
Corollary 3.10.5. There is a canonical isomorphism
H,(s(D)) = ker(p : Hy(D) — Dy).
O

3.10.2 Modified higher arithmetic Chow groups

Let X be a proper arithmetic variety over a field and consider the diagram

HE(X, %) DP*(X, p)
Z{;(X,*) = / \ /
Al IQP’pZ:(

Let D?~*(X,p) be the chain complex with:

~op_m D¥P(X,p) ifn#0,
D (X’p):{o ) ifniO.

Then, consider the induced diagram
Hp X, *) D+ (X,p)

2}}2()(’*) — / \ /

u%pz: (X,p)
Higher arithmetic Chow groups with projective lines. Consider the higher
arithmetic Chow groups defined by the diagram Zp (X, «), that is,
CHyp(X,n) = Ha(Z(X, %)).

Using the five lemma on the long exact sequences (3.1.8) associated to C/’Hg(X, n) and
to CHp(X ,n), one obtains an isomorphism

CH'(X,n) = CHp(X,n).
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Modified higher arithmetic Chow groups. We define the modified higher arith-
metic Chow groups as the modified homology groups of the diagram Zf (X, *):

CHpog(X, 1) = H,(ZB(X, %)),

The next proposition follows from the results on the modified homology groups of a
diagram discussed in the previous section.

Proposition 3.10.6. Let X be a proper arithmetic variety over a field.
(i) There is an identification
CH'(X,n) = ker(p : CHypoq(X,n) — D*#~"(X,p)),
where p[(Z, a1, ag, as)] = p(az) — dp(as).
(ii) CH'(X,0) = CHy,pq(X,0).
(i1i) For n =0, the map
CH'(X) — CH,py(X,0)
[(Z,(w, 9] — [(Z;(w,9),0,0)],
s an isomorphism.

(iv) For every n >0, there is an exact sequence
CHP(X,n+1) % D¥"(X,p)/imdp % CH' (X,n) < CHP(X,n) — 0.

Proof. The first statement is proposition 3.10.5. The third statement follows from the
second and theorem 3.6.11. The second statement is a consequence of the definitions.
The last statement follows from proposition 3.10.4. O

Remark 3.10.7. The functoriality and the product structure on these modified higher
arithmetic Chow groups can be deduced by the same pattern as the functoriality and
product structure on the higher arithmetic Chow groups. The key point is that the
modified homology groups of a diagram are invariant if we change any of the complexes
Ay, By, Cy be quasi-isomorphic complexes. One should expect the resulting product
to be commutative, since the product on the Deligne complex is strictly commutative.
However, since the product on the Deligne complex is not associative, one cannot expect
the product on the modified higher arithmetic Chow groups to be associative.
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Chapter 4

A chain morphism representing
Adams operations on rational
K-theory

In this chapter we construct an explicit chain morphism which induces the Adams oper-
ations on rational algebraic K-theory, for any regular noetherian scheme of finite Krull
dimension.

Let X be a scheme and let P(X) be the category of locally free sheaves of finite rank
on X. Consider the chain complex of cubes associated to the category P(X). In [47],
McCarthy showed that the homology groups of this complex, with rational coefficients,
are isomorphic to the rational algebraic K-groups of X (see section 1.3.3).

We start by showing that there is a normalized complex for the complex of cubes, in
the style of the normalized complex associated to a cubical abelian group (see 1.2.34).

We then define Adams operations for split cubes, that is, for cubes which are split
in all directions. By a purely combinatorial formula on the Adams operations of locally
free sheaves, we give a formula for the Adams operations on split cubes. The key point
is to use Grayson’s idea of considering the secondary Euler characteristic class of the
Koszul complex associated to a locally free sheaf of finite rank.

Finally, we assign to every cube of locally free sheaves on X, a collection of split
cubes defined either on X x (PY)* or on X x (AY)*. This is achieved by means of the
transgressions of cubes by affine or projective lines.

The composition of the Adams operations for split cubes with the transgression
morphism defines a chain morphism representing the Adams operations on the algebraic
K-groups of a regular noetherian scheme. The results of chapter 2 are used to prove
that our construction induces the Adams operations defined by Gillet and Soulé in [28].

The main application of our construction of Adams operations is the definition of a
(pre)-A-ring structure on the rational arithmetic K-groups of an arithmetic variety X.
The details of this application are presented in the next chapter.

165
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4.1 Iterated cochain complexes and the complex of cubes

In this section we introduce the chain complex of iterated cochain complexes. This
complex can be viewed as a generalization of the complex of cubes and is generated by
iterated complexes with arbitrary finite length.

We then prove that there is a normalized complex of cubes which is the analogue of
the normalized chain complex associated to a cubical abelian group.

Recall that the notation on multi-indices was introduced in section 1.2.1.

4.1.1 The chain complex of iterated cochain complexes

Let X be a scheme and let P = P(X) be the category of locally free sheaves of finite
rank on X. Fix a universe U so that P(X) is U-small for all X. We denote by IC,(X)
the set of n-iterated cochain complexes over X, concentrated in non-negative degrees,
of finite length and acyclic in all directions. Let ZIC,(X) be the free abelian group
generated by IC,(X). Then,

ZIC,( @ ZIC,(

n>0

is a graded abelian group, which can be made into a chain complex. For every | =
(l1,...,1,), we denote by
ICL(X) C IC,(X)

the set of n-iterated cochain complexes of length I; in the i-th direction.

Definition 4.1.1. Let A* € IC!(X). For every i = 1,...,n and j € [0,1;], the (n — 1)-
iterated cochain complex & (A)* is defined by

&A™ .= A5™ ¢ [C,_1(X) VY m.

2

It is called the j-th face of A* in the i-th direction. If j > l;, we set

& (A) := 0.

(2

It follows from the definition that for all j € [0,1;] and k € [0,1,],
ok =oF &, ifi<r (4.1.2)
Then, there is a well-defined group morphism

ZIC,(X) % ZICn 1(X)

SN YEIEE

i=1 7>0

Since d? = 0, the pair (ZIC,(X),d) is a chain complex. It is called the chain complex of
iterated cochain complexes.
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Remark 4.1.3. Observe that we have obtained a chain complex whose n-th graded
piece is generated by n-iterated cochain complexes. We will try to be very precise on
this duality, so as not to confuse the reader.

Remark 4.1.4. Observe that the complex of cubes ZC,(X), defined in section 1.3.3, is
the complex of iterated cochain complexes obtained restricting to the iterated cochain
complexes of length 2 in all directions, that is,

ZCy(X) = ZIC?2(X).

4.1.2 The normalized complex of cubes

Let P be a small exact category in some universe . In this section, we show that there
is a normalized complex for the complex of cubes, in the style of the normalized complex
associated to a cubical abelian group (see 1.2.34). That is, we construct a complex
NC.,(P) C ZC,(P), which maps isomorphically to ZC,(P).

In section 1.3.3, we defined morphisms

» face maps: foreveryi=1,...,nand j =0,1,2,

ag : ZCR(P) — ZCn—l(P)a

» degeneracy maps: for every i =1,...,n+1and j =0, 1,
s1 2 ZCw(P) — ZCy11(P),

satisfying, for any k,l € {0, 1,2} and for all u,v € {0,1}, the following identities:

okol , ifj<i
gk — 7 it =
%9 {ajf?lag if j > i.

A0sY = 82-15? = 1id, 82-1 Zl = 82-2521 =1id, 82-25? = 8?521 =0, (4.1.5)

l . . .

Slgt — { s”j@i_} if j <1,

v s}tlai if j > 1.
sisi = sigsiitj >

Proposition 4.1.6. Let NC.(P) C ZC.(P) be any of the following complexes:
N, ker 89 NN, ker 62,
Ny ker 8 NN, ker(9] — ) = N, ker 89 NN, ker 8},
N, ker(8} — 92) NN, ker 87 = N ker 8} N, ker 62,
iz ker(9] — 07) NNy ker (9] — 9;).

N,C(P) =

Then, the composition
NC,(P) — ZC,(P) — ZC,(P) = ZC,(P)/ZD.(P)

is an isomorphism of chain complexes.
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Proof. We will see that the complex of cubes can be obtained by associating two differ-
ent cubical structures to the collection of abelian groups {ZC),(P)},. Then, applying
twice the normalized construction to ZC.(P) = {ZCy(P)}n, we obtain a subcomplex
NC.(P) C ZC«(P) isomorphic to ZCy(P)/ZD«(P). The two different cubical struc-
tures of ZC.(P) are given as follows.

» For the first structure consider

N=0 0}=0}-02 and 5 =5

» For the second structure consider

7

N=0 0}=0}-3 and 35 =sl.

By the identities (4.1.5), both collections of faces and degeneracies satisfy the identities
of a cubical structure on ZC.(P). Moreover, the differential of ZC,(P) induced by both
structures is exactly the differential of the complex of cubes, as stated in (1.3.12).

By the first structure, we obtain an isomorphism of chain complexes

N'C,(P) — ZC,(P) — ZC,(P)/ZDL(P)

where

N'C.(P) = ﬂ ker 0 or m ker(9! — 0?), and ZDL(P)= Zim 52,
i=1 i=1 i=1

The reader can check that the second structure induces a cubical structure on N1C.(P)
and on ZC.(P)/ZD!(P) compatible with the map N'C.(P) — ZC.(P)/ZD}(P). There-

fore, there is an isomorphism of complexes
N2N'C,(P) — N2C.(P) - N*(ZC.(P)/ZDL(P)).

Applying lemma 1.2.36 to ZC.(P)/ZD!(P), we obtain an isomorphism of complexes

ZC.(P)/ZDX(P)

i ims!

Since for every n, > i ims? N1 | ims! = {0}, we obtain that

N*(ZCy(P)/ZD;(P)) — LC.(P)/ZD.(P) ~

7.C(P)/ZDL(P)

>ipims]

Hence, NC,(P) = N2N'C,(P) is isomorphic to ZC,(P). The four candidates in
the statement of the proposition appear combining the two options for the normalized
complex, for every structure. ]

= ZC\,(P)/ZD.(P).
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Remark 4.1.7. There are actually two other possible cubical structures on ZC.(P).
One can consider the structure with

o =00 +0;, 9 =09

and

Therefore, further normalized complexes are obtained. Aslong as we consider one cubical
structure with s5; = 5? and another cubical structure with 35; = s}, we obtain different
normalized complexes associated to ZC(P).

We fix, from now on, the normalized chain complex NC.(P) to be the one with n-th
graded piece given by

N,C(P) := (" ker & N[\ ker &7 C ZCy(P),
=1 =1

and differential induced by the differential of ZC,(P).
When P = P(X), we simply write N,C(X).

The morphism Cub and the normalized complex. The morphism Cub defined in
1.3.14, can be described by means of the normalized chain complex associated to S.(P)
and to Cy(P). Let

n
NS, (P) = m ker 0;,

i=1
be the normalized complex associated to the simplicial abelian group ZS.(P), as de-
scribed in 1.2.17.
Proposition 4.1.8. There is a chain morphism

NS.(P)[-1 <2 NCL(P)
E — CubF.

Proof. 1t follows from the computation of the faces of Cub E given in proposition 1.3.13.
O

Corollary 4.1.9. The composition of the map induced by Cub in proposition 4.1.8, with

the Hurewicz morphism, induces an isomorphism
Cub
En(P)g == Ha(NCy(P), Q).

Proof. 1t follows from the commutative square

NS, (P)[-1] 22 NC,(P)

Nl ) lw
Z8.(P)[-1] - ZC.(P),

where the vertical arrows are quasi-isomorphisms. ]
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4.2 Adams operations for split cubes

Let X be any scheme. In this section, for every k > 1, we construct a chain morphism
UF from the complex of split cubes to the complex of cubes on X.

We divide the construction into three steps. We first construct the chain complex
of split cubes on X, (ZSp,(X),d). We then define an intermediate chain complex
(ZG*(X).,ds) and a chain morphism

ZGH(X), 2225 7.0,(X).
Finally, for every n, we construct a morphism
U 2 Z.8p,(X) = ZG*(X),.
Its composition with p o ¢,
powoWr:ZSp, (X) — ZC.(X),

gives the definition of the Adams operations over split cubes.

As in the previous section, let X be a scheme and let P = P(X) be the category of
locally free sheaves of finite rank on X. Recall that the notation on multi-indices was
introduced in section 1.2.1.

4.2.1 Split cubes

We introduce here the complex of split cubes, which plays a key role in the definition of
the Adams operations for arbitrary cubes. Roughly speaking, these are the cubes which
are split in all directions.

Direct sum cubes. For every j = (j1,...,jn) € {0,1,2}", let ug < --- < uy; be the
indices such that j,, =1 and let

Observe that s(j) is the length of u(g).

Definition 4.2.2. Let {E%};c(9) be a collection of locally free sheaves on X, indexed
by {0,2}". Let [Ei]ie{o,z}" be the n-cube given by:

> The j-component is

P e, jefo1,2m
me{0,2}s0)

> The morphisms are compositions of the following canonical morphisms:

A®B — A, Ao B
A — AaB, A® (Ba0)

B A,
(A B) & C.

AL
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An n-cube of this form is called a direct sum n-cube.
Remark 4.2.3. In the previous definition, the direct sum is taken in the lexicographic
order on {0,2}°9).

Observe that, if 7 € {0,2}", then the j-component of [Ei]ie{o,Q}n is exactly EJ.
Hence, this n-cube has at the “corners” the given collection of objects, and we fill the
“interior” with the appropriate direct sums.

Example 4.2.4. For n = 1, the 1-cube [EY, E?] is the exact sequence

E' - E°9 E? - E%
Example 4.2.5. For n = 2, if E% E%2 E?0 E?2 are locally free sheaves on X, then the
2-cube [ ggg ggz ] is the 2-cube

EO0 — S p00 g p02 o 702

| | |

EOO @ E20 RN, EOO o) EO2 ) EZO o) E22 N E02 D E22

| | |

E20 E2O D E22 - @@ S E22.

Definition 4.2.6. » Let E be an n-cube. The direct sum n-cube associated to F,
Sp(E), is the n-cube

Sp(E) := [E?]jeqo.2ym-

> A split n-cube is a couple (E, f), where E is an n-cube and f : Sp(E) — FE is an
isomorphism of n-cubes such that fJ = id if j € {0,2}". The morphism f is called
the splitting of (E, f).

> Let
Z Sp,,(X) := Z{split n — cubes on X},

and let ZSp,(X) = 6p,, Z Sp,,(X).

Differential of split cubes. We endow Z Sp,(X) with a chain complex structure.
That is, we define a differential morphism

Let E be an arbitrary n-cube. Observe that if j = 0,2, then, for alll =1,...,n,

9] Sp(E) = Sp(&] E).
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Therefore, if (E, f) is a split n-cube,

9/ (E.f) = (9]E.9] )
is a split (n — 1)-cube. By contrast, in general

0} Sp(E) # Sp(d} E). (4.2.7)
However, if E is a split n-cube, 0} F is also isomorphic to Sp(d} E), i.e. it is also split.

In order to illustrate the forthcoming definition, we will start by defining the face
OHE, f)=(0}E, f) for n =2. Let (E, f) be a split 2-cube:

EOO EOO o) E02 E02 EOO — EOl — E02

| | Lo

EOO o) E20 N EOO D EO2 ey E2O P E22 N E02 o) E22 i, El() RN Ell > E12

| | L

E20 E2O o) E22 E22 E2O —— E21 J— EQQ.

Then,
oH(E) = FY' — E!' — E'2.

o

We define the morphism f1 : B9 g E'?2 = E' as the composition

fll

) TeU™ T 00 B E2 g EO g 22 I gl

B0 g g2 (f*°
Let (E, f) be a split n-cube. For every j € {0,1,2}", we define a morphism
f7:Sp(9{EY — (9} EY
as the composition of the isomorphisms

fi

D incio2p0) (8} B (OLE)I

@(631”)1% %Tfj

™ (3 ™o (s1()
@me{O’Q}s(j)(a?E b a?E)au(J)(J) - eame{O,Q}s(jHl EUu(sll(])) i\ ,

where the bottom arrow is the canonical isomorphism. Then, we define
O (E, ) = (O E, ).

With this definition of 8}, the commutation rule (4.1.2) is satisfied. Therefore, we have
proved the following proposition.
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Proposition 4.2.8. The morphism
d= Z > (=10} ZSp,(X) — ZSp,1(X)
1=1=0,1,2

makes 7 Sp,(X) into a chain complex. Moreover, the morphism 7 Sp,(X) — ZC.(X)
obtained by forgetting the isomorphisms is a chain morphism.

O
Remark 4.2.9. Observe that due to (4.2.7), the morphism
Sp : ZCw(X) — ZSp,(X)

is not a chain morphism.

4.2.2 An intermediate complex for the Adams operations

Here we introduce the chain complex that serves as the target for the Adams operations
defined on the chain complex of split cubes. We then construct a morphism from this
new chain complex to the original chain complex of cubes ZC,(X).

The intermediate complex. Let £k > 1. Forevery n > 0and¢=1,...,k — 1, we
define
GI(X)n = ICT(Ca(X))
:= {acyclic cochain complexes of length k of n — cubes},
ik k—i,i
Gy (X)n = IC; 7 (Cn(X))

:= {2-iterated acyclic cochain complexes of lengths (k — i, 1)

of n — cubes}.

The differential of ZC,(X) induces a differential on the graded abelian groups

"(X). =@Pz6ii(X),  and  ZGHX *;_@Za’f
n

That is, if B € Gé’k(X)n, then for every r, s, B™ is an n-cube. Define 8/ (B) to be the
2-iterated cochain complex of lengths (k —4,4) of (n — 1)-cubes given by

O}(B)"* := 9}(B™*) € Cp_1(X), for every r, s.

Then the differential of B is defined as

n 2

Z Z z—i—laz

=1 [=0
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If A€ G¥(X),, then for every r, A" is an n-cube and the differential is defined analo-
gously.

For every n, the simple complex associated to a 2-iterated cochain complex induces
a morphism

o : ZGEH (X)), — ZGE(X),.

That is, for every B € Gé’k(X)n, ®%(B) is the exact sequence of n-cubes

®(B):=0—B"Y - ... > @ Biviz ... BFhE
Jitje=j

with morphisms given by

Bz _, pithiz g gitjetl

b o+ d'(b) + (—1)'d*(b).

One can easily check that, for every i = 1,...,k — 1, ®* is a chain morphism.
We define a new chain complex by setting

k—1
ZGH(X ) = P 2G5 (X)n1 & ZGE(X)n.
=1

If B; € Gg’k(X)n,l, fori=1,...,k—1,and A € G¥(X),, the differential is given by

k-1
ds(Bi, ..., Bg-1,A) == (=dBu, ..., —dBy-_1, Z(—l)i‘I’i(Bz‘) + dA).
i=1

Since, for all i, the morphisms ® are chain morphisms, d> = 0 and therefore (ZG*(X), =
®D,, ZG*(X)n, ds) is a chain complex.

A morphism to the complex of cubes. Our purpose here is to define a chain
morphism from the chain complex ZG*(X). to the complex of cubes ZC,(X). It is
constructed in two steps. First, we define a chain morphism from ZG¥(X), to the
complex

ZCY(X) = ZIC**(X).

This complex is the chain complex that in degree n consists of m-iterated cochain
complexes of length 2 in directions 2,...,n and arbitrary finite length in direction 1.
Alternatively, it can be thought of as the complex of exact sequences of arbitrary finite
length of (n — 1)-cubes.

Then, we construct a morphism from ZC%®(X) to ZC,(X), using the splitting of an
acyclic cochain complex into short exact sequences.
Let
A:0—-A"— ... 5 AF S 0e GH(X),
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be an acyclic cochain complex of n-cubes. We define ¢;(A) to be the “secondary Euler
characteristic class”, i.e.

p1(A) = (~D)FPH(k — p) AP € ZCy(X).

p=>0

We choose the signs of this definition in order to agree with Grayson’s definition of
Adams operations for n = 0 in [31]. Note that in loc. cit., an exact sequence is viewed
as a chain complex, while here it is viewed as a cochain complex.

Recall that if B; € G;’k (X)n, then B; is a 2-iterated acyclic cochain complex where
Bgm is an n-cube, for every j1, jo. We attach to B; a sum of exact sequences of n-cubes
as follows.

2B = Y (DNI((k—i = )B4 (i~ )BIY)

j=0
+Z(_1)k78(k_ )Z B J]H@BS 3"’ H@BS J,J
s>1 j>0 Jj'>j Jj'>j

Roughly speaking, the first summand corresponds to the secondary Euler characteristic
of the rows and the columns. The second summand appears as a correction factor for
the fact that direct sums are not sums in ZCp(X).

For every n, we define a morphism

2GH X 5 ZC(X) (4.2.10)
k-1
(B1,...,Bk-1,A) — ¢1(A _|_Z z+1 By).
i=1

Lemma 4.2.11. The morphism ¢ is a chain morphism.

Proof. The lemma follows from the two equalities

dp1(A) = pi1(dA),
des(Bi) = —pa(dB;) — 1(®'(By)), Vi

The first equality holds as a direct consequence of the definition of ;1. By the definition
of the differential of ZGé’k(X)*,

—pa(dBy) ZZ lﬂ@] B;).
=2 j=0

Therefore, it remains to see that

> (=1 pa(Bs) = ¢1(*(By)).

r>0
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In other terms, writing

(1) = Z( ZZ rarBs ]]H@BSJJH@BS ]7]

s>1 j>0r=0 Jj'>3 J3'>j
@ = S (-15 [Z(—n’f-j“«k —i =B+ (i = )BI)].
r>0 Jj=0

we want to see that

(1) +(2) = p1(®'(Bi)) = > (-1 'k —s) P B . (4.2.12)

s>0 7>0

By a telescopic argument, the first term is

) = [XED k) 3B - | S0k - D B

s>1 §>0 s>1 j>0
= Y (-DF (k=) Y BT 4 1 (®(B) — (-1)F kB
s>1 §>0
= Y (-DF (k=) Y BT 4 01 (9(By)).
>0 §>0

The second term is

@ = [0S0 —i- By

>0 §>0
[ D - ) B
r>0 3>0
_ Z k: S+1Z i_j)Bf—j7j+Z(_ k s+1z S—i—TBS T,
s>0 7>0 s>0 r>0
_ Z(_l)kferl(k _ S) ZBZ'S_j7j'
5>0 §>0
Adding the two expressions, (4.2.12) is proved. O

The final step is the construction of a morphism from ZC%*(X) to ZC.(X). Recall
that, by definition, an element of ZC%™?(X) is a finite length exact sequence of (m — 1)-
cubes. The idea is to break this exact sequence into short exact sequences, obtaining a
collection of short exact sequences of (m — 1)-cubes, hence, a collection of m-cubes (see
remark 1.3.11).

Let ‘ .

OHAOf_O,...ﬁiAjf_])...QAT_)()

be an exact sequence of (m — 1)-cubes i.e. an element of C¥%(X). Let p?(A) be the
short exact sequence of (m — 1)-cubes defined by

(A : 0—kerf! - A - ker ffT -0, j=0,...,7r—1
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It is the m-cube that along the first direction is given by:
(1 (A)) =ker f7, 01(1(A)) = A7, and 07 (1! (A)) = ker f71.
We define p by
ZCY(X) B 7O, (X)
A = ST (A).

Jj=0
The next lemma follows from a direct computation.

Lemma 4.2.13. The map p is a chain morphism.

0

4.2.3 Ideas of the definition of the Adams operations on split cubes

Let X be a scheme. In this section we give examples and the outline of the definition
of Adams operations on split cubes. The starting point is Grayson’s idea of using the
Koszul complex.

Let ZSG*(X). be the chain complex obtained like ZG*(X), by considering split
cubes. That is, considering the groups

G5 (X)n 1= 1G5 (Spy(X)).
Observe that there is a natural morphism
ZSG*(X), — ZG*(X),

obtained by forgetting the splitting.
For every k > 1, we construct a morphism,

ZSp,(X) L5 ZSGH(X),,
which composed with p o ¢, gives a morphism
7.5p,(X) L5 720 (X).
Definition 4.2.14. Let E € Spy(X) and k£ > 1. We define
UH(E) € SGH(X)o = SCH(X)o
to be the k — th Koszul complex of F, i.e. the exact sequence
0= VHEY —... s U¥HE) =0

with
kf
VHEY =E- 7. EQ ENKPAE=S"E® [\ ' E.
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Observe that, for k = 1, we have
¥YE):0-E = E —0.

By definition, the Koszul complex is functorial. Moreover, it has a very good behavior
with direct sums.

Lemma 4.2.15. If E and F are two locally free sheaves on X, then there is a canonical
isomorphism of exact sequences

MEQF)= @xyk "E)@U(F), Yk (4.2.16)

O

This identification plays a key role in the construction of the Adams operations.

The definition of W*(E) of a general split n-cube E is given by a combinatorial
formula on the Adams operations W*(FE9), 5 € {0,1,2}", of the locally free sheaves in
the cube. In order to understand how the combinatorial formula of the definition 4.2.17
arises, we explain here the low degree cases. We give the detailed construction of the
Adams operations for n = 1, with k = 2,3, and for n = 2, k = 2. We extract from these
examples the key facts that enable us to set the general formula.

Adams operations in the case n=1, k=2. Letn =1and k =2, and let £ =
[E° E?]. Recall that this notation means that E is the 1-cube E* — EY @ E? — B2,
Our aim is to define ¥2(E) in such a way that its differential is exactly

~U3(E%) + V3(E° @ E?) — U2(E?).

Consider the two exact sequences

Co(E) = [P*(EY),v}(E) @ VY(E?)] e G3(X)1,
Ci(E) = [P*(E°) & UH(E") @ UY(E?),92(E?)] € G3(X),.
Then,
d(Co(E) + C1(E)) = —V*E% —9vY(E°) @ UH(E?)

+0%(EY) @ U1(E%) @ U1(E?) @ V2(E?) — U2 (E?).
Observe now that by the isomorphism (4.2.16),
U2(E% @ v1(E%) @ VH(E?) @ V?(E?) = 02(E° @ E?).

We define then C;(E) to be the exact sequence C;(E) modified by means of this iso-
morphism, that is

Ci(E) : U*(E%) @ U (E%) @ U (E?) — V2(E° @ E?) — U2(E?).
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Finally, observe that the extra term U!(E?)@W!(E?) is the simple complex associated
to the 2-iterated complex of length (1,1)

E'® EO — EY @ E2

| |

E?® E'—— E?2 @ E2

Hence, viewed as a 2-iterated complex, ¥!(E®) @ U!(E?) € G%Q(X)g. We conclude that
the differential of

U2(E) := (W1(E®) @ U(E?),Co(E) + C1(E)) € ZGY* (X))o & ZG3 (X ),

is exactly —W2(E°) + W2(E° @ E?) — U2(E?) as desired.
For an arbitrary split 1-cube (FE, f), we define:

> Co(E, f) := Co(Sp(E)) € G3(X)1.

> Cy (E, f) is the exact sequence obtained changing, via the given isomorphism f :
El' = E%® E? the terms U2(EY @ E?) in C1(Sp(E)) by V2(E):

V2(EY @ E?)

/ iw\

U2(EY) @ v1(E%) @ U(E?) V(B U2(E?).

We define then
V2(E, f) == (W(E%) @ W (E?),Co(E, f) + C1(E, f)) € ZGy*(X)o ® ZGHX)1.

Adams operations in the case n =1, k =3. Let E = [E°, E?] as above. Our aim
now is to define U3(E) in such a way that its differential is

~U3(E%) + U3(E° @ E?) — U3 (E?).

We consider the exact sequences,

Co(E) = [WP(E"), ¥*(E%) @ W' (E?)],
Ci(E) = [VP(E") @ ¥*(E°) @ WH(E?), ¥!(E") © U?(E?)),
Cy(E) = [V3(E°) @ V*(E°) @ U(E?) ¢ v!(E°) @ V?(E?), U3 (F?)).

Then, we define Cy(E) to be the exact sequence obtained from Cs(E) by changing
VH(E%) @ v (E%) @ U'(E?) @ U'(EY) © U*(E?) @ UP(E?)
with W3(E® ¢ E?) by the isomorphism (4.2.16). That is, Cy(E) is the exact sequence

3(E%) @ Uv3(E%) @ ¥1(F?) @ U1(E°) @ U*(E?) — U3 (E° @ E?) — W3(E?).
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Then, the differential of Co(E) + C1(E) — Co(E) is
—U3(EY) + U3(E° @ E?) — O3 (E?) — U2(E°) @ U1(E?) — UL(E°) @ U2(E?).
As in the previous examples, we have U?(E°) @ U!(E?) ¢ ZG;’?’(X)O and V!(E%) ®
U2(E?) € ZG3*(X)o. Hence, the differential of
V(E) = (VX(E°) @ U'(E?), U (E®) ® U*(E?), Co(E) + C1(E) + Co(E))

is exactly —W3(EY) + U3 (E? @ E?) — W3(E?) as desired.

Finally, for an arbitrary split 1-cube (E, f),

Co(E, f) = Co(Sp(E)),  C(E, f) = Ca(Sp(E)),

and Co(E, f) is defined by changing the term W3(E? & E?) in Cy(Sp(E)) by U3(E') by

means of the isomorphism induced by f.

EOO EO2

520 g2 } Then, we

Adams operations in the case n=2, k=2. Let F = [

define the following terms of ZG?(X)a:
\1’2(E00) \I/l(EOO) ®\I’1(E02)

Coo(E) = | UUED) @ UH(EX)  WH(EY) @ UL(E2) e U (E?) @ Ul (EX)

\112(E00) \Ifl(EOO)®\111(E02)€B\I’1(E00)®\I/1(E22)
ClO(E) — @\III(EOO) &® \IJI(EQO) @\I}l(EOQ) ® \IJI(E2O)

‘IIQ(EQO) \Ill(EZO) ®\I/1(E22)

\112(E00)@\111(E00)®\111(E02) \I/Q(EO2)

COl(E) = \IJI(EOO) ® \I,l(EQO) @ \PI(EOO) ® \IJI(EQZ)
U (B7) @ U1 (EY)

b

\Ifl(EOQ) ® \Ill(EQQ)

\IJQ(EOO)@
\Ill(EOO) ® ‘IJI(EOQ) e \P1<EOO) ® \Ill(EQO)
Cn(FE) = SUI(EY) @ U (E2) ¢ U1(E®?) @ U (E2)

\IJZ(EQO) @ \Ill(E20) ® \I/I(E22) \1/2(E22)

\112(E02)
@\Pl(EOZ) ® \Ifl(EQQ)

The faces of each of these cubes are as follows (up to the isomorphism (4.2.16)):

> Terms that are summands of \112(83 E):

NCw(E) = Co(NE), NCoo(E) = Co(NE),
NCo1(E) = CL(NE), NC(E) = C1(NE),
0iCi(E) = Co(0{E), 03Co1(E) = Cy(9iE),
0iC1(E) = C1(0{E), 03C11(E) = C1(0iE),
0IC1o(E) = Co(diE), 02001 (E) = Co(02E),
0iC1(E) = C1(0%E), 02C11(E) = C1(93E).
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> Terms that are a direct sum of a tensor product of complexes:

9Coo(B), 05Cw(E), 05C10(E), 07Coi(E).

> Terms that cancel each other:

0{Coo(E) = NCio(E), 03Cw(E) = 8Cn(E),
03C10(E) = 089C11(E), 0HCn(E) = NCii(E).

It follows that the differential of Coo(E) + C1o(E) + Co1(E) + C11(E) is ¥2(dE) plus
some terms which are a direct sum of a tensor product of complexes. These tensor
product complexes can be viewed as 2-iterated cochain complexes of lengths (1,1) of
exact sequences. These terms are added in ZG%’2 (X)1.

Finally, for every split 2-cube (E, f), W2(E, f) is defined by modifying the appropriate
locally free sheaves in each C;(F) by means of the isomorphism f.

Outline of the definition of ¥*. From the given examples we see that the procedure
is as follows:

> First, for every split n-cube (E, f), the direct sum n-cubes C;(E) are defined by a
purely combinatorial formula on the Adams operations of the locally free sheaves
EJ, j € {0,2}".

> The previous construction is modified by the isomorphism (4.2.16).

> The entries of C;(E) which give the terms C;(9} E) in the differential, are modified
by the morphisms induced by the isomorphism f.

From the examples, the key ideas that lead to the general combinatorial formula of
C;(FE) can be extracted:

> At each step, some entries in 90 are constructed by taking the direct sum 99 @ 92
in a previous cube (where “previous” refers to the order < for the subindices in

C.(E)).

> The new entries (not being direct sums of previous cubes) are direct sums of
summands of the form Uk (E?™) @ ... ® Uk (E2™) satisfying:

(1) Yo ks =k.

(2) In the position 25 of the cube C3(E), Y ksns = j + 4.

(3) Observe that in the example n = 2, all the entries in Cyy are new, and the new
entries for Cg are in the positions (2,0), (2,2) and for C1; in (2,2). Hence the

new entries will correspond to the multi-indexes j such that j > v(¢) (recall
that (%) is the characteristic of the multi-index ).
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4.2.4 Definition of the cubes C;(E)

Let (E, f) € Sp,,(X) and fix k > 1. For every ¢ € [0, k — 1]™, we define an exact sequence
of direct sum cubes C;(E) € ZSG¥(X),. This definition is purely combinatorial and
does not depend on the isomorphism f.
Let
r={k=(ki,....k) | |k| =k and ks > 1,Vs}

be the set of partitions of length r of k. Then, for every integer n > 0 and every
multi-index m of length n, we define a new set of indices by:
- = nr}.

A (m) = | {(k,nl,...,nT) e LT x ({0,1}")"
r>1
Definition 4.2.17. Let (E, f) € Sp,,(X). For every i € [0, k—1]", let C;(E) € SG¥(X),,
be the exact sequence of direct sum n-cubes, such that, for every j € {0,1}", the position
27 is given as follows:

(i) If j > v(2), then

Ci(EY = @ vhE™) e uh(EM) (4.2.18)
AR (G+1)

(ii) If 5 # v(2), then
CiBEY = P Civwge(B)P™ (4.2.19)

F<m<v(i)uj

In order to simplify the notation, we will denote by r the length of k € A}(j + <) in
the future occurrences of the sum (4.2.18).
Observe that the definition of C;(F) for a split cube (E, f) does not depend on f.

Remark 4.2.20. First of all, observe that in equation (4.2.19), i —v(¢)-j¢ € [0,k — 1],
i.e. for every s, 0 < (¢ —v(2) - j)s:

> If i = 0, then v(¢)s = 0 and hence (¢ — v(2) - 5¢)s = 0.
> If is > 0, then v(¢)s = 1 and since (5¢)s = 0,1, we have 15 > v(i)s-(5°)s.

Remark 4.2.21. Observe that equations (4.2.18) and (4.2.19) define C;(E)% for all
j € {0,1}". This follows from the following facts:

> Since v(j) > (0,...,0), equation (4.2.18) defines C;(F) for |4 |= 0.

> If j # v(2), then
e —w(2) 390 <[ 2.

Indeed, an equality would imply that v(i) - 7 = 0 and hence that for all r such
that i, # 0, j< = 0, concluding that j > v(2).
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Remark 4.2.22. Observe that equation (4.2.19) also holds trivially for j > v(2), because
in this case v(2) - 3 = 0 and v(i) Uj = j. We will use this observation in some proofs
when only combinatorial questions are involved.

Remark 4.2.23. The direct sum of more than two terms means the consecutive direct
sums of two objects under the lexicographic order in the subindices. In order to prove
some equalities, it will be necessary to reorder the indices, and then return to the original
order. For the sake of simplicity, we will not write the canonical isomorphisms used at
every step and will just write equalities. The reader should bear this remark in mind
throughout this section.

4.2.5 Faces of the cubes C;(E)

In this section, we compute the faces of the cubes C;(F). We fix k > 1, 7 € [0,k — 1]",
a split n-cube (E, f) € Sp,,(X) and [ € {1,...,n}.

Lemma 4.2.24.
O}Ci—1,(E) if iy #0,

0)Ci(B) = { O g
Co1(O)E) if iy = 0.
Proof. Assume that i; # 0. It is enough to see that
NCy(B)T =9/ Ci1,(E)¥,  Vje{o1}" L

Observe that

. 'y -
NCi(BH = Cy(B>1) = Cimtiyspaye (B)™
s9(3) <m=v(d)us) (5)
9C; 1, (B)¥ = Ciy (B)*0) @ ¢y, (E)¥ID
with
SO - m
Ci—ll(E)Q 1(3) — @ Ci—ll—u(i—lz)'S?(j)C(E)z s (4225)
57 (4)<Sm<v(i—1;)Us] (5)
si(g m
Ciqy(B)*10) = EB Ci—ll—u(i—ll)~sll(j)c(E)2 : (4.2.26)

sll (j)gmgu(i—ll)Usll )

Let us compute each term separately. We start with (4.2.26). Since s] (j); =
that m; = 1 for all indices m of the direct sum. Moreover, since s} () = 0, s?
and v(2); = 1, we obtain that

(-1 —v(E—1) st()) =i — 1 = (i—v() sPF))

Since it is clear that for all ¢ # 1, (¢ —v(2) - sY(5))e = (1 — 1, —v(e — 1;) - 5} (J)°)s, We see
that
i—v(d) - s) () =1 - L —v(i— 1) s (5)"
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Thus,
st(4
Ci1,(BE)*10) = & Ciu(iysd () (B)?™.
s9(3)<m<v(3)Us? (4),
mlzl
All that remains is to see that

s9(5 m
Ci 1, (B)*19) = D Civ(a) s )e (B)™
$0(4) Sm<v(9)Us) (9),
ml:0

We proceed by induction on ¢;. If i = 1 then (¢ — 1;); = 0 and hence (v(¢ — 1;) U
s%(7)); = 0 which means that m; = 0 for all multi-indices m in the direct sum (4.2.25).

Moreover (3 —1; — v(i — 1;) - s9(5)¢); = 0 and (3 — v/(3) - sY(4)°); = 0. Therefore,
i— L —v(i—1)-s)(5)°=1i-v(i) s(5)°

and the equality is proven. Let i; > 1 and assume that the lemma is true for 4, — 1. Then,
C

since i; > 1, we have v(i—1;) = v(3) and v(3); = 1. Writinga =i — 1, —v(i—1;)-s?(5)¢,
we obtain

Cy1, (B)?1D) = D Co(E)*™ & D Co(B)?™
s?(j)sfn@(iall)w?(j) s?(j)gm@(izll)w?(j)
mp= mp=

= D (@ed)CuE)"

I<n<v(9(2))ug

0 2n
= o, 9 Ci_ui)s0(5)c (E)

F<n<w(8i(2))Vg

_ 2
= D Ciu(i)s0 ) (E)™™
G Emv s ),
m;=

since (¢ — (1) - s9(4)°); = iy — 1 and we can apply the induction hypothesis in the third
equality.
Let us now prove the equality with i, = 0. Assume that s9(j) > v(z). Then,
81001,(E)2‘7 _ CfL(E)QS?(J) _ @ Pkt (Ein) ® - ® phkr (Ean») _ (*)
AR (57 (3)+4)
Since (s?(3) +14); =0, (3 ksn®); = 0. Hence, for all s, nj = 0 and we obtain
= @ VOPE™) @ @ U (9P E™) = Cy ) (P E)X.
ARG +O(3)
Finally, if s)(j) # v(3), the direct sum (4.2.19) can be written in the form

Ci(B)* = P Cn(E)™™
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with m > v(n) and m; = 0. We deduce that n; = 0 and hence,

0)Ci(E) = P Cn(E)*™ = P Ciyn) () E)*™ = Ci,(5)(8)E) ™.

This reduces the proof to the already considered case. O
Lemma 4.2.27. If 7:[ =k— 1, then 81207,(E) = Cal(,,;) (812E)

Proof. Arguing as in the proof of the previous lemma, we limit ourselves to proving the
equality in the case where s} (j) > v(). In this situation, we obtain

(81201(E))2‘7 _ Ci(E)Qsll(j) _ @ \Ij]ﬂ(EQ'n,l) ®...®\I/kr(E2nT)'
AR (s} (4)+1)

Since (s;(j) +4); = 1+ k — 1 = k, we deduce that for all s, nj = 1 and therefore the
lemma is proved. O

The next lemma determines the faces 87 of C;(E) whenever i; # k — 1.

Lemma 4.2.28. Let 5 € {0,1}" with j; = 1 and let iy # k — 1. Up to a canonical
isomorphism, each of the direct summands of C;(E)? is the tensor product of an exact
sequence of length (k —i; — 1) by an exact sequence of length (i; + 1). Explicitly, in the
equality
CZ(E)QJ _ @ \Ifkl (Ein) QR ® \I/kT(EQnT),
AL (3+1)

the tensor product of the Koszul complexes corresponding to the multi-indices n with
n; = 0 gives the exact sequence of length k—i;— 1, while the tensor product of the Koszul
complezes corresponding to the multi-indices n with n; = 1 gives the exact sequence of
length i; + 1.

Proof. If j > v(1), then,

CiE)Y = P vhE™) e 0 vk (EM).
A (G+4)
Assume that one of the summands is not a tensor product. Then there exists a multi-

index n with kn = j +4. In particular, (k-n); = 1+14;. But (k-n); is either 0 or k, and
by hypothesis, 1 <1+4, <1+ k — 1=k, which is a contradiction. If § # v(2), then,

Ci(Ey = P  Civgoe(BE)™

F<m<v(9)ug

The condition j < m implies that m; = 1. Moreover, (t—v(¢)-7°); =4 —Jjj <4 < k—1.
This means that every direct summand is a tensor product of exact sequences. By
induction on ||, this is true for any multi-index .
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Let us prove that every direct summand can be seen as the tensor product of an exact
sequence of length k —i;—1, corresponding to the multi-indices n with n; = 0, and one of
length ¢; + 1, corresponding to the multi-indices with n; = 1. By an induction argument,
it is enough to prove the result in the case j > v(3). Let (k,n',...,n") € AR(j +19).

Let s1,..., s, be the indices such that nlsj =1 and let s},...,s._,, be the indices such

that nfj = 0. Since >~ ksnj = i; + 1, we see that ) 7" | ks, =i + 1 and hence
T) := Uk (B2 @ ... @ Whem (B2

is an exact sequence of length i; + 1. Then,

!

Ty = o' (EQnS,l) ® - ® T (B2 )
is an exact sequence of length k — i; — 1 and there is a canonical isomorphism
V(B @@ U (B 2 Ty e T)
as desired. O
Lemma 4.2.29. Ifi; =k —1, then
0/ Ci(E) = Cyy5) (O E @ O E),

with the isomorphism induced by the canonical isomorphism of the Koszul complex of a
direct sum in (4.2.16).

Proof. The first part of the lemma is lemma 4.2.24. Assume then that i; = k& — 1.
Applying lemmas 4.2.27 and 4.2.24 recursively, we obtain

0} Ci(E) = 0)Ci(E) ® 0} Ci(E) = Cayy () E) & @ 97 Ci—a)(E). (4.2.30)
a€0,k—1]
Then, if j € {0,1}" ! satisfies j > 0, (i), we obtain that
1o (F)25 —
Oy Ci(E)Y = @ yn1(

ooy VR @ - W (B )

n! r n"
Bacios-11 Pap(stGyvioay THE™) @ @ Uk (B2,
On the other hand, by the additivity of U¥ in (4.2.16), there are canonical isomorphisms

U (PE @ BFE)*™ )@ @ U ()E @ 0P E)*™) =

k1 kr
o~ @ ... @ Phi—mi (8l0E2n1) R ® \I;kr—mr(alOEQnT)

m1=0 my=0 QP (812E2"’1) Q@ M (al2E2nr).
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Therefore, Cy,(;)(0)E & O}E)¥ is canonically isomorphic to

k ko
@ 619 .. @ Phi—m1 (EQS?("l)) R ® \Ijk'r'_m'r'(EQS?(nT))
ARG +oy () =0 me=0 QUM (E2 () g . .. @ U (B2 (),

The first summand in (4.2.30) corresponds to the indices my, ..., m, = 0 in the latter
sum. Therefore, we have to see that the second summand in (4.2.30) corresponds to the
summand in the latter sum with at least one index m; # 0. We will see that there is a
bijection between the sets of multi-indices of each term.

For every collection ki, ...,k n', ..., n",my,...,m, with not all my; = 0, let a =
kE—> ms. Since > ms#0, a € [0,k —1]. Let s1,...,5 € {1,...,7r} be the indices for
which ks, — ms, # 0 and let s},...,s,, € {1,...,r} be the indices for which mg # 0.
Then, to these data correspond the indices a, and

(ks ki) = ks =My, ks, — Mg mg o mg
AP s?(nsf’) ifp=1,...,t,
- sf(nfr=t) ifp=t+1,....t+m.

Conversely, let a, ks and n® be given. Then, we rearrange the collection n® by the
rule:

1 +1 T x+1 2zx— 2c—y+1 r
n,....,nY,nd .. ontnt . nTTY nttTVT n

0 ifs=1,...,2
s\ 3 ) Ly
(n)l_{l ifs=x+1,...,m

with

The index y satisfies that for s =1,...,y and for s =2z —y+1,...,r, there is no other
index s’ with 9j(n®) = d(n*) and for s =y + 1,...,x —y, d(n®) = d(n**~¥). Then,
the corresponding multi-indices are

(Al .. ATTY) = (G(nh),. .., 0(n®), 9 (n** YY), a(n")),

ks ifs=1,...,y,
K, = ks +ksyoy fs=y+1,... 2,
kstz—y ifs=x+1,....,r—z—y.
0 ifs=1,...,y,
ml = ksyz—y its=y+1,... 2,
ksyp—y ifs=ax+1,...;r—2—y.
The lemma follows from this correspondence. O

4.2.6 Definition of the cubes C;(E)

At this point, we have defined the cubes C;(E) for every split n-cube (E, f). Roughly
speaking, all that remains is to change, by means of f, the terms corresponding to
810E @ 812E by the terms in allE.
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By the collection of lemmas above, this will be the case whenever iy = kK — 1 and
ji = 1. Therefore, let j € {0,1,2}™ and ¢ € [0,k — 1]™. Let

> w(j) = (w1, ..., Wy, 5)) where wy < --- < w,,; are the indices such that j,,, =1
and 4, =k — 1.

> v(j) = (v1,...,0,(5) Where v1 < -+ < v, (5 are the indices such that j,, =1
and i,,, # k — 1.

Then, by lemma 4.2.29,
, n N\ Ow) (0™ (G
me{0,2}70 () ne{0,2}7w @)
Recall that there is an isomorphism
Emo Lol B
D = ) E-
ne{0,2}7
This motivates the following definition.

Definition 4.2.31. Let (£, f) be a split n-cube and let ¢ € [0,k — 1]". The n-cube
C;(FE) is defined by:

~ . 610 (o™ . (7
G(EY = @ Coppy (045 E)0 0. (4.2.32)
mc{0,2}7w (@)
The morphisms in 5’1(E) are given as follows.

(i) If I with i, = k — 1 does not exist, then the cube C;(E) is split.

(ii) If ¢ = k—1, then the morphisms in the cube are induced by the fixed isomorphisms

85}(1,)(E) = ®ne{0,2}rw0) 83(j)E and the canonical isomorphisms in lemma 4.2.29.

Since all isomorphisms are fixed, the following proposition is a consequence of lemmas
4.2.24, 4.2.27, 4.2.28 and 4.2.29,

Proposition 4.2.33. Let (E, f) be a split n-cube, © € [0,k — 1]" and l € {1,...,n}.
(i) If iy = 0, then OC4(E) = Co, (i) (VE).
(ii) If iy # 0, then 8°Cy(E) = 8} Ci_1,(E).

(iii) If iy = k — 1, then 9?Ci(E) = Cay5)(OPE) and 0} C3(E) = Cy,(3y(9} E).

(iv) Lemma 4.2.28 remains valid for the cubes C;(E).
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Remark 4.2.34. Let (E, f) be a split n-cube. Observe that by the choice of isomor-
phisms, for every j with j; = 1 and ¢ with i; = k — 1, the arrows

Ci(E)Y) — Cy(E)F  and  Cy(E)T — Cy(E)7TW)
are induced by the arrows

NE - 9'E, 8E—0E and O0'E — ’Ead’E L olE.

4.2.7 Definition of U*

In this section, we define a morphism
vk k
ZSp,(X) — ZSG"(X),

using the cubes C~'z(E) constructed in the previous section.

Recall that when i; # k — 1, the exact sequence 011 C;(FE) is canonically isomorphic
to the simple associated to a 2-iterated cochain complex of (n — 1)-cubes, of lengths
(k—1—1,i;+1). We define

k—1
ZSp,(X) Lo ZSGH(X), = @) ZSCE* (X )01 ® ZSCH(X)n
m=1

(B, f) — (B%(B),..., 05 "M(E), ok (E))
with

viE) = Y CiE),
i€[0,k—1]"
vPNE) = Y (—ymt N 9lCi(E), form=1,... k-1,

=1 1€[0,k—1]",
iy=m—1

where in the last equality we consider, by proposition 4.2.33 (iv), 8} éz(E) as a 2-iterated
complex.

Remark 4.2.35. Observe that in the last definition, considering 8116'i(E) as a tensor
product of complexes involves changing the order in the summations. To be precise, recall
that the terms corresponding to the indices n with n; = 0 form the first complex in the
tensor product, and the ones with n; = 1 form the second complex. The tensor product
of the Koszul complexes in each summand of CN'z(E ) is ordered by the lexicographic order.
Hence, the two orders would only agree for [ = 1. For instance,

> the face 93 of the cube Coo(E) (see example k = 2,n = 2), is

[\Ifl(EOO) ® \I’I(EO2), \IJI(EOO) ® \III(EQZ) D \IJI(EOQ) ® \I/l(EQO)],
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> this complex, viewed as a tensor product of complexes, is

EO(] ® E()2 > EOO Q E02 E()O ® E22 @ E2O Q E02 — E()O Q E22 @ E20 Q E02

N DR |

EOO ® E02 s EOO ® E02 EOO ® E22 D E20 ® E02 . EOO ® E22 D E20 ® E02

Notice the difference in the order of W!(E?%) @ W!(EY2).

Hence, strictly speaking, U* cannot be a chain morphism. However, for every split
n-cube, the composition of ¥* with ¢ leads to a collection of n-cubes (see the definition
of ¢ in (4.2.10)). The locally free sheaves of these cubes are direct sums, tensor products,
exterior products and symmetric products of the locally free sheaves FJ.

We can map, with the corresponding canonical isomorphism, every n-cube of ¢ o
U*(E) to the n-cube whose summands are all ordered by the lexicographic order. Then,
¢ o UF is a chain morphism.

This trick can only be performed after the composition with ¢, and cannot be cor-
rected in the definition of W*,

Proposition 4.2.36. Let E be a split n-cube. Then, there is a canonical isomorphism
dsUF(E) 2 VH(dE).

Proof. We have to see that

URAE) = —dW)"M(E), form=1,... k-1, (4.2.37)
k—1

WidE) = Y (-1)mem (M (E)) + dvi(E). (4.2.38)
m=1

We start by proving (4.2.38). By definition,

n 2
RGCEED SIS DD 9 DT e )
i€[0,k—1]" 1€[0,k—1]" I=1 s=0
Then, by lemma 4.2.33,
dqjk Ecan Z Z 561(1') (alOE) - Z 6;Bl(i) (allE)
1=1 i€[0,k—1]™,i,=0 ie[o,k—u",
i =k—
+ > Cow(9E)+ Z > et oCi(E))|.
1€[0,k—1]" m=04€[0,k—1]"

il:kfl n=m
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Therefore,

AVH(E) Zen YD (DT 3 GiGTE)

1=1 s=0 ie[O k—1]n—1

+) (-1 Z > <I>’"“(6}5i(E))
=1

m= OzEOk "

3

k—1
—  wk(E) - Z(—l)%m(w;”*k(E)),

and equality (4.2.38) is proven. Let us prove now (4.2.37). By definition,

n

AU (E) Zogn Y (—1)m > do} Ci(E)
=1 i€[0,k—1]", i;=m—1
n n—1 2
DD TN Y (DT 00{ CiE).
=1 1€[0,k—1]™ r=1 s=0

zlml

j o0Lo) if r>1
Recall that for all j, ol = 1Y%+ 1 = b
eca at for all j 1 { all B ifr<l.

Hence, fixing s =1,

n n—1
XY C0aICE) = (1) + (2)
=1 r=14€[0,k—1]"
ty7=m—1
where
n—1ln—1

M = > > > (V)90 CiB),
I=1 r=l i€[0,k— 11]”
ij=m—

n [-1
(2) = ZZ Z l+r81 810( ).
=2 r=

1 ¢€[0,k—1]"
iy7=m—1
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By lemmas 4.2.24 and 4.2.27, we obtain

n -1
(2) Scan Z (*1)“” Z all—lcar(i)(aiE) + Z all—laici(E)
=2 r=1 i€[0,k—1]" i€[0,k—1]"
iyy=m—1,i,=k—1 iyy=m—1,i,#k—1
n—1ln—1

= >3 > (-)*teciorE)

r=1I=r §[0,k—1]"""
y=m—1

n -1

250 DEEED DR RVt o2
1=2r

:1 i€[0,k—1]"
=m—1,i,#k—1

= (GQ) + (bQ)a

and, we also obtain that

n—1ln—1
(1) Zean DY (=D > 0/ Co,11(0) (Or 1 )
=1 r=I 1€[0,k—1]",i;=m—1,
lr+1—k: 1

+ Z 0} 0}, Ci(E)
i€[0,k—1]"iy=m—1,
iT+1?£k_1

n r—1

= > (D)FTOIC0:E)
r=2 =1 je[o,k—1]"~*
1p=m—1

> > (~1)"*70} 0}, Ci(B)

=1 r=l i€[0,k—1]",5;=m—1,

b1 Fk—1
= (a1) + (br).
Therefore
n n—1 _
(a1) + (a2) = > (=)HTHLCi(0}E).
r=11=1 4e0k—1]""!
y7=m—1

The term (by) can be rewritten as

=zi S (g,
=1 r=I

+1  ¢€[0,k—1]"
ij=m—1i,#k—1
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and (by) as

n [—1

(b2) = > > (=1)"alolCiyE)
=2 r=1 i€[0,k—1"
iy=m—1,ip£k—1

n—1 n

=22 > (UGS
r=1l=r+1 i€[0,k—1]"
ij=m—1,ir#k—1

Therefore, the sum (by) + (b2) is zero, and

n—1 n—1
ST (1O (E) Zean — Y (— 1) UET(BLE).
r=1 r=1

We proceed in the same way to prove the equalities for ° and 92. For 9°

., we split
the sum in ¢, = 0 and 4, # 0. For 83 in the index k£ — 1 as in the case 87,1.

O
For every n, let
U : Z.Sp, (X)) — ZCp(X)

be the composition

Uk ZSp, (X)X ZSGR(X), 2% 70,(X),

modified by the canonical isomorphisms, so that every direct sum of tensor, exterior and
symmetric products is ordered by the lexicographic order of the corresponding multi-
indices.

Corollary 4.2.39. For every scheme X, there is a well-defined chain morphism

U Z.Sp.(X) — ZCh(X).

4.3 The transgression morphism

Fix Cp to be a category of schemes over a base scheme B. In this section, we introduce
all the ingredients for the definition of Adams operations on the rational algebraic K-
theory of a regular noetherian scheme. Let X be a scheme. We first define a chain
complex ZC*D(X ) that is the target for the Adams operations. Then, we prove that it
is quasi-isomorphic to the chain complex of cubes with rational coefficients. Hence, its
rational homology groups are isomorphic to the rational K-groups. Finally, we define a
morphism, the transgression morphism, from ZC,(X) to a new chain complex Z Sp*D(X ),
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whose image consists only of split cubes. Then, for each k, the morphism U¥ defined in
the previous section induces a morphism

vk z8pD(X) — ZoB(X).

Composing with the transgression morphism we obtain a chain complex (denoted, by
abuse of notation, by ¥*):

Uk NCL(X) — ZOW(X) — ZOP(X).

4.3.1 The transgression chain complex

Let P! = IF’}B be the projective line over the base scheme B and let
O=P'\ {1} =Al

As stated in section 3.2.1, the cartesian products (P!) and [0 have a cocubical scheme

structure.
Let X x (P1)® and X x " denote X x g (P')” and X x g [" respectively. Since most
of the constructions will be analogous for P' and for O, we write

B =P or O

Fori=1,...,nand j =0, 1, consider the chain morphisms induced on the complex
of cubes

8 = (Idx &) ZO.(X x B") — ZCO,(X x B"™'),
o; = (Id x 0')* : ZC.(X xB" 1) = ZC.(X x B").

These maps endow ZC, (X x B’) with a cubical chain complex structure. Observe that if
(z1:91),- .., (%n : yn) are homogeneous coordinates of (P)", then &Y corresponds to the
restriction map to the hyperplane x; = 0 and 5,} corresponds to the restriction map to
the hyperplane y; = 0. On the affine lines, with coordinates (1, ..., t,) where t; = —%

Ti—Y;’
the map 5? corresponds to the restriction map to the hyperplane ¢; = 0 and the map 6}

to the restriction map to the hyperplane ¢; = 1.
Let ZCE*(X) be the 2-iterated chain complex given by

ZCy (X)) = ZCr(X x B"),
and differentials

d = dg,(xxBn)
§ o= ) (-1

Denote by (ZC2(X),d,) the associated simple complex.
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Observe that, by functoriality, the face and degeneracy maps 8f and sg , as defined in
section 1.3.3, commute with 6] and o;. Therefore, there are analogous 2-iterated chain
complexes

ZCE (X) = ZC.(X x B")/ZD.(X x B"),
NCE (X) = NC.(X xB").

Recall from 4.1.2 that NC,(X x B™) is the normalized complex of cubes in X x B" and
from 1.3.3 that ZD,(X x B™) is the complex of degenerate cubes in X x B™. That is,
we consider the normalized complex of cubes and the quotient by degenerate cubes to
the first direction of the 2-iterated complex ZC}f'fn (X).

In addition, the second direction of these 2-iterated complexes corresponds to the
chain complex associated to a cubical abelian group. Therefore, one has to factor out
by the degenerate elements.

Let ZCy(X x [0")4eg C ZC4(X x [O") be the subcomplex consisting of the degenerate
elements, i.e. that lie in the image of o; for some ¢ = 1,...,n. Analogously, we define
the complexes

NCE (X)qeg = NCZ(X) N ZCH(X x O") geg,

and
ZCE (X )aeg = ZOH(X X O")deg/ZDy (X % O")geg

of degenerate elements in N C’En(X ) and zCEn(X ) respectively.
We define the 2-iterated chain complexes,

ZC(X) == ZCT,(X)/ZCE, (X )dee,
NCEL(X) = NCEL(X)/NCEL(X) ey
Denote by (ZC?(X), ds) and (NC’?(X), ds) the simple complexes associated to these

2-iterated chain complexes.

Proposition 4.3.1. If X is a reqular noetherian scheme, the natural morphism of com-
plexes

NC.(X) = NCE(x) — NCO(X)
induces an isomorphism in homology groups with coefficients in Q.

Proof. Consider the first quadrant spectral sequence with E° term given by
Y, = NCE,(X) 2 Q.

When it converges, it converges to the homology groups Hi (N C?(X ),Q). If we see

that for all n > 0 the rational homology of the complex N CEn(X ) is zero, the spectral
sequence converges and the proposition is proven.
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This is proved by an induction argument. For every j =1,...,n, let
0,5 ! |
Ncr,ﬁ](X)dey = Z (NC* n— 1(X)) € NCr,n(X)dEQ
i=1

and let N C’E 2 (X) be the respective quotient. We will show that, for all n > 0 and
j=1....n, B
H.(NCZ](X),Q) = 0.

For j =1and n >0,
NC(X) = NCT,(X) /oy (NCE,_ (X))

By the homotopy invariance of algebraic K-theory of regular noetherian schemes (see
section 1.3.4), the rational homology of this complex is zero. Then, if j > 1 and n > 1,

N CE +(X) is the cokernel of the monomorphism

NCEi- lx) Z

*,n—1

NC(X)
E — oj(E).

Since by the induction hypothesis both sides have zero rational homology, so does the
cokernel. O

Observe that in the proof of last proposition, the key point was that for regular
noetherian schemes, the K-groups of X x 0" are isomorphic to the K-groups of X.
In the case of projective lines, the situation is slightly trickier, because the K-groups
of X x P! are not isomorphic to the K-groups of X. We have to use the Dold-Thom
isomorphism relating both groups. This implies that we shall also factor out by the class
of the canonical bundle on (P!)".

Let p1,...,p, be the projections onto the i-th coordinate of (P!)". Consider the
invertible sheaf O(1) := Op1(1), the dual of the tautological sheaf of P!, Opi(—1). We
define then the 2-iterated chain complexes

NCE (X)iey = Za, Cra1(X)) +pO(1) ® 0;(NCy,, 4 (X)),
Ncgn(X) = NCEn<X)/NCr,n<X)d€g

Denote by (N C? (X),ds) the simple complex associated to this 2-iterated chain complex.

Proposition 4.3.2. If X is a reqular noetherian scheme, the natural morphism of com-
plezes ~ ~
NCL(X) = NCy(X) = NC{(X)

induces an isomorphism on homology with coefficients in Q.
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Proof. The proof is analogous to the proof of the last proposition. By considering the
spectral sequence associated with the homology of a 2-iterated complex, we just have to
see that for all j,

H.(NCFi(X),Q) =0.
For j =1 and n > 0, it follows from the Dold-Thom isomorphism on algebraic K-theory

of regular noetherian schemes. For j > 1 and n > 1, N Cf, J(X) is the cokernel of the
monomorphism

NCIITH(X) @ NCLITI(X) — NCHIY(X)

(Eo, El) — O’j(Eo) +p;<0(1) X O‘j(El).

Since by the induction hypothesis both sides have zero rational homology, so does the
cokernel. n

Remark 4.3.3. Let
ZCY,(X)aeg = Y 0iZCY, (X)) +p;O(1) ® 04(ZCY,, 1 (X)),
i=1

Zcﬁn(x)deg = ZCEn(X)deg/ZDr(XX (Pl)n)dega

and let o N ~
ZCy,(X) == ZCy, (X) /ZCER(X)deg.

Denote by (ZC? (X),ds) the simple complex associated to this 2-iterated chain complex.

It follows from the definitions that there is an isomorphism

ZCT(X) = NCF(X).

4.3.2 The transgression of cubes by affine and projective lines

Let z and y be the global sections of O(1) given by the projective coordinates (z : y) on
P!, Let X be a scheme and let py and p; be the projections from X x P! to X and P!
respectively. Then, for every locally free sheaf F on X, we denote

E(k) :=poE @ piO(k).
The following definition is taken from [15].
Definition 4.3.4. Let
. A A
F:0—-F —FE —FE —0

be a short exact sequence. The first transgression by projective lines of E, tri(F), is the
kernel of the morphism

E'(1)® E*(1) — E?*©2)
(a,0) = fHa)@z—-by.
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Observe that this locally free sheaf on X x P! satisfies that

5?tr1(E) = tI'l(E)‘x:O :E17
Sttri(E) = tri(E)|y—o = im f° @ E%
By restriction to [, we obtain the transgression by affine lines.
From now on, we restrict ourselves to the affine case. However, all the results can be
written in terms of the complexes with projective lines.

Let E be an n-cube. We define the first transgression of E as the (n — 1)-cube on
X x [O! given by

try(B) = tr1(8)  ,E),  forallje{0,1,2}"",

n
i.e. we take the transgression of the exact sequences in the first direction. Since try is a
functorial exact construction, the m-th transgression sheaf can be defined recursively as

tr, (E) = try trp,—1(E) = tr; ™ tr(E).

It is a (n — m)-cube on X x ™. In particular, tr,(F) is a locally free sheaf on X x O".
Observe that the transgression is functorial, i.e., if E v, F' is a morphism of n-cubes,
then there is an induced morphism

) tr’m (w)

tr, (B tro, (F),

for every m = 1,...,n. In particular, for every n-cube F and i = 1,...,n, the morphism
of (n — 1)-cubes
0
OE L ol E,
induces a morphism

I'm 0
i (OO E) L),

trm(ailE)a
form=1,...,n—1.
Lemma 4.3.5. For every n-cube E andi=1,...,n, the following identities hold:
8V trp(E) = tr,_1(0}E), (4.3.6)
SHtrp(E) =2 imtr,_1(fY) @ tr,_1(07E), (4.3.7)
with the isomorphism being canonical, i.e. a combination of commutativity and associa-
tivity isomorphisms for direct sums, distributivity isomorphism for the tensor product of

a direct sum and commutativity isomorphisms of the pull-back of a direct sum with the
direct sum of the pull-back.

Proof. The proof is straightforward. For n = 1 it follows from the definition. Therefore,

S trp(E) = 02try .7 try(E)
= trp—; (921 tri_l(E) = trn_l((?}E).
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For the second statement, observe first of all that there is a canonical isomorphism
trp,(A® B) & tr,(A) @ tr,(B). It follows by recurrence from the case n = 1. So, let E, F’
be two short exact sequences. Then, tri(E @ F') is the kernel of the map

(E1 @ F)(1) @ (B2 © F3)(1) — (B2 © F2)(2),
while trq(E) @ tr;(F) is the direct sum of the kernels of the maps
Ei(1) ® Ex(1) — Ex(2), Fi(1) @ Fy(1) — F»(2).

Hence, there is clearly a canonical isomorphism. Therefore

61 tr,(E) Shtry .7 try(E)
trp—i (im tri_1 (f7) @ tri_1 (0] E))

imtr, 1 (f) @ tr,_1 (0 E).

1

O]

Remark 4.3.8. Since the isomorphisms in (4.3.7) are canonical, if F Y Fisa morphism
of n-cubes, for every i we obtain a commutative diagram

511 try, (1/))

5 tr, (E) 5L tr, (F)

gl ig

imtr,_1(f°) @ tr,—1(0?E) — im tr,—1(f) & tr,—1 (92 F).

Observe that for every n-cube E, the (n — m)-cube tr,,(E) is obtained applying tr;
on the directions 1,...,m. In the next definition, we generalize this construction by
specifying the directions in which we apply the first transgression.

Definition 4.3.9. Let ¢ = (i1,...,in—m), with 1 < i} < -+ < ip_p < n. We define,
tré,(E) € Cl,, n(X), by
trl (E)7 = tr, (Y E),  forall j € {0,1,2}"™.

Observe that this means that we consider the first transgression iteratively in the
directions not in the multi-index %, from the highest index to the lowest.
By convention, the transgressions without super-index correspond to the multi-index

i = (m+1,...,n). The following lemma is a direct consequence of lemma 4.3.5.
Lemma 4.3.10. Let i = (i1,...,0p—m) with 1 < i3 < -+ <'ip_m < n. Then, for every
fizedr =1,...,m, let i’ =i —1"1" and let (v1,...,vm) be the ordered multi-index with

the entries in {1,...,n}\ {i1,...,in—m}. Then,
Ot (B) = trf_1(95, E),
Sltrt (F) = im trf;_l(fgr) & tr? (02 E) (canonically).

m—1
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4.3.3 Cubes with canonical kernels

We introduce here a new subcomplex of ZC,(X), consisting of the cubes with canon-
ical kernels. In this new class of cubes, the transgressions behave almost like a chain
morphism. Namely, if F is an n-cube with canonical kernels, we will have

O trp(E) = tr,_1(0'E),

Sttrp(E) =2 tr,_1(0VE) @ tr,_1(0E). (4.3.11)
Definition 4.3.12. Let E be an n-cube. We say that E has canonical kernels if for
every i = 1,...,n and j € {0,1,2}"" !, there is an inclusion (0YE)J C (9} E)7 of sets

and moreover the morphism
f2:00F - 0lE

is the canonical inclusion of cubes.

Let KCp,(X) C C,(X) be the subset of all cubes with canonical kernels. The differ-
ential of ZC, (X)) induces a differential on ZK C,(X) making the inclusion arrow a chain
morphism.

0 1
Let E be a 1-cube i.e. a short exact sequence E° T El TN E?. Then, we define

0 0o f% . 0

AME) : 00— E° —imf —0,
1 1 1t

M(E) : 0—kerf — E — E*—0.

Both of them are 1-cubes with canonical kernels. Then, we define

M(E) = M(E) - \N(E) € ZKCy(X).

For an arbitrary n-cube E € Cp,(X) and for every i = 1,...,n, let \?(E) and \}(E)
be the n-cubes which along the i-th direction are:

HN(E) = 0 OGN (E) = im f]
OIN(BE) = OE oI\ (BE) = O/E
GN(E) — mf0  OUE) — 02F,
Then, we define
N(E) = —N(E)+XN(E), i=1,...,n,
_ An s A(E), ifn >0,
AE) = {E if n=0.

Proposition 4.3.13. The map
A ZCy(X) = ZKCy(X)

s a morphism of complezes.
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Proof. First of all, observe that the image by A of any n-cube F, is a sum of n-cubes
with canonical kernels. It is a consequence of the fact that for any commutative square
of epimorphisms,

4-1.p

It
C‘.)D

j ’

the set equality ker(kerg — ker h) = ker(ker f — ker j) holds. The equality d\(E) =
Ad(E) follows from the equalities

F A AL M(E) = (M- A M (B)),
02+ N+ (B)),

Mimi-M(OE), j =12,

= A1 M (OVE).

~— — — ~—
I

4.3.4 The transgression morphism

Observe that the face maps (53 of [0 induce morphisms on the complex of split cubes
8 ZSp,(X x O") — ZSp,(X x O"71).
Let Z SpE* (X) be the 2-iterated chain complex given by
ZSpry,(X) = ZSp,(X x O"),
and differentials

d = dsp, (xxOn),
5= > (-1)He.

Let (Z SpE(X ),ds) be the associated simple complex. Using the transgressions, we
define here a morphism of complexes

ZKC.(X) L zSpP(X)
which composed with A gives the transgression morphism
ZC.(X) L ZSpP(X).

For every n-cube E with canonical kernels, the component of T'(E) in ZSpEn(X ) is
exactly (—1)"tr,(E). However, the assignment

E s (—1)" tr(E)
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is not a chain morphism. The failure comes from equality (4.3.11), since, first of all, the
equality holds only up to some canonical isomorphisms, and second, a direct sum is not
a sum in the complex of cubes. We will add some “correction cubes” in Z SpE,m’m(X )s
with m # n, in order to obtain a chain morphism 7.

We start by constructing the morphism step by step in the low degree cases, deducing
from the examples the key ideas.

The transgression morphism for n = 1,2. Let F be a 1-cube with canonical kernels.
Then,

Stry(E) = =67 tr1(E) + 6 tr1(E) = —E' + 61 tr1(E).
We know that there is a canonical isomorphism (which in this case is the identity):
6itry(E) = E° @ E?.
Hence, the differential of
T(E) = (- tr1(E), E® — 6] tr1(E) — E%) € ZCgh(X) @ ZCTH(X)

is exactly B! — EY — E? € ZCy(X).
Let E be a 2-cube with canonical kernels. Then,
Stro(E) = —060tro(E) + 0] tro(E) + 09 tra(E) — 63 tra(E)
= — trl(ﬁllE) + 5% tI‘Q(E) + trl((?%E) — 5% tI‘Q(E).
Let
T{(E) = tr1 (0 E) — 0} tra(E) — tr1(02F),

where the arrows are defined by the canonical isomorphism 4} tra(E) = tri(0YF) @
tr1(0?F). Let

00 61 tri (E*0) E20
Ty(E) = 61 try (E%) —— 6163 tra(B) —— 81 tr1 (E?*)
E02 o1 try (E*2) E*%,

with the arrows induced by the canonical isomorphisms of lemma 4.3.5. Then, for n = 2,
we define

T(E) = (tr2(E), Y (-1)'T{(E), Ta(E)) € ZCGH(X) & ZCT (X) @ ZCh(X).
i=1,2
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By lemma 4.3.10, since F is a cube with canonical kernels, these cubes are all split. We
fix the splittings to be the canonical isomorphisms of lemma 4.3.10. Then, in ZC‘E1 (X)a

ZCTH(X),

dT(E) = (3ta(E)+ ) (~1)'dT{(E),— ) (=1)'0T{(E) + dT3(E))

i=1,2 i=1,2

= > ) ()T E).

i=1,2 j=0,1

The transgression morphism. Recall that if j € {0,1,2}™, we defined in section
4.2.1

s(g) = #{rl jr = 1},

and the multi-index u(j) = (u1,...,uy;)) with u; the indices such that j,, = 1 and
ordered by uy < -+ < uyy). Con51der the set of multi-indices

JyT = {i: (ila---ain—m)| 1< < <ipm Sn}
Then, for every ¢ € J)* and j € {0,1,2}"~™, we define

1(J) = Gugstuy — 1, oo,y =+ 1, —s(gj)+1).

Definition 4.3.14. Let E be an n-cube with canonical kernels. For every 0 < m < n
and i € J™, we define T} (E) e zCY  (X) as the (n—m)-cube on X x ™ given

n—m,m n—m,m
by:

» If j € {0,2}"™ then

Ti (B =t (E) = tr,, (9 E).

n—m,m
» If j € {0,1,2}" ™ with j; = 1 for some k, then we define

T'L (E))au(])(ﬂ)

n—m,m

1 u( ()
() : = (4 i(5) trm—:s( )

That is, we start by considering the first transgression of F, iteratively, in the directions
s not in the multi-index ¢ and in those i5 with j; = 1. This gives a (n —m — s(j))-cube
on X x O™*s() . Then, we apply 5! for each affine component coming from a direction
with js = 1. We obtain a (n — m)-cube on X x O™,

Observe that in the above definition, the second case generalizes the first case.

Lemma 4.3.15. For every n-cube E with canonical kernels and every ¢ € J]', the cube
T (E) is split.

n—m,m
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Proof. 1f j € {0,1,2}" ™, it follows by lemma 4.3.5 that,

i j A4 (3) A (d) ~ i o™ (5
Ty mm(E) = (51.1(3.) tfmfs)(j)(E)) @) ~ @ tré (E) i@
me{0,2}s()

O

Observe that for any morphism of n-cubes E — F, there is a commutative square

T m(EY T m(F)

n—m,m
Nl

-

oot ()7 ) @ i (F) 9,
me{0,2}5) me{0,2}50)

Finally, we consider

Toomml(E) = 3 (~L)fitomingi gy ezspl (X)), (4.3.16)
ey
wherea(k):1+..,+k:@.

Proposition 4.3.17. The map

n
T
m=0
E — Ty mm(E)
is a chain morphism.

Proof. We have to see that T' commutes with the differentials. Remember that the
differential ds in the simple complex is defined, in the (n — m,m)-component, by d +
(—=1)"~™g. Therefore, we have to see that for every m = 0,...,n — 1, the equality

AT —mm + (1" T 11 = Tnm—1.md (4.3.18)

holds. The right hand side is

n 2
T = 303 T 00

r=1 j=0

- 3

r=1j

(_1)r+j Z (_1)\i\+a(n—m—1)+mTi

n—m—1,m
0 ieJroml

&

n 2
-
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We compute the terms d and d on the left hand side separately.

dTn—mym - Z Z I’LH_U " m)+7"+m(80 81 + 82)T7'§ m,m:*
r=1 jegn—m
y definition, &%, = TT? (2 1:7':1 ol if1=0,2.

Since (—1)c(n—m)4n—m — (_1)o(n=m=1) e obtain

dTn—mn’n == Z(_l)r[Tn—m—l,magT+Tn—m—1,m81'2T] -
r=1

Z Z |’L|+7’+U(n m)—i—ma?%T; -

ieJn—mr=1

For the summand corresponding to the differential §, one has that
(_1)m5Tnfmfl,m+1 = (1) +(2),
with

(1) _ _Z Z |'L|+an m— 1)+T‘5T R Lmtls

r= 11€Jnm 1

(2) = Z Z |’L|+U(n me 1)+r57’ n—m—1m+1-*

r=14egn—m-1
For every j € {0,1,2}" ™~ we obtain by definition

By (8)\ Qua) (9)
(607 ) :(595;(j)tr 6) ) e

r-n—m,m m+s(g)

Using the commutation rules of the faces 0} and 0}, we obtain that
i—1nm- 1

ST = To i 0 O,

r-n—m,m n—m—1,m

where [ is the maximal between the indices k, such that r + k& — 1 > 4;. Therefore,

m n—m-—1

(1) _ Z Z ( )|1,|+cr(n m— 1)+r+1Tn WlLJrllmal

r=1 [=0 seJn—m-1
l=max{k|r+k—1>ix}

m
_ Z Z ( )\zH—a(n m—1)+1+s— lTn ni+11m asl

s=1 =0 iejg*mfl
l=max{k|s—l+k—1>i}}

— Z ( )\zH—o(n m—1)+n— m+sT'L

n—m—1,m

3

81
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All that remains is to see that

(2): n m—1 Z Z z|+r+an m)alT;; mm = (*)

iegn—mr=1

Recall that

1t _ i s ()0 (%) Ou(s) (9)
(8rTn mm)'7 (Tn mm) () (51(5T_7) m_~_]5(_7)+1) :

1 = (511(3.)5%77,“. Therefore,

An easy calculation shows that 5i(51j)
oIt =6} 79t
r-n—m,m Lr—T 1 n— m,m

and hence,

(*> _ Z Z zH—r—‘ran m)alT; m

ieJnmr=1

— Z Z z\+r+on m)ézl 7«+1T8ﬂ
- n—m,m

seJn—mr=1

S IID Y LU T

iEJn7m71 r=1

R S 3 e e e A}

ieJn m—1 pr=1

and the proposition is proved. O

4.4 Adams operations on rational algebraic K-theory
To sum up, we have defined the following chain morphisms:
» In section 4.3, we defined a morphism
70, (X) 5 ZSpP(X).
That is, a collection of split cubes on X x [J* is assigned to every n-cube.

» In section 4.2, for every k > 1, we defined a chain morphism

K ZSp,(X) — ZC.(X).
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Since the maps ¥* and T are functorial, they are natural on schemes X in Cg.
Therefore, there is an induced map of 2-iterated chain complexes

vt z8p2, (%) — 2T, (X) — ZCT,(x),

which induces a morphism on the associated simple complexes

Uk 25pP(X) — ZOD(X) — ZCeB(X).
The composition with the morphism 7' gives a morphism

Uk 20, (X) — ZOD(X) — ZeB(x) = NCD(X).

Finally, considering the normalized complex of cubes of lemma 4.1.6, we define

Uk NCL(X) — ZC,(X) — NCP(X).
Corollary 4.4.1. For every k > 1, there is a well-defined chain morphism

Uk NC,L(X) — NCP(X).
If X is a regular noetherian scheme, then for every n, there are induced morphisms
U K (X) @ Q — Kn(X) @ Q.

Proof. 1t is a consequence of lemmas 4.1.9 and 4.3.2. O

Theorem 4.4.2. Let X be a reqular noetherian scheme of finite Krull dimension. For
every k > 1 and n > 0, the morphisms

UF K (X)®Q — K\(X)®Q
of corollary 4.4.1, agree with the Adams operations defined by Gillet and Soulé in [28].

Proof. We have constructed a functorial morphism, at the level of chain complexes,
which by definition can be extended to simplicial schemes. Moreover, they induce the
usual Adams operations on the Kyp-groups, i.e. the Adams operations derived from the
lambda structure coming from the exterior product of locally free sheaves. Then, the
statement follows from corollary 2.4.4. O

Corollary 4.4.3. The Adams operations defined here satisfy the usual identities for any
finite dimensional reqular noetherian scheme.
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Chapter 5

Adams operations on higher
arithmetic K-theory

Let X be an arithmetic variety over the ring of integers Z. In order to define the arith-
metic Chern character on hermitian vector bundles, Gillet and Soulé have introduced in
[26] the arithmetic Kq-group, denoted by Ky(X). They endowed Ko(X) with a pre-A-
ring structure, which was shown to be a A-ring structure by Rossler in [50]. This group
fits in an exact sequence

Ki(X) L @ D* (X, p)/imdp — Ko(X) — Ko(X) — 0, (5.0.1)

p=>0

with p the Beilinson regulator (up to a constant factor).

Two different definitions for higher arithmetic K-theory have been proposed. Initially,
it was suggested by Deligne and Soulé (see [54] §111.2.3.4 and [16], Remark 5.4) that these
groups should fit in a long exact sequence

s = K1 (X) & HET"HXR(p) — Ka(X) = Kn(X) — .,

extending the exact sequence (5.0.1). Here H}, (X, R(p)) is Deligne-Beilinson cohomology
and p is the Beilinson regulator. This can be achieved by defining IA(n(X ) to be the
homotopy groups of the homotopy fiber of a representative of the Beilinson regulator
(for instance, the representative “ch” defined by Burgos and Wang in [15]).

If X is proper, in [57], Takeda has given an alternative definition of the higher
arithmetic K-groups of X, by means of homotopy groups modified by the representative
of the Beilinson regulator “ch”. We denote these higher arithmetic K-groups by f({ (X).
In this case, these groups fit in exact sequences

Kpi1(X) 5 @Dprnfl(X,p)/imdp — KI(X) - K, (X) — 0,
p=>0

analogous to (5.0.1).

209
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The two definitions do not agree, but, as proved by Takeda, they are related by a
natural isomorphism:

Kn(X) 2 ker(ch: KI'(X) — D*"(X,p)), n=>0.

In this chapter, we give a pre-A-ring structure on the higher arithmetic K-groups
I?n(X)@ and IA(;{(X)Q It is compatible with the A-ring structure on the algebraic K-
groups, K, (X), defined by Gillet and Soulé in [28]. Moreover, for n = 0 we recover the
A-ring structure of Ko(X).

The chapter is organized as follows. The first two sections cover the preliminaries.
Specifically, in the first section, we recall the construction of the chain morphism “ch”
given by Burgos and Wang in [15]. In the second section we give the definition of the
higher arithmetic K-groups due to Deligne-Soulé and Takeda. The last two sections are
the central work of the chapter. In the third section we give a homological version of
the higher arithmetic K-groups of Takeda tensored by Q. The fourth section is devoted
to prove the commutativity of the Adams operations of chapter 4 with “ch”. We then
define the Adams operations on the higher arithmetic K-groups.

Notation. If A is an abelian group, we denote
Ag =A®Q.

The general facts on chain complexes and iterated chain complexes used in this chapter
where discussed in section 1.2.

5.1 Higher Bott-Chern forms

We recall here the Burgos-Wang construction of the Beilinson regulator, given in [15].
Using the chain complex of cubes (see section 1.3.3), the transgression morphism (see
section 4.3), and the Chern character form of a vector bundle, they obtained a chain
morphism whose induced morphism in homology is the Beilinson regulator.

We focus the discussion on the case of smooth proper complex varieties, since this
will be the case in our applications. Nevertheless, most of the constructions can be
adapted to the non-proper case by using hermitian metrics smooth at infinity. See the
original reference for details.

In this section, all schemes are over C.

5.1.1 Chern character form

We recall here the construction of higher Bott-Chern forms, due to Burgos and Wang, in
[15]. These forms are the extension to hermitian n-cubes of the Chern character form of
a hermitian vector bundle. For details, see the given reference or alternatively see [11],
3.2.



5.1 Higher Bott-Chern forms 211

Let X be a smooth proper complex variety. A hermitian vector bundle E = (E, h)
is an algebraic vector bundle F over X together with a smooth hermitian metric on E.
The reader is referred to [60] for details.

For every hermitian vector bundle E, there is a closed differential form

ch(E) € HD*(X,p),
p>0

representing the Chern character class ch(E) = [ch(E)] € H},(X). Let K% denote the
curvature form of the only connection on E that is compatible with both the metric and
the complex structure. Then, the Chern character form is given by

ch(E) = Tr(exp(—K5)).

Although the class of ch(E) is independent of the hermitian metric, the form depends
on the particular hermitian metric.
The following properties are satisfied:

» If £ = F is an isometry of hermitian vector bundles, then

ch(E) = ch(F).

» Let F; and Ey be two hermitian vector bundles. If F; & F5 and E; ® E5 have the
hermitian metrics induced by those on E; and E5, then

Ch(El D Eg) = Ch(El) + Ch(EQ),
Ch(El & Eg) = Ch(El) VAN Ch(Eg)

5.1.2 Hermitian cubes

Let X be a smooth proper complex variety. Let P(X) be the category of vector bundles
over X. Let P(X) be the category whose objects are the hermitian vector bundles over
X, and whose morphisms are

Homﬁ(x)

((E,h), (B, }/)) = Homp(x(E, ).
The category 73(X ) inherits an _exact category structure from that of P(X).

We fix a universe U so that P(X) is U-small for every smooth proper complex variety
X. Every vector bundle admits a smooth hermitian metric. It follows that the forgetful
functor

P(X) — P(X)

is an equivalence of categories. Its quasi-inverse is constructed by choosing a hermitian
metric for each vector bundle. Therefore, the algebraic K-groups of X can be computed
in terms of the category P(X).
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Denote by §(X ) the Waldhausen simplicial set corresponding to the exact category
P(X) and let ZCy(X) = ZC.(P(X)). The cubes in the category P(X) are called
hermitian cubes.

Let ZC,(X) and NC,(X) denote the quotient of the complex of cubes by the degen-
erate cubes and the normalized complex of cubes. Recall that these complexes compute
the K-groups of X tensored by Q.

Hermitian cubes with canonical kernels. Let E be a hermitian vector bundle and
let F C E be an inclusion of vector bundles. Then F inherits a hermitian metric from
the hermitian metric of E. It follows that there is an induced hermitian metric on the
kernel of a morphism of hermitian vector bundles. Hence, it makes sense to extend the
definition of cubes with canonical kernels of 4.3.12 in the following sense.

Definition 5.1.1. Let E be a hermitian n-cube. We say that E has canonical kernels
if for every i = 1,...,n and j € {0,1,2}""1, there is an inclusion (YE)¥ C (9}E)7 of
sets, the morphism

f2:0'FE - 0lE

is the canonical inclusion of cubes and the metric on 8?@ is induced by the metric of
O} E by means of f7.

Let ZK 6*(X ) denote the complex of hermitian cubes with canonical kernels. The
quotient of the complex of cubes with canonical kernels by the degenerate cubes with
canonical kernels is denoted by ZKC,(X).

Remark 5.1.2. In [15], Burgos and Wang defined the notion of emi-cubes, in order to
define the morphism “ch”. With the notation of last definition, the emi-cubes are those
for which the metric on 9?F is induced by the metric of 9} E, without the need of f? to be
the set inclusion. In loc. cit., the purpose was that the Chern form of the transgression
bundle associated to a cube defined a chain morphism. Our more restrictive notion arises
because we want the transgression to define a morphism, before being composed with
the Chern form.

Lemma 5.1.3. The morphism X\ : ZCph(X) — ZKC,(X), as defined in section 4.3.3,
induces a morphism R R
AN ZC(X) = ZKC(X).

Proof. See [15], lemma 3.7. O

5.1.3 The transgression bundle and the Chern character

Recall that the transgression bundle of an n-cube E, tr,(E), was defined in section 4.3.2.
The Fubini-Study metric on P! induces a metric on the line bundle O(1). We denote
by m the corresponding hermitian line bundle.
Observe that given a hermitian n-cube E, the transgression bundle tr,(E) has a

hermitian metric naturally induced by the metric of E and by the metric of O(1).
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Proposition 5.1.4 (Burgos-Wang). For every n-cube with canonical kernels E, the
following identities hold:

69 ch(tr,(

n E)) = Ch(trnfl(ailE))v
61 ch(tr, (E

() = ch(tr,1(9E)) + chtr,_1 (97E)), (5.1.6)

Proof. 1t follows from lemma 4.3.5. Just observe that the direct sum decomposition
(4.3.7) is orthogonal. O

The cochain complex of differential forms on X x (P!)", 15[}1(X ,p), was defined in
section 3.5. It is the simple complex associated to the 2-iterated complex

~ D"(X x (P')",p)
Dy "(X,p) == ’
P (Xp) Dy + Wy,

By proposition 3.5.7, there is a quasi-isomorphism of complexes
Di(X,p) & D*(X,p),

given by
1

erna n T’T'L 07
aeD"(X x (Pl)n,p) — m(aeT,) = { @mi)n f([P’l) ae n > .
« n = u.

Recall that ZS;p “*(X, p) is the chain complex associated to the cochain complex ZSI’EE(X ,0)[2p]
and that T, is the differential form

1 . L Q1 *\1T
T, = Tn‘ Z(—l)lsﬁ € Dﬁ)g((c ) ,TL),
=1

with

. d o d o2
S:L: Z (—1)010g’20(1)|2&/\/\ 72 (+1) N — .
0EG, 2o (2) 2o (i) Zo(i+1) Zo(n)

Let X be a smooth proper complex variety and, for every n > 0, let

ZCu(X) & DD (X, p)

p=>0
be the morphism defined by
ch(E) = (—1)" ch(tra (A(E))) € D*(X x (P1)",p)

for every hermitian n-cube E.
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Theorem 5.1.7 (Burgos-Wang). Let X be a smooth proper complex variety. The mor-
phism ch is a chain morphism. The induced morphism

K (X) % H(ZC.(X)) > @ HY ™" (X, R(p))
p=0
agrees with the Beilinson regulator.
Theorem 5.1.8 (Burgos-Wang). Let X be a smooth proper complex variety.
(1) There is a chain morphism

ZC.(x) & P D¥ (X, p), (5.1.9)

p=>0

(2) The composition

Kn(X) 2 H,(ZO.(X)) = D HE (X, R(p))

p=0
is the Beilinson regulator.

The form ch,,(E) is called the Bott-Chern form of the hermitian n-cube E.

Remark 5.1.10. Observe that, by means of the isomorphism NC,.(X) = ZC,(X) of
lemma 1.2.36, the Chern character is also represented by the morphism

NC.(X) 2 PD¥(X,p)
p=>0

EeNCuh(X) — chy(E).

The next proposition tells us that the morphism “ch” maps the split exact sequences
to zero in the complex P, D (X, p).

Proposition 5.1.11. Let X be a smooth proper complex variety. Consider a split exact
sequence

= =0 =0 =1 ==l

EF:0—-F -E ¢F —FE —0
of hermitian vector bundles over X. Then, in the complex P, 15@1”**()(, p), it holds
ch(E) = 0.
Proof. Clearly, the exact sequence E already has canonical kernels. Let us compute
ch(tr1(E)). By definition, tri(E) is the kernel of the morphism

E'DeEMWeE Q) — E(Q

(a,b,c) — bRxr—c®y.
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For every locally free sheaf B, there is a short exact sequence
0-BLB1)eB1) % BE2) -0

where f sends b to (b® y,b® ) and g sends (b, c) to b®@ x — ¢ ® y. Moreover, if B is a
hermitian vector bundle, then the monomorphism f preserves the hermitian metric. It
follows that the hermitian vector bundle try(F) is Fo(l) ®E" and therefore

ch(try(E)) = ch(E"

(1) ®E") = ch(E"(1)) + ch(E").
Since ch(O(1)) = 1 +w € D? + W2, the differential form ch(EO(l)) + ch(El) is zero in
the complex ,,~ D (X, p). O

5.2 Higher arithmetic K-theory

In this section we discuss the extension to arithmetic varieties of the Chern character
on complex varieties. Then, we recall the definition of the arithmetic K-group given by
Gillet and Soulé in [26]. The last two sections are devoted to review the two definitions
of higher arithmetic K-theory.

Recall that the definition of an arithmetic ring and an arithmetic variety were given
in 3.6.1.

In this section we restrict ourselves to proper arithmetic varieties over the arithmetic
ring Z. Note, however, that most of the results are valid under the less restrictive hy-
pothesis of the variety being proper over C. Moreover, one could extend the definition of
higher arithmetic K-groups, I?n(X ), to quasi-projective varieties, by considering vector
bundles with hermitian metrics smooth at infinity and the complex of differential forms
Di(X, p).

5.2.1 Chern character for arithmetic varieties

If X is an arithmetic variety over Z, let X (C) denote the associated complex variety,
consisting of the C-valued points on X. Let F denote the complex conjugation on
X (C) and Xg = (X(C), Fy) the associated real variety.
Recall that the real Deligne-Beilinson cohomology of X is defined as the cohomology
of Xg:
HB(X,R(p)) = Hp(Xw, R(p)) = HB(X(C),R(p))"=="".

It is computed as the cohomology of the real Deligne complex:
D"(X,p) = D"(Xz,p) = D"(X(C),p) =",

ie.,

Hp(X,R(p)) = H"(D"(X, p),dp).
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Definition 5.2.1. Let X be a proper arithmetic variety over Z. A hermitian vector
bundle E over X is a pair (E, h), where E is a locally free sheaf on X and where h is a
F -invariant hermitian metric on the associated vector bundle E(C) over X (C).

Let 73(X ) denote the category of hermitian vector bundles over X. The simplicial set

~

S.(X) and the chain complexes 7.C, (X), Z.C, (X)and N a*(X ) are defined accordingly.
If E is a hermitian vector bundle over X, the Chern character form ch(FE) is F% -
invariant. Therefore

ch(E) e HD*(X,p).
p=>0

It follows that there is a chain morphism

25.(X)[-1] & Z0,(X) & @D D* (X, p).

p=>0

5.2.2 Arithmetic Ky-group

In [26], Gillet and Soulé defined the arithmetic Ko-group of an arithmetic variety, I/(\'O(X ).
We give here a slightly different presentation using the Deligne complex of differential
forms and the differential operator —209. The comparison of the two definitions is
already given by Takeda in [57].

Let X be an arithmetic variety and let D*(X,p) = D*(X,p)/imdp. Consider pairs
(E,q), where E is a hermitian vector bundle over X and where o € ®D,>0 D2-1(X, p)

is a differential form. Then, [?0 (X) is the quotient of the free abelian group generated
by these pairs by the subgroup generated by the sums

(B°, a0) + (B, 00) — (E', a0 + az — ch(E)),
for every exact sequence of hermitian vector bundles over X,
E:0—-E —E —-E -0,

and every ag, a2 € ,>¢ D2-1(X, p).
Among other properties, this group fits in an exact sequence

Ki(X) & @D (X, p) & Ko(X) S Ko(X) — 0

p=>0

(see [26] for details).
Gillet and Soulé, together with Rossler (see [50]), showed that there is a A-ring
structure on Ko(X).
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5.2.3 Deligne-Soulé higher arithmetic K-theory

Although there is no reference in which the theory is developed, it has been suggested
by Deligne and Soulé (see [54] §I11.2.3.4 and [16], Remark 5.4) that the higher arith-
metic K-theory should be obtained as the homotopy groups of the homotopy fiber of a
representative of the Beilinson regulator. We sketch here the construction, in order to
show that Adams operations can be defined.

Let D?P~*(X, p) be the complex with

I D2 (X,p) if n#0,
D (X’p):{o ) ifnio.

Let

ch : ZCo(X) — @ D "(X, p),
p=>0
be the composition of ch : ZCy,(X) — ®D,>0 D?~"(X, p) with the natural map

P o> (X, p) - PD* (X, p).

p=0 p=>0

Let () be the Dold-Puppe functor from the category of chain complexes of abelian
groups to the category of simplicial abelian groups (see [17]). Consider the morphism

k() : §.(X) = K.(Z5. (X)) C2 K ZE. (X)) (@D (X.n),
p=>0

and denote by |IC(cAh)\ the morphism induced on the realization of the simplicial sets.

Definition 5.2.2. For every n > 0, the (Deligne-Soulé) higher arithmetic K-group of
X is defined as R R
K, (X) = w41 (Homotopy fiber of |KC(ch)|).

Proposition 5.2.3. Let X be a proper arithmetic variety. Then,

(i) The group IA(O(X) agrees with the arithmetic K-group defined by Gillet and Soulé
in [26].

(ii) Let s(ch) denote the simple complex associated to the chain morphism ch. Ifn >0,
there is an isomorphism K, (X)gq = Hy,(s(ch), Q).

(iii) There is a long exact sequence

o Ky (X)L PN X R(p)) S Kn(X) S Ky (X) — -

with end N R
o Ky (X) D DX, p) S Ko(X) S Ko(X) — 0.
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Proof. The first and third statements follow by definition. The second statement follows
from proposition 1.2.30 and theorem 1.3.15. O

In section 5.3.2, we will endow @nzo IA{n(X ) with a product structures, induced by
the product structure defined by Takeda.
5.2.4 Takeda higher arithmetic K-theory

In this section we recall the definition of higher arithmetic K-groups given by Takeda
in [57]. He first develops a theory of homotopy groups modified by a suitable chain
morphism p. As a particular case, the higher arithmetic K-groups are given by the
homotopy groups of §(X ) modified by the Chern character morphism.

We use the theory on simplicial sets recalled in sections 1.1.1 and 1.1.2.

Let T be a pointed CW-complex and fix * € T a base point. Let Cy(T") be the
cellular complex of T' given by

Co(T) = Hy(skn(T), skn—1(T)).
The differential 0 is the connecting morphism
1o}
Hy (skn(T),sky—1(T)) = Hp1(skn-1(T), skn—2(T))
corresponding to the long exact sequence associated to the triple
(skn(T), skn—1(T), skn—2(T)).

For a reference on cellular homology see, for instance, [35] or any basic book on algebraic
topology. .

Let (W,,d) be a chain complex and denote W, = W, /imd. Suppose we are given a
chain morphism p : C,(T) — W,. Consider pairs (f,w) where

> f:S™ — T is a pointed cellular map, and,
> we Wn—&-L

Let I be the closed unit interval [0, 1] with the usual CW-complex structure. Two
pairs (f,w) and (f’,w’) are homotopy equivalent if there exists a pointed cellular map

h:S"xI/{x}xI—T
such that the following conditions hold:
(1) h is a topological homotopy between f and f’, i.e.
h(z,0) = f(z), and h(z,1)= f'(z).
(2) Let [S™ x I] € Cpy1(S™ x I) denote the fundamental chain of S™ x I. Then,
o = w0 = (1) (RS 1)),
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Being homotopy equivalent is an equivalence relation, which we denote by ~. Then, for
every n, the modified homotopy group 7, (T, p) is defined to be the set of all homotopy
classes of pairs as above. Takeda proves that these are abelian groups.

Let X be a proper arithmetic variety over Z. Let |S.(X)| denote the geometric
realization of the simplicial set S. (X). It follows that |S (X)| is a CW-complex.

Let D$ (X) C 7S, (X) be the complex generated by the degenerate simplices of £ S. (X).
The cellular complex C, (|S (X)]) is naturally isomorphic to the complex 7., (X)/ Ds S(X).
In the sequel we will identify these two complexes by this isomorphism.

As shown in [57], theorem 4.4, the map ch o Cub maps the degenerate simplices of
S.(X) to zero. It follows that there is a well-defined chain morphism

ch: C.(|S.(X — PD* (X, p).
p>0

Definition 5.2.4 (Takeda). Let X be a proper arithmetic variety over Z. For every
n > 0, the higher arithmetic K-group of X, KI'(X), is defined by

KT(X) = Fun1(1S.(X)],ch)
= {(F:5" = 18X, ) |w e @DPNXP)}/ ~

p=>0
Takeda proves the following results:
(i) For every n >0, I?E;(X) is a group.
(ii) For every m > 0, there is a short exact sequence
Kt (X) L @ D71 (X,p) % RI(X) & Ko(X) = 0.

p=>0

The morphisms a, ( are defined by

a(e) =[(0,0)],  C([(f,)]) = [f].
(iii) There is a characteristic class
K7 () = @D "(X.p),
p=>0

such that
ch([(f, @)]) = ch(f(S™)) + dpa.

(iv) KT (X) is isomorphic to the arithmetic K-group defined by Gillet and Soulé in [26].

(v) There is a graded product on KT (X), commutative up to 2-torsion. Therefore,
KT (X)g is endowed with a graded commutative product.
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(vi) There exist pull-back for arbitrary morphisms and push-forward for smooth and
projective morphisms. A projection formula is also proved.

Lemma 5.2.5. Let X be a proper arithmetic variety over Z. Then, for every n > 0,
there is a canonical isomorphism

Kn(X) 2 ker (ch: KT(X) < @ D¥ (X, p) — PD¥"(X,p)).

p=>0 p>0

Proof. This is proved by Takeda in [57]. O

5.3 Rational Takeda higher arithmetic K-groups

By parallelism with the algebraic situation, it is natural to expect that the higher arith-
metic K-groups tensored by QQ can be described in homological terms. In proposition
5.2.3, we saw that the Deligne-Soulé higher arithmetic K-groups are isomorphic to the
homology groups of the simple complex associated to the Beilinson regulator “ch”, after
tensoring by Q. In this section we show that rational Takeda higher arithmetic K-groups
admit also a homological description. We prove that IA(E (X)q can be obtained consid-
ering a variant of the complex of cubes, together with what we call modified homology
groups.

5.3.1 Modified homology groups

We briefly describe here the analogue, in a homological context, of the modified homo-
topy groups given by Takeda in [57].

The modified homology groups are the dual notion of the truncated relative cohomol-
ogy groups defined by Burgos in [13], as one can observe comparing both definitions and
the satisfied properties. These groups appear naturally in other contexts. For instance,
one can express the description of hermitian-holomorphic Deligne cohomology given by
Aldrovandi in [2], §2.2, in terms of modified homology groups.

Moreover, these groups can be seen as a particular case of the modified homology
groups of a diagram as introduced in section 3.10.1, now with a diagram consisting of
one morphism A, — B,. To ease the reading of this chapter, we give the details of the
construction applied to this particular case.

Let (A, da) and (Bs,dp) be two chain complexes and let A, 2, B, be a chain

morphism. If B, = B,/imdp, consider pairs
(a,b) € A, ® §n+1, with dqa = 0.

We define an equivalence relation as follows. We say that (a,b) ~ (a/, V') if, and only
if, there exists h € A,,41, such that

dah=a—ad', and ph)=0-1V.

Let ZA, = kerdya be the group of cycles in A,.
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Definition 5.3.1. Let (A, da), (B, dp) be two chain complexes and let p : A, — B,
be a chain morphism. For every n, the n-th modified homology group of A, with respect

to p is defined as N
H, (A, p) ={(a,b) € ZA, ® Bni1}/ ~ .
The group H,(Ax, p) can be rewritten as

Hy(As, p) = {(a,b) € ZA, ® Byy1 }/{(0,dgb), (daa, p(a)),a € Api1,b € Bnia}.

The class of a pair (a,b) in H,(A,, p) is denoted by [(a, b)].
These modified homology groups can be seen as the homology groups of the simple

of p truncated appropriately.
Let 0>, B, be the béte truncation of the chain complex B,, that is,

B, r>n,
J>nBT_{O r<n.

Let ps, be the composition of p : A, — B, with the canonical morphism B, — 0~,B..

Then, it follows from the definition that

(s(p)) r>n,
(A*,p) r=n,
H.(A,) r<n.

H,
Hy(s(p>n)) = | Hn

Observe that, for every n, there are well-defined morphisms

R En—i—l 5 ﬁn(A*ﬂp)? b — [(07_b)]’
Hu(Awp) S Hi(A), (@,b)] ~ la,
Hi(A.p) & ZB, (b)) — pla) = ds(b)

The following proposition is the homological analogue of theorem 3.3 together with
proposition 3.9 of [57] and the dual of propositions 4.3 and 4.4 of [13].

Proposition 5.3.2. (i) Let p: A, — By be a chain morphism. Then, there are exact

Sequences
(4) 0 — Ho(s.(p) — Ha(As,p) & ZBy — Ho1(s.(p).
(b) Hu1(A) 2 Bt & Ho(Asp) S Ho(AL) — 0,

(i) Assume that there is a commutative square of chain complezes
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Then, for every n, there is an induced morphism

~ f ~
Hy (A, p) Hy(Cy, p)

[(a,0)] = [(fi(a), f2(b))].

(iii) If f1 is a quasi-isomorphism and fo is an isomorphism, then f is an isomorphism.

Proof. The exact sequences follow from the long exact sequences associated to the fol-
lowing short exact sequences:

0 — By/osnBi[=1] = s4(p) = s«(p>n) — 0,
0 — osnBi[—1] = s4(p>n) — Ax — 0.

The second and the third statements are left to the reader. O

Corollary 5.3.3. There is a canonical isomorphism

Hp(54(p)) Zean ker(ﬁ[n(A*, p) £ By).

5.3.2 Definition of the rational Takeda arithmetic K-theory

We want to give a homological description of the rational Takeda arithmetic K-groups.
Since these groups fit in the exact sequences

o _
Kos1(X)g & @D (X.p) & KX (X)g S Ka(X)g — 0,
p=>0

it is natural to expect that the modified homology groups associated to the Beilinson
regulator ch give the desired description. N R
Therefore, consider the modified homology groups H, (ZC,(X), ch) associated to the
chain map
ch: ZC.(X) & @PD¥ (X, p) — P D¥ (X, p)
p=>0 p>0

given in (5.1.9). We want to see that there is an isomorphism
KI'(X)q = Hy(ZC.(X), ch)g. (5.3.4)

In order to prove this fact, considering the long exact sequences associated to K T(X)q,
to Hp(ZC4(X),ch)g and the five lemma, it would be desirable to have a factorization of
the morphism “ch” by Cub in the form

~ Cub ~ ~ h PO
- ZC*(X)C*>®Z;ZQD2P (X,p)
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Let P be a small exact category. If 7; € G,, is the permutation that interchanges ¢
with i + 1, then for every E € S, (P) one has

Cub(soE) = siCub(E),
Cub(s,E) = s Cub(E),
Cub(s;E) = m;Cub(s;E), i=1,...,n—1 (5.3.5)

(See [57], lemma 4.1). It follows that the dotted arrow Cub of last diagram

Cu(|S.(X))[-1] = Z8.(X)/D(X)[-1] = ZC(X)
does not exist, since the image by Cub of a degenerate simplex in S, (P) is not necessarily
a degenerate cube. L
Therefore, in order to prove (5.3.4), we should find a new complex, ZC?(X), quasi-
isomorphic to the complex of hermitian cubes, admitting a factorization of “ch” of the
form:

ZS\*(X) Zé*(X) ih) ®p20 ’132p**(X7 p)

i Nl a

C(8.(X)N)[-1] = ZCs(x)

In this way, we divide the proofAin two steps: to prove that there is an isomorphism
H,(ZC.(X),ch) 2 H,(ZC:(X),ch), and then that H,(ZC$(X),ch)g = KI(X)g. This
will be shown in Theorem 5.3.11, once this factorization of Cub is obtained.

Cub

Factorization of Cub. Consider the complex of cubes T}, (X) C ZC,(X), generated
by the n-cubes E such that 7;F = E for some index 4. In the proof of theorem 4.4 in
[57], Takeda shows that if E € T},(X), then ch(E) = 0. Hence the morphism “ch” is
zero on the degenerate simplices in 7S, (X). It follows that ch factorizes as

CL(18.(X))[-1] = Z8.(X)/D3(X)[-1] <2 ZOL(X)/Tu(X) = @)D~ (X, p).
p=>0

However, the complex ZQA\*(X )/ Ji* (X) is not quasi-isomorphic to ZC.(X). Never-
theless, since the complex ZS,(X)/D:(X) is quasi-isomorphic to ZS.(X) (see 1.2.26),
it seems reasonable to think that there exists a complex which is quasi-isomorphic to
Z(AZ'*(X ) and which factors the morphism ch as above. This is done in the sequel.

Let P be a small exact category. The smallest complex to consider is the following.
For every n, let

Cde9(P) := {Cub(s;E), E € Sp(P), i € {1,...,n—1}}.
Let ZC2°9(P) be the free abelian group on C%(P) and let

_ ZCEI(P) + LD, (P)
B ZDy(P)

ZC%9(P)
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Lemma 5.3.6. Let E € S,(P).
(i) dCub(s;E) € ZCY¥9(P) + ZD,(P), foralli=1,....,n—1.

(i) Fori=1,...,n—1, the equality

i—1 n
dCub(s;E) = Y (=1)" Cub(s;_10,E) + > (~1) Cub(s;0; E)
j=0 j=it+1
holds in ZCE9(P).
Proof. By definition,
n 2 '
dCub(s;E) = (—1)7H9 Cub(s; E).
7=01=0

Since 8%73- = 8f+1 for all 1 =0,1,2, by (5.3.5) we have
9! Cub(s;E) = 9., Cub(s;E).

Hence these two terms cancel each other in the sum previous sum. So, assume that
j#i,i+ 1. If [ =1, then, by 1.3.13,

Cub(si,lﬁjE) j <,

1 ) — a. —
dj Cub(si E) = Cub(9;5:F) {Cub(siaj_lE) j>i+1.

Ifl=0and j#n,orl=2and j+#0, 8} Cub(s;F) is a degenerate cube and hence it is
zero in the group ZC2%Y (P). Finally, we have

Y Cub(s;E) = Cub(s;0,E),
92 Cub(s;E) = Cub(s;_19E).

The statements of the lemma follow from these calculations. O

It follows from the last lemma that ZCf “(P) is a chain complex with the differential
induced by the differential of ZC,(P).

Proposition 5.3.7. The complex ZCfeg(P) 18 quasi-isomorphic to zero.
Proof. We prove the proposition by constructing a chain of chain complexes
0=ClccClc...ccr?ccert=zckp), (5.3.8)

such that all the quotients C%/C?~! are homotopically trivial, that is, there exists a
homotopy o . ‘
ho = Ch /O = Crit /O
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such that
dh, + hp—1d = id.

It means in particular that for every 4, the complex C? /C¢~! is quasi-isomorphic to zero.
Then, since C? = 0, it follows inductively that C? is quasi-isomorphic to zero for all i
and the proposition is proved.

Foreveryi=1,...,n—1, let

ZC¥9(P) = {Cub(s;E), E € Sy(P), j € {1,...,i}},

and let ,
i ZCI9(P) + 7D, (P)
o 7Z.D,,(P)

By lemma 5.3.6, (ii), C? are chain complexes with the differential induced by the differ-
ential of ZC,(P). Moreover, for every i there is an inclusion of complexes C¢ C Ci+1,
Fix E € S,(P) and an index i. Consider an element Cub(s;E) € C*/C?~! and define

hn(Cub(s;E)) = (—1)""! Cub(s;s; F).

Then, by lemma 5.3.6, in the complex C?/Ci~1,

n+1
dCub(s;E) = Y (=1)/ Cub(s;0,E)
j=i+1
and
dhn(Cub(s;E)) = Y (=1)"H Cub(s,0;5,F)
J=i+1
n+1 o
= Cub(le) + Z (—1)Z+]+1 Cub(sisiaj,lE)
Jj=i+2
= Cub(s;E) + hp—1(d Cub(s; E)).
Therefore, we have proved that C%/Ci~! is homotopically trivial. O
Let

F05(P) = LC.(P)
" ZDW(P) + ZCX Py

Corollary 5.3.9. The natural chain morphism
ZC.(P) — ZC3(P)

18 a quasi-isomorphism.
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If P = P(X), we simply write ZC3(X) := ZC$(P(X)) and ZCX(X) := ZC(P(X)).
Since ch is zero on ZD,(X) + 709 (x ), we have obtained the following corollary.

Corollary 5.3.10. Let X be a proper arithmetic variety over Z.
(i) The map ch admits a factorization as

CL(|8.(X)[-1] < ZO3(X) < P D> (X, p).

p>0

(i) The natural morphism L L
70,(X) = ZC3(X)
1S a quasi-isomorphism.

At this point, we have all the ingredients to prove that there is an isomorphism
between KT( )o and H, (ZC.(X), ch)
For the proof of next theorem recall that the Hurewicz morphism

mn(|S.(X)]) = Ha(|S.(X)))

maps the class of a pointed map S™ EN 15.(X)| to f([S™]).

Theorem 5.3.11. Let X be a proper arithmetic variety over Z. Then, for everyn > 0,
there is an isomorphism

~

K}(X)g = Hy(ZC.(X),ch)g.

Moreover, there are commutative diagrams

~ ¢ ch Sop—s
K (X)q K, (X)o + (X))o D,>0 D *(X.p)

iz

H,(Z0.(X), ch)g == H\(ZC.(X),Q) [, (Z0.(X), ch)g ©> @0 D (X, p).

Proof. Consider the chain complex iéf (X) = 75 ()?&75%2169 X’ defined before corollary

5.3.10. Let I, (Zaf(X ),(;1\1) denote the modified homology groups with respect to the
morphism

705(x) & < P DX, p).
p>0

Consider the following commutative diagram:

ZC(X) —> @B, D* (X, p)

Nl A i:

~ o~ h o~y ok
ZCI(X) — D=0 D*~*(X, p).



5.3 Rational Takeda higher arithmetic K-groups 227

By lemma 5.3.2, there is an induced isomorphism

~ o~

H,(ZCu(X),ch) &> Ho(ZC3(X), ch),

which commutes with (.
It remains to prove that there is an isomorphism

o~

KT (X)q = Hy(ZC3(X), ch),

commuting with (.
Consider the chain morphism

C.(1S.(X)[-1] == ZC3(X).
By theorem 1.3.15, the isomorphism

Ko(X)o 22 H,(ZC.(X),Q)

is given by the composition

Kn(X) =m0 (18.(X))g 2N 7, (CL(18. (X)) [~ 1)) 2 H,(ZCu(X), Q).

which sends the class of a cellular map [f : S"*' — 15.(X)[] to Cub f,([S™1]).
If £, f': "' — |S.(X)| are homotopic with cellular homotopy h, then

ARL[S™ x 1) = (1) (US™Y = f[sm)

in C.(|1S.(X)])[~1].
Let

RI(X)g =% Ho(ZC3(X),ch)q

[(f = 5™ = 18.(0w)] = [(Cub £i([S"T]), ~w)].

This morphism is well defined. Indeed, let h be a cellular homotopy between two pairs
(f,w) and (f',w'). Then, if we denote o = (—1)""! Cub h([S"! x I]), we have

d(a) = Cub fi([S"*]) = Cub f.([S"*"]),

and
ch(a) =w —w'.
Finally, consider the diagram

K1 (X)g —2> D2r-n-1(X, p) — > RT(X)g ——— Kn(X)g —0

I

Ho1 (202(X))g L D2=n1(X, p) <> F(Z0(X), dh)g — Ho (202 (X))g — 0

1R

Since the rows are exact sequences, the statement of the proposition follows from the
five lemma. 0
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Corollary 5.3.12. Let X be a proper arithmetic variety over Z. Then, for every n > 0,
there is an isomorphism

~ ~

KI(X)g = H,(NC.(X),ch)g.
O

Product structure on rational arithmetic K-theory. Takeda, in [57], defines a
product structure for KI'(X) compatible with the Loday product of algebraic K-theory,
and for which the morphism

ch: K} (X) = D*7*(X,p)

is a ring morphism (see loc. cit., proposition 6.8). Since there is a natural isomorphism

~

K(X) 2 ker(ch : K} (X) — D*7*(X,p)),

there is an induced Loday product on K, (X).

In algebraic K-theory, the Adams operations are derived from the lambda operations
by a polynomial relation. In order to do that, the product structure for @, ., K, (X) is
the one for which @,,~; K,(X) is a square zero ideal. -

Therefore, we consider the product structure on P, I?n(X ) for which @,,5, IA(n(X )
is a square zero ideal and agrees with the Loday product otherwise.
After tensoralizing with Q, and using the description of K, (X)q via the isomorphism

Ko(X)q = Ha(s(ch), Q).
the product is defined as follows.

Lemma 5.3.13. Let (E,a) € IA(O(X)Q and let (F,[3) € I?n(X)@ with n > 0. Then, by
the product structure on K,(X)gq induced by the product structure on KI'(X)q, we have

(B,a) ® (F,B) = (E® F,a e ch(F) + ch(E) o 3 — a e dp(3)) € Kn(X)q.
O

Remark 5.3.14. With the notation of the previous lemma, if n > 0 then F is an n-
cube such that dF = 0 and 8 € @, D?~"=1(X,p) is a differential form such that

ch(F) = dp(). Hence,
aech(F)=aedp(f)

and therefore,
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5.4 Adams operations on higher arithmetic K-theory

In this section we construct the Adams operations on the higher arithmetic K-groups
tensored by the rational numbers. The construction is adapted to both definitions of
higher arithmetic K-groups.

5.4.1 Adams operations on hermitian cubes

Let X be a proper arithmetic variety over Z. In this section we study the Adams
operations on the complex of hermitian cubes, as defined in chapter 4.

In our current setting, we consider the transgression morphism constructed by means
of projective lines. Recall that, for every n, the transgression morphism

ZKC(X) - @@ ZSpE_,, (X)
m=0

was defined in section 4.3.4.
For every k > 1, the k-th Adams operation on the complex of cubes on X is defined
as the composition

NC.(x) L zspf(x) 25 ZCP(X),

where T is the transgression morphism that assigns to every n-cube on X a collection
of split cubes on X x (P!)* and ¥* is the k-th Adams operation on split cubes.

When considering hermitian cubes, the concept of split cubes should be modified in
order to incorporate the information given by the metric. Recall that the notion of split
cubes was introduced in 4.2.6.

Let E be a hermitian n-cube on X. Then there is a naturally induced smooth
hermitian metric on the cube Sp(E).

Definition 5.4.1. Let E € én(X ) be a hermitian n-cube and assume that there exists
an isomorphism f : Sp(E) — FE making (E, f) a split n-cube. We say that (F, f) is
hermitian split, if the isomorphism f : Sp(E) — E is an isometry.

_ —~P
Denote by ZSp,(X) the complex of hermitian split cubes on X. Let ZSp, (X) and

Zé}f (X) be the chain complexes corresponding to Z SpL(X) and ZC’}S (X), respectively,
by considering hermitian cubes on X x (P!)*.

Lemma 5.4.2. Let E € én(X) be a hermitian n-cube with canonical kernels. Then,
— —~P
T(E) lies in ZSp, (X).

Proof. Tt is a consequence of lemmas 4.3.15 and 4.3.5. O

Hence, composing with the morphism A, there is a well-defined morphism

NC.(X) X zKB.(X) L Z5p, (X).
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For every k > 1, the composition with the morphism
—~P ~
W* . 7ZSp, (X) — ZCF(X)
gives the k-th Adams operation on the complex of hermitian cubes on X

5.4.2 Adams operations and the Beilinson regulator

Let X be a proper arithmetic variety over Z.

Let
Uk . DP* (X, p) — DX, p)

be the morphism that maps a to kPa. That is, we endow @p>0 D?P=*(X, p) with the

canonical A-ring structure of lemma 1.3.28, corresponding to the graduation given by p.
We will define the Adams operations on the higher arithmetic K-groups of X from

a commutative diagram of the form

(5.4.3)

NCA’*(X) C*h> >0 'D2p7*<X,p)

ié’f(X) o D,>0 D*~*(X,p).

We proceed as follows:

(1) We first define the bottom arrow ch : ZGE(X) — D0 D?*~*(X,p).

(2) We show that there are isomorphisms

&

N
= 8
/\/-\'ﬁ2
w
=, %
= Q)
e s
| Il
LN
ES
e &

with ch the composition

ZCF (X)L DD (X, p) - D D* (X, p).
p=>0 p>0

(3) We prove that the diagram (5.4.3) is commutative.

Let E € Cn(X x (P1)™) be a hermitian n-cube on X x (P1)™. We define

T\ . — (_1)n(m+1) c r T ° 2p—n—m
) i= g [ B OEN) T € DD,
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Proposition 5.4.4. There is a chain morphism

ch: ZCT(X) L D D* (X, p),

p=>0

which maps E € Cp(X x (P1)™) to chym(E). The composition

Ko (X)q = Ha(ZCF(X),Q) & DD (X, p),

p=>0

is the Beilinson regulator.

Proof. First of all, observe that ch is well defined. Indeed, if E = pfO(1) ® F, then
ch(E) € oD (X x (PHY" L p—1) +w; AoyDP*72(X x (P)""L p — 1) and hence

ch(F) = 0.
In order to prove that ch is a chain morphism, observe that ch factors as

= AP ch ~N2p—n,m —n—m
ZCy, (X)) = DY (X, p) S @ HE X R(p)),
p=>0 p20

where ¢ is the quasi-isomorphism of proposition 3.5.7 and ch(E) = chy, ,,(E) is defined
by

chpm(E) = (=1)""* ch(tr, (\(E))) € P D™(X x (P')™", p),
p=>0
for any E € ?&(X x (PY)™). Hence, it is enough to see that ch is a chain morphism.
Let E € ZCy(X x (P1)™). Since ch is a closed differential form, we have

ds(chnm(E)) = (=1)""4 ch(tr,(A(E)))

m

= 3 (-1 ch(tr, (A} E — 69E)))
2:1n+m ) |
+ > D ()T eh(tr, (MO, E)))
i=m+1 j=0

= (71)”%717,71,1(5@) =+ Enfl,m(dE)a

as desired.
Finally, since there is a commutative diagram

o @ D (X, p),

p>0

70k x)” <

the morphism ch induces the Beilinson regulator. O
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We have therefore constructed the bottom arrow of diagram (5.4.3).
For the next proposition, let ch : ZCF (X) — D,>0 D2P—*(X, p) be the composition of
the morphism defined in proposition 5.4.4 with the natural projection ®p20 D?P~*(X, p) —

®D,>0 D*¥~*(X, p).

Proposition 5.4.5. There are isomorphisms

HL(ZCE(X),ch)g = KI(X)q,
Hy,(s(ch),Q) = K,(X)g,

induced by the isomorphism HH(ZC,?(X), Q) = K, (X)q of proposition 4.3.2.

Proof. Both isomorphisms are a consequence of proposition 4.3.2, and the five lemma
using the exact sequences of lemma 5.3.2 and proposition 5.2.3. ]

At this point, all that remains to see is that the diagram (5.4.3) is commutative. This
will be a consequence of the next series of lemmas on the Koszul complex of hermitian
cubes.

Recall that, as defined in section 4.2.3, the k-th Koszul complex of a vector bundle
FE is the exact sequence

OH\I/k(E)Oﬂ&

vR(EY =0
with
k—
VHEY =E- 2. EQ ENNPAE=S"E® \ ' E.

Recall also that for any exact sequence of (m — 1)-cubes

frfl

0 j — . j
0 A0S I BT 4,

w? (A) is the short exact sequence of (m — 1)-cubes defined by
(A : 0—kerfl - AF s ker [Tt 0, j=0,...,r—1.

If E is a hermitian vector bundle, there is an induced metric on the tensor product
TPE = E® .*. ®E. Since SPE and P E are subbundles of TPE, they inherit a hermitian
metric from that on E. Therefore, \Ilk(E)p is a hermitian vector bundle for every k,p,
with metric induced by the one on FE.

The following is a known result. We give a proof for completeness.

Lemma 5.4.6. For all k > 1, the k-th Koszul complex of a vector bundle E is split, i.e.
forall0 < j <k—1, W/ (V¥(E)) is a split short exact sequence.
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Proof. 1t is sufficient to check that the lemma is true in a canonical way for the Koszul
complex of a finite dimensional vector space.

Let E be a finite dimensional vector space and let &, be the group of permutations
of p elements. Consider the inclusions

S’E . TPE, and  \'E % TPE

defined by
ip(xil'-'-'xip) = Z Jja(’h) ®“‘®$O'(ip)7
oe6,
jp(acil /\.../\xip) = Z (—1)‘7-'1'7.(1-1) ®...®x7.(ip).
TES,

Observe that there are natural projections

PE ™, SPE, and ™PE . ANPE
Tip @...Qx3, — Tipr...oTiy, Ty @...Qx3, = Ty A AT,

For every p, the morphisms ¢, in the Koszul complex is given by the composition:

wp: SPE® /\k_pE &kp TFE T+ 1®Pk—p-1 SPHE @ /\k_p_1 E

To see that for every p pP(U*(E)) is split, we will find a section for the short exact
sequence
k—
0 — ker p, — SPE®/\ "E g0—1’)>img0p — 0.
Define

il = lip, = ljp, o= lﬂp, and pl = lpp.

Pl P pl P pl Pl
Observe that 7r]’9 and p;, are retractions of 4, and j, respectively, and that 7, and p, are

retractions of 4, and j, respectively. Let

k—p—1 ir 1@ » @0 k—
v B N B php P, eop e AT B

We will see that %wp is a section of ¢, i.e. that for every z € im ¢, we have ,1,(2) =
k - z. That is, writing z = ¢, (), we have to see that for every z € SPE ® NP E,

OpPpep(x) = kpp(x).
Let x =2y .2, @y A ANy, € SPE® NP E. Then,
QDP(.T) = Z (—1)‘7"1'0_(“) e 'xU(ip)'xT(jl) ® 'IT(jQ) VANRRAN xT(jk—p)'

eSS,
TGGk,p
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Observe that if 7(j;) = [, then there is a decomposition 7 = 7/p with 7/,p € &,
p(l,...;k—p) = (I,1,. 1 ...,k —p) and 7/(1) = 1. The signature of p is (—1)""1.
Hence,

Spp(q;) = (—1)‘7‘1)' iyt Tip Tr(hy) & Tr(ja2) AN xT(jkfp)
= (D)5l —p— 1) - Wiy Ty @ Tjy Ao Tjy o AT

(—1)t-1

Write G = 7k ISy

Then, proceeding in the same way, we obtain:

Ypop(z) = Z 8 Z To(in) - To(iy) @ Ta(iy) NTjy Ao g o N2j,

= A CPEE
= E /8|:xi1""'xip®le/\zjl/\"'le"'/\xjk—p
+E xil-...xit..uxip-le®xit/\xj1/\...le.../\xjkip]

Observe that

;1::(p—i—l)Zﬁxil-...-xip@le/\:L‘jl/\...fj\l.../\xjkip.
=1

Hence, if we write

Yy = E ﬂg -’Eil'---xit-“'xip'-le®xitAl'j1/\---le"-/\ZEjk,p,

we have

Finally, we have

with
k—p -1 P
(=)' pl(k —p—1)! - _
(a) = - (kj_p)(p—i—l) tzlxilm..xit...xip~lemit®mjl/\...le.../\xjkfp
_ ),
PV A
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and, denoting o = % and f=x- ... T4y .. oTy,
p k—pl-1
) = Z (—1)1_5_2af-le-mjs®:Eit/\a:j1/\...f;...fj\l.../\zjkfp
t=1 |=1 s=1
p k—p k—p
+Z (—1)175*1af~le-xjs®xit/\mjl/\...@...fj\s.../\xjk_p
t=1 I=1 s=I+1
= 0.
Therefore,
Urp(@) = —ip(2) + () = ipy(2)
Cpppp(x) = ——pp(x) + ————————pp() = kpp(x).
N e R N '

Hence, the morphism 1% = %wp, is a section of ¢, on im ¢, and therefore

k_
SpE®/\ pE%’kercppEBimapp.
O

Lemma 5.4.7. Let E be a hermitian vector bundle. Then, for all k > 1 and for all
ch(yd (¥ (E)) = 0.

Proof. In the proof of this lemma we keep the notation introduced in the proof of last
lemma. Fix &> 1and 0 < j < k— 1. By the previous lemma, u/ (¥*(E)) is a split short
exact sequence, that is, there is an isomorphism

- k—p —
SpE®/\ pE§kercppEBim<pp.

In order to prove that ch(u/(¥¥(E))) = 0, it is enough to check that the hermitian
metrics on ker ¢, and im ¢, are induced by the hermitian metric of SPE ® /\k_p E up
to a constant.

Clearly, the hermitian metric on ker ¢, is induced by the hermitian metric of SPE ®
A"PE. The hermitian metric on im ¢, is induced by the metric of SPT'E @ A¥ P71 E,
i.e. by the metric of T*E. Then, the claim follows from the (up to a constant factor)
commutative square of inclusion morphisms

L S NTE

im SOP\ ip®jk*p
ip+1®jk—p—1

TFE.
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The next corollary follows from the definition of the Adams operations of a split
n-cube and the last lemma.

Corollary 5.4.8. Letn > 0 and let E be a hermitian split n-cube on X. Then, ¥*(E) €
Z@E(X) is a sum of hermitian split cubes.

g

Lemma 5.4.9. Let X be a smooth proper complex variety and let E be a hermitian
vector bundle over X. Then,

¥ ch(E) = ch U*(E)
in the group €D, D?P(X,p).
Proof. In [26], Gillet and Soulé proved that
AFch = ch A",
Let E be a hermitian vector bundle and let
VH(E) = Ny(W(B), ., A (),

with Vi being the k-th Newton polynomial. These are the Adams operations associated
to the lambda operations A\* on vector bundles. It follows that

V" (ch(E)) = ch(y*(E)).
Observe that by definition,
V¥ (ch(E)) = 9" (ch(E)).

Let U*(E) be the secondary Euler characteristic class of the Koszul complex of E.
By remark 1.3.26, in the quotient group Ky(X), we have

Y (B) = U (E).

This means that there exist short exact sequences s1,..., s, such that
T
VHE) = WHE) =) d(s).
i=1

One can see that the short exact sequences s; can be chosen to be of the form

WP (U (Ey)) @ Ay,
with E;, A
ch(s;) =0

; some hermitian vector bundles and some indices k;,p. By last lemma,
for all ¢ and hence

ch(¥*(E)) = ch(¥"(E)).
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The next lemma gives the key point in the proof of theorem 5.4.11. It states that,
if n > 0, the Chern character form of a hermitian split n-cube is zero. In this way,
all the terms “added” by the transgression morphism in order to be able to define a
chain morphism representing the Adams operations, will be cancelled after applying the
morphism ch, and only the initial desired term Uk (tr, E) will remain.

Lemma 5.4.10. Let n > 0 and let E € ZCp(X x (PY)™) be a hermitian split n-cube.
Then,

chpm(E) =0
in @, DP "X, p).
Proof. Recall that if E is a hermitian n-cube
tr,(E) = tr1 tr,—1(E) = tr1 (trp—1(00E) — trp,_1(0pE) — tr,_1(02E)).
Then, if E is split, the sequence
trn,l(ﬁgf) — trn,l(@llf) — trn,l((‘?zﬁ)
is orthogonally split. The result follows from 5.1.11. O

Theorem 5.4.11. Let X be a proper arithmetic variety over Z. The diagram

Né* (X) b eapzo ,D2p7*(Xa p)

Z@f(X) - ®D,>0 D*~*(X, p)
18 commutative.
Proof. Let E be a hermitian n-cube. By lemma 5.4.2, T((E) is a sum of hermitian split

cubes. That is, if m < n, Ty,—mm(E) is a hermitian split (n — m)-cube. By corollary
5.4.8, lemma 5.4.10, lemma 5.4.9 and the definition of U* on differential forms, we have

BEHE) = o [ e (@) AT,
~1)

27ri)" (P1)n
—  UH(ch(E)).

3

I
—~
3
S
X~
=
=
—~
(=
=
3
—~
>~
—~
!
~—
~
N
>
o
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5.4.3 Adams operations on higher arithmetic K-theory

Let X be a proper arithmetic variety over Z. Proposition 5.4.5 and theorem 5.4.11 enable
us to define, for every k > 0, the Adams operation on higher arithmetic K-groups:

» Since the simple complex associated to a morphism is a functorial construction,
for every k there is an Adams operation morphism on the Deligne-Soulé higher
arithmetic K-groups:

~

TP Ko (X)g — Kn(X)g.

» By proposition 5.3.2 for every k there is an Adams operation morphism on the
Takeda higher arithmetic K-groups:

vF K (X)g — Kb (X))o

We have proved the following theorems.

Theorem 5.4.12 (Adams operations). Let X be a proper arithmetic variety over Z and
let K, (X) be the n-th Deligne-Soulé arithmetic K-group. There are Adams operations

UF Ko (X)g — Kn(X)g,

compatible with the Adams operations in K, (X)q and €D, H%pfn(X,R(p)), by means
of the morphisms a and C.

Theorem 5.4.13 (Adams operations). Let X be a proper arithmetic variety over Z and
let IA(g(X) be the n-th arithmetic K-group defined by Takeda in [57]. Then, for every
k > 0 there exists an Adams operation morphism ¥* : I/(\'E(X)Q — I?g(X)Q such that
the following diagram is commutative:

K1 (X)g —2> @0 D¥ "1 (X,p) —> RT(X)g ——> Kn(X)g —> 0

C. ~ a =5 ¢
KnJrl(X)Q *h> @pzo D2p_n_1(Xap) — KZ;(X)Q — Kn(X)Q —0.

Moreover, the diagram

h _
E(X)Q > @pzop2p n(X»p)

15 commutative
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Lambda operations. Let X be a proper arithmetic variety over Z. Consider the
product structure on K, (X )g defined in before lemma 5.3.13. Then, by equation (1.3.24),
there are induced lambda operations

A K (X)g — Kn(X)g.

Corollary 5.4.14 (Pre-A-ring). Let X be a proper arithmetic variety over Z. Then,
K.(X)qg is a pre-A-ring. Moreover, there is a commutative square

Ro(X)g —— Kn(X)g

| lAk

Ru(X)g —— Kn(X)g

Proof. The first statement is a consequence of lemma 1.3.27. The diagram is commu-
tative since the Adams and lambda operations in K, (X) are related under the product
structure on K, (X) which is zero in @, ~; Kn(X). O

Proposition 5.4.15. Let X be a proper arithmetic variety over Z. The Adams opera-
tions given here for Ko(X)q agree with the ones given by Gillet and Soulé in [26].

Proof. 1t follows from the definition. O

Consider now the product structure in B, > KT(X)g having D1 KT(X)g as a
zero square ideal and agrees with the product defined by Takeda in [57] otherwise.

Corollary 5.4.16 (Pre-A-ring). Let X be a proper arithmetic variety over Z. Then,
K*T(X)Q s a pre-A\-ring. Moreover, there is a commutative square

Proof. The proof is analogous to the proof of last corollary. O

Remark 5.4.17. In order to prove that the pre-A-ring structure on I/(\'*(X )o given here
is actually a A-ring structure, it is necessary to find precise exact sequences relating, at
the level of vector bundles, the equalities in Ko(X)

WHEQF) = U¥E)e UFF),
UHO(E) = TY(E).

This implies finding formulas for

Neor.  A(Nw®).
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in terms of tensor and exterior products. The theory of Schur functors, gives a formula
for the first term. However, the second formula is an open problem. Nevertheless, even
for the first equality, when we try to apply the formulas to our concrete situation, the
combinatorics become really complicated.



Apendix A
Resum en catala

La conjectura de Mordell assegura que hi ha un nombre finit de punts racionals en una
corba no singular sobre Q i de genere més gran que 1. La versié geometrica d’aquesta
conjectura fou demostrada per Manin 'any 1963 (vegeu [44]), usant la connexié de
Gauss-Manin. Aixo suggeria que les teories geometriques estaven més desenvolupades
que les aritmetiques. La teoria d’Arakelov fou introduida per Arakelov a [3], per tal de
donar analegs aritmetics als resultats de geometria algebraica. Arakelov va donar una
nova definicié de la classe d’un divisor sobre un model no singular d’una corba algebraica
definida sobre un cos de nombres algebraics. Després, va definir una teoria d’interseccid
per aquestes classes de divisors, tot seguint la teoria d’interseccié de divisors en geometria
algebraica.

La idea és que es pot compactificar una corba definida sobre ’anell d’enters d’un
cos de nombres considerant funcions de Green en la corba complexa associada. Aquest
treball inicial en superficies aritmetiques va ser millorat, entre altres, per Deligne [16],
Szpiro [56] i Faltings [19]. Aquests treballs donaren resultats en superficies aritmetiques
com la férmula d’adjuncié, el teorema de 'index de Hodge i el teorema de Riemann-
Roch. Faltings, a [18], va ser el primer de demostrar la conjectura de Mordell. Vojta, a
[58], dona una demostracié basada en les eines de la teoria d’Arakelov.

Aquests treballs foren generalitzats a dimensions superiors per Gillet i Soulé, a [24],
on definiren una teoria d’interseccié per varietats aritmetiques. Aquest article és el punt
de partida d’un programa amb la finalitat d’obtenir una teoria d’intersecci6 aritmetica,
resseguint la teoria d’interseccié algebraica, pero adequada per varietats aritmetiques.
En un inici, aquest programa incloia la definicié de grups de Chow aritmetics dotats
d’un producte d’interseccid, la definicié d’'un grup Ky aritmetic i la definicié de classes
caracteristiques amb els corresponents teoremes de Riemann-Roch.

El programa hauria de prosseguir amb el desenvolupament d’una teoria d’interseccié
aritmetica superior, que hauria d’incloure la definicié de grups de Chow aritmeétics supe-
riors equipats amb un producte, la definicié de K-teoria aritmetica superior, la definicié
de classes caracteristiques i teoremes de Riemann-Roch superiors.

Tot seguit fem un breu repas al programa d’Arakelov i expliquem la contribucié
d’aquesta tesi en la seva completacié. Comencem recordant els analegs algebraics.

241
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Teoria d’interseccié algebraica. Sigui X una varietat algebraica equidimensional
i sigui CHP(X) el grup de Chow de cicles algebraic de codimensié p. Hi ha varies
estrategies per equipar-lo amb un producte

CHP(X) ® CHY(X) = CHM(X).

La primera teoria es basa en el “moving lemma”. Donada la classe de dos subvarietats
irreductibles, el meétode consisteix en trobar representants que intersequen propiament.
Aquesta estrategia és valida per a esquemes quasi-projectius sobre un cos. Una altra
tecnica, desenvolupada per Fulton i MacPherson, es basa en la deformacié al con normal.
En aquest cas, no cal que 'esquema sigui quasi-projectiu i a més, la teoria és valida per
esquemes definits sobre ’espectre d’un domini de Dedekind.

Alternativament, a [23], Gillet i Soulé mostraren que la teoria d’interseccié es pot
desenvolupar transferint el producte dels grups de K-teoria algebraica d’un esquema
regular noeteria X als grups de Chow. Aquesta aproximacié es basa en l'isomorfisme
graduat:

P Ko(X) = Ko(X)g & P CHP(X)q.
p=0 p=0

Aqui, les peces Ko(X )g ) s6n els espais de vectors propis de les operacions d’Adams U*
a Ko(X)g i “ch” és el caracter de Chern.

La relacié de commutacio del caracter de Chern amb el push-forward ve donada pel
teorema de Grothendieck-Riemann-Roch. Sigui Td la classe de Todd del fibrat tangent
sobre una varietat algebraica. Siguin X,Y esquemes regulars quasi-projectius i plans
sobre ’espectre d’un anell de Dedekind S, i sigui f : X — Y un S-morfisme pla i
projectiu. Aleshores, pel teorema de Grothendieck-Riemann-Roch, hi ha un diagrama

commutatiu
Td(X)- ch(-
Ky(X) (0 hl) D, CHP(X)q

f*l lf*
Td

Y): ch(-
Ko(y) 20 h0) Dy>0 CH(Y)q-

A [7], Bloch va desenvolupar una teoria de grups de Chow algebraics superiors per
varietats algebraiques X llises sobre un cos. Aquests grups es denoten per CHP(X,n),
per n,p > 0. Bloch demostra que hi ha un isomorfisme

D Ku () = Kn(X)g = P CH (X, n)g,

p=>0 p>0

i va donar una estructura multiplicativa a C H*(X, %), que es basa en el “moving lemma”.

Aquesta teoria s’establi com a candidata a la cohomologia motivica. Més tard, s’han
proposat altres candidats a cohomologia motivica, que son valids per a classes d’esquemes
més grans. Sota certes condicions, les noves definicions coincideixen amb els grups de
Chow algebraics superiors. Per aquesta rao, els grups de Chow de Bloch s’han mantingut
com una descripcio basica i senzilla de la cohomologica motivica per varietats llises sobre
certs cossos.
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Grups de Chow aritmetics i teoria d’intersecci6é aritmetica. Tal i com hem
mencionat més amunt, 'aconteixement de la teoria d’interseccié aritmetica es deu a
Gillet i Soulé a [24]. A loc. cit., una varietat aritmética és un esquema regular, quasi-
projectiu i pla sobre un anell aritmetic. Sigui X una varietat aritmetica. Un cicle
aritmétic en X és una parella (Z, g), amb Z un cicle algebraic i g una corrent de Green
per Z, aixo és, una corrent en la varietat complexa associada a X que satisfa la relacio

dd®g + 7 = [w].

Aqui, w és una forma diferencial llisa i § la current associada a X. Aleshores, el grup
de Chow aritmétic CH *(X ) es defineix com el grup abelia lliure generat pels cicles
aritmetics quocient una certa relacié d’equivalencia.

Sigui X una varietat aritmetica i Fio : X(C) — X(C) la conjugacié complexa.
Denotem per EP9(X) l'espai vectorial de les formes diferencials w en X(C), a valors
complexos de tipus (p, q), que satisfan la relacié FXw = (—1)Pw. Denotem per EPP(X)
el quocient de EPP(X) per (imd + im 9).

Gillet i Soulé van provar les segiients propietats:

(i) Hi ha una successi6 exacta:
CHPYP(X) L Er-1v-1(X) & CH' (X) S CHP(X) — 0, (1)

on CHP~1P(X) és el terme EY7P(X) de la successié espectral de Quillen (vegeu
[48], §7) i p és el regulador de Beilinson (llevat un factor constant).

(ii) Hi ha un producte

CH'(X)® CH"(X) = CH" " (X)qg

amb el qual P, CH p(X )g és una Q-algebra graduada commutativa i unitaria.

(iii) Si X,Y sén projectiusi f: X — Y és un morfisme, existeix un pull-back
f:CH'(Y) > CH'(X).

Si f és propi, X,Y sén equidimensionals i fg : Xg — Yg és llisa, hi ha un push-
forward - s
fo : CH'(X) — CH""(Y),

ond =dimX —dimY. A més, la férmula de la projecci6 se satisfa.

A [25] 1 [26], Gillet i Soulé continuaren el projecte tot definint classes caracteristiques
per un fibrat vectorial hermitic sobre una varietat aritmetica X. Per tal de definir el
caracter de Chern aritmétic “ch”, van introduir el grup Ky aritmetic, Ko(X), i van
demostrar que “ch” indueix un isomorfisme entre Ko(X)q i @,50 CH p(X )q- Tot seguit

repassem breument la definicié de IA(O(X )i “ch”.
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Sigui X una varietat aritmetica. Un fibrat vectorial hermitic E = (E,h) sobre X és
un feix localment lliure de rang finit en X juntament amb una metrica hermitica en el
fibrat holomorfic associat.

Sigui £ un fibrat vectorial hermitic sobre X. Aleshores, existeix un caracter de Chern
aritmetic

ch(E) e P CH" (X)qg
p=>0
caracteritzat per cinc propietats. En concret, per les propietats de functorialitat, ad-
ditivitat, multiplicativitat, compatibilitat amb les formes de Chern i per una condicié
de normalitzacié. A més, per a tota successié exacta de fibrats vectorials hermitics
€:0—8 —F —Q— 0, el caracter de Chern satisfa:

ch(E) = ch(S) + ch(Q) — (0, ch(e)),

on ch(e) és la forma de Bott-Chern secondaria de e. Aquest fet porta a la segiient definicié
de IA(O(X). Sigui I?O(X) el grup generat per parelles (E, ), amb a € ®p20 1521’_1(X, p),
quocient la relacio

(5,0") +(Q.0") = (.o + o + ch(e)),

per cada successié exacta € com més amunt. Aquest grup forma part de la successié
exacta
Ki(X) & @D (X, p) — Ko(X) — Ko(X) — 0, (2)

p=>0

amb p el regulador de Beilinson (llevat un factor constant).
Aleshores, el caracter de Chern indueix un isomorfisme

ch: Ko(X)g = @ CH" (X)q.
p=>0

Tal i com és el cas en la situacié algebraica, aquest isomorfisme té en compte la de-
scomposicié graduada de IA(O(X ) donada per les operacions d’Adams. Aix0 és, IA(O(X ) té
una estructura de pre-A-anell de manera que ch indueix un isomorfisme entre els espais
de vectors propis de IA(O(X )o donats per les operacions d’Adams i els grups de Chow
aritmetics:
ch: Ko(X)¥) = CH" (X)q.
Gillet i Soulé, juntament amb els resultats de Bismut i els seus col.laboradors, van
demostrar un teorema de Grothendieck-Riemann-Roch aritmétic (vegeu [27] i [22]). Falt-
ings (vegeu [19] i [20]) va donar una altra aproximacié al teorema de Grothendieck-
Riemann-Roch.
Sigui Td la classe de Todd aritmatica del fibrat tangent d’una varietat aritmetica,
siguin X, Y varietats aritmetiques i sigui f : X — Y un morfisme projectiu i pla
de varietats aritmetiques, llis sobre els nombres racionals. Aleshores, el teorema de
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Grothendieck-Riemann-Roch aritmétic afirma que hi ha un diagrama commutatiu:

. Td(X)-ch(-) =
Ko(X)g———>@B,>0CH (X)o

o B

N Td(Y)-ch(") —p
KO(Y)Q @pzo CH (Y)Q‘

A [13], Burgos va donar una definicié alternativa dels grups de Chow aritmetics,
que consisteix en considerar un espai diferent de formes de Green associades a un cicle
algebraic, amb 1'as de la cohomologia de Deligne-Beilinson. Per esquemes projectius, la
definicié de Burgos coincideix amb la definicié de Gillet i Soulé.

Tot seguit descrivim breument la seva definicié. Sigui X una varietat aritmetica i
sigui (Dfog(X ,p),dp) el complex de Deligne de formes diferencials en la varietat real
associada Xg, amb singularitats logaritmiques al llarg de l'infinit (vegeu [16] o [13]).
La cohomologia d’aquest complex déna els grups de cohomologia de Deligne-Beilinson
de Xg, H(X,R(p)). Per a una subvarietat de X irreductible i de codimensié p Z,

considerem la cohomologia de Deligne-Beilinson amb supports en Z:

Hp,7(X;R(p)) = H"(s(Diog(X,p) = Digg(X \ Z,p)))-

Es té un isomorfisme N
d :R[Z] = HZ ,(X,R(p)).
Sigui 751*Og(X ,p) el quocient de Dl*og(X ,p) per la imatge de laidiferencial dp. Cal
puntualitzar aqui que, al grau 2p — 1, la diferencial dp és —200 = (4mi)dd®. Una
forma de Green per a una subvarietat irreductible de codimensié p Z, és un element

(w,§) € D (X,p) © Di (X \ Z,p), tal que w = dpj i

cl(Z) = [(w,§)] € HY ,(X,R(p)).

Aleshores, un cicle aritmétic és ara una parella (Z,(w,§)), amb (w,g) una forma de
Green per a Z. El grup de Chow aritmetic de X, C/’ﬁp(X), es defineix com el grup
abelia lliure generat pels cicles aritmetics quocient una relacié d’equivalencia donada pel
grup de cicles aritmetics racionals.

Els grups de Chow aritmetics definits per Burgos satisfan les propietats analogues
(i)-(17i) que hem mencionat més amunt pels grups de Chow aritmetics definits per Gillet

i Soulé. En particular, la successié exacta (1) s’escriu com:
- ~2p—1 AP ¢
CHP'?(X) & DP"(X,p) & CH (X) = CHP(X) — 0. (3)

En aquest treball hem adoptat la definicié de grups de Chow aritmetics donada per
Burgos.

Més tard, a [14], Burgos, Kramer i Kithn van desenvolupar una teoria formal d’anells
de Chow aritmetics, on diferent complexos de grups abelians que calculen teories de
cohomologies adequades juguen el paper de les fibres a I'infinit. Aixo és, I'espai de les
formes de Green es pot canviar per complexos amb propietats diferents, per tal d’obtenir
teories d’interseccié adequades que satisfacin diferents propietats.
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Teoria d’interseccié aritmetica superior. En certa manera, podriem considerar
que el programa d’Arakelov en grau zero s’ha completat. Per tal d’anar més enlla en
I'objectiu de trobar analegs aritmetics per a les teories algebraiques, voldriem trobar
el formalisme d’una teoria d’interseccié superior per a varietats aritmetiques. Aquesta
hauria d’incloure una teoria de grups de Chow aritmetics superiors equipats amb un
producte d’interseccio, la definicié d’uns grups de K-teoria aritmetics superiors, classes

caracteristiques i teoremes de Riemann-Roch.

Deligne i Soulé (vegeu [16], Remark 5.4 i [54] §I11.2.3.4) van suggerir que 'extensi6
del grup Ky aritmetic a grau superior hauria de suposar I'extensié de la successio exacta
(2) per tal d’obtenir una successié exacta llarga

o K (X) & HE T UXLR()) S Kn(X) S Koy (X) — -

s Ky (X) B DX p) S Ro(X) S Ko(X) — 0.

El morfisme p és el regulador de Beilinson, aixo és, el caracter de Chern prenent valors
en la cohomologia de Deligne-Beilinson real. Per tant, la component arquimediana dels
K-grups aritmetics superiors vindria donada pel regulador de Beilinson:

= 2p—
p: K. (X)g = @ CH(X,n)g — @) HY (X, R(p)).
p=20 p=0
Analogament, els grups de Chow aritmetics superiors podrien definir-se de manera
que extenguessin la successié exacta (3) en una successié exacta llarga:

- CH'(X,n) & CHP(X,n) & H¥ (X, R(p)) & CH' (X,n—1) — ---

- — CHP(X,1) & D27 (X, p) & CH'(X) & CHP(X) — 0.

Aquestes successions exactes llarges es poden obtenir considerant els grups d’homo-
topia de la fibra homotopica d’un representant simplicial del regulador de Beilinson.

Grups de Chow aritmeétics superiors. Si X és propi, Goncharov, a [30], va
definir grups de Chow aritmetics superiors usant aquestes idees.

Sigui "D?~*(X, p) el complex de Deligne de corrents en X i sigui E?’(X)(p) el grup
de formes diferencials de grau 2p amb twist p. Denotem per ’ 52”**()( ,p) el quocient de
'"D?~*(X,p) pel complex

-—>O—>---—>O—>E2p(X)(p)—>O.

Sigui ZP(X, %) el complex de cadenes que defineix C HP(X, *). Goncharov va definir

un regulador explicit
7ZP(X, %) L 'DP (X, p).

Els grups de Chow aritmétics superiors d’una varietat complexa regular X vénen donats
per la homologia del simple del morfisme P:

CH"(X,n) := Hyn(s(P)).
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Per n = 0, aquests grups coincideixen amb els donats per Gillet i Soulé. De totes
maneres, aquesta construccié deixa obertes les segilients qiiestions:

(1) El morfisme induit per P és el regulador de Beilinson?
. e — =P
(2) Es pot definir una estructura multiplicativa a @,,,, CH (X, n)?

(3) Es poden definir pull-backs?

La principal obstruccié a ’hora de respondre aquestes preguntes és que el complex de
corrents no té bones propietats respecte pull-back o producte. A més, les tecniques de
comparacié de reguladors generalment s’apliquen a morfismes definits per la classe de
varietats quasi-projectives, i aquest no és el cas del morfisme P.

K-teoria aritmeética superior. La primera contribucié en la direccié d’obtenir
un definicié explicita dels K-grups aritmetics superiors és la descripcié simplicial del
regulador de Beilinson donada per Burgos i Wang a [15]. Sigui X una varietat complexa.
Sigui Z@*(X ) el complex de cubs de fibrats vectorials hermitics en X. Els seus grups
d’homologia amb coeficients racionals sén els K-grups algebraics tensorialitzats amb Q,
i.e. hi ha un isomorfisme H,(ZC,(X), Q) K, (X)q (vegeu [47]). A [15], Burgos i Wang
van definir un morfisme de cadenes

ch: ZC.(X) — EP D (X, p).
p=>0

Aqui, ﬁép “*(X,p) és un complex construit a partir de formes diferencials a X x (P!),
que és quasi-isomorf al complex de Deligne de formes diferencials en X amb singularitats

logaritmiques al llarg de I'infinit, DIQ(%_*(X ,p). A més amés, si X és compacta, aleshores

existeix un quasi-isomorfisme invers explicit ﬁfﬁ(X ,p) — D*(X,p) que déna lloc a un
morfisme
ch: ZC.(X) — EPD* (X, p).
p=0
Burgos i Wang demostraren que aquest morfisme indueix el regulador de Beilinson en
cohomologia a coeficients racionals.

La idea de la construccié és la segiient. Un associa a cada n-cub E en X un feix
localment lliure, tr,(E), a X x (P')", que déna una deformacié del cub inicial E per
cubs escindits. Aleshores, si “ch” és la forma de Chern donada per les férmules de
Weil, ch(tr,(F)) és una forma diferencial a fog—n(X x (P1)",p). Si X és compacta, es
pot integrar aquesta forma al llarg de (P')" contra unes certes formes diferencials T},
obtenint una forma diferencial a X.

Sigui S. (X) el conjunt simplicial de Waldhausen per K-teoria algebraica associat a
la categoria de fibrats vectorials hermitics en X, i sigui K.(-) el functor de Dold-Puppe
de complexos de cadenes a grups simplicials abelians. Aleshores, la composicié

K(Cub)
_—

S (x) Hurewiez e (25,(X)) KAZO,(X)) & k. ( P> (xX, p))

p>0
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és un representant simplicial del regulador de Beilinson.
Sigui D*(X, p) la “béte”-truncacié del complex D*( X, p) a grau més gran o igual que
2p, 1 sigui
ch:S(x) L ;c.(@ﬁ%*(x,p)),
p=>0
el morfisme induit per “ch”. Aleshores, seguint les idees de Deligne i Soulé, un defineix
els K-grups aritmétics superiors com

~

Kn(X) = Tpg1 (Fibra homotopica de |K(ch)|).

D’aquesta manera, s’obté la successi6 exacta llarga extenent (2).

Observeu que aquesta definicié de K-grups aritmetics superiors tracta de manera
diferent el cas de grau zero de la resta. Es a dir, el paper de les formes diferencials en el
cas de grau diferent de zero el juguen formes diferencials en el nucli de la diferencial dp,
mentres que no s’imposa cap restriccié a les formes diferencials del grup de grau zero.

Per tal d’evitar aquesta diferéncia, Takeda, a [57], va donar una definicié alternativa
dels K-grups aritmeétics superiors de X, mitjancant grups d’homotopia modificats pel
representant del regulador de Beilinson “ch”. Denotem aquests K-grups aritmetics su-
periors per IA(E: (X). La principal caracteristica d’aquests grups és que en lloc d’extendre
la successi6 exacta (2) a una successié exacta llarga, per a cada n tenim una successié
exacta

Ko (X) & @D 1(X,p) & KI(X) & Ka(X) — 0,
p=0

analoga a la successi6 exacta per Ko(X).
Les dues definicions no coincideixen, pero tal i com va provar Takeda a [57], estan
relacionades per la classe caracteristica “ch”:

Kn(X) ean ker(ch : KL'(X) — D* (X, p)).

Resum dels resultats

Els resultats d’aquesta tesi contribueixen al programa de desenvolupar una teoria
d’intersecci6 aritmetica superior. Aquests son els resultats que constitueixen els capitols
315. Els capitols 2 i 4 consisteixen en resultats preliminars que es necessiten pels capitols
315, en l'area de teoria homotopica de feixos simplicials i K-teoria algebraica.

En el capitol 3, hem desenvolupat una teoria d’interseccié superior en varietats ar-
itmetiques, “a la” Bloch. Es a dir, hem modificat els grups de Chow superiors definits
per Bloch via una construccié explicita del regulador de Beilinson en termes de cicles
algebraics.

Hem construit un representant del regulador de Beilinson usant el complex de Deligne
de formes diferencials, en lloc del complex de Deligne de corrents. El regulador que hem
obtingut resulta ser una lleugera modificacié del regulador descrit per Bloch a [8].
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___Tot seguit, hem desenvolupat una teoria de grups de Chow aritmetics superiors,
C’Hp(X ,n), per a qualsevol varietat aritmetica X sobre un cos. Aquests grups sén els
grups d’homologia del simple d'un diagrama de complexos que representa el regulador de
Beilinson. Demostrem que hi ha un producte associatiu i commutatiu en CH (X, %) =
@p,n CH p(X ,n), compatible amb el producte d’interseccié algebraic. Per tant, donem
un producte d’interseccié aritmetic per varietats aritmetiques sobre un cos.

Les avantatges de la nostra definici6 sobre la definicié de Goncharov son les segiients:
la construccié és valida per varietats aritmetiques quasi-projectives sobre un cos, i no
només per varietats projectives; podem provar que el nostre regulador és el regulador
de Beilinson; els grups obtinguts sén contravariants respecte un morfisme de varietats
qualsevol; podem dotar-los d’una estructura multiplicativa. Aquestes millores es deuen
principalment al fet que evitem usar el complex de corrents.

Els grups de Chow algebraics definits per Bloch sén una descripcié simple de la
cohomologia motivica per varietats algebraiques llises sobre un cos. Els grups de Chow
aritmetics superiors introduits aqui s’haurien de veure com una descripcié simple d’una
teoria de cohomologia motivica aritmetica encara per definir.

Tot seguit ens vam centrar en la relacié entre els grups de Chow aritmetics superiors
definits i els K-grups aritmetics superiors. Per tal de seguir I’esquema algebraic, hauriem
de tenir una descomposicié dels grups I?n(X )o donada pels espais de vectors propis de
les operacions Adams W¥* : I?n(X Jo — I?n(X )o- Per la naturalesa de la definicié de
IA(n(X ), tant considerant la fibra homotopica com els grups d’homotopia modificats de
Takeda, és aparentment necessari tenir una descripcié de les operacions d’Adams en K-
teoria algebraica en termes d’un morfisme de cadenes, compatible amb el representant
del regulador de Beilinson “ch”.

En el capitol 4, obtenim un morfisme de cadenes que indueix les operacions d’Adams
en K-teoria algebraica superior, sobre el cos dels nombres racionals. Aquesta definicié
és de naturalesa combinatorica. A més, el morfisme estd construit amb la idea en ment
que hauria de commutar amb el regulador de Beilinson “ch” donat per Burgos i Wang.
Per tant, es pot apreciar que ha estat altament inspirat per la definicié del regulador de
Beilinson i segueix el mateix patrd logic.

En el capitol 5 demostrem que aquest morfisme de cadenes commuta amb “ch” i
usem aquest fet per definir operacions d’Adams en els K-grups aritmetics superiors
tensorialitzats amb Q. D’aqui es dedueix una estructura de pre-A-anell per I?n(X Jo i
K} (X)q.

Futurs estudis en aquesta direccid es centraran en determinar si les operacions d’Adams
indueixen una descomposicié graduada

En(X)g =P Ea(x)¥
p=>0
de manera que hi hagi un isomorfisme ﬁ[p(X, n)g = An(X)((éf))7 tal i com es dona en
el context algebraic. Observeu que els analegs aritmetics de les teories algebraiques
discutides aqui, es basen en una construccié explicita d’un cert morfisme en el context
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algebraic. Aquest és el cas del regulador de Beilinson, per tal de definir anells de Chow
aritmetics superiors o K-grups aritmetics superiors, i per les operacions d’Adams en
els K-grups aritmetics superiors. Des d’aquest punt de vista, la principal dificultat per
demostrar que hi ha un isomorfisme

., .
CH"(X,n)g = K, (X))

és que, per ara, no hi ha cap representant explicit de 'isomorfisme analeg algebraic.

El desenvolupament d’aquest treball requeria eines per comparar morfismes dels K-
grups algebraics superiors a grups de cohomologia adequats o als mateixos K-grups.
Efectivament, hem construit un morfisme de cadenes que hem demostrat que indueix
el regulador de Beilinson, i hem construit un morfisme de cadenes que hem provat
que indueix les operacions d’Adams en K-teoria algebraica superior. En el capitol 2,
estudiem aquestes comparacions a un nivell general, donant teoremes que detallen condi-
cions suficients per tal que dos morfismes coincideixin. La teoria en que es recolzen les
demostracions és la teoria homotopica de feixos simplicials.

Aquests teoremes donen una demostracié alternativa que el regulador definit per
Burgos i Wang a [15] indueix el regulador de Beilinson. A més a més, demostrem que
les operacions d’Adams definides per Grayson a [31] coincideixen, per a tot esquema
noeteria regular de dimensié de Krull finita, amb les operacions d’Adams definides per
Gillet i Soulé a [28]. En particular, se segueix que les operacions d’Adams definides
per Grayson satisfan les identitats usuals d’'un A-anell, fet que no quedava demostrat en
I’article de Grayson.

Resultats

Tot seguit expliquem l’estructura d’aquest manuscript i en detallem els resultats
principals.

El capitol 1 és de caire preliminar. En ell es donen breument els conceptes previs
necessaris per a la comprensié del treball central d’aquesta tesi. També esta escrit amb el
proposit de fixar la notacio i les definicions que s’usaran sovint en els capitols seglients.
En la primera seccié discutim les categories de models simplicials, centrant-nos en la
categoria de conjunts simplicials i en els grups abelians cibics. En la segona seccié
fixem la notacié en multi-indexos i fem un repas als principals fets en complexos de
(co)cadenes. A més, discutim la relacié entre grups abelians cibics o simplicials i els
complexos de cadenes. En la tercera seccié donem la definié de K-teoria algebraica en
termes de la Q-construccié de Quillen i la construccié de Waldhausen. Introduim també
el complex de cadenes de cubs, que calcula la K-teoria algebraica a coefficents racionals, i
que juga un paper central en la nostra definicié de les operacions d’Adams. Finalment, en
I'altima seccid, recordem la definicié de la cohomologia de Deligne-Beilinson i n’enunciem
les principals propietats usades en aquest treball.

En el capitol 2 donem teoremes per a la comparacié de classes caracteristiques en
K-teoria algebraica. Per a una classe d’aplicacions, anomenades feblement additives,
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donem un criteri per decidir quan dues d’elles coincideixen. Aquesta classe inclou tots
els morfismes de grups induits per un morfisme de feixos simplicials, pero aquests no sén
els tnics.

Tal i com ja hem mencionat, a [15], Burgos i Wang van definir una variant del caracter
de Chern dels grups de K-teoria algebraica a la cohomologia absoluta de Hodge real,

ch: Kn(X) - @Hipin(XaR(p))v

p=>0

per a tota varietat complexa llisa X. A loc. cit., van demostrar que aquest morfisme
coincideix amb el regulador de Beilinson. La demostracié es basa solament en propietats
satisfetes pels morfismes i en propietats de la cohomologia absoluta de Hodge real, pero
no en la seva precisa definicié. Per tant, és raonable pensar en l’existeéncia d’un teorema
axiomatic per classes caracteristiques en K-teoria algebraica superior. La demostracié
de Burgos i Wang usa ’esquema bisimplicial B. P, introduit per Schechtman a [51]. Aixd
requereix un “delooping” en K-teoria i, per tant, el metode s’aplica només a aplicacions
que indueixen un morfisme de grups.

En aquest treball usem tecniques de la teoria de cohomologia generalitzada descrita
per Gillet i Soulé a [28]. La idea és que tota aplicaci6é prou bona de K-teoria a K-teoria
o a una teoria de cohomologia, esta caracteritzada pel seu comportament en els K-grups
de ’esquema simplicial B.GLy.

Aqui donem varis teoremes de caracteritzacié. Les principals conseqiiéncies sén una
caracteritzacié de les operacions lambda i d’Adams en K-teoria algebraica superior i
una caracteritzacié del caracter de Chern i de les classes de Chern en les teories de
cohomologia adequades.

Explicitament, sigui C el “site” gran de Zariski sobre un esquema noeteria de di-
mensi6 finita S. Sigui B.GLy/g I'esquema simplicial B.GLy xz S i Gr(N, k) Pesquema
de Grassmanianes sobre S. Sigui S.P el feix simplicial de Waldhausen que calcula la
K-teoria algebraica i sigui F. un feix simplicial. Observeu que S.P és un H-espai. De-
notem per \IJ’&S les operacions d’Adams en K-teoria algebraica superior definides per
Gillet i Soulé a [28]. Les dues principals conseqiiéncies del nostre teorema d’unicitat sén
les segiients:

Teorema 1 (Corollary 2.4.4). Sigui p : S P — S.'P una aplicacid d’H-espais en la
categoria homotopica de feixos simplicials en C. Si, per algun k > 1, tenim un diagrama
commutatiu

Ko(Vect(B.GLy ) —— Ko(B.GLys)

v g

Ko(vect(B.GLN/S)) ? K()(B.GLN/S),

aleshores, p coincideiz amb 'operacié d’Adams \If’és, per a tot esquema X sobre S.
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Teorema 2 (Theorem 2.5.5). Sigui F* un complex de cocadenes de feixos de grups
abelians en C. Sigui
SP — H K.(F()[24])
JEZ
una aplicacié d’H -espais en la categoria homotopica de feizos simplicials en C. Aleshores,
els morfismes induits
27— * [ -
Em(X) = [ Hza" (X, 7))
JEZ

coincideizen amb el caracter de Chern definit per Gillet a [21] per a tot esquema X, si,
1 només st, ’aplicacio induida

JEZL

és el caracter de Chern per l’esquema X = Gr(N, k), per a tot N, k.
En particular:

» Demostrem que les operacions d’Adams definides per Grayson a [31], coincideixen
amb les definides per Gillet i Soulé a [28], per a tot esquema noeteria de dimensié
de Krull finita. Es dedueix que, per aquesta classe d’esquemes, les operacions
definides per Grayson satisfan les identitats usuals de A-anell.

» Demostrem que les operacions d’Adams definides en el capitol 4, coincideixen amb
les operacions definides per Gillet i Soulé a [28], per a tot esquema noeteria de
dimensié de Krull finita.

» Donem una demostracié alternativa al fet que el morfisme definit per Burgos i
Wang a [15] coincideix amb el regulador de Beilinson.

El capitol 3 esta dedicat al desenvolupament de la teoria de grups de Chow ar-
itmetics superiors, per a varietats aritmetiques. Com que la teoria de grups de Chow
algebraics superiors definida per Bloch, C HP(X, n), esta completament assentada només
per esquemes sobre un cos, ens hem de restringir a varietats aritmetiques sobre un cos.

Sigui X una varietat algebraica complexa i sigui H}, (X, R(p)) els grups de cohomolo-
gia de Deligne-Beilinson a coeficients reals. Per a tot p > 0, definim dos complexos de
cadenes, Dy (X,p)o i D (X,p)o, construits a partir de formes diferencials a X x (A!)"
amb singularitats logaritmiques al llarg de 'infinit. Tenim els segilients isomorfismes:

H*™™(D} z»(X,p)o) = CHP(X,n)g,

H"(Di(X,p)o) = Hp(X,R(p)), per 1 < 2p.

Demostrem que el complex Dy z, (X, p)o satisfa les mateixes propietats que el complex
ZP(X,n)o definit per Bloch a [7]. De fet, en aquest treball usem el seu analeg cibic,
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definit per Levine a [41], doncs és més adequat a 1’hora de descriure l'estructura mul-
tiplicativa per CH*(X, x). El subindex 0 es refereix al complex de cadenes normalitzat
associat a un grup abelia cubic.

A més, es té un morfisme de cadenes natural

2p— P ~N2p—
DAZ:ZIT(Xa p)O - DAp *(X’p)[)
que indueix, després de composar-lo amb l’isomorfisme

Ku(X)g = @ CH(X,n)g

p=>0

descrit per Bloch a [7], el requlador de Beilinson (Theorem 3.4.5):

Kn(X)g = P CHP(X,n)g & @D HY (X, R(p)).
p>0 p>0

Aquesta construccié usant rectes afins A, es pot desenvolupar també usant rectes
projectives P!. En aquest capitol definim també un complex de cadenes, D]%,p g; (X,p),

analeg al complex de cadenes sz =» (X, p)o, 1 un complex de cadenes ZSIQPP (X, p), analeg

al complex sz “*(X,p)o. Definim també un morfisme de cadenes
2p—x% 2p—x*
D[P],)Zp (X,p) & DIPp (Xa p)'

En aquest cas, si X és un esquema propi, seguint els meétodes de Burgos i Wang a [15],
secci6 6, la integracid al llarg de les rectes projectives indueix un morfisme de cadenes

D (X, p) — D* (X, p).
D’aquesta manera, obtenim un morfisme de cadenes

~o B

Dp{?z; (X,p) £ D% (X, p)

que representa el regulador de Beilinson. Observeu que quan X és propi, aquest repre-
sentant té 'avantatge que el complex de cadenes que conté la imatge de p és exactament
el complex de Deligne de formes diferencials en X, i no un complex de cadenes de formes
diferencials a X x (A!)". Aquest morfisme és 1itil per tal de desenvolupar una teoria de
grups de Chow aritmetics a l'estil de la K-teoria aritmetica superior de Takeda a [57].
En la segona part d’aqu/es\t capitol usem el morfisme p per tal de definir els grups de

Chow aritmetics superiors C H p(X ,m), per a tota varietat aritmetica X sobre un cos. La
definicié es basa en el formalisme de la teoria de diagrames i els seus complexos simples
associats, desenvolupada per Beilinson a [5]. En concret, considerem el diagrama de
complexos de cadenes

HZ(X x A*,R D™ (X, p)o

B(X. )y = / \ /

ZP( szz: X,p)o
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Aleshores, els grups de Chow aritmetics superiors de X sén els grups d’homologia del
simple d’aquest diagrama

CH'(X,n) := Hp(s(ZP(X, %)o)).
Demostrem les segiients propietats:

» Theorem 3.6.11: Sigui @p(X) el grup de Chow aritmetic definit per Burgos.
Aleshores, hi ha un isomorfisme natural

cH(x) 5 CH"(X,0).
» Proposition 3.6.7: Hi ha una successié exacta llarga
= CH'(X,n) & CHP(X,n) & HP (X, R(p)) & CH (X,n—1) — ---
- — CHP(X,1) & D27N(X, p)/imdp % CH'(X) & CHP(X) — 0.

» Proposition 3.6.15 (Pull-back): Sigui f : X — Y un morfisme de varietats
aritmetiques sobre un cos. Aleshores, es pot definir un pull-back

CH'(Y,n) L= CH (X, n),
per a tot p i n, compatible amb el pull-back en els grups CHP(X, n) i Ho~"(X,R(p)).

» Corollary 3.6.19 (Invariancia homotopica): Sigui 7 : X x A™ — X la projeccié
en X. Aleshores, el pull-back

o ﬁ[p(X, n) — 51\’{p(X xA™ n), n>1
és un isomorfisme.

» Theorem 3.9.7 (Producte): Existeix un producte en

CH (X,x):= € CH'(X,n),

p>0,n>0

que és associatiu, commutatiu graduat respecte el grau donat per n i commutatiu
respecte el grau donat per p.

Finalment, donem una breu descripcié d’una possible teoria de grups de Chow ar-
itmetics superiors seguint les idees de Takeda a [57], per a la definicié dels K-grups
aritmetics superiors d’una varietat aritmetica propia. En aquesta construccié, usem la
definicié del regulador de Beilinson via les rectes projectives, i per tant ens hem de
restringir a varietats aritmetiques propies sobre un cos.

Les dues segiients preguntes queden obertes en aquesta tesi:
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> Els grups de Chow aritmetics superiors construits aqui coincideixen amb els definits
per Goncharov?

> Es pot extendre la definicié de CH *(X ,*) a varietats aritmetiques sobre un anell
aritmetic?

En el capitol 4, construim un representant de les operacions d’Adams en K-teoria
algebraica superior. Sigui X un esquema i sigui P(X) la categoria exacta de feixos
localment lliures de rang finit en X. Els K-grups algebraics de X, K, (X), es defineixen
com els K-grups de Quillen de la categoria P(X).

Aquests grups es poden equipar amb una estructura de A-anell. Aleshores, les op-
eracions d’Adams en cada K, (X) s’obtenen a partir de les operacions A per mitja d’una
férmula polinomial. En la literatura, es troben diferents definicions directes de les opera-
cions d’Adams en els K-grups algebraics d’un esquema X . Usant la teoria homotopica de
feixos simplicials (revisada en el capitol 2), Gillet i Soulé definiren operacions d’Adams
per a tot esquema noeteria de dimensié de Krull finita. Grayson, a [31], va construir
una aplicacié simplicial induint operacions d’Adams en els K-grups d’'una categoria ex-
acta proveida d’una nocié de producte tensorial, producte simeétric i producte exterior.
En particular, Grayson va construir operacions d’Adams pels K-grups algebraics d’un
esquema X. Seguint els meétodes de Schechtman a [51], Lecomte, a [40], va definir op-
eracions d’Adams pels grups de K-teoria algebraica racional d’un esquema X equipat
amb una familia ampla de feixos invertibles.

El nostre objectiu era construir un morfisme de cadenes explicit induint les operacions
d’Adams en K-teoria algebraica racional. Aquesta construccié podria servir per entendre
millor els espais de vectors propis de les operacions d’Adams.

Considerem el complex de cadenes de cubs associat a la categoria P(X). McCarthy
a [47], demostra que els grups d’homologia a coeficients racionals d’aquest complex sén
isomorfs als K-grups algebraics tensorialitzats amb Q de X (vegeu la secci6 1.3.3).

En primer lloc, vam intentar trobar una versié homologica de la construccié simplicial
de Grayson, pero sembla particularment dificil des del punt de vista combinatoric.

L’aproximaci6 actual es basa en una simplificacié obtinguda usant les transgressions
de cubs via rectes afins o projectives, pero té el cost d’haver-nos de restringir a esquemes
regulars noeterians. Aquesta va ser la idea de Burgos i Wang a [15], per tal de definir
un morfisme de cadenes representant el regulador de Beilinson.

El morfisme buscat havia de commutar amb el representant del regulador de Beilinson
“ch”. Amb aquesta fi, el morfisme hauria de ser de la forma

E — U*(tr,(E)),

amb ¥ una descripcié de la operacié d’Adams k-essima al nivell de fibrats vectorials.
Malauradament, per les eleccions conegudes de U¥, aquesta aplicacié no defineix un
morfisme de cadenes. La principal obstruccié és que, mentres que per a tota parella de
fibrats vectorials hermitics E, F, es té una igualtat

ch(E @ F) = ch(E) + ch(F),
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no és veritat que per a tota parella de fibrats vectorials F, F', tinguem una igualtat
WMEo F)=U"E)o v F).

De totes maneres, aquesta igualtat es té al nivell de Ko(X).
A T'arrel del problema trobem que I’aplicacio

E — trp(F)

no és un morfisme de cadenes. De totes maneres, afegint a aquesta aplicacié una col.leccié
de cubs amb la propietat de ser escindits en totes les direccions, podem obtenir un
morfisme de cadenes, que anomenem el morfisme de transgressio. El fet que els cubs
afegits son escindits en totes les direccions, implica que es cancelen quan apliquem “ch”.
Per tant, tenim encara una commutacié de ¥* amb “ch”.

Amb aquest truc, a cada cub a X primer li assignem una col.leccié de cubs definits
a X x (PH* o bé a X x (A1)*, escindits en totes les direccions (Proposition 4.3.17).
Aquests cubs s’anomenen cubs escindits.

Després, via una férmula purament combinatorica en les operacions d’Adams d’un
feix localment lliure, donem una férmula per les operacions d’Adams d’un cub escindit
(Corollary 4.2.39). El punt clau és I'is de la classe caracteristica secundaria d’Euler
del complex de Koszul associat a un feix localment lliure de rang finit, seguint les idees
de Grayson.

La composicié del morfisme de transgressié amb les operacions d’Adams per cubs
escindits dona lloc a un morfisme de cadenes representant les operacions d’Adams per a
tot esquema regular noeteria de dimensié de Krull finita (Theorem 4.4.2).

Ambdues construccions, amb rectes projectives o amb rectes afins, sén completament
analogues. Un pot escollir la més adequada en cada cas particular. Per exemple, per
a definir operacions d’Adams en els K-grups d’un anell regular R, un podria escollir la
construccié amb rectes afins, per tal de quedar-se sempre en la categoria d’esquemes afins.
Per altra banda, si la nostra categoria d’esquemes és la categoria d’esquemes regulars
projectius, la construccié més adequada probablement seria amb rectes projectives.

La principal aplicacié de la nostra construccié és la definicié d’una estructura de
pre-A-anell pels K-grups aritmetics superiors a coeficients racionals de X.

En el capitol 5, donem una estructura de pre-A-anell a les dues definicions de K-
teoria aritmetica superior tensorialitzada amb Q, I?n(X )o i IA(E: (X)o- Es compatible
amb l'estructura de A-anell dels K-grups algebraics, K, (X), definida per Gillet i Soulé
a [28], i amb l'estructura canonica de A-anell a P, - D2—*(X,p), via la graduacié
donada per p (vegeu lema 1.3.28). A més, per n = 0 recuperem lestructura de A-anell
de KO (X) ® Q

Concretament, construim operacions d’Adams
Uk K (X)g — Kn(X)g, k>0,

que, com que hem tensorialitzat per Q, indueixen operacions A a I?R(X )Q-
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Per tal de treballar amb els grups IA(;LF (X)q, introduim els grups d’homologia modi-
ficats, que sén 'analeg dels grups d’homotopia modificats. Llavors tenim que els grups
d’homologia modificats per “ch” donen una descripcié homologica de IA{n(X )o (Theo-
rem 5.3.11).

En aquest capitol demostrem que la construccié d’operacions d’Adams del capitol 4
commuta estrictament amb “ch” (Theorem 5.4.11), i d’aqui deduim una estructura
de pre-A-anell per I?n(X)@ i I?Z(X)Q (Corollary 5.4.14 i Corollary 5.4.16).

De moment, no hem pogut demostrar que aquestes operacions defineixen una estruc-
tura de A-anell.
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Symbol list

In this symbol list, the following conventions are taken: X,Y are schemes, S. is a sim-
plicial set, A*, A, are (co)chain complexes, C. is a cubical group, %,j are multi-indices,

n,l,p,r,... are indices, P is a category.

[0,m], 34

e, 63

oy, 139,144
1,2, 34

SSets, 21
*3, 93

B.GLy, 69

C.(P), 54

Cub, 169
CHP(X,*), 99
CHP~LP(X), 133
CH'(X), 132
CH"(X,n), 132
c([Z]), 68
Cub, 56

dp, 63

DP(X, %), 99
DZ&’*(va),DK(XaP)a 103
D (X.p), 63

Di L (X,p), 141

Dy (X,p)o, 103

Dy 20 (X, p)o: D zv(X,po, 105
DY 5r(X.po, 105
Diypz0(X,p)o, 143
DKXA7Z§(’?Y(X xY,p+q)o, 143
DK(X,]?)O(), 104

Dy (X,p), Di(X,p), 115
Dikog,Z(va)> 66
D*(X,p), 169
?KXA(va)Ol\ 141

D" (X,p)o, Di(X,p)o, 131
D" (X,p), Dj(X,p), 106
DIT”,ZP(X7p)a 120

Dy (X,p), Dp(X,p), 116
DL, (X x (PY)™,p), 119
ds, 36, 103

EN, 72
0(1), 34

Gm(X), 57
roo117

n?

Hp(X,R(p)), 62
HE(X, ), 120
HP(X, %), HP(X, *)o, 104

¢ T, 35
t>g, 34
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NC.(P), 169 ZGH(X),., 174
NSy, 41 ZGY(X)., 173
N'C,, 48 ZIC,.(X), 166
NoCy, 94 ZSp2(X), 201
. ZSp,(X), 171
wr. 115 T, 69
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Ur(E), 177 ZCH(X), 195
ZC.(P), 55
R(p), 61 Z°(X, %), 99
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K-coherent, 69

Adams operations, 54, 79, 82, 177, 206
admissible
epimorphism, 45
monomorphism, 45
algebraic K-group of an exact category,
47, 48
arithmetic
field, 127
ring, 126
variety, 127
arithmetic Ky-group, 216
associated simplicial group, 21

Beilinson regulator, 87, 108, 213
big Zariski site, 67
béte truncation, 35, 161, 221

canonical A-ring, 54, 55

canonical truncation, 34

chain complex
associated to a cochain complex, 36
associated to a cubical group, 43
of cubes, 50
of iterated cochain complexes, 166

chain morphism, 32

characteristic of an index, 31

Chern
character, 85, 86, 108, 210-212, 215
class, 84, 86, 107

class of a cycle, 61

classifying space, 22

closed model category, 23

closed simplicial model category, 26
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cochain complex associated to a chain
complex, 36

cochain morphism, 32
codegeneracy map, 19
coface map, 19
cofibrant

object, 24

resolution, 25
cofibration

of chain complexes, 39

of simplicial sets, 23

of spaces, 64

in a closed model category, 23

of simplicial abelian groups, 29
compatible system of maps, 72
complementary multi-index, 31
concatenation of multi-indices, 31
cosimplicial

identities, 18

map, 19

object, 19

set, 19
cube, 49
cube with canonical kernels, 200
cubical

abelian group, 42

identities, 43
current, 58

degeneracy map
of cubes, 49
cubical, 43
simplicial, 18
degenerate
cube, 50
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cubical, 43

simplicial , 19
Deligne complex

definition, 57

with supports, 60
Deligne-Beilinson

cohomology with supports, 60

cohomology, 56, 57
diagonal of a simplicial set, 19
diagram of complexes, 90

differential of a (co)chain complex, 32

direct sum cube, 171

associated to, 171
Dold-Thom isomorphism

of K-theory, 53

on higher Chow groups, 100

exact
category, 45
functor, 46
face map
of cubes, 49
cubical, 48

simplicial, 18
factorization axiom, 24
fibrant
object, 24
resolution, 25
fibration
of chain complexes, 39
of simplicial sets, 23
of spaces, 65
in a closed model category, 23
of simplicial abelian groups, 29
first transgression, 197
function complex
of simplicial abelian groups, 30
of simplicial sets, 27

generalized cohomology, 66
Green form, 129
Grothendieck group, 47

hermitian

cubes, 211
cubes with canonical kernels, 212
split cube, 229
vector bundle, 211, 216
higher arithmetic K-groups, 217, 219,
226
higher arithmetic Chow
complex, 128
group, 129
higher Chow groups, 98
homotopy
category, 28
of simplicial sets, 27
homotopy equivalence of complexes, 34
homotopy group of a simplicial set, 22
homotopy invariance
of K-theory, 53
of higher arithmetic Chow groups,
134
on higher Chow groups, 100
horn, 23
Hurewicz morphism, 40

integration current, 61
intersection of multi-indices, 1
iterated

chain complex, 32

cochain complex, 31

Koszul complex, 55, 177, 232

A-ring, 54
left lifting property, 25
length
of a complex, 32
of a multi-index, £0
lexicographic order on multi-indices, 31
logarithmic singularity, 56

modified homology groups, 220
Moore complex, 39
morphism of diagrams, 91

nerve
of a small category, 20
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of an abelian group, 21
of an open cover, 21
norm of a multi-index, 31
normalized chain complex
of a cubical group, 43, 44
of a simplicial group, 37, 39
of cubes, 169

pointed category, 28
pre-A-ring, 53

presheaf, 65
pseudo-flasque presheaf, 68

quasi-isomorphism, 54
Quillen Q-construction, 46

real
Deligne-Beilinson cohomology, 62
variety, 62
realization of a simplicial set, 21
right lifting property, 25

secondary Euler characteristic class, 55
semipurity property, 60, 104, 117
short exact sequence, 45
simple
of a chain morphism, 37
of a cochain complex, 32
of a cochain morphism, 35
of a diagram, 91
of a sequence of morphisms, 36
simplex, 19
simplicial
category, 26
group, 19
identities, 18
map, 19
object, 18
set, 19
sheaf, 64
simplicial sphere, 20
small Zariski site, 67
smash product, 29
space, 64
space constructed from schemes, 67, 71

split cube, 171
stable K-theory, 69
standard simplex, 20

tensor product of complexes, 33
transgression

chain complex, 194

morphism, 203

sheaf, 198, 199
translation

of a chain complex, 37

of a cochain complex, 34
trivial

cofibration, 23

cubical abelian group, 44

fibration, 23

union of multi-indices, 81

Waldhausen simplicial set, 48
weak equivalence
of chain complexes, 39
of spaces, 64
in a closed model category, 23
of simplicial abelian groups, 29
of simplicial sets, 23
weakly additive, 10, 63, 75, 76, 77
Whitehead’s theorem, 28

Yoneda’s lemma, 20, 72

Zariski topos, 67
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