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Abstract

The recent technological advances in the satellite domain such as the use of High
Throughput Satellites (HTS) with throughput rates that are magnitudes higher than
with previous ones, or the use of large non- Geostationary Earth Orbit (GEO) satel-
lites constellations, etc, are reducing the price per bit and enhancing the Quality of
Service (QoS) metrics such as latency, etc., changing the way that the capacity is
being brought to the market and making it more attractive for other services such
as satellite broadband communications. These new capabilities coupled with the
advantages offered by satellite communications such as the unique wide-scale ge-
ographical coverage, inherent broadcast/multicast capabilities and highly reliable
connectivity, anticipate new opportunities for the integration of the satellite compo-
nent into the 5G ecosystem. One of the most compelling scenarios is mobile back-
hauling, where satellite capacity can be used to complement the terrestrial backhaul-
ing infrastructure, not only in hard to reach areas, but also for more efficient traffic
delivery to Radio Access Network (RAN) nodes, increased resiliency and better sup-
port for fast, temporary cell deployments and moving cells.

In this context, this thesis work focuses on achieving better satellite-terrestrial
backhaul network integration through the development of Traffic Engineering (TE)
strategies to manage in a better way the dynamically steerable satellite provisioned
capacity. To do this, this thesis work first takes the steps in the definition of an ar-
chitectural framework that enables a better satellite-terrestrial mobile backhaul net-
work integration, managing the satellite capacity as a constituent part of a Software
Defined Networking (SDN) -based TE for mobile backhaul network. Under this ba-
sis, this thesis work first proposes and assesses a model for the analysis of capacity
and traffic management strategies for hybrid satellite-terrestrial mobile backhauling
networks that rely on SDN for fine-grained traffic steering. The performance anal-
ysis is carried out in terms of capacity gains that can be achieved when the satellite
backhaul capacity is used for traffic overflow, taking into account the placement of
the satellite capacity at different traffic aggregation levels and considering a spatial
correlation of the traffic demand. Later, the thesis work presents the development
of SDN-based TE strategies and algorithms that exploits the dynamically steerable
satellite capacity provisioned for resilience purposes to better utilize the satellite ca-
pacity by maximizing the network utility under both failure and non-failure condi-
tions in some terrestrial links, under the consideration of elastic, inelastic and unicast
and multicast traffic. The performance analysis is carried out in terms of global net-
work utility, fairness and connexion rejection rates compared to non SDN-based TE
applications.

Finally, sustained in the defined architectural framework designs, the thesis work
presents an experimental Proof of Concept (PoC) and validation of a satellite-terrestrial
backhaul links integration solution that builts upon SDN technologies for the real-
ization of End-to-End (E2E) TE applications in mobile backhauling networks with a
satellite component, assessing the feasibility of the proposed SDN-based integration
solution under a practical laboratory setting that combines the use of commercial,
experimentation-oriented and emulation equipment and software.
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Chapter 1

Introduction

1.1 Scope and Motivation

The recent development in wireless communications systems mainly pushed by the

great boom of the cellular telephony, have dispersed its use to almost all sectors

of industry and society. This trend is expected to continue over the next years, to

the extent that 5G networks are envisioned to be used as the primary means for

delivering applications with high availability needs in many sectors such as critical

infrastructures, manufacturing, emergency communications, automotive, health, etc

[1]-[3]. Given the relevance that mobile communications have taken in the recent

years, 5G networks are expected to fulfill new challenging requirements such as

higher network availability levels (at least in the range of the five nines, i.e. 99.999%

of availability) [1], in addition to ubiquitous broadband connectivity extended to

rural and low-density areas as well as long-haul transportation (e.g. aircraft, trains),

among others [1][3].

In this context, the role that satellite communications can play in the forthcoming

5G ecosystem is being revisited [2]-[4]. During the past decades, satellite systems

have suffered from many drawbacks such as technological complexity, high costs,

high latency and deep fading at high frequencies (Ka band). As a result, for decades

the use of satellite as means of communication had been mainly restricted to satellite

niche market (e.g., professional use in areas where terrestrial alternatives are not an

option, radio localization [GPS, GNSS], where satellites work as "radio-beacons" [5],

Direct-To-Home TV market [DTH] digital TV broadcasting [standard DVB-S] where
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the satellite acts only as a relay node, and more recently the backhauling of data in re-

mote areas). All of them, applications where the use of satellite communication sys-

tems is usually driven by its intrinsic capabilities, for instance very large coverage,

speed of implementations and inherent multicasting and broadcasting capabilities,

exploiting these advantages in a competitive manner with respect to classical terres-

trial networks [5]. However, recent technological advances in the satellite domain

such as the introduction of High Throughput Satellites (HTS) in Geostationary Earth

Orbit (GEO) with throughput rates that are magnitudes higher than with previous

ones, with expectations of over 100 HTS systems in orbit by 2020-2025, delivering

Tbps of connectivity in Ku- and Ka- bands at reduced cost [6], or the appearance of

a range of disruptive initiatives envisioning the use of non-GEO constellations with

a large number of low-cost micro-satellites that might come to fruition in the forth-

coming years, anticipating a further reduction in the cost of transmitting a bit over

a satellite link and enhanced Quality of Service (QoS) metrics such as latency, etc.

[7], are changing the way that capacity is being brought to the market, reducing the

price per bit and making it more attractive for other services such as satellite broad-

band communications. In this context, key features of satellite communications such

as the unique wide-scale geographical coverage, inherent broadcast/multicast capa-

bilities and highly reliable connectivity, together with significant amounts of new

satellite capacity, opens an important range of possibilities for the implementation

of satellite component into the terrestrial communication networks. For example,

according to [8], non-terrestrial access networks are expected to be an integral part

of 5G service deployment by:

• Enabling ubiquitous 5G service to terminals (especially Internet of Things [IoT]

/ Machine Type Communications [MTC], public safety/critical communica-

tions) by extending the reach of terrestrial based 5G networks to areas that

cannot be optimally covered by terrestrial 5G network.

• Enabling 5G service reliability and resiliency due to reduced vulnerability of

air / space borne vehicles to physical attacks and natural disasters. This is

especially of interest to public safety or railway communication systems.
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• Enabling connectivity of 5G Radio Access Network (5G-RAN) elements to al-

low ubiquitous deployment of 5G terrestrial network.

• Enabling connectivity and delivery of 5G services to User Equipment (UE) on

board airborne vehicles (e.g. air flight passengers, UASs/drones, etc.).

• Enabling connectivity and delivery of 5G services to UE on board other mov-

ing platforms such as vessels and trains.

• Enabling efficient multicast/broadcast delivery of services such as A/V con-

tent, group communications, IoT broadcast services, software downloads (e.g.

to connected cars) and emergency messaging.

• Enabling flexibility in traffic engineering of 5G services between terrestrial and

non-terrestrial networks.

Remarkably, the potential roles and benefits of satellite networks in 5G have been

acknowledged within the 3 rd Generation Partnership Project (3GPP) in charge of 5G

system specifications, where requirements have been adopted that mandate 5G sys-

tems to be able to provide services using satellite access as well as to support the

use of satellite backhaul between the Radio Access Network (RAN) and core net-

work by enhancing the 3GPP system to handle the latencies introduced by satellite

links [9]. Accordingly, several 3GPP study items are currently on-going to undertake

the necessary technical studies for the support of satellite as well as High Altitude

Platforms (HAPS) as part of next generation 5G systems [10].

In this context, satellite backhaul stands out as one of the most compelling sce-

narios anticipated to gain further relevance in 5G [11]. In particular, satellite back-

hauling can be instrumental in providing backhaul connectivity to base stations

(BSs) deployed in hard to reach areas or installed on board a transportation/moving

vehicle with no other feasible backhauling means. In addition, satellite backhaul

links can be deployed and operated in combination with the terrestrial backhaul

links, yielding increased network availability and resiliency (e.g. backup capacity

for total/partial terrestrial link failures in critical cell sites), better support of tem-

porary cell deployments (e.g. coverage of special events, emergency situations) [12]

and, ultimately, more efficient traffic delivery to BSs. For example, jointly exploited
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with the terrestrial capacity, a pool of satellite capacity can be used for traffic offload-

ing and load balancing (e.g. diverting traffic from congested areas so the terrestrial

capacity gets supplemented during peak-times) as well as for multicast/broadcast

traffic delivery to multiple cell sites (e.g. content edge caches, live TV stream distri-

bution) in a more resource efficient manner [12][13].

However, a full realization of a combined satellite-terrestrial backhauling sce-

nario requires of improved integration approaches for the provisioning and oper-

ation of the satellite component in a more flexible, agile and cost-effective manner

than currently done. In this regard, the evolution of satellite ground segment sys-

tems (e.g. satellite gateways and terminals) from today’s rather closed solutions to-

wards more open architectures based on Software Defined Networking (SDN) and

Network Function Virtualization (NFV) technologies arises as a necessary step [14]-

[18]. This evolution is not only expected to bring into the satellite domain the ben-

efits associated with the advances in network softwarization technologies consoli-

dating within the 5G landscape, but also to greatly facilitate the seamless integra-

tion and operation of combined satellite and terrestrial networks [19]. In particular,

terrestrial 5G systems are widely embracing SDN technologies for enabling a uni-

fied, vendor-neutral control and management of networking functions. Accordingly,

satellite networks shall be necessarily outfitted with control and management inter-

faces compatible with these mainstream SDN architectures and technologies being

adopted in 5G in order to realize a full End-to-End (E2E) networking concept where

the whole satellite-terrestrial network behavior can be programmed in a consistent

and interoperable manner [20]-[22].

In the other hand, sustained into the introduction of SDN technologies for the

integration of the satellite component, Traffic Engineering solutions adapted to this

kind of networks should be also revisited and developed, taking all the advantages

of a centralized control and fine-grained traffic steering offered by SDN networks

in order to optimize the performance of a hybrid mobile backhaul network, taking

into account the different performances and capacities of satellite and terrestrial net-

works as well as the different QoS requirements of the mobile network services. In

this sense, despite the multiple advantages mentioned above, the reality as of today
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is that the combination of satellite and terrestrial components for delivery of end-

to-end telecom services as well as the development of TE solutions for the optimal

traffic distribution for this kind of networks still remains as completely unexplored

areas. While capacity and traffic management aspects (e.g., capacity dimensioning,

routing, QoS, congestion, resilience) have been extensively analysed for mobile ter-

restrial backhaul networks [23]-[27], little attention has been paid to these aspects

when it comes to the consideration of hybrid terrestrial-satellite networks for mo-

bile backhauling. In this line, there is a wide range of possible contributions to the

subject, allowing this research to be one of the first steps in the development of new

studies of the aggregate capacity gain by the introduction of given satellite capac-

ity into a terrestrial mobile backhaul networks as well as the development of traffic

distribution algorithms focused on maximizing the utility of this kind of networks,

considering different kind of traffics (elastic, inelastic, unicast and multicast traffic)

as well as considering the differences in capacities and performance of both kind of

networks (satellite and terrestrial).

In the following, the objectives and contributions proposed for the development

of this thesis are explained in detail.

1.2 Objectives and Contributions

The following points break down the main objectives pursued by the thesis:

1. To progress beyond the state-of-the-art by investigating in depth in the follow-

ing points:

• The applicability of the SDN-based paradigm to the combined satellite-

terrestrial networking.

• The architectural frameworks based on SDN controllers and federated re-

source managers for the orchestration and optimization of network func-

tions for the delivery of services that span satellite and terrestrial seg-

ments in order to facilitate and improve the combination of satellite and

terrestrial networks in the context of 5G.
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– Specifically in the context of satellite backhaul, in the definition of

SDN-based management principles to create new degree of freedom

to ensure smooth interoperations among the fronthaul, backhaul, the

core network layers, while separating the bearer & control functions

via SDN and centrally managing.

• The design and analysis of current models for the analysis of capacity

and traffic management strategies for hybrid satellite-terrestrial mobile

backhaul networks.

• The Traffic distribution strategies (based on QoS, load balancing, network

utility applied for current terrestrial networks and for hybrid satellite-

terrestrial mobile backhaul networks.

2. Based on the state of the art research work, to define an architectural frame-

work that better facilitates the integration of the satellite and terrestrial com-

ponents to form a hybrid satellite-terrestrial mobile backhaul network.

3. On top of a defined architectural framework, to analyze the hybrid satellite-

terrestrial mobile backhaul networks:

• A first proposal of a model for the analysis of capacity and traffic man-

agement strategies in hybrid satellite-terrestrial mobile backhauling net-

works that rely on SDN for fine-grained traffic steering.

• Simulation activities for the capacity assessment for this type of networks

in realistic environments.

4. On top of a defined architectural framework, to design TE applications for

hybrid satellite-terrestrial mobile backhaul networks.

• The work tries to integrate and exploit satellite features in an SDN per-

spective, searching to propose new TE for traffic distribution strategies

and algorithms for joint capacity and traffic management across terres-

trial and satellite backhaul network elements with the following consid-

erations:
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– To better exploiting the dynamically the steerable satellite capacity

in hybrid satellite-terrestrial backhaul networks provisioned for re-

silience purposes in order to maximize a network utility function.

– Management of provisioned resources (e.g., radio and spectrum re-

source allocation), QoS classes and policy control across domains is

also under scope, as well as the exploitation of off-loading mecha-

nisms.

– Under the consideration of different kinds of traffic types (elastic, in-

elastic, unicast and multicast).

∗ Consideration of QoS of each traffic Type

∗ Consideration of satellite and terrestrial performance (latency)

impact over each traffic type.

– Traffic distribution strategies for resilience purposes.

∗ Adopting mechanism of resource allocation and resource reserva-

tion when some Base Stations (BSs) have terrestrial link failures.

∗ Satellite links could provide additional bandwidth to backup con-

nectivity to critical cell sites as well as to divert traffic from con-

gested areas so that the capacity in the terrestrial links could be

supplemented during peak-times or even replaced in case of to-

tal/partial failure or maintenance.

5. The thesis work search to evaluate all the proposed solutions through assess-

ment activities that are intended to be based on the use of simulators/emulators

tools that are developed and evaluated to know better the behavior of the hy-

brid networks in real scenarios and conditions where the proposed mecha-

nisms and algorithms are applied. This with the objective of evaluating the

resource management strategies and algorithms for the combined operation of

the terrestrial and satellite components, as well as the assessment of the im-

plementation of the satellite component as an intrinsic part of terrestrial com-

munications networks under different scenarios and conditions, analyzing the

scope, advantages, disadvantages and viability of such combined networks.
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6. The final objective of this thesis work is to present an experimental Proof of

Concept (PoC) of a satellite-terrestrial backhaul links integration solution that

builts upon SDN technologies for the realization of End-to-End (E2E) TE appli-

cations in mobile backhauling networks with a satellite component, with the

objective of know the scope, advantages and disadvantages and applicability

of these kind of networks as well as the performance impact that it has on the

QoS of the LTE connectivity services.

1.3 Organization of the Thesis

The thesis is divided into 8 chapters as follows:

In chapter 2, Hybrid Satellite-Terrestrial Mobile Backhaul Networks, a brief

description of basic concepts related to Hybrid Satellite-Terrestrial Mobile Backhaul

Networks such as satellite communication systems, mobile backhaul networks and

network architectures is presented, as well as a review of the role of satellite tech-

nology in 5G networks. The knowledge of these basic issues will set the tone for the

further developments of the specific objectives of the research work, together with

the methodology to be used along in the research activities.

In chapter 3, Network Architecture and Integration Approach for SDN-based

Traffic Engineering in Satellite-Terrestrial Backhaul Networks, is defined the SDN-

based functional architecture for hybrid satellite-terrestrial mobile backhaul networks

on which the capacity analysis and the development of traffic distribution strate-

gies for this kind of networks will be carried out. Also it’s presented an integration

approach for E2E SDN-Based TE in hybrid satellite-terrestrial mobile backhaul net-

works.

In Chapter 4, Backhaul capacity gains of traffic overflow through satellite, a

dimensioning study of the satellite backhaul capacity required at BS and in a higher

aggregated level is carried out. The analysis provided is aimed to assess the capacity
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gains when a satellite component is used for traffic overflow within the hybrid back-

haul network, taking into account the placement of the satellite capacity at different

traffic aggregation levels considering the spatial correlation of the traffic demand.

The results of the analysis show substantial improvements in terms of capacity gains

when the satellite backhaul capacity is used for traffic overflow, at different traffic

aggregation levels.

In chapter 5, Network Utility Maximization Framework and Performance Eval-

uation of TE strategies, is presented the Network Utility Maximization (NUM) Frame-

work, and are proposed TE strategies for optimal traffic distribution (maximizing the

network utility) in SDN-based hybrid satellite-terrestrial mobile backhaul networks

considering elastic and inelastic traffic types. A performance analysis is carried out,

finding substantial improvements in terms of network utility, fairness and services

rejection rates. The methodology utilized to solve the optimization problem is a

Heuristics and is assessed through Monte-Carlo simulations.

In chapter 6, Formulation and performance assessment of an SDN-based TE

application, it is formulated a TE application that takes advantage of the SDN-based

centralized control to manage traffic in a better way in the presence of both, failure

or non-failure terrestrial link conditions. In particular, the focus has been placed in

the investigation of SDN-based the TE application designed to deal, in a comprehen-

sive manner, with situations that entail traffic overload in some BS sites, fast or early

stage deployment of RAN capacity (i.e. transportable BSs) that exclusively relies on

the satellite component and total or partial failure of the terrestrial links in BSs. The

simulation model developed in the previous chapter has been enriched with the con-

sideration of multi-service scenarios, including mixes of stream and elastic traffic as

well as unicast and multicast traffic. Moreover, the simulation platform used in the

previous chapter analysis, which was based on Monte-Carlo simulation methods,

has been extended to support discrete event simulations to track the system dy-

namics over time, allowing us to improve the characterization of the SDN-based TE

strategies with more practical settings (e.g. time average processes, timer-based trig-

gering conditions, etc.) as well as to obtain some performance indicators that cannot
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be assessed with the Monte-Carlo method. In more details, the analyzed SDN-based

TE application is formulated to manage the use of some amount of satellite capacity

provisioned for resilience purposes so that the overall network utility is maximized

under both failure and non-failure conditions in the terrestrial links. The new algo-

rithm considers the analysis for multicast traffic and introduces the mechanism for

the reserve of satellite resources for the BSs that only have satellite capacity. Several

event-driven simulations and scenarios are presented to perform a complete algo-

rithms evaluation under mobility and normal and failure terrestrial link conditions.

In chapter 7, Experimental Proof of Concept, is presented an experimental Proof

of Concept (PoC) and validation of a hybrid satellite-terrestrial mobile backhaul net-

work integration solution that builts upon SDN technologies for the realization of

End-to-End (E2E) TE applications in mobile backhauling networks with a satellite

component. A laboratory testbed is developed and validated, then, it is assessed the

LTE service performance over terrestrial and satellite backhaul links. Finally, it is

assessed the network the backhaul links restoration time once a given backhaul link

failure occurs and its QoS impact on LTE services.

In chapter 8, Conclusions and Contributions, are listed the final conclusions and

contributions of this thesis work.

Appendix -A- Description of the main features and building blocks of the matlab

simulator developed for Network Utility Maximization through Monte-Carlo simu-

lations;

Appendix -B- Description of the main features and building blocks and Matlab

simulator for TE application performance assessment.

The structure of the thesis is illustrated in Figure 1.1.
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FIGURE 1.1: Structure of the Thesis.
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1.4 Main Outcomes

1.4.1 Publications

Part of the content of this thesis has been either been published or submitted for

publication during the period of research of the author in the Mobile Communica-

tion Research Group of the Department of Signal Theory and Communications, at

Universitat Politècnica de Catalunya. A list of the papers is given as follows:

• F. Mendoza, R. Ferrús, O. Sallent, Experimental Proof of Concept of an SDN-

based Traffic Engineering Solution for Hybrid Satellite-Terrestrial Mobile Backhaul-

ing. Submitted to International Journal of Satellite Communications and Net-

working. Oct. 2018. Article accepted on 10 February, 2019.

• F. Mendoza, R. Ferrús, O. Sallent, Chapter 3 ‚ SDN-enabled SatCom Networks for

Satellite-Terrestrial Integration of book Satellite Communications in the 5G Era, IET

Digital Library, ISBN: 978-1-78561-427-9, 2018. pp 61-99.

• F. Mendoza, R. Ferrús, O. Sallent, SDN-based Traffic Engineering for Improved Re-

silience in Integrated Satellite-Terrestrial Backhaul Networks, 4th International Con-

ference on Information and Communication Technologies for Disaster Man-

agement (ICT-DM), Münster, Germany. Dec. 2017.

• F. Mendoza, R. Ferrús, O. Sallent, A traffic distribution scheme for 5G resilient

backhauling using integrated satellite networks, 13th International Wireless Com-

munications and Mobile Computing Conference (IWCMC), Valencia, Spain.

June. 2017.

• F. Mendoza, R. Ferrús, O. Sallent, Flexible Capacity and Traffic Management for

Hybrid Satellite-Terrestrial Mobile Backhauling Networks, International Sympo-

sium on Wireless Communication Systems (ISWCS), Poznan, Poland. Sept.

2016.
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1.4.2 Contributions to European Research Project VITAL Deliverables

Part of the work done in the scope of the thesis has served as a basis for the real-

ization of some research activities that have been disseminated in technical reports,

participating as contributor in the following research projects deliverables:

• D4.2 Network resource management framework and initial performance assessment of

algorithmic solutions, Editor: Ramon Ferrús, August 2016. Available at

http://www.ict-vital.eu/documents/deliverables. Last accessed in Decem-

ber 2018.

• D4.5 Final network resource management framework and performance assessment of

algorithmic solutions, Editor: Ramon Ferrús, August 2018. Available at

http://www.ict-vital.eu/documents/deliverables. Last accessed in Decem-

ber 2018.

1.4.3 Simulation Tools and Experimental Platforms

As part of the results of this thesis, simulation tools have also been developed,

among which the following unravel:

• Simulation of spatial correlation of the traffic demand as well as the capacity

gains for satellite capacity at different traffic aggregation levels in a hybrid

backhaul network.

• Matlab simulator for Network Utility Maximization through Monte-Carlo sim-

ulations.

• Matlab simulator for TE application performance assessment.

• Experimental platform for TE application proof of concept.
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Chapter 2

Hybrid Satellite-Terrestrial Mobile

Backhaul Networks

2.1 Introduction

A general view on systems combining satellite and terrestrial communications com-

ponents has been recently described in ETSI TR 103124 "Satellite Earth Stations and

Systems (SES); Combined Satellite and Terrestrial Scenarios" [28] where the defini-

tions and classification of scenarios combining satellite networks as well as terrestrial

networks are proposed. These scenarios are showed at Figure 2.1.

A "combined satellite-terrestrial network" is a system employing a satellite com-

ponent and a terrestrial component to deliver a service set towards its end-users/subscribers

[28]. Both components may be controlled by the same network management sys-

tem and possibly use the same portions of frequency band allocation. The satellite

component may operate in parallel to the terrestrial component or may operate as

backhaul to the terrestrial component from the end-user terminal point of view.

FIGURE 2.1: Combining Satellite-Terrestrial Scenarios, Proposed by
[28].
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Satellite backhaul stands out as one of the most compelling scenarios anticipated

to gain further relevance in 5G [11]. Then, a Hybrid Satellite-Terrestrial Backhaul

Network is then characterized by the capability of delivering a backhaul service us-

ing simultaneously a satellite and terrestrial components. Under this scenario, the

satellite backhaul network is used in both directions to provide bulk connectivity to

a terrestrial network element (e.g. to a cellular base station or to a local area network,

etc.).

In the rest of the chapter, a brief description of basic concepts related to Satellite

Communication Systems and Mobile Backhaul Networks is presented. The concepts

and definitions of this chapter will set a basis to present the further developments

and algorithms proposed by the thesis in later chapters.

2.2 Limitations of Current Platforms

Due to much lower economies of scale and inherent associated technological com-

plexities, satellite communications offerings have not evolved at the same pace as

terrestrial communications systems have done, particularly when compared to mo-

bile broadband communications. As a matter of fact, out of the direct-to-home TV

market along with satellite niche areas as coverage of air and sea, satellite commu-

nications are still considered neither a flexible nor a cost-effective solution in most

of the cases and are just exploited as a last resort or worst case transport solution.

This is mainly due to certain key limitations of current platforms. In the following

are explained the limitations of current platforms that mainly define the problem to

be solved for the implementation of the hybrid satellite-terrestrial mobile backhaul

networks, as well as the technological advances and trends in the satellite domain

that motivate the development and provide viability to this kind of networks.

Some key limitations of current platforms are the following [19]:

• The establishment and configuration of networking services across satellite

and terrestrial domains is mostly performed manually, thus involving consid-

erable setup and reconfiguration delays, as well as high associated operating

and maintenance costs.
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• The new network technologies, algorithms and protocols can’t be rapidly in-

troduced into the market since they involve time-consuming and costly hard-

ware upgrades that are associated with significant CAPEX investments.

• The satellite resources are assigned statically to each user, without the capabil-

ity of automatically up/down the scale accordingly to users demand.

• Satellite communication services are mostly associated with plain connectiv-

ity (without QoS), without the ability to insert on-demand in-network services

(e.g., firewalling, proxying for traffic optimization, caching, media transcod-

ing, etc.) for network-side traffic processing.

• There are many satellite specific settings and the lack of common prevalent

standards for their integration with terrestrial systems do not provide a trans-

parent manner for the applicability and continuity of policies for e.g., routing,

quality of service, security, management and connectivity (Ethernet, MPLS,

etc.), across both segments.

2.3 Technological Advances and Trends in the Satellite Do-

main

The use of satellite links in terrestrial networks is an issue increasingly addressed

by different authors and more and more companies are opting for them. This trend

emerges according to various triggers and some industry trends that have achieved

the viability of download and overflow networks through satellite links. Some trig-

gers and trends are:

• The development of new High throughput satellite platforms (HTS).- The new gener-

ation of high throughput satellites (HTS) with the largest number of spots can

deliver a capacity of more than 90 Gbit/s, while VHTS systems (e.g., Viasat-3)

aim at achieving data rates in the range of Tbps in Ku- and Ka- bands at re-

duced cost, with expectations of over 100 HTS systems in orbit by 2020-2025

[6][29].
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• The new HTS Multi-beam capacity.- With the new HTS platforms, the operators

can provision a bandwidth that can be dynamically assigned through differ-

ent beams, based on the demand. This extends the HTS economy to wider

geographical areas and eliminates the need of purchasing a fixed amount of

capacity per beam [6][30].

• Higher Flexibility.- The satellite technology has historically been benefited dur-

ing disruptions of traffic demands because its indifference to the distances, and

it can flexibly support bandwidth needs. Even in areas with high population

density, it takes time to solve problems related to traffic congestion on back-

haul links. But one based on satellite equipment solution can quickly (in less

than one day) be installed in the base stations. This improves the user expe-

rience (immediately eliminates congestion) while the operator gets time for

engineering and deploying a terrestrial backhaul solution.

• Introduction of Satellite Terminals with lower cost and higher speed.- This is facili-

tated by the high volume market consumers. HTS has reached a point of scale

that allows high-speed connectivity at low CAPEX. The satellite terminals cost

hundreds of dollars, which is negligible in the context of the costs of some

microwave transmission equipment and within the range of cost of femto-cell

deployments.

• Lower Cost-Benefit ratio.- Increasing the capacity of terrestrial backhaul links

typically involves the addition of communications equipment in multiple loca-

tions (endpoints, repeaters, etc.), increasing the CAPEX. However, one satellite

terminal can absorb traffic and can differentiate intelligently the route traffic to

the satellite and the traffic rerouted by the terrestrial link. It is anticipated that

there will be a set of scenarios where the satellite OPEX will be amply justified

by the savings in CAPEX.



2.4. Mobile Backhaul Networks 19

FIGURE 2.2: Typical Mobile Network Deployment.

2.4 Mobile Backhaul Networks

The term backhaul network or simply backhaul are commonly referred as the part

of the network comprises the intermediate links between the core or backbone net-

work and the small sub networks at the "edge" of the entire hierarchical network.

In mobile networks, the backhaul networks is commonly referred to the part of mo-

bile access network that interconnects the network elements (NE) in the RAN to

the core network by means of different topological configurations and transmission

technologies. Therefore, in the LTE systems the backhaul interconnects the eNB to

the S-GW, which are subsequently connected to data centers that host the content

and applications accessed by mobile users—both human and machines. The Fig-

ure 2.2 presents schematically an example of a typical mobile network deployment

where the function of the backhaul network is clearly shown.

As mobile standards usually provide some flexibility in how the backhaul should

be implemented, mobile operators can adopt different strategies and rely on avail-

able technologies in the market to build its own backhaul infrastructure or also lease

part of the transmission network to a carrier. Focusing on the backbone part of the

mobile backhaul network, the transmission infrastructure used in this stage is nor-

mally optical fiber since high volumes of traffic are consolidated at each of the con-

nection points, however, the transmission infrastructure in the backhaul network

(i.e., last mile and second mile stage) is more difficult to deploy. This is because

there are different factors that influence the selection of the physical medium to be

deployed in these two stages to interconnect the different elements in the backhaul.
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This may include the BS density, terrain characteristics and distances, the target cov-

erage area (urban or rural), required capacity, the availability of transmission tech-

nologies and finally a very important one, the economic factor. These factors in-

fluence in an important way the choice of technologies and design of the backhaul

network. For example, nowadays the mobile network operators face important chal-

lenges and constraints as a highly competitive and rapidly changing marketplace

and a growing demand for data by the owners of smartphones and other devices,

e.g., according to [31], between 2013 and 2014 there was a 60% growth in data traffic.

Then, while it is necessary to constantly update the network backhaul capacity and

mobile network coverage that involves high infrastructure deployments and search-

ing to improve service quality, it is also necessary to increase profitability, even when

there is a tendency to offer increasingly cheaper the bit per second. This leads to

operators to seek higher average revenue per user (ARPU), taking major steps in in-

troducing new technologies to increase their capacity but reducing the CAPEX and

OPEX in mobile networks. In this aspect, the relevance that the backhaul network

takes is also important due to the backhaul network is one of the mayor contrib-

utors to the high cost of building out and running a cellular network. In fact, a

key challenge to mobile operators is to reduce backhaul costs. In this sense, mobile

operators are continuously seeking for cost-effective solutions for the backhaul net-

work in order to squeeze more out from the available network resources. While the

mobile network backhaul increasingly becomes more relevant, as it is a component

whose cost represents a significant share of CAPEX and OPEX of total mobile net-

work, while allows to operators the deployment of new high capacity technologies

as LTE-advanced.

2.5 LTE Backhauling over Satellite Systems

As mentioned before, the mobile networks are facing a surge in data traffic as smart-

phone use increases, devices become more affordable and network capacity expands.

One way in which the technology are responding to this data explosion is by adopt-

ing new, small-cell architectures that can better target underserved areas in devel-

oped markets, and extend services into previously unconnected remote and rural
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areas. A key challenge when servicing these small cells is the provision of backhaul.

Fixed-line backhaul options, such as copper or fiber are impractical, inflexible or too

costly for use in conjunction with small cells outside highly-developed areas. Due to

its ubiquitous coverage, satellite technology is suitable for backhaul application in

remote or rural areas where the market still does not justify the costs of deployment

of other backhaul technologies.

Satellite technology is perfectly suited to LTE systems, and has already proved

for mobile backhaul purposes. Modern TDMA-based systems can rapidly deliver

the highly-cost-effective, carrier-class, two-way all-IP connectivity with shared band-

width that is ideally suited to small-cell environments. The new satellite technolo-

gies offer IP connectivity at almost anywhere in the world. However, the challenge

of this technology remains in the cost of the bandwidth of the link, which is still con-

siderable even with the introduction of high-performance satellites, however, the

links can be justified under certain scenarios, primarily as backhaul network.

Since satellite solutions can be set up quickly, communications networks and

new services can be quickly recovered and reconfigured, reliable service and high

availability, suitable for medium capacity backhaul links. In addition, you can ex-

pand services electronically without traditional terrestrial networks. As a result, you

can achieve a high level of communications rapidly without high budget expendi-

tures. Also, ideal for network deployments at inaccessible sites or as a complement

to the previously installed infrastructure.

Under the backhauling scenario, the satellite network can operate in both for-

ward and return direction to provide connectivity to a ground-based network com-

ponent. The ground based component may be either a fixed platform (buildings

or masts) or may be a moving platform (ships, trains, airplanes or other vehicles).

Nowadays, several solutions are commercialized for 2G and 3G networks and new

platforms and services are also starting to be offered using latest HTS satellites in

Ka-band technology. The trend is that mobile backhaul is migrating to IP due to the

older ATM and TDM-based technologies are becoming increasingly uneconomical

as mobile broadband increases worldwide. IP-based satellite backhaul for remote

and rural areas is being considered by mobile operators in emerging markets as a

way to reduce costs while offering new opportunities for organic growth past the
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already penetrated urban areas.

Satellite components integration with LTE terrestrial networks maximizes the

likelihood of services take-up through identifying scenarios where satellites could

enhance terrestrial networks in cost efficient manner [13]. In the next section, the

possible scenarios and use cases identified by the research work for the application

of a hybrid satellite-terrestrial mobile backhaul network are listed.

2.6 Hybrid Satellite-Terrestrial Mobile Backhaul Network Ap-

plication Scenarios

Satellite component can be utilized as backhaul under three different scenarios of

mobile communications as urban, rural or moving cells. In this line, we have made

a classification of use cases where a hybrid satellite-terrestrial mobile backhaul net-

work increases the backhaul capacity in different ways, which are shown illustra-

tively in the Figure 2.3:

• Satellite for traffic overflow.- Satellite links may be used as traffic offload, ie,

when a terrestrial backhaul link exceeds a threshold of use, close to conges-

tion levels, the traffic excess may be routed through the satellite backhaul link,

thus avoiding congestion the terrestrial link favoring the network performance

for the end user.

• Satellite for traffic offloading.- The satellite links can be used as traffic offload of

terrestrial backhaul, i.e., the satellite backhaul link can be used as a comple-

ment to the terrestrial backhaul, even when the terrestrial backhaul links have

not exceeded the utilization thresholds, this in order to improve network per-

formance to benefit the end user. Some approaches to the use of such links

with the above purpose are as follows:

– To Increase the capacity of backhaul links.- The use of satellite links as supple-

ment the network of terrestrial backhaul must be based on a cost benefit

study, besides considering other technical factors such as network topol-

ogy, link capacity of satellite and terrestrial backhaul, latency, etc.
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– For more efficient traffic delivery to RAN nodes. More challenging is the use

of the satellite component for smarter traffic offloading and load balanc-

ing strategies across the terrestrial and satellite backhauling components.

For example, the satellite link can be used to offload multicast/broadcast

traffic addressed to multiple cell sites (e.g. cached content at the RAN,

TV live streams for onward multicast over the RAN) in a more resource

efficient manner [13].

– Satellite for increased resilience.- The satellite links can be used to increase

the availability and resiliency of the mobile backhaul network. Satellite

service can provide additional bandwidth to divert traffic from congested

areas and backup connectivity to critical cell sites so that a limited capac-

ity in their terrestrial links can be supplemented during peak-time or even

replaced in case of total/partial failure or maintenance [12][32].

• Satellite for moving cells.- The use of small cells in a variety of mobile situations

can be achieved simply by using satellite backhaul. These use cases include

the use of small cells on terrestrial vehicles (e.g. trains, buses), aircrafts, and

vessels [32][33]. For ships and airplanes special stabilized antenna systems are

used to point at the satellite. The deployment of small cells inside transporta-

tion facilities (e.g. small cells within buses, trains, airplanes) is also a com-

pelling case that deserves a flexible management of the backhauling capacity,

which can be partly or fully reliant on satellite communications.

• Satellite as primary backhaul for fast, temporary cell deployments.- Small cells are

compact and lightweight and are well suited to deployments of a temporary

nature such as disaster recovery, first responder, and special events. Tempo-

rary deployments require equipment that is portable and that can be rapidly

installed and commissioned to provide or restore essential communications

infrastructure for special events or disaster recovery [11][32].

• Satellite for rural and remote small cells.- Small cell technologies are coming of

age thanks to scaling of deployments in residential, enterprise and now urban

markets. These technologies can now be applied to a range of rural and remote

use cases due to a great availability of satellite links that otherwise may not
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FIGURE 2.3: Hybrid Satellite-Terrestrial Mobile Backhaul Network
Application Scenarios.

be viable using traditional deployment approaches. Low cost satellite back-

hauling together with advances in small cells create an appealing cost-efficient

proposition for MNOs to extend their Radio Access Network (RAN) in areas

underserved by terrestrial networks (e.g., rural and remote areas) or simply

not possible to serve (e.g. maritime/aviation services) [33]-[36].

2.7 Summary

This chapter has presented a brief description of the Satellite communication sys-

tems and some concepts related to the combination of satellite systems with terres-

trial systems to conform hybrid backhaul networks, such as the role of satellite tech-

nology in such hybrid networks and the identified application scenarios for hybrid

satellite-terrestrial mobile backhaul networks.

Taking the concepts presented in this chapter, the next chapter explains the de-

fined framework arquitecture aimed to greatly facilitate the seamless integration and

operation of combined satellite and terrestrial mobile backhaul networks.
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Chapter 3

Network Architecture and

Integration Approach for

SDN-based Traffic Engineering in

Satellite-Terrestrial Backhaul

Networks

3.1 Introduction

During the last decade the networking community is witnessing a paradigm shift to-

wards more open architectures based on Software Defined Networking (SDN) and

the softwarisation of communication networks in a quest for improved agility and

flexibility, and ultimately cost reduction, in the deployment and operation of net-

works. In particular, terrestrial 5G systems are widely embracing SDN technologies

for enabling a unified, vendor-neutral control and management of networking func-

tions, decoupling the control plane from the user plane. In this regard, the so called

Control and User Plane Separation (CUPS) architecture has been developed as an

enhancement of the 4G/LTE standards to fully split control and user plane func-

tions within the Evolved Packet Core (EPC) [37]. Likewise, the new 5G Core Net-

work (5CN) specifications have consolidated this separation as a key design princi-

ple [38]. In this line, satellite networks shall be outfitted with a set of control and

management functions and interfaces (API and/or network protocols) compatible
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with the mainstream SDN architectures and technologies being adopted in 5G in or-

der to realize a full End-to-End (E2E) networking concept where the whole satellite-

terrestrial network behavior can be programmed in a consistent and interoperable

manner. To achieve a high degree of radio interface commonality and higher layer

operational integration with 5G terrestrial access, the deployment and operation of

networks that combine terrestrial and satellite transmission components is also ex-

pected to benefit from the incorporation of network softwarisation technologies such

as Software Defined Networking (SDN) and Network Function Virtualization (NFV)

[14][18][19][39] into satellite systems.

In this line, this chapter defines and explains a SDN-based functional architecture

for the ground segment of a satellite broadband communications system, delineating

the different alternatives for supporting SDN concepts and technologies within both

internal and external interfaces of satellite networks. In order to set the ground for

the discussion, key foundations on SDN architectures and technologies as well as on

satellite broadband system architectures are briefly outlined first. Likewise, it is pre-

sented an integration approach for E2E SDN-Based TE in hybrid satellite-terrestrial

mobile backhaul networks.

3.2 SDN-Based Functional Architectures for Satellite Networks

General principles and reference SDN architectures have been specified by the Open

Networking Foundation (ONF) and Internet Engineering Task Force (IETF) in [40]

and [41], respectively. Both SDN architectural models are illustrated in 3.1 Keep-

ing aside some differences in terminology and orientation, both architectures re-

flect the key principles of SDN: (1) separation of data plane resources (e.g. data

forwarding functions) from control and management functions; (2) centralization

of the management-control functions, and (3) programmability of network func-

tionality through device-neutral and vendor-neutral abstractions and APIs. While

the IETF model description is more centered on network devices and control and

management abstraction layers, the ONF model is specified around the so-called

SDN controller, which is the core functional entity of the SDN architecture. The

SDN controller exposes services and resources to clients via applications-controller
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plane interfaces (A-CPIs), and consumes underlying services and resources via data-

controller plane interfaces (D-CPIs). A-CPIs and D-CPIs are, respectively, the equiv-

alents of the Control Plane / Management Plane Southbound Interfaces (CP/MP

SBIs) and Service Interfaces within the IETF model. Service Interfaces are also com-

monly referred to as Northbound Interfaces (NBI).

a) b)

FIGURE 3.1: IETF RFC 7426 and ONF SDN Architectural Models;(a)
IETF RFC 7426 SDN Architectural Model [41], (b) ONF SDN Archi-

tectural Model [40].

A more purpose specific SDN architecture for transport networks is being devel-

oped by the Traffic Engineering Architecture and Signaling (TEAS) Working Group

within the IETF, which is responsible for defining Multi-Protocol Label Switching

(MPLS) and Generalized MPLS (GMPLS) traffic engineering architectures and pro-

tocols. Such SDN architecture, named Abstraction and Control of Transport Net-

works (ACTN), describes a control framework for operating a TE network (such as

an MPLS-TE network or a layer 1 transport network) to provide connectivity and

virtual network services for customers of the TE network. The services provided by

the ACTN can be tuned to meet the requirements (such as traffic patterns, quality,

and reliability) of the applications hosted by the customers. An illustration of the

ACTN architecture is given in Figure 3.2. The ACTN architecture is well aligned

with the previously introduced ONF and IETF SDN architectural principles even

through it is represented as a 3-tier reference model. Importantly, the ACTN archi-

tecture allows for hierarchy and recursion not only of SDN controllers but also of
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FIGURE 3.2: IETF Abstraction and Control of Transport Networks
(ACTN) Architecture.

traditionally controlled domains that use a control plane.

With regard to data models, protocols and APIs, the OpenFlow (OF) protocol

standardized by ONF is likely the most popular protocol used in the southbound

interface of SDN architectures. The OF specification [42] currently defines two el-

ements: (1) an abstract model of a switch datapath for packet processing (i.e. the

expected behavior of a switch); and (2) a protocol for the communication between

the switch and the SDN controller to program the behavior of the switch dataplane.

While the current scope of OF is basically flow management, the ONF is seeking

as future evolutions of the protocol to expand the scope of SDN control, to support

a broad spectrum of datapath hardware platforms, including fully programmable

packet switches (i.e. switches with no built-in protocol behavior) [43]. Another im-

portant initiative within the ONF is the Information Modelling Project (ONF-IMP),

which intends to provide a common basis for terminology definition and normaliza-

tion underpinning SDN API development to facilitate convergence of model-based

interface definitions. To that end, the ONF-IMP has established the so-called ONF

Common Information Model (ONF-CIM) [44], which includes all of the artifacts (ob-

jects, attributes and relationships) that are necessary to describe the domain for the

applications being developed. The ONF-CIM comprises a core model (ONF Core

Information Model [45]), which provides a technology-agnostic representation of

network forwarding resources from a management-control perspective, and various

specific technology and layer additions (e.g. OTN/OCH/ODU, ETH, MPLS-TP).
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The ONF-CIM might be continually expanded and refined over time, to add new

applications, capabilities or technologies, or to refine it as new insights are gained.

Building on the ONF-CIM, the Open Transport project within the ONF addresses the

SDN and OF standard-based control capabilities for transport technologies of differ-

ent types, including optical and wireless transport. The work includes identifying

and addressing different use cases, defining the application of SDN architecture and

information modeling to transport networks, and defining standard SDN interfaces

for transport networks, including OF protocol extensions and transport controller

APIs. Three relevant outputs to consider in our discussion from the Open Transport

project are: ONF TR-522 [46], which describes the application of the general SDN ar-

chitecture [40] and the ONF-CIM to transport networks; ONF TR-527 [47], which de-

velops the functional requirements for the definition of a Transport API (T-API); and

TR-532 [48], which provides a technology specific extension to the ONF core infor-

mation model [45] for the use of the SDN architecture in wireless transport networks.

Still within the ONF, it’s also worth mentioning the Northbound Interfaces project that

develops concrete requirements, architecture, and working code for northbound in-

terfaces in order to lower barriers to SDN application development. Thus far, only

document ONF TR-523 [49] stating the principles for the definition of intent-based

interfaces has been produced. Within the IETF domain, YANG [50] is becoming the

data modeling language of choice. YANG can be used to model both configuration

and operational states. It is vendor-neutral and supports extensible APIs for control

and management of elements. Indeed, YANG data models [50], together with appro-

priate messaging protocol (e.g. NETCONF [51]) or RESTCONF [52]) and encoding

mechanisms, have been already adopted and promoted by several industry-wide

open management and control initiatives (e.g. OpenConfig). YANG data models are

also being considered to provide solutions for the ACTN framework [53]. For more

information on SDN architectures and technologies along with key developments

within ONF, IETF and other standard development organizations and industrial,

the interested reader is referred to [54][55].
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3.3 Satellite Network Architecture

A technology-agnostic reference architecture for Broadband Satellite Multimedia

(BSM) communications systems has been established by ETSI [56]. The BSM sys-

tem architecture is conceived as an overarching architecture consisting of the com-

mon components found in an interactive satellite communications network: User

Satellite Terminal (ST), Gateway ST, satellite payload, Network Management Centre

(NMC) and Network Control Centre (NCC). Importantly, the BSM system architec-

ture is not restricted to any particular satellite air interface (e.g. DVB-S2/RCS2) but

intended to support diverse air interface protocols. Indeed, the overall ETSI BSM

system architecture is applicable to the different configurations that a satellite net-

work can be implementing in terms of topology (star, mesh) and payload operation

(transparent and regenerative) [57].

Figure 3.3 depicts the ETSI BSM architecture in terms of reference interfaces for

the user plane (U-plane) and for the control / management planes (C-plane and

M-plane). The reference interfaces are divided into physical and logical interfaces,

the former referring to physical connections between equipment and the latter refer-

ring to logical associations between peer protocol entities. As illustrated in Figure

3.3, one central principle of the BSM system architecture is the logical separation of

the Satellite Independent (SI) layers (e.g. Ethernet/IP layers together with the in-

terworking and adaptation functions needed for the interconnection with external

networks) from the Satellite Dependent (SD) layers, whose interaction is formalized

by the definition of a Satellite Independent - Service Access Point (SI-SAP) interface

[58]. Focusing on the U-plane (aka data plane), 4 physical interfaces are identified at

the interconnection points between the premises network and the User ST (T inter-

face), User ST and satellite payload (U/UST interface), satellite payload and Gate-

way ST (U/UGW interface) and Gateway ST and external network (G interface). The

radio interface label U means that the User ST and Gateway ST have the same ra-

dio interface to communicate among them through the satellite payload while UST

and UGW refers to the case that the radio interface is different in the two sides. On

the other hand, three logical interfaces are defined for the U-plane, corresponding to

the peer-to-peer interactions of the different layers of the radio interface protocols.
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FIGURE 3.3: ETSI BSM System Architecture: Reference Interfaces for
U/C/M-Planes.

One logical interface covers the interaction between SI protocol layers at both sides,

i.e. the interworking and adaptation functions. The other two logical interfaces fit

within the SD lower layers, one for interfacing with the satellite payload and an-

other for the peer ST. The boundary between these two logical interfaces depends

on the supported satellite payload capabilities. With regard to the C-plane and M-

plane, two logical interfaces named N and M are identified. In particular, interface

N is a control interface between the User/Gateway STs and the NCC, which is the

functional entity that provides the real time control of the BSM network (e.g. ses-

sion/connection control, routing, terminals access control to satellite resources, etc.).

And interface M is a management interface between the STs and the NMC, which

is the functional entity in charge of the management of all the system elements in

the BSM network (e.g. Fault, Configuration, Performance, Accounting and Security

[FCAPS] management). Of note is that currently both N and M interfaces are con-

sidered as internal interfaces within the BSM system, not subject to standardization

or harmonization between vendors. However, we devise this functional separation

established in the BSM reference model as the foundational point to introduce SDN

concepts and technologies within the BSM system, as detailed later on in this chap-

ter.

With regard to the BSM service capabilities and QoS support over the satellite

links,the BSM system architecture defines BSM bearer services. A BSM bearer service
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includes all aspects to enable the provision of a U-plane data transport service be-

tween the User/Gateway STs, including the QoS characteristics and other properties

such as connectionless or connection-oriented, unidirectional or bidirectional, sym-

metric or asymmetric, point-to-point / multicast / broadcast nature of the bearer

service. The BSM bearer services are defined at SI-SAP interface level and use the

services provided by the underlying native bearer services (which depends on the

specific implementation of the SD lower layers for link and medium access control).

In the same way, the higher layer services (e.g. IP connectivity over the satellite

network) are built on the BSM bearer services and can be mapped to different BSM

bearer services depending on the particular higher layer service requirements. The

abstract representation of the available BSM bearer services at SI-SAP level is done

via labels called Queue Identifiers (QIDs). The QoS properties associated with a

given QID are defined by QoS specific parameters and each QID is mapped onto

suitable lower layer transfer capabilities in order to realize that QoS. QIDs are de-

fined in more detail in the SI-SAP specification [58] and SI-SAP Guidelines [59]. The

QoS model established for BSM systems and the traffic classes used to describe QoS,

performance management and resource allocation are defined in detail in [60][61],

respectively.

3.4 SDN-enabled Satellite Network Architecture

Based on the previously described aspects of the BSM system architecture (i.e. func-

tional components, reference interfaces, bearer services/QIDs, QoS model), Figure

3.4 illustrates the defined solution for the adoption of an SDN architecture within

the satellite network [62].

This solution relies on the introduction of an SDN controller as part of the satel-

lite network functional architecture to manage the connectivity services between the

T and G reference points. In the case of packet switched services (e.g. IP and Eth-

ernet connectivity services), the finest granularity for QoS forwarding treatment is

commonly referred to as a flow, which can be defined as a sequence of packets be-

tween a source and a destination intended to receive identical service policies when

progressing through the U-plane. A set of packet filters, referred to as Traffic Flow
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FIGURE 3.4: SDN-based Satellite Network Architecture procedures
(Source: VITAL deliverable D4.5 [62]).
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Template in Figure 3.4, shall be used to identify individual data flow belonging to a

specific application (e.g. the packet filters for IP flows typically consist of IP 5-tuples

with source IP address, destination IP address, source port, destination port and

protocol type). As depicted in Figure 3.4, the SDN controller directly manages the

satellite independent services such as the IP/Ethernet layer QoS and indirectly man-

ages the SD services through the NCC/NMC functions. Accordingly, the following

interfaces are then needed:

• SBI for the management and control (M&C) of the interworking and adapta-

tion functions in the Gateway STs and potentially also in User STs. This inter-

face is not satellite dependent so that SDN models and interfaces used in the

broad networking domain can be adopted such as OF and YANG models.

• SBI for the M&C of the BSM bearer services and potentially also of some capa-

bilities within the SD lower layers (satellite resources such as a frequency plan,

modulation and coding schemes or other satellite specific properties) through

the interaction with legacy satellite network NCC/NMC functions. This in-

terface may have to consider satellite specific aspects so that some extension

and adaption of existing SDN models and interfaces is necessary. Potential

candidate baseline SDN data models and interfaces for the realization of this

interface are OF and the Microwave Information Model [48]. In case NCC/NMC

functions could be eventually implemented as network applications on top of

the SDN controller, another potential solution for this interface could be based

on an extension of the ETSI SI-SAP interface for the realization of the N and M

interfaces directly serving as SBIs from the SDN controller viewpoint.

• NBI for the management and control of the satellite network flows by network

applications running on top of the SDN controller or from external controllers

within an upper-level control domain. Potential candidate SDN data models

and interfaces for the realization of this interface are OF, the ONF Transport API

[45] and the YANG models as identified for the ACTN architecture.
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3.5 SDN Data Models and Interfaces

The main characteristics and pros/cons of the previously mentioned candidate data

models and interfaces for consideration within the SDN-based satellite network ar-

chitecture are discussed in the following:

ETSI BSM SI-SAP

The SI-SAP interface provides a functional separation between satellite depen-

dent (SD) and independent (SI) layers. The SI-SAP interface is currently specified in

terms of the primitives exchanged between the SD and SI layers, following ISO/OSI

protocol stack model. The existing specification [63] defines primitives to support U-

plane and C-plane functionalities. More specifically, the C-plane services provided

by the SI-SAP interface are: (1) Logon/logoff services; (2) SI layer configuration service, to

provide the SI layer with the necessary information to configure e.g. the addressing

plan and different functions of higher protocol layers such as header compression;

(3) Address resolution service, used to perform the address mapping between SI and

SD layers; (4) Resource reservation service, used for resource allocation and overall

QoS management; and (5) Multicast group receive and transmit services, invoked to

build multicast groups and to receive the desired multicast data flows.

The SI-SAP could be deployed as an external interface, as considered in [63]. Un-

der such an approach, the SD lower layers and the control entity can be running

at different places and be interconnected by point-to-point protocol technology (e.g.

Ethernet). As such, the SI-SAP interface service primitives are defined as specific

messages transported by the technology implemented by the point-to-point proto-

col. Message formats and protocol encapsulation options are discussed in [63]. Ad-

ditional information on the use of the SI-SAP interface can be found in [59].

Therefore, the BSM SI-SAP is a clear candidate for the implementation of SBIs for

the management and control of the BSM bearer services and potentially also some

capabilities within the SD lower layers. However, to that end, current specifications

should be revisited and extended since they are not currently conceived to manage

physical radio aspects of the satellite link (e.g. modulation and coding scheme selec-

tion) and have limited monitoring and management plane capabilities.
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ONF OpenFlow

OF fundamentally provides a solution for flow management, allowing a fine-

grained control of the forwarding behavior at packet level of a switch/router node.

The OF specification [42] currently defines two elements: (1) an abstract model of a

switch datapath for packet processing (i.e. the expected behavior of a switch); and

(2) a protocol for the communication between the switch and a controller to enable

the controller to program the behavior of the switch dataplane. The OF specification

features support for a number of commonly used dataplane protocols ranging from

Layer 2 to Layer 4, with packet classification being performed using stateless match

tables and packet processing operations (called actions or instructions) ranging from

header modification, metering, QoS, packet replication (e.g. to implement multicast

or link aggregation) and packet encapsulation / decapsulation. The specification

also counts with several artefacts for statistics collection, which can be retrieved on

demand or via notifications. A complementary protocol to the OF protocol is OF-

CONFIG, also standardized by ONF. OF-CONFIG adds configuration and manage-

ment support to OF switches. OF-CONFIG provides configuration of various switch

parameters that are not handled by the OF protocol.

However, current OF specification has very limited support to cope with physical

layer aspects of the switch ports. Thus far, the OF specification has only introduced

a set of port properties to add support for optical ports. As to the support of wire-

less ports, the only consideration has been to define the process for sending a packet

through the same port that it is was received, a behavior that was not clearly defined

in in earlier versions of the specification and that is typical in wireless links. There-

fore, there is no practical support in current OF specification for the configuration

and monitoring of wireless links/ports.

Accordingly, within the SDN-based satellite network, OF is a clear candidate to

be used internally to control the switching functions within Gateways and STs. Re-

markably, OF could also be used as an external interface to expose some control for

satellite network flow management and so provide the control features necessary

for the realization of E2E TE (this approach is the one further elaborated in chapter

6). Of note is that the exposure of an OF interface by a satellite network has been

also proposed in the context of the realization of Virtual Network Operator (VNO)
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solutions [64], in which a VNO is provided with an interface to control and man-

age the satellite segment resources leased from a satellite network operator as if it

was programming an OF switch. All in all, OF is an extensible protocol, providing

mechanisms for SDN programmers to define additional protocol elements (e.g., new

match fields, actions, port properties, etc.) to address new network technologies and

behaviors (i.e., the protocol defines the expected behavior of the switch but also how

the behavior can be customized using the interface).

ONF Microwave Information Model

The Microwave Information Model (IM) is an effort led by the ONF to define

a standard of a common and generic information model for SDN-enabled wire-

less transport environments in order to simplify the operations and control of mi-

crowave/millimetre wave radio link network elements and facilitate the integration

of distinct multi-vendor solutions under a common and single control framework.

The Microwave IM is provided in ONF TR-532 [48] as a technology-specific exten-

sion to the TR-512 ONF CIM that can be implemented as a YANG data model so

that the control-management of the microwave device by the SDN controller can

be realized via the NETCONF protocol. The Microwave IM provides the necessary

attributes for the device informing the SDN controller about its capabilities, the con-

troller configuring the device, and the device providing status, problem and perfor-

mance information. For example, the Microwave IM allows for the configuration of

frequency plans (channel arrangement), channel frequencies and transmission band-

widths, used modulation schemes, etc.

The current specification is limited to point-to-point radio-links. However, this

model could be a valid starting point to base a model for the satellite physical layer

and be used as an internal SBI for the management and control of the SD lower

layers (satellite resources such as a frequency plan, modulation and coding schemes

or other satellite specific properties).

ONF Transport API

The ONF Transport APIs (T-APIs) seeks to provide programmable access to trans-

port SDN controller functions by abstracting a common set of control plane func-

tions such as network topology, connectivity requests and path computation to a
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set of service interfaces. T-APIs are intended to be applicable on the interface be-

tween a Transport SDN controller "Black Box" and its client application. The actors

involved in the information exchange over this interface include transport network

provider domain controllers in the role of producers and the transport network ap-

plication systems in the role of the consumers. The transport network application

systems could be either a business client system (which itself may include some con-

trol functions) or the network operator’s upper level control, orchestration and/or

operations systems. The T-APIs are also intended to be equally applicable between

the controllers within a transport controller recursive hierarchy. The expected ser-

vices delivered by the T-APIs are:

• Topology service: API to retrieve network topology, node, link, and node edge

points.

• Connectivity service: API to request create, update, and delete connectivity in-

cluding point-to-point and multipoint.

• Path computation service: API to request computation and optimization of paths.

• Virtual network service: API to create, update, and delete virtual network topolo-

gies.

• Notification service: API to support publish/subscribe models for asynchronous

notification of events such as failures or degradations.

While ONF T-APIs development is still work in progress (thus far, ONF docu-

ment TR-527 [47] only provides the functional requirements for the specification of

T-APIs), it could be a clear candidate for the realization of a NBI for the M&C of the

end-to-end flow service delivered by a satellite network.

YANG Models

YANG models have been produced to allow configuration or modeling of a va-

riety of network devices, protocol instances, and network services. A classification

of YANG data models is given in [65], the latter reference more focused on service

models. In particular, four types of service YANG models are distinguished:

• Customer Service Model: A customer service model is used to describe a service

as offer or delivered to a customer by a network operator.
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• Service Delivery Model: A service delivery model is used by a network operator

to define and configure how a service is provided by the network.

• Network Configuration Model: A network configuration model is used by a net-

work orchestrator to provide network-level configuration model to a controller.

• Device Configuration Model: A device configuration model is used by a con-

troller to configure physical network elements.

YANG models coupled with the RESTCONF/NETCONF protocol provides so-

lutions for the ACTN framework, which indeed seeks to provide a control hierarchy

and interfaces that would enable deployment of multi-domain transport SDN net-

works. Hence, according to [66], Customer Service Models would be applicable to the

ACTN CMI interface, Network Configuration Models to the MPI and Device Configura-

tion Models to the SBI. In this context, and considering that the integration of the pro-

posed SDN controller of the satellite network within an ACTN architecture would

likely be realized through an MPI interface, existing YANG models applicable in the

MPI interface that are not OTN/WSON technology specific are summarized in Ta-

ble 3.1. Note that various YANG models are work in progress. Furthermore, there

is also IETF Internet Draft [67] aimed to describe use cases that could be used for

analyzing the applicability of the existing models defined by the IETF for transport

networks with a focus on MPI interface.

3.6 Integration Approach for E2E SDN-Based TE in Satellite-

Terrestrial Backhaul Networks

The exposition of control and management capabilities of the satellite connectivity

services through an SDN-based interface would allow a Mobile Network Operator

(MNO) to easily integrate and operate the satellite component within a backhauling

infrastructure that is progressively relying on SDN technologies for the terrestrial

capacity counterpart. Managing both terrestrial capacity and satellite capacity under

a centralized and consistently operated SDN framework enables the deployment of

end-to-end SDN-based traffic engineering (TE) solutions.
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TABLE 3.1: YANG Models for Traffic Engineering.

Function Yang Model

Configuration Scheduling X. Liu, et. al., "A YANG Data Model for Configuration
Scheduling", draft-liu-netmod-yang-schedule,
work in progress.

Path computation I.Busi, S.Belotti et al. "Path Computation API",
draft-busibel-ccamp-path-computation-api-00.txt,
work in progress

Path Provisioning T. Saad (Editor), "A YANG Data Model for Traffic
Engineering Tunnels and Interfaces", draft-ietf-teas-yangte,
work in progress.

Topology Abstraction X. Liu, et. al., "YANG Data Model for TE
Topologies", draft-ietf-teas-yang-te-topo, work in progress.

Tunnel PM Telemetry Y. Lee, D. Dhody, S. Karunanithi, R. Vilalta, D.
King, and D. Ceccarelli, "YANG models for ACTN TE
Performance Monitoring Telemetry and Network
Autonomics", draft-lee-teas-actn-pm-telemetry-autonomics,
work in progress.

Service Provisioning No references available yet

TE mechanisms are used to optimize the performance of a data network by dy-

namically analyzing, predicting, and regulating the behavior of the traffic across the

network [68]. In integrated satellite-terrestrial backhaul network, TE solutions shall

be able to use the satellite capacity in the way that best complements the terrestrial

capacity in front of the changing conditions of both traffic demand (e.g. increase

of traffic demand for an especial event, spatial demand fluctuations over time) and

network situation (e.g. backhaul backup for terrestrial link failures, network rapid

roll-out, fast response capacity, cells on wheels). Facing these multiple and diverse

conditions in a consistent manner becomes challenging for traffic engineering. Com-

pared to the traditional MPLS/TE mechanisms used in today’s transport networks,

the big advantage of a centralized SDN framework for the realization of TE solutions

is that there is a holistic view of the network together with mechanisms to enforce

network polices from a single touch point [69].

A network architecture framework for the realization of E2E SDN-based TE in

satellite-terrestrial backhaul networks is presented in the following, together with a

couple of illustrative TE workflows to validate the proposed integration approach.
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FIGURE 3.5: SDN-Based Hybrid Satellite-Terrestrial Mobile Backhaul
Network.

3.6.1 Network Architecture Framework for Hybrid Satellite-Terrestrial Mo-

bile Backhaul Network

Several proposals exist for adopting SDN concepts in mobile network architectures

[70][71]. In general terms, an illustrative view of an SDN-based mobile that uses

SDN-enabled transport from the RAN nodes (e.g. BSs) all the way through the back-

haul to the core network is depicted in Figure 3.5. Though this architecture is contex-

tualized for LTE technology, this vision is claimed to be generic and not constrained

by the specifics of the LTE standard.

As depicted in Figure 3.5, Mobile Core Network (MCN) control functions (e.g.

Mobility Management Entity [MME] and Serving / Packet Data Network [PDN]

gateways (S/P –GW) functional elements in LTE Evolved Packet Core [EPC]) to-

gether with specific TE functions for the transport network are realized as applica-

tions running on top of an SDN controller (represented here as a single functional

entity but likely to follow a hierarchical structure of controllers). This SDN controller

is responsible for managing the Network Elements (NE) that provide the packet

switching and forwarding capabilities within the transport network. In this respect,

the underlying transport network infrastructure may involve a number of differ-

ent physical network equipment, or forwarding devices such as routers, switches,

virtual switches, to name a few. Building on the above view of SDN-based mobile
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networks and on the SDN-based satellite network architecture discussed in previous

section, Figure3.6 depicts the functional view of the proposed integration approach,

which is founded on two main concepts:

• Abstraction of the overall satellite network as an SDN-capable “switch”. In particu-

lar, the OF switch abstraction model [64] is considered to model the operation

of the satellite network as seen from the MNO SDN controller entity. This cor-

responds to one of the candidate solutions discussed in the previous section

for the realization of the NBI interface for the control and management of the

satellite network connectivity services.

• Use of SDN-based TE applications, with a central Path Computation Engine (PCE)

that support the operation of the MCN applications for traffic management

within the backhaul transport network. It is assumed that the overall transport

network is managed as a single logical forwarding domain and that, inside the

forwarding domain, a MNO’s SDN controller makes the forwarding decisions.

As depicted in Figure 3.6, all SDN-capable L2/L3 NEs are connected to the

MNO’s SDN network controller through OF interfaces, including the "Satellite

network switch". In this way, SDN-based TE mechanisms can seamlessly span

the whole network. For the terrestrial connection, no specific technology is as-

sumed rather than considering that traffic flows can also be managed through

SDN features.

In order to raise different considerations with regard to the operation of TE proce-

dures, the illustrative network topology depicted in Figure 3.6 considers three RAN

nodes with LTE eNB functions, one connected to the transport network only by ter-

restrial means (RAN node#C), another connected only through the satellite network

(RAN node#A) and a third one (RAN node#B) connected to both a terrestrial con-

nection and a satellite connection through an SDN-capable Cell Switch Router (CSR).

This third case is used to illustrate the realization of TE mechanisms for multi-path

optimization. With respect to the terrestrial part of the transport network, three NE

are included in the reference network topology, two of them acting as internal ag-

gregation/core nodes within the transport network (i.e. NE#A and NE#B) and the

third one (i.e. NE#C) providing the interconnection with the external networks (e.g.
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FIGURE 3.6: Functional View and Illustrative Network Topology
Used in the TE Workflows (Source: VITAL deliverable D4.2 [72]).

Internet) through a conventional 3GPP Gi interface. Of note is that, in addition to

OF interfaces for controlling the forwarding function of the transport network, other

control interfaces are likely to be in place in the overall setting for other purposes,

such as the 3GPP S1-MME interface between the MCN applications and the eNBs

within the RAN nodes to manage the activation/deactivation of radio access bear-

ers in the eNB for the served mobile terminals.

3.6.2 Illustrative TE Workflows

Two illustrative workflows are presented to validate the proposed integration ap-

proach. The first one shows the activation of a traffic flow through the satellite-

terrestrial network to enforce a mobile network bearer (e.g. so-called Evolved Packet

System [EPS] bearer in the context of LTE) that can benefit from optimal path com-

putation. The second workflow shows the modification of an already established

flow as a reaction to a congestion/failure situation in one link within the transport

network.

Flow activation with optimal path computation

Based on the network topology depicted in Figure 3.6, a message chart with the

operation of a path computation mechanism for multi-path satellite-terrestrial traffic

optimization is provided in Figure 3.7.
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FIGURE 3.7: Flow Activation with Optimal Path Computation.

In particular, the provided workflow covers the case of the establishment of a

dedicated EPS bearer that relies on the TE path computation mechanism to acti-

vate the traffic path between the RAN node and the external network reachable

through NE#C considering the characteristics of the EPS bearer and the load con-

ditions across the whole network. It is assumed that the SDN controller has a global

view of network topology which can be represented by means of a graph including

all links between OF switches (the links could be found by e.g. leveraging protocols

such as LLDP (802.1AB), which is used by network devices to advertise their iden-

tity, capabilities, and neighbours). Details of the different steps depicted in Figure

3.7 are given in the following:

• Step 1: Monitoring of the SDN forwarding elements within the domain, in-

cluding the CSR, "Satellite Network Switch (SNS)" and NEs. Solutions such as

the one described in [73] allows for an OF controller to have accurate monitor-

ing of per-flow throughput, packet loss and delay metrics in order to aid TE.

In this respect, while a flow is active, the controller and the SDN forwarding

element can exchange messages concerning the state of the flow.

• Step 2: As a result of the activation of a new service (e.g., HD video-streaming

service) by a mobile terminal connected in RAN node#B, the MCN decides to

establish a new dedicated EPS bearer to support that service. The activation

of the dedicated EPS bearer requires the activation of a flow with QoS guaran-

tees across the transport network. The two edge nodes of the EPS bearer are
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the RAN node#B, where the UE is assumed connected, and the NE#C, which

serves as the gateway to the external network.

• Step 3: The MCN request to the TE application the computation of the best

path between RAN node#B and NE#C. QoS attributes of the EPS bearer are

indicated (e.g. Guaranteed Bit Rate).

• Step 4: Based on the (1) network topology knowledge, (2) the network moni-

toring information and (3) QoS attributes of flow, the TE application can com-

pute the most appropriate path. Different algorithms could be supported here,

including graph searching algorithms for path finding and algorithms for path

selection depending on policies with respective of traffic engineering or service

quality, such as calculating the shortest path forwarding based on a consistent

view of network state or provision application-aware routing [74]. Anyway, let

us consider that the outcome of this decision is that a path through the satellite

network is chosen for this flow.

• Step 5: Flow entries are installed into the OF switches by the MNO’s SDN

controller so that traffic associated with the EPS bearer is forwarded through

the selected path.

• Step 6: The MCN gets the path establishment response.

• Step 7: The EPS bearer activation at the radio layer takes places (i.e. Radio

Access Bearer [RAB] activation), involving the interaction between the MCN

functions and the eNB within RAN node#B.

• Step 8: The data plane for the dedicated EPS bearer gets live and traffic follows

the selected path through the satellite network.

The above workflow assumes that the path is established to support a single EPS

bearer. However, the same approach would be used in case of deciding the best

path for traffic aggregates with common QoS requirements. This is well supported

in OF by just establishing the corresponding matching conditions (e.g. IP prefixes

to identify a traffic aggregate in front of particular IP addresses of the individual

flows).
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FIGURE 3.8: Flow Update to Overcome Congestion/Failures.

Flow update to overcome congestion/failures

The Figure 3.8 shows how the failure of a path, or simply the congestion of a path

that could cause QoS degradation, could be handled within the proposed integration

approach.

In particular, the message chart depicted in Figure 3.8 is a TE mechanism that

will update an already established flow in order to overcome a congestion/failure

event. Details of the different steps depicted in Figure 3.8 are given in the following:

• Step 1: The starting point considers that traffic from/to RAN node#B and

from/to RAN node#C, called Traffic B and Traffic C respectively, are both flow-

ing through NE#A, NE#B and NE#C. This could be assumed to be the optimal

traffic path for a moderate traffic load scenario.

• Step 2: Monitoring of the SDN forwarding elements is conducted by the MNO’s

SDN controller, as described in the previous workflow.

• Step 3: An event that puts at risk the QoS of the established flows occurs.

This could be, for example, a considerable traffic increase in RAN nodeC at

certain time of the day that overloads the link among NE#A and NE#B, which

is shared by Traffic B and Traffic C.

• Step 4: The TE application detects the congestion situation. For example, the

TE application could have set a high utilization threshold of 60 percent and
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low utilization threshold of 20 percent for the traffic load on the shared link. If

this high threshold is exceeded, high utilization is observed and e.g. a part of

Traffic B could be switched to pass through the satellite network.

• Step 5: Flow entries are installed to OF switches along the path by the MNO’s

SDN controller to re-route part of the traffic B through the satellite connection.

• Step 6: While the path for traffic C remains unchanged, now part of traffic B is

served through the satellite network, reducing congestion in the link between

NE#A and NE#B.

Flow updates can also be driven by connection protection in case of failure. In-

deed, path protection and network recovery from failure are critical aspects of TE.

While these aspects are well-understood in conventional MPLS/IP networks, work

is still needed to mature these concepts in the context of SDN networks [75].

3.6.3 Summary

This chapter has elaborated on the support of SDN concepts and technologies within

satellite networks and developed a case study for the applicability of SDN-based TE

solutions for the management of a satellite component integrated in next-generation

mobile backhaul networks. Building upon the ETSI functional architecture for BSM

systems, it has been explained a solution for the adoption of an SDN architecture

within the satellite network. On this basis, an integration approach for the realiza-

tion of E2E SDN-based TE in satellite-terrestrial backhaul networks has been pre-

sented in which the satellite component has been abstracted as an OF switch. Two

central TE workflows have been developed to validate the proposed integration ap-

proach.

Based on the network architectures definitions discussed in this chapter, the fol-

lowing chapters will present the capacity analysis and the traffic distribution strate-

gies developments for hybrid satellite-terrestrial mobile backhaul networks.
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Chapter 4

Backhaul Capacity Gains of Traffic

Overflow Through Satellite

4.1 Introduction

Mobile backhaul networks are characterized by a large number of small/medium

sites connected to centralized aggregation points in charge of concentrating traffic

towards the MNO core network. The centralized control and programmability ca-

pability of SDN deployed across all the different technologies and networking lay-

ers co-existing in mobile backhaul networks would greatly simplify its operation

and make network resource management more flexible and efficient (e.g. capacity-

aware end-to-end path computation). However, while capacity and traffic manage-

ment aspects (e.g., capacity dimensioning, routing, QoS, congestion, resilience) have

been extensively analysed for mobile terrestrial backhaul networks [23]-[26], little at-

tention has been paid to these aspects when it comes to the consideration of hybrid

terrestrial-satellite networks for mobile backhauling.

In this context, in this chapter is proposed a model for the analysis of capacity

and traffic management strategies in hybrid satellite-terrestrial mobile backhauling

networks that rely on SDN for fine-grained traffic steering. Numerical results are

provided to assess the capacity gains when the satellite backhaul capacity is used

for traffic overflow, taking into account the placement of the satellite capacity at dif-

ferent traffic aggregation levels and the spatial correlation of the traffic demand. The

rest of the chapter describes the system model and problem formulation to cope with

the analysis of different capacities and traffic management strategies of the satellite
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component and the assessment results are presented.

4.2 Network Model

Let’s consider a cellular network with M Base Stations (BS) deployed across a large

geographical area. A terrestrial backhaul network is assumed to provide the primary

connectivity between the m-th base station (BSm) and the mobile core network, likely

combining diverse transmission technologies over fiber, copper and/or microwave

links. This terrestrial backhaul network is considered to be structured in multiple

levels of traffic aggregation. The N traffic aggregation points at the first aggrega-

tion level are referred to as A1n, n ∈ {1, ..., N}, each one anchoring the traffic of a

number of geographically nearby BSs. Complementing the terrestrial backhaul net-

work, a total of K satellite terminals (ST) denoted as STk, k∈ {1, ..., K}, are assumed

to be deployed at some of the BS sites and/or A1 locations to provide supplemen-

tal connectivity through a satellite backhaul network. It is worth noting that satellite

backhaul connectivity at higher traffic aggregation points above A1 is assumed to be

a non-feasible option due to the high traffic volume that would likely be necessary

to convey through the satellite link at specific locations. Therefore, it is considered

that a given STk is used either to backhaul traffic from a single BS or to serve the ag-

gregated traffic of multiple nearby BSs connected to the same A1 aggregation point.

An illustrative view of the network model is depicted in Figure 4.1.

The terrestrial backhaul network topology between the BS and A1 aggregation

points is captured with a terrestrial connectivity vector π = {π1, ..., πM}, where

m = n ∈ {1, .., N} indicates that BSm is attached to the A1n. The case of a deployable

BS not reachable from terrestrial backhauling connectivity is captured by setting the

corresponding coefficient to zero. Similarly, the satellite backhaul network topology

is captured with a satellite connectivity vector Ω = {Ω1, ..., Ωp=M+N}, where p =

k ∈ {1, ..., K} for p ≤ M indicates that BSp counts with satellite connectivity through

the STk, and p = k ∈ {1, ..., K} for M < p ≤ N indicates that A1p−M has satellite

connectivity through the STk.

Capacity limitations are assumed to be potentially found at; (1) terrestrial back-

haul connections between BS and A1 locations; (2) terrestrial backhaul connections
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FIGURE 4.1: System Model for the Hybrid Satellite-Terrestrial Back-
haul Network.

between A1 to higher aggregation points and; (3) satellite backhaul connections at

each ST. Therefore, three capacity vectors are defined to represent the maximum

capacity available at each of these connectivity points to the backhaul network:

cBS−T = {CBS−T,1, ..., CBS−T,M}, cBS−S = {CBS−S,1, ..., CBS−S,K}, cA1−T = {CA1−T,1, ..., CA1−T,N}

and cA1−S = {CA1−S,1, ..., CA1−S,N} that correspond to the maximum terrestrial and

satellite capacity in each BS as well as the maximum terrestrial and satellite capacity

in each A1 aggregation point respectively. In addition, in the case of the satellite con-

nections, it is assumed that the K STs are sharing a common pool of satellite capacity

denoted as CS, so that the actual aggregate capacity in use at a given time through

all of the STs cannot exceed CS.

4.3 Generation of Spatially Correlated Traffic Demand

The traffic demand is captured by computing the vector t = {T1, .., TM}. This com-

putation needs to account for the degree of correlation that might exist across the

components of the traffic demand vector because traffic distribution in mobile net-

works is shown to exhibit spatial-correlated traffic patterns [76][77].

Accordingly, building upon the traffic model provided in [78][79], the spatial

correlation is captured by dividing the coverage area of the mobile network into
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AxB parts, forming a grid ga,b in which each part represents the area covered by a

single BS. Then, denoting the two-dimensional cartesian coordinates of the center

of the grid ga,b as xa,b and ya,b, a Gaussian random field ρG
a,b with a = 1, ..., A and

b = 1, ..., B, is generated by:

ρG
a ,b =

1
L

L

∑
l=1

cos (hl · xa,b + ϕl) cos (jl · ya,b + ψl) (4.1)

where the angular frequencies hl and jl are uniform random variables between

0 and ωmax and phases ϕl and ψl are uniform random variables between 0 and 2π.

For a large enough L (e.g. 10), the ρG
a,b variables follow a standard Gaussian distribu-

tion with a degree of spatial correlation that can be adjusted through the maximum

angular frequency ωmax. On this basis, and considering that traffic demand in each

BS can be modeled with a log-normal distribution [78][79], the traffic demand Tm for

the BSm at location ga,b is obtained as follows:

Tm = exp
(

σρG
a ,b + µ

)
(4.2)

being µ and σ, respectively, the mean and standard deviation of the natural loga-

rithm of the log-normal distribution. Accordingly, the mean of Tm can be expressed

as:

T = E[Tm] = exp
(
σ2/2 + µ

)
(4.3)

In our analysis, to determine the values of µ and σ, first we fix the ratio (σ/µ), to

account for the extent of dispersion of the traffic demand and then we fix the mean

T so that the traffic volume can be scaled to the values of interest for the analysis. In

particular, values in the range of 2% and 20% are considered for the ratio (σ/µ), in

line with values provided in the literature [79], and T is set to 100 Mbps per BS, in

line with typical mobile operator average throughput for 3 sector sites [80]. On this

basis, Figure 4.2 illustrates the probability density function (PDF) of the generated

traffic demand per BS.
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FIGURE 4.2: Traffic Demand for Different Ratios σ/µ and T = 100
Mbps.

We define the spatial correlation factor as the ratio between the Coherence Dis-

tance (CD), which is computed as the distance where the two-dimensional autocor-

relation function (ACF) of the traffic demand drops to the half of its peak value,

and the Intersite Distance (ISD), which is a common measure to define the density

of a cellular deployment. Three different spatial correlation factors are considered

in our analysis accounting for low (CD/ISD=0.1), medium (CD/ISD=1.0) and high

(CD/ISD=2.0) correlation levels. An illustration of the partially correlated patterns

arising for two different ratios of CD/ISD is depicted in Figure 4.3.

a) b)

FIGURE 4.3: Traffic Demand for 64 BSs and Different Spatial Correla-
tion Levels; (a) CD/ISD=0.1; (b) CD/ISD=1.0.
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4.4 Numerical Assessments

The following assessment has been conducted to establish the underlying capacity

dimensioning criteria needed for the analysis of different traffic distribution strate-

gies. In particular, the analysis reported in this section focuses on a basic traffic dis-

tribution strategy that uses the satellite component exclusively for traffic overflow

from terrestrial to satellite when the traffic demand exceeds the terrestrial satellite

capacity, without discriminating between particular services. First, dimensioning

results for BS and A1 levels in terms of over-dimensioning factors to accommodate

a given percentile of the traffic demand are presented, then the obtained results in

terms of capacity gains achieved when satellite traffic overflow is enabled are ex-

plained.

4.4.1 Dimensioning of the Backhaul Capacity Required at BS and A1 Lev-

els

Table 4.1 presents the total backhaul capacity that should be available at BS level

to accommodate a given percentile of the traffic demand. The capacity is given in

terms of the over-dimensioning factor, which is computed as the ratio between the

total backhaul capacity and the average traffic demand. Results have been obtained

considering 10000 random realizations of the traffic demand and different values of

σ/µ. For example, as shown in the table, the over-dimensioning factor to support

the 90-th percentile of the traffic demand for σ/µ = 0.05 is 1.31 (i.e. 1.31· T = 131

Mbps). If instead the 99-th percentile of the traffic demand was to be accommodated,

this would require increasing the backhaul capacity up to 1.66 (i.e. 166 Mbps), that

is, 35 Mbps of additional capacity to move from the 90-th to the 99-th percentiles.

This capacity increase between the 90-th and 99-th percentiles becomes considerably

larger for higher values of σ/µ, e.g. 271 Mbps of additional capacity for σ/µ = 0.02.

Similarly, as results in Table 4.1 for the dimensioning of BS links, Table 4.2 presents

the over-dimensioning factor that would be required for the A1 links to accommo-

date the 90-th and 99-th percentiles of the traffic demand. Results are given for a

different number of BSs that can be anchored to the same aggregation point, de-

noted as aggregation factor A f , and for different σ/µ ratios. In this case, results also
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TABLE 4.1: Over-Dimensioning Factor at BS Level.

σ/µ Percentile 75 Percentile 90 Percentile 95 Percentile 99

0.02 1.06 1.12 1.16 1.23
0.05 1.14 1.31 1.42 1.66
0.1 1.21 1.61 1.87 2.64
0.2 1.25 2.06 2.85 4.77

depend on the correlation factor CD/ISD between the traffic of the BSs that is being

aggregated. For the sake of easing the comparison with results in Table 4.2, the over-

dimensioning factor is normalized by the aggregation factor A f . For example, for

A f = 8, σ/µ = 0.05 and low correlation settings (CD/ISD=0.1), over-dimensioning

factors to satisfy the 90-th and 99-th percentiles are, respectively, 1.09 and 1.21 This

means that the additional capacity required per BS to go from the 90-th to the 99-th

percentile is around 12 Mbps per BS, equivalent to a total increase of 96 Mbps ca-

pacity in the A1 link. For higher correlation settings (CD/ISD=2.0), the additional

capacity increases to 30 Mbps per BS, leading to a total of 240 Mbps capacity increase

required in the A1 link.

TABLE 4.2: Over-Dimensioning Factor at A1 Level.

A f

σ/µ=0.02 σ/µ=0.05 σ/µ=0.1
Percentile 90/99 Percentile 90/99 Percentile 90/99

CD/ISD CD/ISD CD/ISD CD/ISD CD/ISD CD/ISD
=0.1 =2.0 =0.1 =2.0 =0.1 =2.0

2 1.08/1.16 1.10/1.21 1.21/1.43 1.29/1.65 1.43/2.02 1.59/2.45
4 1.05/1.11 1.11/1.19 1.15/1.30 1.26/1.61 1.30/1.68 1.59/2.43
8 1.04/1.08 1.08/1.16 1.09/1.21 1.28/1.58 1.20/1.46 1.54/2.35
16 1.02/1.05 1.05/1.13 1.07/1.15 1.26/1.54 1.13/1.31 1.53/2.24
32 1.01/1.04 1.04/1.09 1.04/1.11 1.21/1.44 1.09/1.24 1.42/1.99

4.4.2 Capacity Gain at BS Level

This section assesses the trunking gain that can be achieved when satellite traffic

overflow is enabled at BS level. The idea is that the overall backhaul capacity at BS

level (terrestrial and satellite) shall be able to accommodate the 99-th percentile of the

total traffic demand of the BS. To that end, the terrestrial capacity is assumed to be

dimensioned to cope with the 90-th of the demand while the satellite capacity shall

cope with the excess of the demand between the 90-th and 99-th percentiles. Under
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FIGURE 4.4: Satellite Capacity Averaged per BS (CS/M) that is Re-
quired for Satellite Traffic Overflow. It is Calculated for CD/ISD =
[0.1, 1, 2], σ/µ = [0.05, 0.1] and a Terrestrial Link Capacity Dimen-

sioned for the 90-th Percentile.

these assumptions, Figure 4.4 shows the amount of total satellite capacity averaged

per BS (CS/M) that would be required for different values of M, correlation factors

CD/ISD and σ/µ ratios. As shown in the figure, if satellite capacity was allocated

per BS in a dedicated manner (M = 1), a total of 35 Mbps would be required per BS

for σ/µ = 0.05.

On the other hand, if the same satellite capacity is shared among M = 128 BSs,

only 3.1 Mbps shall be allocated on average per BS for medium correlation levels

(CD/ISD = 1.0) and σ/µ = 0.05, yielding a capacity reduction by a factor of 11. If

instead σ/µ = 0.1 is considered, a total of 103 Mbps is required per BS for M = 1,

dropping to 15 Mbps per BS for M = 128, which is equivalent to a capacity reduction

by a factor of 6.8. As expected, this capacity reduction factor varies with the degree

of spatial correlation. As shown in Figure 4.4, the higher the spatial correlation,

the greater the amount of capacity that is required to cope with the traffic overflow,

because the traffic peaks tend to appear more simultaneously. However, even under

high correlation levels (CD/ISD = 2.0), capacity reduction factors between 7.2 and

4.8 are achieved for M = 128 and σ/µ = 0.05 and σ/µ = 0.1, respectively. On

the other hand, grouping BSs with low correlation levels leads to capacity reduction

factors between 15 and 8.9.
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FIGURE 4.5: Satellite Average Capacity per BS (CS/M) that is Re-
quired for the 90-th Percentile of the Satellite Traffic Overflow at A1
Level with Different Aggregation Factors (A f ). It is Calculated for
CD/ISD = 1, σ/µ = [0.05, 0.1] and a Terrestrial Link Capacity Di-

mensioned for the 90-th Percentile.

4.4.3 Capacity Gain at A1 Level

This section assesses the achievable trunking capacity gain if the satellite capacity is

deployed at A1 level, in contrast to the previous case where satellite traffic overflow

was assumed to be possible at each individual BS site. The results in Figure 4.5

allow us to assess the trunking gain that can be achieved by sharing some amount

of satellite capacity for traffic overflow among a number of A1 aggregation points.

Similarly to the previous analysis for BS links, the terrestrial backhaul capacity

of the A1 links is dimensioned to absorb the 90-th percentile and the shared satellite

capacity is used to achieve the 99-th percentile. From the provided results, focusing

on the example given for A f = 8 and σ/µ = 0.05, if the satellite capacity is shared

among 4 A1 aggregation points, the total amount of required satellite capacity is

7 · 4 · 8 (i.e. 224 Mbps), equivalent to 56 Mbps of additional capacity per aggregation

point. This results in over a 3-fold reduction in comparison with the 192 Mbps of

additional capacity required if the satellite capacity was just dedicated to a single

A1. For the other cases shown in Figure 4.5, the capacity reduction factor varies

between 4 and 6. As expected, these capacity reduction factors at A1 level are lower

than those achieved when satellite traffic overflow is supported at BS level, but still

meaningfully in the case of A1 points with low aggregation factors.
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4.5 Summary

This chapter has developed a general model and problem formulation for the analy-

sis of capacity and traffic management strategies in hybrid satellite-terrestrial mobile

backhauling networks that rely on SDN for traffic steering at flow level.

An initial assessment has been reported to estimate the capacity gains that the

satellite component could bring when used to support a basic traffic overflow strat-

egy. The results obtained have revealed that, besides further motivations supporting

the interest of the satellite backhaul (e.g. service extension in hard to reach areas, in-

creased resilience, fast and temporary deployments), relevant capacity gains can be

achieved thanks to the multiplexing gain of sharing some amount of satellite capac-

ity across a number of BS sites and/or A1 traffic aggregation points. In particular,

it has been shown under a realistic traffic model that if the shared satellite capacity

is deployed to accommodate the traffic demand between the 90-th and 99-th per-

centiles, capacity reduction factors within a range of 5-15 and 4-6 can be achieved

with respect to the case that such capacity is provisioned in a dedicated manner at

BS or A1 levels, respectively.

In the subsequent chapters are considered the formulation and analysis of more

sophisticated traffic steering strategies with QoS differentiation and the considera-

tion of multicast traffic.
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Chapter 5

Network Utility Maximization

Framework and Performance

Evaluation of TE Strategies

5.1 Introduction

Taking into account the previous hybrid satellite-terrestrial backhaul network capac-

ity dimensioning results, this chapter focuses on the formulation of an SDN-based

TE application that exploits the allocation criteria capacity depending on the traffic

nature; admission control and rate control features. To that end, it is built a util-

ity framework model for the analysis of traffic distribution strategies, seeking the

network utility maximization criteria.

The new SDN-based TE application considers a hybrid satellite-terrestrial mobile

backhaul network scenario where a satellite component is used to complement the

terrestrial infrastructure in a way that end-to-end paths across both satellite and ter-

restrial links can be centrally computed and re-arranged dynamically at flow-level

granularity in front of link congestion and failure events, and is designed to cope

with a satellite capacity provisioned to improve the resilience of a hybrid satellite-

terrestrial mobile backhaul network. Unlike more basic strategies that might be de-

vised for simply replacing a failed terrestrial link with satellite capacity or just acti-

vating traffic overflowing through satellite in high demanding peak-times, the pro-

posed scheme pursues an optimal allocation of the available satellite and terrestrial

capacity so that a network utility is maximized under both failure and non-failure
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terrestrial links conditions.

The rest of the chapter is organized as follows; first, the previous works related

to the subject are briefly presented and explained; subsequently, it is provided and

descripted the system model and the formulation of the problem for optimal traf-

fic distribution; Given the NP-hard nature of the resulting optimization problem, it

is descripted the heuristic we have relied on for the assessment; Finally, a perfor-

mance analysis is presented to assess the behavior of the proposed SDN-based TE

application under diverse scenarios, including terrestrial link failures in some BSs

and a number of transportable BSs that exclusively rely on the satellite capacity for

backhauling.

5.2 Related Work

Remarkably, the roles and benefits of satellite networks in 5G have been introduced

and discussed in 3GPP, with several use cases identified in many study items (e.g.

support of‚ "5G connectivity via satellite" within 3GPP TR23.799, the "higher avail-

ability" requirement within 3GPP TR22.862, etc.). As a result, a requirement for

3GPP systems to be able to provide services using satellite access has been included

within the normative Stage 1 requirements for next generation mobile telecommu-

nications being elaborated by 3GPP [9]. This is especially of interest in public pro-

tection and disaster relief (PPDR) efforts given the high dependability on commu-

nication systems for effective disaster mitigation [11], especially communications in

remote/rural areas that might require the fast deployment of network capacity as

well as in distressed areas where the terrestrial backhaul infrastructure might have

suffered damages. One of the ways to minimize the network vulnerabilities in case

of a disaster is introducing an appropriate redundancy within the network [11]. In

this case, satellite capacity can be deployed as a redundant backhaul capacity to any

network node and also may be available to operate in challenging post disaster sce-

narios, allowing rapid emergency communication network deployments as those

based on vehicular or transportable network nodes (referred to as mobile cells) de-

scribed in [11], e.g., base stations (BS). Satellite links could provide additional band-

width to backup connectivity to critical cell sites as well as to divert traffic from
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congested areas so that the capacity in the terrestrial links could be supplemented

during peak-times or even replaced in case of total/partial failures as well as for

emergency mobile cell deployments.

However, despite the potential value of using a satellite component for resilience

purposes in mobile networks is generally recognized [2][12], to the best of authors’

knowledge, there is a lack of published studies focused on the development of traffic

distribution strategies aimed to improve the hybrid satellite-terrestrial backhaul net-

work performance or just assessing the benefits in terms of that a satellite capacity

deployed for resilience purposes can bring into a hybrid terrestrial-satellite back-

hauling network scenario. Only a few related works coping with network design

and traffic engineering in hybrid satellite-terrestrial backhaul networks are avail-

able in the open scientific literature, though the applicability area is not specifically

that of resilience. In particular, the works in [81]-[83] are aimed at exploiting the

wide coverage capability of the satellite component for broadcast/multicast appli-

cations, showing that satellite links can relieve a Long Term Evolution (LTE) mobile

network of a significant part of the multimedia broadcast multicast services traffic.

Under this application, traffic distribution schemes are mainly intended to establish

the best routes for multicast connections (i.e. multicast routing problem) so that the

multicast performance is enhanced by seeking e.g. the minimal routing end-to-end

tree delay, the minimum tree cost or other minimum failure ratio [82][84] of multi-

casting connections, or the combination of them [85]. Some examples of heuristic

algorithms proposed in this context are given in [82][86][87]. Another addressed ap-

plication area is that of emergency communications. In this context, a limited satel-

lite capacity is typically deployed to replace terrestrial backhaul links where these

are not available (e.g. terrestrial links disrupted by natural disasters) and prioriti-

zation mechanisms are applied to manage the satellite connectivity. For example,

authors in [88] propose a scheme for service prioritization under traffic congestion

based on the communication needs of first responders under different emergency

scenarios. In a related work, [89] studies a service classification and management

scheme with two traffic classes: streaming and background. The streaming traf-

fic class gets higher priority and ensures that the constant data rate is available to

the user and the rest of the satellite channel capacity is assigned to the background
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class where the available bit rate may vary. Furthermore, the issue of resilience and

congestion in hybrid satellite-terrestrial wireless backhaul networks is also being re-

searched in [90] through the implementation of smart antennas for dynamic network

topology reconfiguration according to traffic demands.

5.3 Network Model

Let’s consider a cellular network with M BSs deployed across a large geographical

area at fixed locations referred to as Fixed Base Stations (FBS) where the transport

connectivity between the M FBSs and the mobile core network is assumed to be

delivered through a hybrid satellite-terrestrial backhaul network. In particular, we

assume that each FBS is connected to the transport infrastructure through a terres-

trial link (e.g., microwave or wired link) and that there is also a ST co-located at each

site to provide satellite connectivity.

The maximum terrestrial and satellite link capacity at the m-th fixed base sta-

tion (FBSm) is denoted, respectively, as CFBS−T,m and CFBS−S,m. Accordingly, the

maximum terrestrial and satellite capacity available at the M FBS are represented,

respectively, by the capacity vectors cFBS−T = {CFBS−T,1, ..., CFBS−T,M} and cFBS−S =

{CFBS−S,1, ..., CFBS−S,M}. In addition, it is assumed that maximum aggregate satellite

capacity in use at a given time across all FBSs cannot exceed CS. Moreover, the ter-

restrial link availability is captured through a binary vector a = {a1, ..., aM} where

am = 1 stands for the terrestrial link being operational and am = 0 represents a Link

Down (LD) situation. An illustration of the network model is depicted in Figure 5.1.

5.4 Traffic Model

Our analysis considers mixes of unicast elastic and unicast inelastic traffic. Inelas-

tic/stream traffic is generated by time-sensitive applications, like e.g. Voice over IP

(VoIP) and Video Streaming on Demand (VSOD) that typically has strict bandwidth

and/or delay requirements. Elastic traffic on the other hand is generated by applica-

tions such as web browsing and file-transfers where the delivered bit rate and/or the

download time are more important than inter-packet or end-to-end delays. Indeed,
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FIGURE 5.1: Hybrid Satellite-Terrestrial Backhaul Network Model.

this traffic classification is captured in the QoS model established for LTE systems by

considering two types of bearer services that can be enforced in the network: Guar-

anteed Bit Rate bearers (GBR) and Non-GBR bearers. Thus, the unicast traffic flows

served through GBR bearers (called UG flows in the following) are given a minimum

guaranteed bit rate to operate satisfactorily; otherwise, the quality might be severely

affected. On the other hand, the unicast traffic flows served through Non-GBR bear-

ers (called UN flows in the following) do not get such a minimum bit rate reservation

but can see a wide variability of the achieved bit rate, being more exposed to conges-

tion related packet losses and/or delay variability (without necessarily a noticeable

impact on QoS).

Let’s define IS(m) as the set of service flows types s ∈ {UG, UN} served through

the FBSm. Then, let xs,m,i and rs,m,i (denoted as matrices X and R respectively) denote

respectively, the link selection (if the flow is served through the satellite backhaul

link [x = 0] or through the terrestrial backhaul link [x = 1]) and bit rate allocation

variables associated with the i-th flow of s service type at the FBSm.
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5.5 Utility Framework

The conception of the TE logic requires that a specific traffic and link characteriza-

tion is first established. This is necessary to determine, if applicable, the QoS re-

quirements, such as maximum tolerable latency and jitter, minimum required band-

width, etc. per type of service/user that need to be fulfilled in order to achieve a

given QoE/satisfaction level. To that end, we resort to the use of utility functions to

describe the QoE/satisfaction level that is achieved when a particular flow is served

across the hybrid satellite-terrestrial backhaul. In our case, utility functions are for-

mulated to account for two main aspects; (1) the bit rate of the flow that can be

allocated across the E2E path and; (2) whether the E2E path traverses a satellite link

or not (i.e. the higher delay incurred when using a satellite link can result in some

level of service degradation that is reflected with a lower utility).

The formulation of the utility functions is also dependent on the nature of the

services. Based on the above considerations, the utility functions considered in our

analysis for the characterization of UG and UN services are provided in Figure 5.2.

The utility functions account for the delivered bit rate (r) and consider whether the

flow is served through the satellite or terrestrial backhaul link (x).

Commonly, the step function is used for UG flows [91]. In particular, in our

analysis a two-level step function is used for UG flows, reflecting two possible bit

rates/quality levels that could be on offer (e.g. standard and high definition VSODs).

This UG utility function, defined by Eq. 5.1 - 5.3, is parameterized by the bit rates

RUG
1 and RUG

2 to be delivered for the standard/high quality offerings, respectively, a

utility reduction factor pUG to account for the potential quality/satisfaction degrada-

tion when using satellite links instead of terrestrial one and a utility reduction factor

αUG to account for the impact of rate selection between RUG
1 and RUG

2 as shown in

Figure 5.2 (a).

The UG utility function is:

UU G (r, x) = UU
o

G (x) ·UU
r

G (r) (5.1)

where

UU G
o (x) = pU G + x

(
1− pU G

)
(5.2)
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a) b)

FIGURE 5.2: a) UG Utility Function, and b) MG Utility Function.

and

UU
r

G (r) =


0 0 < r < RU

1
G

αU G RU
1

G < r < RU
2

G

1 r ≥ RU
2

G

(5.3)

Although in this chapter we will not consider multicast GBR services (called MG

services in the following), in the later chapter we will consider it in our analysis, so

we advance here the utility function utilized for this kind of traffic. For the charac-

terization of MG service flows, a one-level step utility function is used, as defined by

Eq. 5.4 - 5.6. In this case, RMG
1 is the minimum bit rate to be delivered for the high

quality and the parameter pMG is a utility reduction factor to account for the poten-

tial quality/satisfaction degradation when using satellite links instead of terrestrial

as shown in Figure 5.2 (b).

The MG utility function is:

UMG (r, x) = UM
o

G (x) ·UM
r

G (r) (5.4)

where

UM
o

G (x) = pMG + x
(

1− pMG
)

(5.5)

and

UM
r

G (r) =

 0 0 < r < RM
1

G

1 r ≥ RM
1

G
(5.6)

With regard to UN service flows, the utility functions can be more diverse [92],

depending on which specific aspects/service characteristics that is wanted to stress.



66
Chapter 5. Network Utility Maximization Framework and Performance Evaluation

of TE Strategies

FIGURE 5.3: UN Utility Function.

In our case we have adopted a logarithmic utility function [93], which is one of the

most commonly used and already serves our needs. The normalized utility function

of UN service flows is defined by Eq. 5.7 - 5.9, where RUN
1 is used to establish the bit

rate for which is considered that the service is already provided with a good quality

(so no utility gain is envisioned by serving UN service flows with higher bit rates)

and the parameter pUN is the utility reduction factor for UN service flows. For UN

service, the utility functions are represented by Figure 5.3.

The UN utility function is

UU N (r, x) = UU
o

N (x) ·UU
r

N (r) (5.7)

where

UU N
o (x) = pU N + x

(
1− pU N

)
(5.8)

and

UU
r

N (r) =


log(r+1)

log(RU
1

N+1)
i f 0 < r < RU

1
N

1 i f r > RU
1

N
(5.9)

5.6 TE for Optimal Traffic Distribution

Different resilience schemes can be defined based on a satellite capacity allocated to

cope with the failure of terrestrial links and how this capacity is intended to be used.

In particular, in our case a resilience scheme is characterized by a ratio N : M that
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indicates that the satellite capacity has been dimensioned to cope with the failure of

N terrestrial links in a group of M BSs. On this basis, given the maximum transport

capacity deployed at BSs sites (cFBS−T and cFBS−S), the adopted resilience scheme

N : M (from which the maximum aggregate satellite capacity CS is derived), the

terrestrial link availability (a), and the traffic demand tUG and tUN , the following

optimization problem can be formulated for finding the best traffic distribution in

terms of achievable bit rates and use of the terrestrial or satellite capacity per con-

nection, represented respectively by matrices R and X (rs,m,i and xs,m,i):

Given: FBS(Set of Fixed BSs)

cFBS−T, cFBS−S, CS, a (Link capacity vectors, satellite system

capacity and availability vector, respectively)

Is(m), (Set of service flows types)

Find: {xs,m,i},{rs,m,i} (Link Selection and Bit Rate)

Max:

∑
s∈{UG,UN}

M

∑
m=1

∑
i∈Is(m)

US(rs,m,i, xs,m,i) (5.10)

s.t.

∑
s∈{UG,UN}

∑
i∈Is(m)

(rs,m,i · xs,m,i) ≤ am · CFBS−T,m ∀m (5.11)

∑
s∈{UG,UN}

∑
i∈Is(m)

(rs,m,i · (1− xs,m,i)) ≤ CFBS−S,m ∀m (5.12)

∑
s∈{UG,UN}

N+M

∑
m=1

∑
i∈Is(m)

(rs ,m,i · (1− xs,m ,i)) ≤ CS (5.13)

xs,m ,i ∈ {0, 1} , rs,m ,i ∈
{

0,<+
}

∀s, m, i (5.14)

where Eq. 5.10 is the objective function defined as the sum of service flows util-

ities, Eq. 5.11 - 5.13 set out, respectively, the capacity constraints of terrestrial links

per BS, satellite links per BS and maximum aggregated satellite capacity and Eq.

5.14 restricts the the possible values of the decision variables. The resulting problem

is a non-linear optimization problem that falls within the category of non-convex

mixed-integer nonlinear programming, which is known to be NP-hard [94].
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5.6.1 Traffic Distribution Strategy Algorithm

Given the NP-hard nature of the optimization problem formulated in the previous

section, we have developed an heuristic algorithm that can handle, with low com-

plexity, large scenarios in terms of number of BSs and traffic flows. The proposed

algorithm seeks to find a feasible solution to the optimization problem by splitting

it into two separate sub-problems:

• First, the bit rate allocation and path selection through either terrestrial or satel-

lite backhaul is computed for the UG flows/connections. This is done on a con-

nection–basis trying to allocate, per BS and sequentially, the link and bit rate

that provides the highest utility per connection. When capacity contraints are

reached, the algorithm attempts to allocate pending connections by gradually

reducing the utility of the new as well as of the pre-established connections as

long as the global utility (i.e. term UUG(R; X) in Eq. 5.10) can be still increased.

The procedure is detailed in Algorithm 1.

• Second, the remaining satellite capacity is distributed seeking a max-min rate

allocation for UN connections irrespective of using satellite or terrestrial ca-

pacity. It’s worth noting that a max-min rate allocation is equivalent to the

maximization of the global utility of UN traffic (i.e. term UUN(R; X) in Eq.

5.10) when there is no distinction between using satellite or terrestrial capac-

ity [95], which in our case is strictly valid for factor pUN = 1. This is carried

out by first distributing the satellite capacity among the BSs in proportion to

the number of UG connections handled per BS so that overall capacity left for

UG services is balanced across BSs. Then, in each BS, the satellite capacity is

equally shared among the served connections. The detailed procedure is given

in Algorithm 2.

Based on above considerations, we have solved the network utility maximization

problem by splitting it in two separate sub-problems. In particular, the problem is

solved sequentially first considering only UG services (sub-problem #1), then adding

the UN services (sub-problem #2). Some details on the algorithms used to solve each

of the sub-problems are provided in the following.
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Sub-problem #1 can be indeed formulated as the general problem in Eq. 5.10 -

5.14 with s ∈ {UG}. This sub-problem is a discrete optimization problem (note that

utility function for UG traffic is a step function) that is solved by means of a heuristic.

The proposed heuristic is based on a greedy algorithm, which, flow by flow, decides

on the link and bit rate that yields the highest utility. In this way, as long as capac-

ity constraints are met, the algorithm always moves towards getting the maximum

utility. When capacity constraints are found and a flow cannot be accepted with its

maximum utility, the algorithm revisits some of previous decisions in order to see if

some modifications are possible (e.g. rate reduction or link change) as long as these

modifications result into higher network utility. The algorithm is detailed in Algo-

rithm 1. For the allocation and re-allocation decisions, the algorithm uses a set of pre-

computed utility increments ∆Un that account for the potential combinations of link

and rate selection of the current and up to q previous allocated flows. In the case of

sub-problem #1 for UG services, these increments are computed as follows: ∆U1 ←

UUG(RUG
2 , 1), ∆U2 ← UUG(RUG

2 , 0), ∆U3 ← UUG(RUG
1 , 1) and ∆U4 ← UUG(RUG

1 , 0),

for allocations that do not impact on previous flows and ∆U5 ← 2UUG(RUG
1 , 1)-

UUG(RUG
2 , 1), ∆U6 ← 2UUG(RUG

1 , 0)- UUG(R2, 0),..., ∆Un−1 ← (q + 1)UUG(RUG
1 , 1)-

qUUG(RUG
2 , 1), ∆Un ← (q + 1)UUG(RUG

1 , 0)-qUUG(RUG
2 , 0), for allocations that force

a rate reduction in previously allocated flows.

Procedure: Resource Allocation (service type (s), SBS, ∈ {FBS})

∆U = {∆U1, ∆U2, ..., ∆Un}, Set of utility increments different potential

allocations

rs,m,i ← 0 for all m,i

for FBSm ∈ SBS do
AvailableCapacity = TRUE

for i ∈ Is(m) and while Available Capacity=TRUE do
Select (rs,m,i, xs,m,i) and the applicable rate deruction of previous

allocated flows yielding the highes ∆Un ∈ ∆U that satisfies

Eq.5.10-5.14, if (rs,m,i = 0), AvailableCapacity = FALSE

end

end
Algorithm 1: Resource Allocation Algorithm for UG service flows.
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Sub-problem #2 for utility maximization of UN services can also formulated from

Eq. 5.10-5.14 with s ∈ {UN} and the following new link capacities.

C′FBS−T ,m = CFBS−T ,m − ∑
s∈{UG}

∑
i∈Is(m)

rs,m ,i ∀m (5.15)

C′FBS−S,m = CFBS−S,m − ∑
s∈{UG}

∑
i∈Is(m)

rs,m ,i ∀m (5.16)

C′S = CS −
M

∑
m=1

∑
s∈{UG}

∑
i∈Is(m)

rs,m,i (5.17)

In this case, the sub-problem turns to be an optimization problem which com-

bines a concave utility function with a discrete link selection variable, with constraint

functions that contain products of both concave and discrete optimization variables.

Despite the problem shows complexity regarding the application of a direct method

for its solution, the consideration of a single type of traffic s ∈ {UN} facilitates its

analysis and the introduction of a heuristic. Indeed, in [95] it is demonstrated that

utility proportional fair resource allocation ensures utility max-min fairness for all

users sharing a single path in the network, i.e. the utility that should be shared fairly

among users. Then, a max-min rate allocation is equivalent to the maximization of

the utility at each link for UN traffic. This same concept can be extended to the

global utility of the network when there is no distinction between using satellite or

terrestrial capacity, which in our case is strictly valid for factor pUN = 1. Since in

the network model a service flow can be handled only by a single link, and in turn

each BS has at most two possible links, for pUN = 1, a heuristic can find the util-

ity maximization applying the above mentioned rule, selecting the link to each UN

flow in such a way that all service flows have as much as possible the same bit rate

utilizing the full links capacities. To do this, the algorithm solve the number of UN

flows handled by terrestrial or satellite links at each FBSm(KT
m and KS

m respectively)

that theoretically would give the bit rate as similar as possible to all UN connections

by solving the Eq. 5.15 and 5.16 subject to Eq. 5.11-5.14:
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rUN,m,i =
C′FBS−T,m

KT
m

=
C′FBS−S,m

KS
m

, ∀i : i ∈ IUN(m), m = 1, ..., M (5.18)

where

rUN,1,i = rUN,2,i = · · · = rUN,M,i, ∀i (5.19)

s.t. Eq. 5.11 and 5.14.

where Km is defined as the total of UN service flows at the FBSm. For pUN < 1,

besides solving Eq. 5.18 and 5.19 and fixing the satellite links utilized satellite capac-

ities C′FBS−S,m, the algorithm reselects the right links xUN,m,i∀i ∈ {IUN(m)}, in order

to get KT
m and KS

m that maximize the sum of UN service flows utilities at each BSm.

The procedure is detailed in Algorithm 2.

Procedure: Resource Allocation (UN flows, SBS ∈ {FBS})

rUN,m,i ← 0 for all m, i

for FBSm ∈ SBS do

KT
m,KS

m,C′FBS−S,m ← Solve Eq. 5.18 - 5.19;

end

for FBSm ∈ SBS do

for i ∈ {IUN(m)} and while Available Capacity=TRUE do
Given C′FBS−S,m, find (KT

m, KS
m) that yields the highest ∆Un ∈ ∆U that

satisfies Eq.5.11 - 5.14, this is,

{xUN,m,i},{rUN,m,i},KT
m,KS

m ← argmaxU(xUN,m,i, rUN,m,i) ;

end

end
Algorithm 2: Resource Allocation Algorithm for UN Service Flows.

5.7 Numerical Assessment

5.7.1 Simulation Method and Scenario Settings

The numerical assessment is based on a Monte Carlo simulation method that solves

the traffic distribution problem in a set of 1000 realizations. In each realization, a
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TABLE 5.1: Scenario Settings for the Numerical Assessment.

Parameter Values

Number of FBSs (M) 16
Terrestrial link capacity (CFBS−T,m) 131 Mbps
Terrestrial link availability (a) 0-4 Link Down
Maximum satellite link capacity per FBSm(CFBS−S,m) 200 Mbps
Resilience scheme RS, 1:16, 1:18, 1:4
Maximum aggregate satellite capacity (CS) 0, 131, 262, 524 Mbps
Average number of UG connection per FBSm 0-50
Average number of UN connection per FBSm 0-50
Standard quality rate for UG connections (RUG

1 ) 3 Mbpsa

High quality rate for UG connections (RUG
2 ) 6 Mbpsaa

Utility reduction factor due to UG link selection (αUG) 0.6
Maximum utility rate UN (RUN

1 ) 13 Mbpsb

Utility reduction factor over satellite (pUG and pUN) 0.6, 0.8, 1

aTypical mobile Video Resolution and Bitrates [97].
bThe global average for LTE download speeds (source: "The State of LTE", OpenSignal, February

2016) [98].

random number of UG and UN connections is generated per BS according to a uni-

form distribution. Table 5.1 provides the range of values considered for the different

model parameters in the numerical assessment. Without any loss of generality and

for the sake of consistency, the values considered for service characterization as well

as backhaul capacities are inspired in current state-of-the-art 4G and satellite broad-

band technologies.

With regard to the capacity of the terrestrial links, the considered setting (131

Mbps) is based on the dimensioning analysis presented in previos section, to cope

with the 90-th percentile of the traffic demand when considering a realistic traffic

model that exhibits a log-normal distribution with an average load of 100 Mbps per

BS. This value is then considered to establish the range of values for the maximum

aggregate satellite capacity (CS) according to the adopted resilience scheme. On the

other hand, the maximum satellite link capacity per FBSm(CFBS−S,m) is set to 210

Mbps, in line with today’s top-of-the-line satellite modems based on DVB-S2X [96].

5.7.2 Numerical Assessment Under no Link Failure Conditions

This first assessment is intended to show the performance of the traffic distribution

strategy when all terrestrial links are operational (i.e. LD=0). Unlike a more classical
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approach where the satellite capacity is only used as failover/back-up, the idea here

is to see how the proposed strategy can get the most utility out of all the installed

capacity.

Focusing first on the UG traffic performance, the achieved average utility per UG

connection when no satellite capacity for resilience is deployed (NR case) is given

in Figure 5.4, along with the utility gain achieved when considering the different

resilience schemes (RS1:16, RS1:8 and RS1:4) under different UG traffic loads. It is

observed that, under NR, up to around 15 UG connections can be served on aver-

age per BS while achieving the maximum utility. From that point, utility starts to

decrease and it’s when the satellite capacity gets into play to deliver the amount of

utility gain depicted on the figures on the right-hand axis. In particular, achieved

utility gains for RS=1:4 sit between 8% (considering a factor pUG = 0.6) and 18%

(considering a factor pUG = 1) when the number of connections goes between 25-30,

therefore raising the utility achieved from 80% under NR to levels between 88% and

98% under RS=1:4. Similar trends are obtained for UN traffic, as illustrated in Figure

5.5, noting however that in this case the utility increase can even reach higher values.

The impact on the allocated bit rates is depicted in Figure 5.6. For UG connec-

tions, the availability of satellite capacity makes that average number of UG connec-

tions per BS that can be served at full rate increases from 15 to 26 connections (70%

increase) for RS1:4. For UN connections, Figure 5.6 (right) depicts the CDF of the bit

rates allocated to UN traffic under different UN loads (5, 15 and 25) and considering

5 UG connections per BS and pUN = 0.8. It can be seen as the use of a resilience

scheme with higher satellite capacity does not only achieves the highest rates but

also allows for a more equitable bit rate distribution among the network connec-

tions, reducing the gap of rates assigned among the UN connections. For example,

if we get the UN rates within the percentiles 10% - 90%, for 15 UN connections, we

get a gap of only 2 Mbps for RS1:4, while we get the gap of 3.7 Mbps and 4.5 Mbps

for RS1:16 and NR respectively, this is, a reduction of almost 50% of the gap of rates

when is used the resilience scheme with greatest capacity. This is due to the satel-

lite capacity is distributed dynamically in proportion to the load on each BS, thus

maintaining equitably the data rates allocated among all connections.
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a) b)

FIGURE 5.4: (a) Average Utility per UG Connection and (b) Utility
Increase

a) b)

FIGURE 5.5: Average Utility per UN Connection and Utility Increase
for Two UG Loads; (a) 5 and ; (b) 25 UG Connections per BS.

a) b)

FIGURE 5.6: (a) PDFs of UG Bit Rates for NR and RS=1:4. (b) CDF of
Bit Rates Assigned to UN Connections.
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5.7.3 Numerical Assessment under Link Failure Conditions

Figure 5.7 (a) provides the average utility decrease per UG connection achieved in

the BSs that are affected by terrestrial link failures (LD=2) in comparison with the

case without link failures. Under low traffic load conditions, it can be observed that

the minimum utility decrease is lower bounded by the value of pUG, meaning that all

the traffic served by the impaired BSs can be successfuly diverted through the satel-

lite capacity. This utility decrease can be kept at this minimum value up to an av-

erage of 10 connections per BS when considering the resilience scheme with smaller

satellite capacity (RS=1:16) and up to 24 connections for the resilience scheme with

higher capacity (RS=1:4). Therefore, while the utility decrease would be of 100% for

the NR case (i.e. no traffic can be served through the affected BS), the use of the satel-

lite capacity can keep the utility reduction to values below 30% (i.e. overall utility

for UG traffic above 70%) for a traffic load ranging from 20 to 30 UG connections per

BS. For UN traffic, Figure 5.1 (b) shows that the impact in utility reduction is higher

than that experienced by UG connections due to preferential treatment given by the

traffic distribution algorithm. Moreover, additional results not included in the pre-

sented figures, show that there is also some utility reduction in the BS not directly

affected by the terrestrial link failures, even though this reduction is below 4% for

UG and UN connections compared to the case that all links were up.

Finally, Figure 5.8 presents the impact of the link failures in terms of the allocated

bit rate distribution. For UG traffic, the average number of UG connections that can

be still served at full rate increases from 7 to 23 (200% increase) when comparing

RS1:4 and RS1:16, as depicted in Figure 5.8 (a). Likewise, the average number of UG

connections per BS, suported with at least the minimum rate RUG
1 , is above 100%

higher for RS1:4 than for RS1:16 (from 10 to 22 connections on average per BS). With

regard to UN bit rates, Figure 5.8 (b) provides the CDF of the allocated bit rates for

LD=2 and RS1:16, 1:8 and 1:4, showing the relative performance of these schemes

against the a worst performing case (LD=2 and NR) and a best performing case

(LD=0 and RS1:4).
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a) b)

FIGURE 5.7: Average Utility Reduction in BSs Affected by Link Fail-
ures. (a) UG Connections. (b) UN Connections.

a) b)

FIGURE 5.8: (a) PDFs of UG Bit Rates for RS=1:16 and RS=1:4. (b)
CDF of Bit Rates Assigned to UN Connections.
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5.8 Summary

The integration of a satellite component within mobile backhaul networks is re-

garded as a compelling proposition to increase its availability and resiliency. This

chapter has developed and numerically assessed by means of simulation a traffic

distribution strategy that exploits a dynamically steerable satellite capacity provi-

sioned for resilience purposes to maximize a network utility function. The analysis

has considered different resilience schemes, characterized by the ratio N : M of

satellite capacity needed to cope with the failure of N terrestrial links in a group of

M BSs. Obtained results show how, under failure conditions, the proposed traffic

distribution strategy is able to redistribute the satellite resources so that the utility

decrease in the BSs affected by terrestrial link failures is minimized. And remark-

ably, when all the terrestrial links are fully operational, it has been shown that the

proposed strategy does not leave the satellite capacity unused but exploits it in order

to improve the overall network utility.

The presented results give us some fundamental guidelines for deriving design

and dimensioning principles to consider resilience as a built-in feature in 5G sys-

tems. The next chapter considers a deeper analysis of the optimality conditions and

algorithms to cope with the presented optimization problem as well as its extension

to jointly consider other uses of the 5G backhaul integrated satellite capacity such as

fast deployments/special events and the delivery of multicast traffic.
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Chapter 6

Formulation and Performance

Assessment of a SDN-Based TE

Application

6.1 Introduction

In the previous chapter an SDN-based TE application that exploits the allocation

criteria capacity that is based on the network utility maximization criteria has been

developed and evaluated. Unlike the algorithm presented in the previous chapter,

this chapter develops and evaluates new traffic distribution schemes under scenarios

where moving cells are integrated to the network and under terrestrial link failures

are presented in the network. The proposed TE applications also differ from the

previous ones in that they adapt reservation schemes of a certain satellite capacity for

the BSs that for some reasons do not have terrestrial link capacity at their disposal.

The proposed scheme pursues an optimal allocation of the available satellite and

terrestrial capacity so that an overall network utility is maximized under both failure

and non-failure conditions in the terrestrial links or mobile cell deployments. Results

show how the capacity reserve scheme introduction in the algorithms even increase

the network utility, this is also explained in detail in this chapter.

The new SDN-based TE applications also are based in the utility framework

model for the analysis of traffic distribution strategies and the capacity dimensioning

results presented in the previous sections. It is also considered SDN-based TE appli-

cations based in a centralized control for managing dynamically a steerable satellite
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capacity that exploits the combination of control features and criteria that include:

end-to-end path computation; satellite capacity resource reservations; allocation cri-

teria depending on the traffic nature; admission control and rate control features;

and network utility maximization criteria for resilience or emmergency purposes. It

is considered unicast and multicast traffic as well as elastic and inelastic traffic.

The rest of the chapter is organized as follows; first, it is provided and descripted

the network and traffic model as well as the utility framework utilized. Then, it

is presented the integration approach for E2E SDN-Based TE that includes some il-

lustrative TE Workflows to explain the operation of path computation mechanisms.

Subsequently, it is presented the formulation of the problem for optimal traffic dis-

tribution and it is descripted the heuristic we have relied on for the assessment.

Finally, a performance analysis is presented to assess the behavior of the proposed

SDN-based TE application under diverse scenarios, including terrestrial link failures

in some of the Base Stations (BSs) and deployment of a number of transportable BSs

that exclusively rely on the satellite capacity for backhauling, as well as homoge-

neous and non-homogeneous traffic load situations. The proposed SDN-based TE

application is assessed and compared against a traditional overflow solution under

different scenarios (different number of BSs with no terrestrial link availability).

6.2 SDN-based TE Application

TE solutions for hybrid terrestrial-backhaul backhaul networks shall be able to use

the satellite capacity in the way that best complements the terrestrial capacity in

front of the changing conditions of both traffic demand (e.g. increase of traffic de-

mand for an especial event, spatial demand fluctuations over time) and network

situation (e.g. backhaul backup for terrestrial link failures, network rapid roll-out,

fast response capacity, cells on wheels). Facing these multiple and diverse conditions

in a consistent becomes challenging for traffic engineering.

The big advantage of a centralized SDN framework for the realization of TE so-

lutions is that there is a holistic view of the network together with mechanisms to

enforce network polices from a single touch point. Based on the SDN architecture for

SNS discussed in the chapter 3, Figure 6.1 illustrates the approach adopted for the
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realization of the E2E traffic engineering applications spanning the MNO and Satel-

lite Network Operator (SNO) domains when the SNS is used for mobile backhauling

services. As depicted in the figure, a centralized software for E2E TE purposes sits

on top of the MNO controller analyzing and controlling the E2E network forwarding

paths across the satellite and terrestrial backhaul parts. TE applications benefit from

a real-time view of the network, which might include insights into various network

analytics about link congestion, delay, latency, drops and other performance met-

rics. For instance, as detailed in chapter 3, OpenFlow supports monitoring statistics

that provide visibility into specific application performance. This centralized knowl-

edge is then used to establish and push down rules to the nodes on a per flow basis

or guide the network behavior at the desired traffic granularity. Therefore, traf-

fic flowing can be engineered flexibly pursuing one or a combination of goals such

as maximizing aggregate network utilization, providing optimized load balancing,

minimizing power consumption, and other generic traffic optimization techniques.

It’s worth noting that per flow TE state is challenging to achieve with traditional

MPLS/TE mechanisms. The main reason is that MPLS/TE is a distributed archi-

tecture in which there is no real-time global view of the end-to-end network path.

This may induce incorrect traffic engineering decisions, lack of predictability and

deterministic scheduling of the label switched paths. While there are tools available

that work in conjunction with MPLS TE to create a holistic view, they are usually

expensive and do not offer a "real-time" picture [99]. They often create an offline

topology and, indeed, they also don’t change the fact that MPLS is a distributed ar-

chitecture. There are possibilities with NETCONF and MPLS-TP but operationally

cause problems and don’t alleviate the distributed signaling protocols.

SDN-based TE applications have been already proposed mostly for data center or

enterprise network scenarios, including ElasticTree [100], Hedera [101], OpenFlow-

based server load balancing [102], Plug-n-Serve [103], QNOX [104], QoS for SDN

[105], QoS framework [106] and many others (see [107] for a detailed survey). Among

the most recent proposals, we find optimization of rules placement [108], the use of

MAC as a universal label for efficient routing in data centres [109], among other

techniques for flow management, fault tolerance, topology update, and traffic char-

acterization [110].
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FIGURE 6.1: E2E Traffic Engineering Applications Spanning the
MNO and SNO Domains.

In the context of mobile backhauling scenarios, the proposed approach can be

used to develop TE applications that exploit the following sort of features and crite-

ria:

• E2E path computation with selection of the terrestrial or satellite link for back-

hauling, considering multiple optional link utilization rates and flow charac-

teristics more comprehensively.

• Resource reservations mechanisms to protect or give preferential treatment to

applications / users / locations such as e.g. BSs with no or limited terrestrial

link backhaul capacity that are fully reliant on the use of a pool of shared satel-

lite capacity.

• Different allocation criteria depending on the traffic nature (e.g. guaranteed

bit rate or not, unicast or multicast).

• Admission Control and Rate control to face overload and guarantee resources

and minimum (committed) transmission rates per flow and group of flows.

• Use of network utility maximization criteria, where the adequacy of handling

specific flows over the terrestrial or satellite component, as well the effect of

allocating more or less data rate, can be accounted.

• Exploit Bandwidth on Demand (BoD) features if provided by the underlying

transport infrastructure.
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FIGURE 6.2: Components of the E2E Traffic Engineering Application.

• Control the activation/deactivation of networking functions for traffic opti-

mization (e.g. trigger the deployment of Satellite Network Functions (SNFs)

for compression, TCP optimization, etc.).

In this context, the TE solution formulated and assessed in this section combines

the following control features as part of its decision-making logic: path selection,

admission control, rate control and reservation management, as illustrated in Figure

6.2. On this basis, next subsection details the specific traffic and link characterization

approach that has been established for the specification of the TE decision-making

logic. Then, in the subsequent subsection, the optimization problems and algorithms

designed behind the TE decision-making components are described.

6.3 Traffic and Link Characterization for TE

Similarly to network model of previous chapter (See section 5.3), we also consider a

cellular network with M Fixed Base Stations (FBS) deployed across a large geograph-

ical area where the transport connectivity between the M BSs and the mobile core

network is assumed to be delivered through a hybrid satellite-terrestrial backhaul

network. However, for this analysis we also consider a number of N BSs, referred to

as Transportable BSs (TBS), used for temporary deployments/ fast network roll-out

that only rely on the use of the satellite backhaul links.

The traffic model again considers mixes of elastic and inelastic traffic, however,

to this analysis we also consider the utilization of multicast GBR services (called MG

services in the following). The consideration of MG services in the analysis allows

us to exploit the intrinsic broadcast/multicast transmission capacity of the satellite

component, assessing its impact on the network in terms of QoS. Unlike unicast
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services, one particular MG session can consist of multiple MG flows simultaneously

forwarded to multiple BSs simultaneously [80].

Then, the maximum terrestrial and satellite link capacity at the m-th fixed base

station (FBSm) is denoted, respectively, as CFBS−T,m and CFBS−S,m, while the satellite

link capacity at TBSm is referred to as CTBS−S,m. Accordingly, the aggregate vectors

of the such backhaul link capacities are denoted as cFBS−T = {CFBS−T,1, ..., CFBS−T,M}

, cFBS−S = {CFBS−S,1, ..., CFBS−S,M} and cTBS−S = {CTBS−S,1, ..., CTBS−S,N}. In ad-

dition, it is assumed that maximum aggregate satellite capacity in use at a given

time across all BSs cannot exceed CS which is defined as CS = CFBS−S,1 + ... +

CFBS−S,M + CTBS−S,1 + ... + CTBS−S,N . Moreover, the terrestrial link availability is

captured through a binary vector a = {a1, ..., aM} where am = 1 stands for the ter-

restrial link at BSm being operational and am = 0 represents a Link Down (LD)

situation.

Then, let’s define IS(m) as the set of service flows types s ∈ {UG, MG, UN}

served through the m-th BS, which refers to FBSm if 1 ≤ m ≤ M or TBSm−M if

M < m ≤ M + N. Then, let xs,m,i and rs,m,i (denoted as matrices X and R respec-

tively) denote respectively, the link selection (if the flow is served through the satel-

lite backhaul link [x = 0] or through the terrestrial backhaul link [x = 1]) and bit

rate allocation variables associated with the i-th flow of s service type at the m-th

BS. For multicast traffic, let’s also define IMG and Z(j) respectively, as the set of MG

sessions and the set of BSs to which the MG flows belonging to the j-th MG session

are simultaneously forwarded.

The TE decision-making logic consists of a combination of processes, some ex-

ecuted when there is some trigger (e.g. new flow request) and others executed pe-

riodically (e.g. performance metric computation and flow adjustments). Figure 6.3

shows the TE decision making logic to handle a UG flow request. At a request ar-

rival, it is checked if the new UG flow is to be served through a BS with terrestrial

and satellite links both operational or only with satellite capacity available (e.g. ter-

restrial link failure situation, transportable BS with no terrestrial backhaul). In the

former case, the TE algorithm continues by checking whether there is sufficient ca-

pacity across any of the paths to serve the new flow without compromising the qual-

ity of the already established GBR flows (UG and MG active flows). This is achieved
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by establishing a GBR Admission Load Threshold to limit the maximum capacity occu-

pation of a link allowed for use of GBR traffic. This parameter is used by Admission

Control #1 and #2 logic (detailed in Table 6.1). If there is sufficient backhaul capacity

across both satellite and terrestrial links, the flowchart continues by computing the

achievable global network utility (i.e. aggregate of the utility of established flows

plus the utility of the new flow) for each of the two candidate paths, selecting the

one leading to the higher utility increase. Note that the utility computation is not

conducted when there is only a candidate option or when none of them is available,

leading the latter case to the rejection of the UG flow request. For the admitted UG

flow requests, the GBR and Maximum Bit Rate (MBR) are both set to the rate that

gives the maximum utility for UG services.

6.4 TE Decision-Making Logic

The TE decision-making logic consists of a combination of processes, some executed

when there is some trigger (e.g. new flow request) and others executed periodically

(e.g. performance metric computation and flow adjustments). Figure 6.3 shows the

TE decision making logic to handle a UG flow request. At a request arrival, it is

checked if the new UG flow is to be served through a BS with terrestrial and satellite

links both operational or only with satellite capacity available (e.g. terrestrial link

failure situation, transportable BS with no terrestrial backhaul). In the former case,

the TE algorithm continues by checking whether there is sufficient capacity across

any of the paths to serve the new flow without compromising the quality of the

already established GBR flows (UG and MG active flows). This is achieved by estab-

lishing a GBR Admission Load Threshold to limit the maximum capacity occupation of

a link allowed for use of GBR traffic. This parameter is used by Admission Control 1

and 2 logic (detailed in Table 6.1). If there is sufficient backhaul capacity across both

satellite and terrestrial links, the flowchart continues by computing the achievable

global network utility (i.e. aggregate of the utility of established flows plus the util-

ity of the new flow) for each of the two candidate paths, selecting the one leading to

the higher utility increase. Note that the utility computation is not conducted when

there is only a candidate option or when none of them is available, leading the latter
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FIGURE 6.3: TE Decision-Making Logic to Handle New UG Flow Ar-
rivals.

case to the rejection of the UG flow request. For the admitted UG flow requests, the

GBR and Maximum Bit Rate (MBR) are both set to the rate that gives the maximum

utility for UG services.

As previously noted, the flowchart in Figure 6.3 also captures the case where the

UG flow is to be served through a BS where the terrestrial link is not available. In

this regard, as seen on the right side of the flowchart, a resource reservation manage-

ment mechanism is introduced in the decision-making process. This mechanism is

used to enforce a preferential treatment for the use of the shared satellite capacity to

the BSs without an operational terrestrial link. Therefore, at a new UG flow request

arrival, now the TE logic first goes through Admission control #3 (detailed in Table

6.1) that takes into account the amount of reserved satellite capacity that is dynam-

ically adjusted over time for the serving BS. The computations needed to manage

such satellite capacity reservations are detailed later on in this section.

The TE decision making logic to handle UN flow requests is depicted in Figure

6.4. Similar to the treatment of UG flows, the TE algorithm first checks if the new
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TABLE 6.1: Admisssion Control Computations.

Admission Control Description

Admission Control 1 (GBR Terrestrial Load at BS + UG Admission Rate)<
(GBR Admission Load Threshold ·
Terrestrial Link Capacity at BS)

Admission Conmtrol 2 (GBR Satellite Load at BS + UG Admission Rate) <
(GBR Admission Load Threshold ·
Satellite Link Capacity at BS)
AND
(Global GBR Satellite Load + UG Admission Rate) <
(GBR Admission Load Threshold ·
(Satellite System Capacity – Satellite Reserved Capacity)

Admission Control 3 GBR Satellite Load at BS + UG Admission Rate) <
(GBR Admission Load Threshold
Satellite Reserved Capacity at BS)

Where:
UG Admission Rate: Rate that is considered in the admission process. It is selected
from the rates specified for the definition of the utility functions.
Satellite system capacity (CS): Total amount of satellite capacity shared by a group
of BSs.
Satellite reserved capacity (Cr): Satellite capacity reserved for preferential reserved
for preferential use of a given BS.
GBR Admission Load Threshold: Maximum percentage of the available (satellite,
terrestrial, reserved) capacity that can be used to serve GBR traffic.
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FIGURE 6.4: TE Decision-Making Logic to Handle New UN Flow Ar-
rivals.

UN flow is to be served through a BS with terrestrial and satellite links both opera-

tional or only with satellite capacity available. In the former case, the next step is to

compute the overall utility increase that would be achieved if the flow is enforced

through the terrestrial or satellite links, selecting the option that turns into the higher

network utility increase. In the latter case, shown on the right side of Figure 6.4, the

flow is always enforced through the satellite connection and the reservation amount

is updated accordingly. Note that, unlike UG flows processing, no admission control

is enforced for UN flows because of its elastic traffic nature (i.e. the rates achieved

per flow are variable and depend on overall number of flows simultaneously served

in the network). Therefore, no GBR rate is established for the admitted flows and

the MBR parameter, used for rate control purposes, is set to the rate that achieves

the maximum utility for UN services.

Even though network utility maximization is sought after each flow arrival, traf-

fic variations (e.g. termination of established flows) and changes in capacity condi-

tions (e.g. changes in reservations, terrestrial link failures) might turn into situations

that the achieved network utility is not optimal. To face this situation, a mechanism

to re-assess the network utility of the established flows and, if necessary, carry out

any re-allocations is considered. This process is illustrated in Figure 6.5. As seen in

the figure, network utility re-assessment and reallocation is triggered periodically as
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FIGURE 6.5: Logic for Continuous Network Utility Re-assessment,
Reallocation and Reservation Update.

well as due to the occurrence of specific events such as a change in the amount of

capacity in a network link. Figure 6.5 also shows that, after the execution of the net-

work utility re-assessment and reallocation process, capacity reservations are also

revisited to account for any changes enforced to the on-going flows.

Capacity Reservation Computations

The reservation management mechanism aims to ensure that some amount of satel-

lite capacity remains available for the BSs that do not count with terrestrial capacity.

Indeed, considering that one of the conditions that lead to global utility maximiza-

tion is a fair distribution of the rates delivered to UN flows. This reservation mecha-

nism helps in achieving fairness in terms of the overall capacity distribution among

BSs (i.e. BS without terrestrial capacity will get a higher share of the satellite ca-

pacity). To that end, the satellite reserved capacity (Cr) variable is introduced. This

parameter is initialized with a default reservation value and periodically updated

over time based on the evolution of the traffic load served through the correspond-

ing BS (details are given in Table 6.2). In particular, Cr is computed to account for the

UG traffic load supported at the BS plus an additional capacity for UN traffic that

would allow to deliver an average bit rate as that achieved across the whole network

for UN flows. The value of Cr is constrained by the terrestrial link capacity at the

BS, the Maximum Capacity Reservation per BS and the Maximum Capacity Reservation

applicable to the total satellite reserved capacity. The remaining satellite system re-

source available for BSs with terrestrial capacity are defined as satellite non-reserved

Capacity (Cnr).
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TABLE 6.2: Satellite Reservation Computation

Reservation Control Parameters Computation

Satellite reserved capacity at BSm(Crm) (Crm =UG Satellite Load at BSm +
UN Satellite Flows at BSm·
UN Global Average Flow Rate

Satellite non-reserved Capacity (Cnr) Cnr=Satellite system capacity (CS) - ∑BSm
Crm

Constraints:
Total satellite reserved capacity ≤Maximum Capacity Reservation
Satellite reserved capacity at BSm ≤Maximum Capacity Reservation per BS
Satellite reserved capacity at BSm ≤ Terrestrial Link Capacity at BSm

Utility Maximization Computations

For the computation of the maximum achievable utility, each time a new flow re-

quest is received and as part of the periodic network utility re-assessment and re-

allocation process, the following optimization problem is solved.

On this basis, the optimization problem can be formulated as basis:

Given: FBS, TBS (Set of Fixed and Transportable BSs)

CFBS−T, CFBS−S, CTBS−S, CS, a (Link capacity vectors,

satellite system capacity and availability vector, respectively)

Is(m), IMG, Z(j) (Set of service flows types, the set of MG sessions

and the set of BSs to which the MG flows respectively)

Find: {xs,m,i}, {rs,m,i}(Link Selection and Bit Rate Variables)

Max:

∑
s∈{UG,MG,UN}

N+M

∑
m=1

∑
i∈Is(m)

US (rs,m ,i, xs,m,i) (6.1)

s.t.

∑
s∈{UG,MG,UN}

∑
i∈Is(m)

rs,m,i · xs,m ,i ≤ am · CFBS−T,m m = 1, ..., M (6.2)

∑
s∈{UG,MG,UN}

∑
i∈Is(m)

rs,m ,i · (1− xs,m,i) ≤ CFBS−S,m m = 1, ..., M (6.3)

∑
s∈{UG,MG,UN}

∑
i∈Is(m)

rs,m,i ≤ CTBS−S,m−M m = M + 1, ..., M + N (6.4)

xs,m ,i = 0 ∀s, m, i : i ∈ IS(m) m = M + 1, ..., M + N (6.5)
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∑
s∈{UG,UN}

N+M

∑
m=1

∑
i∈Is(m)

rs,m,i, · (1− xs,m,i) +

∑
j∈IMG

max
∀i,m|i∈IMG(m)∩BSm∈Z(j)

(rMG,m,i · (1− xMG,m,i)) ≤ CS

(6.6)

xs,m ,i ∈ {0, 1} ∀s, m, i , m = 1, ..., M rs,m,i ∈
{
<+
}

, ∀s, m, i (6.7)

where Eq. 6.1 is the objective function defined as the sum of all service flows

utilities, Eq. 6.2 - 6.3 represent, respectively, the terrestrial and satellite link capacity

constraints at each FBSm, Eq. 6.4 represents the satellite link capacity constraint at

each TBSm while Eq. 6.5 indicates that the routing variable for all service flows

belonging to the N TBSs will be pre-set to be handled via satellite since these BSs do

not have terrestrial links availability. The Eq. 6.6 indicates the total satellite capacity

constraint, denoting for MG traffic, as the satellite system capacity consumed by the

j-th MG session is equal to the highest bit rate allocated to any of the constituent

service flows that are handled via satellite. Finally, Eq. 6.7 indicates the possible

variable values.

The above optimization problem is a non-linear optimization problem (NLP)

with an objective function that combines concave and discontinuous utility func-

tions and constraint functions that contain products of the decision variables. Some

authors dealing with rate allocation schemes for networks sharing these both ser-

vices types agree on the difficulty of solving this type of network utility maximiza-

tion problems [111]-[114]. Indeed, instead of dealing directly with the complete

problem, they propose alternative rate allocation schemes, separating and indepen-

dently managing the resource allocation for inelastic and elastic traffic, limiting the

inelastic traffic allocation to a pre-set link utilization percentage and solving the net-

work utility maximization problem for elastic traffic considering the remaining links

available resources.

Based on above considerations, we have solved the network utility maximization

problem by splitting it in three separate sub-problems. In particular, the problem

is solved sequentially first considering only UG services (sub-problem # 1), then

adding MG services (sub-problem # 2) and finally adding the UN services (sub-

problem # 3). Some details on the algorithms used to solve each of the sub-problems

are provided in the following.
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Sub-problem # 1 and # 2 can be indeed formulated as the general problem in Eq.

6.1-6.7 with s ∈ {UG} and s ∈ {MG}, respectively. Each of these sub-problems

is a discrete optimization problem (note that utility functions for both unicast and

multicast GBR traffic are step functions) that is solved by means of a heuristic. The

proposed heuristic is based on a greedy algorithm, which, flow by flow, decides on

the link and bit rate that yields the highest utility. In this way, as long as capac-

ity constraints are met, the algorithm always moves towards getting the maximum

utility. When capacity constraints are found and a flow cannot be accepted with its

maximum utility, the algorithm revisits some of previous decisions in order to see if

some modifications are possible (e.g. rate reduction or link change) as long as these

modifications result into higher network utility. The algorithm is detailed in the Al-

gorithm 1. For the allocation and re-allocation decisions, the algorithm uses a set of

pre-computed utility increments ∆Un that account for the potential combinations of

link and rate selection of the current and up to q previous allocated flows. In the case

of sub-problem for UG services, these increments are computed as follows: ∆U1 ←

UUG(RUG
2 , 1), ∆U2 ← UUG(RUG

2 , 0), ∆U3 ← UUG(RUG
1 , 1) and ∆U4 ← UUG(RUG

1 , 0),

for allocations that do not impact on previous flows and ∆U5 ← 2UUG(RUG
1 , 1)-

UUG(R2, 1), ∆U6 ← 2UUG(RUG
1 , 0)- UUG(RUG

2 , 0), ... , ∆Un−1 ← (q+ 1)UUG(RUG
1 , 1)-

qUUG(RUG
2 , 1), ∆Un ← (q + 1)UUG(RUG

1 , 0)-qUUG(RUG
2 , 0), for allocations that force

a rate reduction in previously allocated flows. Also is worth noting that the com-

putation of the available capacity considers the impact of the satellite reservation

parameters in the BSs with no terrestrial capacity available so that the following

settings CTBS−S,m−M = Crm and Cs = Crm are considered when conducting the re-

source allocation for the flows served by these BSs.
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Procedure: Resource Allocation (service type (s), SBS ∈ {FBS, TBS})

∆U = {∆U1, ∆U2, ..., ∆Un}, Set of utility increments different potential

allocations

rs,m,i ← 0 for all m,i

for BSm ∈ SBS do
AvailableCapacity = TRUE

for i ∈ Is(m) and while Available Capacity=TRUE do
Select (rs,m,i, xs,m,i) and the applicable rate deruction of previous

allocated flows yielding the highes ∆Un ∈ ∆U that satisfies Eq.6.2-6.7,

if (rs,m,i = 0), AvailableCapacity = FALSE

end

end
Algorithm 3: Resource Allocation Algorithm for UG Service Flows.

Sub-problem #3 for utility maximization of UN services can also formulated from

Eq. 6.1 – 6.7 with s ∈ {UN} and the following new link capacities.

C′FBS−T,m = CFBS−T,m − ∑
s∈{UG,MG}

∑
i∈Is(m)

rs,m,i (6.8)

C′FBS−S,m = CFBS−S,m − ∑
s∈{UG,MG}

∑
i∈Is(m)

rs,m,i (6.9)

C′TBS−S,m−M = CTBS−S,m−M − ∑
s∈{UG,MG}

∑
i∈Is(m)

rs,m,i (6.10)

C′S = CS −
N+M

∑
m=1

∑
i∈IUG(m)

rUG,m,i −

∑
j∈IMG

max
∀i,m|i∈IMG(m)∩BSm∈Z(j)

rMG,m,i · (1− xMG,m,i)

(6.11)

In this case, sub-problem #3 turns to be an optimization problem which com-

bines a concave utility function with a discrete link selection variable, with constraint

functions that contain products of both concave and discrete optimization variables.

Despite the problem shows complexity regarding the application of a direct method

for its solution, the consideration of a single type of traffic s ∈ {UN} facilitates its

analysis and the introduction of a heuristic. Indeed, in [95] it is demonstrated that

a proportional fair resource allocation ensures utility max-min fairness for all users
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sharing a single path in the network, i.e. the utility that should be shared fairly

among users. Then, a max-min rate allocation is equivalent to the maximization

of the utility at each link for UN traffic. This same concept can be extended to the

global utility of the network when there is no distinction between using satellite or

terrestrial capacity, which in our case is strictly valid for factor pUN = 1. Since in

the network model a service flow can be handled only by a single link, and in turn

each BS has at most two possible links, for pUN = 1, a heuristic can find the util-

ity maximization applying the above mentioned rule, selecting the link to each UN

flow in such a way that all service flows have as much as possible the same bit rate

utilizing the full links capacities. To do this, the algorithm solve the number of UN

flows handled by terrestrial or satellite links at each BSm(KT
m and KmS respectively)

that theoretically would give the same bit rate to all UN connections by solving the

Eq. 6.12 - 6.13:

rUN,m,i =
C′FBS−T,m

KT
m

=
C′FBS−S,m

KS
m

, ∀i : i ∈ IUN (m), m = 1, ..., M (6.12)

rUN,m,i =
C′TBS−S,m−M

Km
, ∀i : i ∈ IUN (m), m = M + 1, ..., M + N (6.13)

where

rUN,1,i = rUN,2,i = · · · = rUN,M+N,i, ∀i (6.14)

s.t. Eq. 6.2 and 6.7.

where Km is defined as the total UN service flows at the BSm. For pUN < 1, be-

sides solving Eq. 6.12 - 6.14 and fixing the satellite links utilized satellite capacities

C′TBS−S,m−M and C′FBS−S,m, the algorithm reselects the right links xUN,m,ii ∈ IUN(m),

in order to get KT
m and KS

m that maximize the sum of UN service flows utilities at each

BSm. The procedure is detailed in Algo. As in the cases for GBR services, satellite

reservation parameters in the BSs with no terrestrial capacity available are accounted

by setting cTBS−S,m−M = Crm and CS = Crm when conducting the resource alloca-

tion for the flows served by these BSs.
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Procedure: Resource Allocation (UN flows, SBS ∈ {FBS, TBS})

rUN,m,i ← 0 for all m, i

for BSm ∈ SBS do

KT
m,KS

m,C′TBS−S,m,C′FBS−S,m ← Solve Eq. 6.12 - 6.14;

end

for BSm ∈ SBS do

for i ∈ {IUN(m)} and while Available Capacity=TRUE do
Given C′TBS−S,m,C′FBS−S,m, find (KT

m, KS
m) that yields the highest

∆Un ∈ ∆U that satisfies Eq.6.2 - 6.7, this is,

{xUN,m,i},{rUN,m,i},KT
m,KS

m ← argmaxU(xUN,m,i, rUN,m,i) ;

end

end
Algorithm 4: Resource Allocation Algorithm for UN Service Flows.

Reference TE Strategy for Comparison Purposes

For comparison purposes, the assessment presented in the following section consid-

ers also a more conventional overflow strategy that is executed locally at each BS

and lacks of any centralized control. A state diagram that describes the operation

of the overflow strategy is depicted in Figure 6.6. It is considered that each BS with

both terrestrial and satellite capacity can switch between two operational overflow

states: OFF and ON. In OFF state, all generated backhaul traffic is handled through

the terrestrial link. Otherwise, backhaul traffic generated when the BS is in ON state

is always directed through the satellite link. As captured in Figure 6.6, when ter-

restrial capacity is not available, the operation mode remains in the ON overflow

state.

The transition between the OFF and ON state is established based on a two-fold

condition (Condition1 in Figure 6.6: the amount of GBR load (UG and MG flows) has

started exceeding a given threshold (Overflow GBR Load Activation Threshold) or the

average rate being delivered to UN flows has fallen below a given threshold (Over-

flow UN Rate Activation Threshold). The change is executed if this condition holds

for an overflow decision interval (∆T). Similarly, the transition from the ON to OFF

states (Condition2 in Figure 6.6 is determined by the counterpart two-fold condition:
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FIGURE 6.6: State Diagram of the Overflow Strategy.

FIGURE 6.7: Logic to Handle Flow Requests Under the Overflow
Strategy.

the GBR load has decreased below a given threshold (Overflow GBR Load Deactiva-

tion Threshold) and the average rate being delivered to UN flows is above a given

threshold (Overflow UN Rate Deactivation Threshold). Both conditions are detailed in

Table 6.3.

Figure 6.7 depicts the flowcharts to handle a UG/MG and UN flow requests un-

der the overflow strategy. Admission control applied in the case of GBR traffic fol-

lows the same principles used for the SDN-based TE application. The corresponding

admission control computations for the overflow strategy are detailed in Table 6.4.

The centralized control, be it configuration or policy management or traffic engi-

neering significantly simplifies hard-to-solve problems that benefit from centralized

visibility. Equipped with global views of network resources and global control of
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TABLE 6.3: Overflow States Switching Conditions and Parameters.

State Condition Computation

From OFF to ON GBR Load level > Overflow GBR Load Activation Threshold
(Condition # 1) OR

Average UN Flow Rate < Overflow UN Rate Activation
Threshold within [t,t-∆T]

From ON to OFF GBR Load level > Overflow Load Deactivation Threshold
(Condition # 2) AND

Average UN Flow Rate < Overflow UN Rate Dectivation
Threshold within [t,t-∆T]

Parameters:
Overflow GBR Load Activation Threshold
Overflow GBR Load Dectivation Threshold
Overflow UN Rate Activation Threshold
Overflow UN Rate Dectivation Threshold
∆ T=Overflow decision internal (s)

TABLE 6.4: Admission Control Computations for the Overflow Strat-
egy

State Condition Computation

Admission (GBR Terrestrial Load at BS + UG Admission Rate) <
Control # 1 (GBR Admission Load Threshold TerrestrialLinkCapacityatBS)

Admission (GBR Satellite Load at BS + UG Admission Rate) <
Control # 2 (GBR Admission Load Threshold · Satellite Link Capacity at BS)

AND
(Global GBR Satellite Load + UG Admission Rate) <
(GBR Admission Load Threshold · Satellite System Capacity)

Where:
UG Admission Rate: Rate that is considered in the admission process. It is
selected from the rates specified for the definition of the utility functions.
Satellite system capacity (CS): Total amount os satellite capacity shared by
a group of BSs.
Satellite reserved capacity (Cr): Satellite capacity reserved for preferential
use of a given BS.
GBR Admission Load Threshold: Maximum percentage of the available
(satellite, terrestrial, reserved) capacity that can be used to serve GBR traffic.
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FIGURE 6.8: Evaluated Scenario.

the state of those resources, SDN controllers can make efficient resource allocation

decisions in response to changing service demands, and to changing management,

policy, and other inputs.

6.5 Numerical Assessment

6.5.1 Simulation Method and Scenario Settings

The simulation scenario considers a set of Base Stations (BSs) with terrestrial and/or

satellite backhaul capacity that serve a mix of UG, MG and UN flows. As illustrated

in Figure 6.8, some BSs are deployed at fixed locations, referred to as FBSs, with

both satellite and terrestrial backhaul links and others, referred to as Transportable

BSs (TBS) are used for temporary deployments/ fast network roll-out and only rely

on the use of the satellite backhaul links. Table 6-5 provides the range of values con-

sidered for the general network deployment settings, the traffic load generation and

the configuration of the Overflow and SDN-based TE application in the numerical

assessment as well as the values used as default values unless stated otherwise.

In this section, the behavior of the proposed SDN-based TE application is as-

sessed by means of numerical simulations under diverse scenarios, including ho-

mogeneous and non-homogeneous load situations, terrestrial link failures in some

of the BSs and deployment of a number of transportable BSs that exclusively rely on

the satellite capacity for backhauling.
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Table 6.5 also provides the range of values considered for admission control and

overflow activation/deactivation as UG admission load threshold which determines

the maximum accepted occupation of GBR traffic, the Overflow UG Load Activa-

tion Threshold which determines the maximum terrestrial link occupation (of GBR)

that activates the overflow of such kind of traffic, the Overflow N-GBR Rate Activa-

tion/Deactivation Thresholds which determines the minimum/maximum N-GBR bit

rates that activates or deactivates respectively the N-GBR traffic overflow and finally

the Overflow Hysteresis defined as the time after the GBR admission load threshold is

exceeded to activate the GBR overflow.

Table 6.5 provides the range of values considered for the traffic load generation

and network model parameters in the numerical assessment. With regard to the

capacity of the terrestrial links, the considered setting (131 Mbps) is based on the

dimensioning analysis presented in chapter 4 to cope with the 90-th percentile of the

traffic demand when considering a realistic traffic model that exhibits a log-normal

distribution with an average load of 100 Mbps per BS. This value is then considered

to establish the range of values for the maximum aggregate satellite capacity (CS).

On the other hand, the maximum satellite link capacity per BS is also set to 131

Mbps in line with the terrestrial capacity and considering that today’s top-of-the-

line satellite modems based on DVB-S2X can afford this capacity [94]. Both GBR

and N-GBR traffic flows are modeled by a Poisson arrivals and exponential session

duration disribution and the numerical assessment considers an execution interval

of 1000 sec.

All traffic flows are modeled by a Poisson arrivals and exponential session du-

ration distribution. Numerical results have been obtained by running 50 times an

event-driven simulation, each representing an execution interval of 1000 sec. The

network simulation as well as traffic distribution strategies are developed in Matlab.

For comparison purposes, a traditional overflow strategy is considered. The

strategy seeks to emulate a backhaul network with the capacity of overflow acti-

vation based only on the occupancy and bit rates measurements achieved locally (in

the same BS), this is, a distributed decision making without evaluating the global

network measurements (satellite and terrestrial).
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TABLE 6.5: Scenario Settings for the Numerical Assessment.

Parameter Values
General Network Parameters

Number of BSs sharing the satellite capacity (N + M) 16
Number of BSs with no terrestrial link availability 0-4

Backhaul Capacity
Terrestrial link capacity per BSj(CFBS−T,m) 131 Mbps
Maximum Satellite capacity per BSj(CFBS−S,m, or,CTBS−S,m) 210 Mbps
Satellite System capacity per CS (% of terrestrial capacity) 0-10-20% (209.5-419.2 Mbps)

Service flows characterization
Standard quality UG bit rate RUG

1 3 Mbpsa

High quality UG bit rate RUG
2 6 Mbpsb

MG bit rate RMG
1 6 Mbps

UN bit rate for maximum utility RUN
1 13 Mbps

Satellite utility reduction factors (pUG, pMG, pUN) 0.6, 0.8, 1.0
UG rate selection Only High Quality
GBR mean flow duration (sec) 30
UN mean flow duration (sec) 20

Overflow strategy parameters
GBR Admission Load Threshold 90%
Overflow GBR Load Activation Threshold 80%
Overflow GBR Load Deactivation Threshold 70%
Overflow UN Rate Activation Threshold 40% of RUN

1
Overflow UN Rate Deactivation Threshold 60% of RUN

1
Overflow decision interval ∆T (sec) 5

SDN-based TE application parameters
GBR Admission Load Threshold 90%
Maximum Capacity Reservation per BS (% of CFBS−T,m) 100 %
Initial Capacity Reservation (% of CS) 20%
Maximum Capacity Reservation (% of CS) 95%
Re-assessment Update Interval (sec) 1

aTypical mobile Video Resolution and Bitrates [85].
bThe global average for LTE download speed [86].
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6.5.2 Illustration of the Operation of the Simulator

Before delving into the key performance indicators achieved per service, Figure 6.9

to 6.12 show some illustrative examples of the dynamic behavior of the system. In

particular, the time evolution of the terrestrial and satellite link loads over an execu-

tion interval of 1000 seconds in a given BS are depicted in Figures 6.9 and 6.10 for

the overflow and SDN-based strategies, respectively. These results are obtained con-

sidering a low load condition (low UG load, λUN = 0.25) and CS = 20% to illustrate

the different patterns in the occupation of the satellite link capacity shown by the

two strategies: while the overflow only relies on the satellite capacity occasionally,

the SDN use it as needed as long as it increases the overall network utility. In the

comparison of the satellite occupation, we can notice that the SDN-based TE strat-

egy shows a greater exploitation of the satellite resource. As will be seen in detail

later, a better exploitation of satellite capacity as well as a better distribution in terms

of UN fairness will allow the SDN-based strategy to achieve better performance in

different metrics.

a) b)

FIGURE 6.9: Time Evolution of the Terrestrial (a) and Satellite (b) Link
Capacity Load under the Overflow Strategy.

Figure 6.11 shows an example of the transition pattern between ON/OFF states

over time in the overflow strategy under high load conditions. It can be seen that

the BS enters into the overflow state multiple times during the execution interval.

The two colors shown in the figure are intended to illustrate which condition has

triggered the overflow mode: the amount of UG load has exceeded the Overflow

GBR Load Activation Threshold or the average rate being delivered to UN flows has
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a) b)

FIGURE 6.10: Time Evolution of the Terrestrial (a) and Satellite (b)
Link Capacity Load under the SDN-based TE Strategy.

FIGURE 6.11: Transition Pattern of the Overflow on/off Status.

fallen below the Overflow UN Rate Activation Threshold.

Lastly in these series of time evolution illustrative figures, Figure 6.12 shows

how the UG rejection events are presented during the execution period for both

strategies. Results are obtained in this case considering a medium UG load, λUN = 1

and CS = 20%.

6.5.3 Homogeneous Spatial Traffic Distribution

This first assessment is intended to show the performance of the SDN-based TE ap-

plication under homogeneous spatial traffic distributions and considering that all

BSs have both terrestrial and satellite backhaul capacity. Traffic load for UG services

is set to 30% (Low), 60% (Medium) and 90% (High) of the terrestrial link capacity
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FIGURE 6.12: Time Pattern of the UG Admission Rejections.

in each BS. Considering that UG flows are served with the High quality UG bit rate

RUG
2 and average session duration is 30s, the corresponding flow arrival rates λUG

for the Low, Medium and High UG load conditions are, respectively, 0.2183, 0.4366

and 0.655 flow/s.

With respect to UN traffic load, the UN service flow arrival rate λUN is varied

between 0.25 and 1.0 at each BS. This results in an average number of active UN

flows per BS between 7.5 and 30 per BS considering the average session duration of

20s.

Note that if UN flows could all be served at RUN
1 , this would represent an average

UG load per BS between 65 and 260 Mbps. No multicast traffic is considered in this

first assessment.

Figure 6.13 shows the admission rejection rate experienced by the UG traffic un-

der the SDN-based and Overflow strategies for different amounts of CS and when

considering a satellite utility reduction factor given by pUG = pUN = 1. It can be

seen how the availability of the satellite capacity leads to a considerable reduction of

the rejection rate for UG traffic and how the SDN-based solution clearly outperforms

the overflow strategy. For medium UG load, the SDN-based TE application keeps

the blocking ratio well below 0.5% with only CS = 10% while the overflow strategy

is not able to reduce it from 2.0%.

Focusing now on UN service performance indicators, Figure 6.14 shows the mean
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FIGURE 6.13: Admission Rejection Rate for UG Services.

and standard deviation of the data rate delivered per UN flow for different UN loads

and considering values of CS = 10% and CS = 20%. Results are obtained for a UG

medium traffic load, pUG = pUN = 1 and the case with CS = 0% is added for com-

parative purposes. As seen in the figure, the achieved mean bit rates do not change

significantly when comparing the SDN-based and the overflow strategy, though the

SDN-based approach clearly outperforms in the less loaded situations. This is due

to the fact that under high traffic loads almost all backhaul capacity (satellite and

terrestrial) is being used since the UN traffic flows end up using all the available ca-

pacity and, on average, the capacity share per flow is practically the same. However,

the most notorious difference comes when observing the standard deviation values,

which are considerably reduced by the SDN-based strategy. This is due to the fact

that this strategy distributes the traffic based on the global occupation of both satel-

lite and terrestrial links, seeking fairness among all the established UN flows that, in

the end, turns in higher network utility.

For example, under the overflow strategy we observe a substantial increase on

the UN bit rates standard deviation which is about in 2.8 Mbps considering the

higher UN traffic load, whereas with the SDN based strategy the same measure can

be only about 1 Mbps. This is due to the fact that the strategy distributes the traffic

based on the global occupation measurement of both satellite and terrestrial links,

as well as the connections number present in each link.
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a)

b)

FIGURE 6.14: UN Mean Bit Rate per Flow for Cs=10% (a) and Cs=20%
(b).
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FIGURE 6.15: Utility per BS.

The network performance in terms of network utility is presented in Figure 6.15.

The average utilities per BS are given in absolute terms for the SDN and Overflow

strategies under different values of CS. Results are obtained for a UG medium traffic

load, pUG = pUN = 1 and the case with CS = 0% is added for comparative purposes.

It can be seen that the SDN strategy provides the highest utility in all the situations.

Deeping in details, the utility gain, computed as the percent increase of the global

utility achieved by the SDN and overflow strategies with respect to that achieved for

the case with CS = 0 is represented on Figure 6.16. Considering pUG = pUN = 1 (a)

it could be observed that, for instance, the SDN-strategy can deliver the same or

even higher utility gain when operating under CS = 10% (or 15%) than the overflow

strategy for CS = 15% (or 20%).

The higher utility achieved by the SDN strategy is partly due to the re-allocation

mechanism considered as part of the TE application. In this regard, it’s been assessed

that the number of re-allocations that, on average, a UN flow could experience, is

kept in the range of 0.26-0.65, depending on UG and UN traffic loads and showing

a tendency to decrease as UN traffic increases.

Additional results in the figure show that SDN strategy is still able to bring some

utility gain when considering utility reduction factors far below 1.0, e.g. gain of

4% for CS = 20% when pUG = pUN = 0.6 (right). For factors pUG = 0.6 and

pUG = 0.6, the same utility gain difference among strategies is slightly higher due
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a) b)

FIGURE 6.16: Global Utility Gain, with a Medium UG Traffic Load
with (a) pUG = pUN = 1 and (b) pUG = pUN =0.6.

to the overflow strategy bases the decisions only in the parameters of overflow acti-

vation/deactivation, without considering the impact that can be presented in terms

of utility in some traffic type by sending connections over satellite links, being pun-

ished by a utility decrease by a smaller factor p, even achieving negative utility gains

respect of not having satellite capacity.

Finally, performance results are provided considering multicast traffic. In this

regard, it is assumed a MG session is forwarded, on average, to 6 BSs. Unicast traffic

load is set to medium load for UG services (λUG = 0.43) and UN flows are generated

with λUN = 0.75 flows/s. Multicast load is fixed as a percentage of the UG load. The

satellite utility reduction factor is set to pUG = pUN = pMG = 0.8 for all the services

and two multicast traffic allocation strategies are considered within the SDN-based

TE applications: one strategy seeks to maximize MG utility while the other strategy

is intended to minimize the resource consumption of MG flows. Figure 6.17 shows

the average utility achieved per BS (a) and the average mean data rate delivered to

UN flows (b). As it can be observed from the figures, the strategy seeking resource

consumption minimization for traffic performs much better in the two performance

indicators. The reason is that resource consumption minimization enforces most

MG traffic to be delivered over satellite, letting more resources available for UG and

UN services that can ultimately get higher utilities and bit rates. While not reported

in figures, the obtained UG average rejection rate is in the range of 0.2%-0.5% for

the resource consumption minimization strategy in contrast with 0.4%-1.6% for the

strategy that maximizes the MG utility.
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a) b)

FIGURE 6.17: Multicast Traffic Handling Strategies; (a) Network Util-
ity, (b) UN Mean Bit Rate.

6.5.4 Heterogeneous Spatial Traffic Distribution

Let us now consider the case that traffic is not homogeneously distributed among

BSs. In particular, we assume that half of the BSs, denoted as group #1, are exposed

to a UN load characterized with λUN = (1/2) · 0.75 flows/s and, the other half, de-

noted as group # 2, to a UN load with λUN = (3/2) · 0.75 flows/s. In addition, all

the BSs support a medium UG load and the CS is set to 20%. Under this load config-

uration Figure 6.18 provides the mean (a) and standard deviation (b) of the data rate

achieved per UN flow. Results are given separately for the two groups of BSs, for all

the BSs in the scenario and, for comparison purposes, for all the BSs under homoge-

neous load with λUN = 0.75 flows/s. It is observed that in group # 1 the mean bit

rate provide by the overflow strategy is slightly higher than the one achieved by the

SDN strategy. On the other hand, this situation is reversed for BSs in group # 2 and

when considering the overall set of BSs. This mainly reflects the more fair distribu-

tion of satellite capacity enforced by the SDN-based TE application, which is even

more evident when comparing the data rate standard deviation values.

Figure 6.19 presents the network performance for the different sets of BSs in

terms of network utility per BS. As observed, SDN-based TE application can achieve

a higher utility in the most loaded BSs (group # 2) and, as a result, a higher perfor-

mance in the global scenario.
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a) b)

FIGURE 6.18: Mean (a) and Standard Deviation (b) of the Bit Rate
Achieved per UN Flow.

FIGURE 6.19: Average Utility per BS.

6.5.5 Satellite Backup for Terrestrial Link Failures and Transportable BSs

This second assessment is intended to show the performance of the traffic distribu-

tion strategies when not all terrestrial links are operational, especially in BSs that

temporarily face a lack of terrestrial link availability, this is, when there is one BS

with no terrestrial link availability in the set of N + M = 16 BSs that share the same

pool of satellite capacity.

First, we assess the network considering one BS without terrestrial capacity, fix-

ing the traffic load at medium UG traffic load (60%), the highest UN traffic load

(λ = 1) and CS = 20%. The results are compared to those obtained when evaluating

a network under the same load and where all BSs have terrestrial capacity available.

Figures 6.20-6.22 show the impact in terms of utility, UG average rejection rate and

UN bit rates, respectively, when one BS without terrestrial capacity is present in the

network.

Results are provided separately for the BS without terrestrial capacity and for the

rest of BSs in the scenario. The performance is showed for BSs where there is no ter-

restrial capacity (BS with no TC), in BSs where there is terrestrial capacity (BSs with
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FIGURE 6.20: Average Utility for UG Medium Traffic Load, UN Flow
Arrival Rate λ = 1 and pUG = 1 and pUN = 1.

FIGURE 6.21: UG Average Rejection Rate for UG Medium Traffic
Load, UN Flow Arrival Rate λ = 1 and pUG = 1 and pUN = 1.

TC) and results are compared with the performance reached in a network where

there is terrestrial link availability in all BSs (full terrestrial availability). Moreover,

for comparison purposes, each measure is compared to the case with CS = 0 and the

case where there all terrestrial links are fully operational.

Although the results obtained in BSs with terrestrial capacity do not show a sig-

nificant impact respect to the case of a network with a full terrestrial availability, it is

not so for the BS that temporarily presents a terrestrial failure. We see in Figure 6.16

that the utility values in the BS with terrestrial failure are reduced by about 20% un-

der the conventional overflow strategy, while the SDN based strategy is able to keep

the same utility levels reached in a network that does not present any terrestrial link

failure. The only drawback is the number of mean UN reallocations per connection

that is 0.59.

The results in terms of UG rejection rate (Figure 6.21) also show how thanks to

the reservation management scheme embedded in the SDN-based TE application,

the rejection rate can be fully mitigated in the BS without terrestrial capacity, while
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FIGURE 6.22: UN Mean Bit Rate for UG Medium Traffic Load, UN
Flow Arrival Rate λ = 1 and pUG = 1 and pUN = 1.

under the overflow strategy the rejection rate only decreases slightly.

One of the most noticeable differences is observed in the UN mean bit rate showed

in Figure 6.22. The figure presents the mean of data rates delivered to the UN flows

served through the BS with no terrestrial capacity, through the rest of BSs with ter-

restrial capacity and in the scenario without any link failure. As seen in Figure 6.22,

the UN mean bit rate achieved by the SDN-based TE application doubles that ob-

tained under an overflow strategy in the impaired BS. This improvement is due to

the applicability of the reservation management scheme in the SDN-based TE appli-

cation that assures that the BS without terrestrial capacity can secure enough satellite

capacity to offer an average UN bit rate comparable to the delivered through the rest

of BSs. This value becomes more relevant if we take into account that under the SDN

based strategy there are also no UG rejections.

Focusing now on the performance of the BS without terrestrial capacity, we as-

sess the network under 4 different UN traffic loads (λUN = 0.25, 0.5, 0.75 and 1.0

flows/s), 3 different satellite system capacities (CS = 10%, 15%, 20%), and we fix

the UG load at 60% and satellite utility reduction factor is set to 1.0 for all services.

Figure 6.23 shows the utility performance of the strategies in the BS with no terres-

trial capacity. The figure shows directly the utility gain in percentage obtained by

the SDN strategy respect to the achieved by the overflow strategy, reaching a utility

gain of up to 50% with a medium UG traffic load or even in simulations, however,

for a high UG traffic load, this utility can reach up to 85%.

The UG average rejection rate is showed in Figure 6.24, showing a significant

rejection rate decrease by the SDN based strategy.
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FIGURE 6.23: SDN-Based Strategy Utility Gain over Overflow Strat-
egy at the BS with no Terrestrial Link Availability for UG Medium

Traffic Load and pUG = 1 and pUN = 1.

FIGURE 6.24: UG Average Rejection Rate at the BS with no Terrestrial
Link Availability (pUG = 1 and pUN = 1).
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FIGURE 6.25: UN Average Utility Increase Under Failure Conditions
at BS with no Terrestrial Capacity (pUG = 1 and pUN = 1).

We observe that in spite of accepting a larger number of UN connections, the

SDN based strategy still achieves a UN utility gain of up to 150% for a medium UG

load respect the achieved by the overflow strategy (Figure 6.25). The utility gains

can be even greater up to 350% for a high UG traffic load. SDN based strategy has

the ability to distribute all connections in such a way that a similar rate is reached

among them, allowing through the reserved resources for BSs that temporarily face

a lack of terrestrial capacity, a resource allocation fairness among all UN, regardless

of their BS terrestrial link availability.

Likewise, Figure 6.26 shows that the SDN-based strategy can keep the UN data

rates well above the overflow strategy when the UN traffic load increases.

Finally, let us consider the case that the same amount of satellite capacity provi-

sioned to be shared in normal conditions among 16 BSs with terrestrial backhaul is

used to serve a higher number of BS with no terrestrial link availability. This could

be a situation where a number of transportable BSs with only satellite backhaul are

brought into an incident area or the case that a disaster has severely impaired the ter-

restrial backhaul infrastructure of multiple BSs. Figure 6.27 provides results for up

to 4 BSs with no terrestrial capacity in a group of 16 BSs. Medium UG load, UN load

with λUN = 1 flows/s and CS = 20% are considered. As expected, global network

utility decreases with a higher number of BSs with no terrestrial link availability.
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FIGURE 6.26: UN Mean Bit Rate per Flow at the BS with no Terrestrial
Link Availability.

However, it could be seen that the SDN-based strategy is able to deliver higher util-

ities than the overflow strategy. Similar results are observed in terms of UN mean

bit rates, achieving a range of 5.1-3.2 Mbps for 0 to 4 BSs with no terrestrial capacity

under the Overflow strategy and of 5.3-4.2 Mbps under the SDN-based solution.

6.6 Summary

Thanks to the centralised control, the TE application allows managing the use of

the satellite capacity provisioned for resilience purposes among a number of BSs

so that the overall network utility is maximized under both failure and non-failure

conditions in the terrestrial links. The performance of the proposed TE application

has been assessed by means of numerical simulation. Obtained results shows how

overall network performance is improved, compared to that of a traditional over-

flow solution, in terms of network utility increase, UG rejection rate decrease, UN

utility increase, and improved UN fairness, especially for BSs that temporary face a

lack of terrestrial link availability. Under failure conditions, it has been shown that

the reservation scheme implemented within the TE application allows keeping fair

utility levels in the BSs affected by terrestrial link failures.

A SDN-based TE application has been formulated that building on a global view
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FIGURE 6.27: Global Utility for Different Number of BSs with no Ter-
restrial Link Availability (pUG = pUN = 0.8).

of the hybrid terrestrial-satellite network resources exploits a combination of con-

trol features and criteria such as (1) E2E path computation with terrestrial or satel-

lite link selection; (2) satellite capacity resource reservations to deal with BSs with

no or limited terrestrial link backhaul capacity; (3) different allocation criteria de-

pending on the traffic nature (GBR and non-GBR services, unicast/multicast); (4)

admission and rate control to face overload and guarantee resources and minimum

(committed) transmission rates per flow and group of flows and (5) utility maxi-

mization criteria, where the adequacy of handling specific flows over the terrestrial

or satellite component, as well the effect of allocating more or less data rate, are

accounted. A detailed performance analysis has been conducted to assess the be-

havior of the proposed SDN-based TE application in multiple and diverse scenarios,

including homogeneous and non-homogeneous load situations with BSs that exploit

both satellite and terrestrial backhaul capacity, terrestrial link failures in some of the

BSs and deployment of a number of mobile TBSs that exclusively rely on the satellite

capacity for backhauling. A more traditional overflow strategy has been considered

for comparison purposes. As general trends, it’s been demonstrated how the pro-

posed SDN-based TE application is able to provide a higher network utility in most

of the analyzed cases, greatly improving the admission rejection ratio for GBR ser-

vices and achieving higher fairness in the distribution of delivered data rates for

non-GBR flows.
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Chapter 7

Experimental Proof of Concept

7.1 Introduction

The functional architecture for the applicability of SDN technologies into satellite

ground segment systems and its integration as part of a hybrid satellite-terrestrial

network for mobile backhauling have been explained in the previous chapters. More-

over, consistently with such SDN-based functional architecture, different Traffic En-

gineering (TE) strategies for optimal traffic routing under diverse mobile backhaul

network scenarios were formulated as SDN-based control applications and their per-

formance assessed via numerical simulations, showing the benefits in terms of net-

work resource efficiencies that can be achieved through the centralized, fine-grained

control of traffic routing as enabled by the SDN-based architecture.

Sustained on the aforementioned SDN-based functional architecture and TE strate-

gies and further progressing in this research area, this chapter presents an experi-

mental Proof of Concept (PoC) and validation of the SDN-based integration solution

for the satellite component in a hybrid satellite-terrestrial mobile backhaul network

and the practical realization of SDN-based TE applications. In particular, building

upon the functional architecture previously defined, a laboratory testbed has been

developed to showcase the programming and operation of SDN-based TE applica-

tions able to enforce different traffic routing and path failure restoration policies in a

hybrid backhaul network. Reported results of the PoC shed light on valuable oper-

ational data of the proposed integration solution such as the execution times of the

TE mechanisms for activation and deactivation of the routing paths and the incurred

signaling overhead. In addition, the PoC provides an assessment of the performance
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impact caused by the applied TE policies on the QoS of the mobile network connec-

tivity services.

The rest of the chapter is organized as follows. Section 7.2 briefly outlines the

main architectural traits of the satellite-terrestrial SDN-based integration solution

that is used as the conceptual foundation of this work. Next, Section 7.3 describes

the implemented SDN-enabled hybrid satellite-terrestrial mobile backhaul testbed,

detailing its components and service configuration settings as well as the structure

and logic of the programmed E2E TE applications. On this basis, the network op-

erational validation and performance assessment is provided in Section 7.4. Finally,

Section 7.5 draws a summary.

7.2 SDN-Based Integration Solution for Hybrid Satellite-Terrestrial

Mobile Backhaul

An illustrative view of the architecture of a mobile network with SDN-enabled trans-

port from the Radio Access Network (RAN) nodes (e.g. BSs) all the way through the

backhaul to the core network is depicted in Figure 7.1.

While conceptually valid for the 5G system architecture, the architectural view

illustrated in Figure 7.1 is contextualized for 4G/LTE technology to facilitate the

mapping with the developed testbed, which is built upon currently available LTE

equipment for lab testing. As depicted in Figure 7.1, the control functions of the Mo-

bile Core Network (MCN) (e.g. EPC control functions) are implemented as network

applications that, through northbound Application Program Interfaces (APIs) pro-

vided by a SDN controller, command the operation of the data plane of the transport

network (i.e. the Network Elements [NEs] with packet switching and forwarding ca-

pabilities). In this way, such SDN controller becomes instrumental for managing the

connectivity services offered by the transport network (e.g. activation / deactiva-

tion of traffic flows with specific QoS settings between specific network end-points)

according to the needs of the MCN applications. Moreover, the SDN controller can

also be leveraged by TE applications intended to optimize the E2E transport network

performance by dynamically analyzing, predicting, and regulating the traffic behav-

ior across the network. Of note is that the SDN controller is represented here as a
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FIGURE 7.1: Illustrative View of a SDN-based Mobile Network with
a Satellite Component for Mobile Backhauling within the Transport

Network.
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single functional entity even though, in a practical realization, it is likely to follow a

hierarchical structure of controllers.

Consistently with such an SDN-based mobile network architecture defined in

chapter 3 for the integration of a satellite network within the transport network that

relies on the exposure by the satellite network of an SDN-based control interface for

the SDN controller to manage the satellite network connectivity services as it is done

with the rest of NEs. This approach is illustrated in Figure 7.1 by showing the in-

teraction of the SDN controller with the satellite network control plane functions of

the satellite network (e.g. Network Control Centre [NCC] functions in [56]). The re-

alization of such SDN-based interface for the satellite network could actually lever-

age one or a combination of different interfaces and data models gaining traction

in (terrestrial) networking such as OpenFlow (OF) [42], Open Networking Founda-

tion Transport API (T-API) [47], ONF Microwave Information Model [46] and IETF

Netconf along with YANG models specified for traffic engineered networks [53].

Among them, the OF specification is proposed in [115] and explained in chapter 3,

to abstract the overall behavior of the satellite network as a switch, enabling in this

way a fine-grained control of the forwarding behavior of the satellite network con-

nectivity services through conventional flow management procedures [116]. Of note

is that the exposure of an OF interface by a satellite network has been also proposed

in the context of the realization of Virtual Network Operator (VNO) solutions [64], in

which a VNO is provided with an interface to control and manage the satellite seg-

ment resources leased from a satellite network operator as if it was programming a

switch OF.

Regarding the realization of TE mechanisms, the key advantage of the proposed

integration solution compared to the traditional TE mechanisms used in today’s

transport networks (e.g. Multi-Protocol Label Switching TE [MPLS-TE]) stems from

the SDN control centralization that provides a holistic view of the network together

with the necessary mechanisms to enforce network polices from a single touch point.

More specifically, in the hybrid satellite-terrestrial transport network scenario, such

centralized control allows for the use of the satellite capacity in the way that best

complements the terrestrial capacity in front of the changing conditions of both traf-

fic demand (e.g. increase of traffic demand for an especial event, spatial demand
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fluctuations over time) and network situation (e.g. backhaul backup for terrestrial

link failures, network rapid roll-out, fast response capacity, cells on wheels). Indeed,

the previous performance analysis shows how a given amount of satellite capacity

provisioned for resilience purposes can be exploited to maximize a global network

utility under both normal operation and a number of failure conditions in the ter-

restrial links. Such work is leveraged here for the implementation of the decision-

making logic of the TE application showcased in the testbed.

7.3 Experimental Testbed

A high level view of the experimental testbed is depicted in Figure 7.2. The testbed

comprises a private, small-scale LTE network that uses a SDN-enabled hybrid satellite-

terrestrial network for backhauling the traffic between a BS node (called eNB in

LTE) and a MCN node with the full LTE EPC functionality. The LTE network is

implemented with the AMARI OTS 100 system commercialized by Amarisoft [117],

which is executed over general-purpose Linux Personal Computers (PC) and Radio

Frequency (RF) front-ends. In our implementation, there is one PC hosting the eNB

functions and another PC executing the EPC functions (i.e. Mobility Management

Entity [MME], Serving / Packet Data Network Gateway [S/P-GW] and Home Sub-

scriber Server [HSS]). The LTE network is configured with a private network identity

(i.e. a private Public Land Mobile Network [PLMN] identifier) and can be accessed

by commercial LTE User Equipment (UE) such as smartphones and laptops fitted

with USB data cards. Through the LTE network, UEs get IP connectivity to our lab-

oratory network, where different application servers reside and from where access

to the public Internet is also delivered.

With regard to the hybrid backhaul network between the eNB and EPC, it is built

using switches OF, which stand for a particular realization of the generic NEs previ-

ously introduced in Figure 7.3. There is one switch OF at each end with two possible

connectivity paths between them. One of the two paths, referred to as the terrestrial

path, is implemented with a direct wired Ethernet link between the two switches

OF. The other path, referred to as the satellite path, goes through a satellite link em-

ulator implemented with the OpenSAND system [118]. The way that both paths are
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FIGURE 7.2: High Level View of the Experimental Testbed Compo-
nents.

exploited is controlled by a TE application programmed in a SDN controller based

on the Ryu software package [119]. A more detailed description of the testbed com-

ponents is addressed in the following, including the configuration settings used to

carry out the operational validation and performance assessment reported in Section

7.5.

7.3.1 LTE Network and Terminals

The private LTE network is built using the AMARI OTS 100 system [117] deployed

in two separate PCs. A detailed view of the hardware elements and interconnection

arrangement of the testbed components is illustrated in Figure 7.3. The two PCs

running the AMARI OTS 100 system are tagged as eNB and EPC. The eNB PC is

equipped with one PCIe RF board with four external antennas. The implementation

is compliant with LTE Release 14, supporting the multiple frequency bands stan-

dardized below 6 GHz and cell bandwidths of up to 20 MHz. Several SIM test cards

have been provisioned into the Home Subscriber Server (HSS) database of the EPC

PC so that UEs can gain connectivity to the laboratory network through the private
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FIGURE 7.3: Detailed View of the Hardware Elements and Intercon-
nection Settings among the Testbed Components.

LTE access. As illustrated in Figure 7.3, the eNB and EPC PCs are attached to two

separate subnets (192.168.1.X and 192.168.2.X) interconnected through the switches

OF. On the other hand, the pool of IP addresses assigned to the UEs belongs to

another subnet (192.168.20.X) from which the lab network is reached and internet

access provided through Network Address Translation (NAT) functionality in the

EPC PC.

Table 7.1 provides the main configuration settings of this LTE network. Channel

bandwidths of 5, 10 and 20 MHz are used in the experiments to enforce different

ratios of satellite capacity over access capacity. UEs are placed at 1 meter distance

from the eNB PC with line of sight to the PCI RF card. Regarding the Evolved Packet

System (EPS) bearer service configuration that determines the QoS profile of IP con-

nectivity service provided by the LTE network, the default configuration uses QoS

Class Identifier (QCI) equal to 9, which corresponds to a non-guaranteed bit rate
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TABLE 7.1: LTE Network Configuration

Feature / Parameter Description and Values

Network

Supported 3GPP standard release Release 14
Duplexing Mode FDD
Frecuency Band LTE Band 7 (2.6 GHz)
Frecuency Channel DL EARFCN
Transmit Power <10 dBm
Channel BW 5, 10, 20 (MHz)
Transmission Mode (TM) TM1
Default EPS Bearer QCI 9 (Non-GBR)
Default EPS Bearer ARP 15 (Lower Priority Level)

Terminals
UE Samsung Galaxy S5
SIM Card symoUSIM-SJS1

(N-GBR) service typically used in the commercial networks.

7.3.2 SDN-based Hybrid Backhaul Network

The data plane of the SDN-based hybrid backhaul network includes two Zodiac

FX switches commercialized by NorthBound [120]. These are experimental-oriented

switches OF equipped with 4 Fast Ethernet ports, one exclusively serving as a control

interface port and the rest used for traffic forwarding. In particular, as illustrated in

Figure 7.3, port 4 (P4) of both switches OF is used for interaction with the SDN con-

troller while the input/output traffic of the backhaul network is supported over P1.

Using the OF protocol, the SDN controller can add, update, and delete flow entries

in flow tables, both reactively (in response to new packets arriving at switches) and

proactively. Each flow table in a switch OF contains a set of flow entries; each flow

entry consists of match fields, counters, and a set of instructions and actions (e.g.

packet forwarding actions, packet header modification actions) to apply to matching

packets. Matching rules can be configured based on information such as ingress port

and a combination of the multiple fields in packet headers (e.g. source/destination

addresses, transport protocol, etc.). Zodiac FX switches support OpenFlow 1.3.

The emulation of a satellite link is implemented with the OpenSAND platform,

which is an open-source software tool that emulates a satellite communication sys-

tem based on the DVB-S2/RCS standards [118]. Our implementation of OpenSAND

uses three PCs, each hosting one of three different OpenSAND modules: a satel-

lite emulator (SAT), a gateway (GW) and a satellite terminal (ST). As depicted in
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Figure 7.3, the GW and the ST PCs are directly connected, respectively, to switches

OF# 1 and OF# 2 for backhaul traffic forwarding through the emulated satellite link.

Within the GW and ST, the backhaul traffic is captured/injected from/to the Eth-

ernet network cards through TUN virtual network kernel interfaces so that the be

re-directed through the SAT PC through a dedicated Ethernet switch for satellite

emulation processing.

Table 7.2 provides the configuration settings of the hybrid backhaul network,

detailing the considered OpenSAND configuration for the emulation of the forward

and return link transfer rates and one-way latencies for different tested satellite types

(e.g. GEO, MEO). The capacity of the satellite link has been defined according to the

values of typical capacities offered commercially [121]. Likewise, the values of the

latencies have been obtained from the parameters offered by current commercial

systems, GEO and MEO (O3b system) shown in [122].

TABLE 7.2: SDN-based Hybrid Backhaul Network Configuration

Feature / Parameter Values

Zodiac FX Switches Operation Mode OpenFlow 1.3

OpenSAND

System type DVB-S2/RCS
Forward Link Symbol Rate 20 E6, 28.8 E6 bauds
Forward Link Modulation QPSK
Forward Link Coding Rate 1/4, 2/3
Forward Link Capacity 10, 30 Mbps
Return Link CRAa 10 Mbps
Return Link Max RBDCb 1024 Kbps
Return Link Max VBDCc 55 Kbps
Return Link Capacity 10 Mbps

One-way latency
250 ms (for GEO at 36,000 Kms)
70 ms (for MEO at 8,000 Kms)

aConstant Rate Allocation.
bRate Based Dynamic Capacity. Assigned dynamically at the request of the Return Channel Satellite

Terminal (RCST) according to the standard DVB-RCS.
cVolume Based Dynamic Capacity. Assigned dynamically at the request of the Return Channel

Satellite Terminal (RCST) according to the standard DVB-RCS.

7.3.3 SDN-based TE Application

The operation of the switches OF is commanded by a Ryu SDN controller, which

is a component-based software fully written in Python. The Ryu controller exposes

Application Programming Interfaces (API) for deploying network management and
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control applications as Python scripts [116]. Such APIs are a collection programming

libraries that give access to the previously mentioned set of mechanisms supported

by OpenFlow 1.3 so that capabilities for network state monitoring (e.g. switch status,

port status, traffic load) and activation/ deactivation/ modification of flow tables in

the switches OF are visible at application level.

The exposed API capabilities, allows us to program and demonstrate the opera-

tion of an SDN-based TE application able to deliver the sort of TE strategies studied

in chapter 5-6. More specifically, the implemented SDN-based TE application is able

to (1) learn the network topology, (2) monitor the network/port status, (3) detect new

traffic at input/output ports of the backhaul network, (4) decide on the forwarding

path based on a set of user-defined path computation policies and (5) enforce the

desired forwarding path by populating the Flow Tables across the switches OF. An

illustration of the implemented SDN-based TE application is given in Figure 7.4,

showing its internal organization and the exploited APIs. Of note is that the path

computation policies are defined as a set of vectors where each row defines (1) Traf-

fic matching conditions, including the traffic flow templates (e.g. discrimination of

TCP, UDP, SCTP and/or ports of these protocols) and the input port of switches OF

where the traffic flow is detected; (2) the network status of the switches OF ports

(e.g. Up/Down); and (3) the preferred path policy (e.g. terrestrial or satellite path).

7.4 Operational Validation and Performance Assessment

The operation of the testbed is validated through the execution of two illustrative

TE procedures. The first one, referred to as path computation, shows how the im-

plemented SDN-based TE application is able to enforce a desired routing over the

hybrid backhaul each time a new LTE connection is to be established. On the other

hand, the second procedure, called hereafter path restoration, shows how an un-

expected failure of a link is handled by the SDN-based TE application so that the

affected traffic flows are quickly re-directed over an alternative path. A description

of the signaling flows and key decision-making points in the execution of the two

procedures is firstly covered in this section. Next, two performance assessments are

provided to complement the operational validation: one showing the impact on the
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FIGURE 7.4: Illustration of the Implemented SDN-based TE Applica-
tion.
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LTE service performance of the routing decisions by the TE application and another

addressing the impact of the link failure and path restoration procedure.

7.4.1 Execution of Path Computation and Restoration

For the demonstration of the path computation procedure, the testbed is started with

the configuration explained in the previous section and a LTE UE is switched on and

registered in the LTE network. This results in the activation of the so called default

EPS bearer service in the LTE network, which provides the basic IP connectivity

service to the UE. Then, right after getting the connectivity service, an Iperf client

application [123] is launched in the UE so that UDP traffic begins to flow between

the UE and an Iperf server located in the laboratory network. The routing of Iperf

generated traffic through the hybrid backhaul is enforced by the TE application in

the SDN controller based on the detection of the traffic type supported by the bearer

service, the port where this traffic is detected and the network status. In particular,

the path computation policy established for this scenario consists in forcing all traffic

between the eNB and EPC (i.e. match condition: Traffic Type=Any, Input Port=P1

at both OF# 1 and OF# 2) to go through the terrestrial link (i.e. output port=P2 at

both OF# 1 and OF# 2) whenever the backhaul network is operating under normal

conditions (i.e. P1/P2/P3 status=Up at both OF# 1 and OF# 2 switches). Otherwise,

when one of the paths is not available (i.e. P2 or P3=Down at OF# 1 or OF# 2), all the

established flows are routed through the alternative path.

The results of the execution of the test are illustrated in Figure 7.5 by showcasing

the signaling exchanges between the testbed components with particular focus on

the steps from the detection of the Iperf application traffic by the TE application

at the SDN controller to the point at which the necessary flows are established in

the switches OF for proper traffic forwarding through the backhaul links. All this

information is collected with the help of the management tools of the AMARI OTS

100 and Zodiac FX switches and by inspecting traffic on the SDN controller, eNB and

EPC with a network protocol analyzer tool (Wireshark).

The first step shown in Figure 7.5 corresponds to the initial OF signaling hand-

shaking between the SDN controller and the switches OF for the activation of the

control plane. This signaling goes through the P4 ports and consequently does not
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FIGURE 7.5: Signalling Exchange for the Path Computation Proce-
dure.
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traverse the hybrid backhaul data plane. The second step corresponds to the ini-

tial signaling exchange between the eNB and the EPC. This signaling, commonly

denoted as S1 Setup and which uses S1 Application Protocol (S1AP) and Stream

Control Transmission Protocol (SCTP) as transport protocol, is necessary for the ac-

tivation of the control plane of the S1 interface between the eNB and the EPC com-

ponents of the LTE network. Unlike the previous mentioned OF signaling, now the

S1AP signaling is indeed transferred over the hybrid backhaul network, so that the

TE application detects this traffic in both directions and creates the corresponding

flows (i.e. flows 1,3,5 and 7 in Table 7.3). Next, once the S1 interface is operational,

the step 3 in Figure 7.5 corresponds to the network registration and activation of the

default EPS bearer service when the UE is switched on. In this case, the signaling

originated in step 3 between the eNB and EPC is sent through the path previously

established in the activation of the control plane of S1, so that no new flows are cre-

ated at this point. Reached this situation, the Iperf traffic is started at step 4. This

result in a new IP packet detected at OF# 2 for which no matching flow entry exists

(step 5 and 6). The detected packet is indeed a GPRS Tunneling Protocol for User

Plane (GTP-U) packet that encapsulates the original UDP packet received from the

UE. As a result, the TE application is notified in step 7 of the presence of new traffic.

This triggers the computation of the routing path at step 8, where, according to the

established path routing policy, the creation of a new flow (flow 6 in Table 7.3) is

decided. This decision triggers the activation of the flow through the OF protocol

signaling (step 9 and 10) together with a specific OF command (step 11) given to the

switch to forward the packet that triggered the flow creation. Once the forwarded

GTP-U/UDP packet reaches OF# 1, the same process of creation of a flow in OF# 2 is

now repeated for OF# 1 (steps 14 to 18), leading to the creation of a new flow (flow 4

in Table 7.3) and to the eventual forwarding of the GTP-U/UDP packet towards the

EPC (step 19). Finally, the original UDP packet is decapsulated in the EPC and, af-

ter NAT processing, forwarded to the Iperf server within the laboratory network. At

this point, the connectivity path in one direction is fully operational between the eNB

and EPC so that subsequent packets will already match the created flow entries and

therefore be forwarded without requiring any interaction with the SDN controller.
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Later, when traffic is detected in the opposite direction, the process is repeated con-

cluding with the creation of the flows 2 and 8 in 7.3. Figure 7.5 also shows that the

overall processing time for flow creation Table 7.3: Flows Created During the Path

Computation and Restoration Procedures including the decision-making process of

the TE application is roughly ∼3 ms measured from the arrival of the new traffic

notification (step 7) to the sending of the output packet command (step 11). On the

other hand, the response time between the eventual traffic forwarding at OF# 2 until

the notification of the detection of the packet at OF# 1 (step 14) results in the order

of ∼300 ms. Of note is that this response time is determined by the switch manufac-

turer design, which is to be much lower in a carrier-grade product. The flows created

for traffic S1-AP/SCTP and GTP-U during the whole Path Computation process are

summarized in Table 7.3, totaling 8 different flows (4 at each switch OF).

TABLE 7.3: Flows Created During the Path Computation and Restora-
tion Procedures

Procedure Switch Flow In Port/Out Port Traffic Type

Path Computation

OF#1

1 P1 / P2 S1-AP/SCTP
2 P1 / P2 GTP-U/UDP
3 P2 / P1 S1-AP/SCTP
4 P2 / P1 GTP-U/UDP

OF#2

5 P1 / P2 S1-AP/SCTP
6 P1 / P2 GTP-U/UDP
7 P2 / P1 S1-AP/SCTP
8 P2 / P1 GTP-U/UDP

Path Restoration

OF#1

9 P1 / P3 S1-AP/SCTP
10 P1 / P3 GTP-U/UDP
11 P3 / P1 S1-AP/SCTP
12 P3 / P1 GTP-U/UDP

OF#2

13 P1 / P3 S1-AP/SCTP
14 P1 / P3 GTP-U/UDP
15 P3 / P1 S1-AP/SCTP
16 P3 / P1 GTP-U/UDP

For illustrative purposes, Figure 7.6 shows a Wireshark capture at the PC running

the SDN controller with the signalling messages originated between Steps 7, 9, 11,

14, 16 and 18 of message chart of Figure 7.5. With the same purpose, Figure 7.7

shows the information provided by the Zodiac FX management tool regarding to

the configuration of one of these flows.

For the demonstration of the path restoration procedure, the testbed is started
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FIGURE 7.6: OF Messages Originated in the Steps 7,9,11 and 14,16,18
Illustrated in Figure 7.5.

FIGURE 7.7: Illustration of the Flow Attributes Information as Dis-
played by the Zodiac FX Switches Management Tool.
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FIGURE 7.8: Signalling Exchange for the Path Restoration Procedure.

as in the previous demonstration and, once the connectivity is operational and the

Iperf traffic is flowing, a link disconnection is manually forced. Figure 7.8 shows the

signalling originated as a result of this disconnection when the affected path is the

terrestrial one.

As seen in Figure 7.8, the link failure event is detected at OF# 2 that changes the

status of P2 (from Up to Down) and sends an OF message (Step 2) to the SDN con-

troller (it should be noted that in this case the link event is detected at both switches

OF, so the port status change notification [step 2] actually arrive from both switches

OF, even though Figure 7.8 only shows the link failure event detected only at OF#

2). This triggers a notification to the TE application that checks which flows at both

switches OF are affected by the disconnection (i.e. all flows that have as output port

= P2). Accordingly, the TE application triggers the deletion of these flows between

steps 4 and 11 (i.e. flows 1, 2, 5 and 6 in Table 7.3) so that traffic forwarding to-

wards the impaired path is stopped. In terms of execution times, Figure 7.8 shows

a response time in the order of 1 second between the link disconnection and the re-

ception of the port status message at the SDN controller, which is again attributable
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FIGURE 7.9: OF Messages Originated in the Steps 2,4,5,8 and 9 Illus-
trated in Fig. 8.

to the specific hardware used in the testbed. On the other hand, the process involv-

ing the TE application decision-making and the deletion of the flows remains in the

order of a few milliseconds.

After the removal of the flows, the establishment of the new path is solved in

the implemented TE application by reactively triggering the creation of new flows

when notifications about packets not finding a flow matching entry are received in

the SDN controller. This process is indeed the same as the one followed in the path

computation procedure previously explained in Figure 7.5. The main difference is

that now network conditions are different (i.e. P2 is down) so that the TE application

decides creating the new flows using the satellite path. The new flows created in this

case are listed as flows 9 to 16 in Table 7.3.

For illustrative purposes, Figure 7.9 shows a Wireshark capture of the message

sequence from the reception of port status change notification message from OF# 2

at the SDN controller, followed by four OFPT_ FLOW_ MOD messages sent by the

SDN controller to the switches OF# 1 and OF# 2 in order to delete the previously

referred flows. It’s worth noting that the OF protocols uses the same type of OFPT_

FLOW_ MOD messages for both creation and removal of flows, though internal

headers define whether it is an OFPFC_ ADD or OFPFC_ DELETE operation, as

illustrated in Figure 7.10.

7.4.2 Impact of the Path Selection on the LTE Service

The impact on the LTE service performance of selecting the connectivity path via the

terrestrial or satellite link is evaluated by assessing at application level the experi-

enced (1) round-trip time (RTT), (2) maximum TCP throughput and (3) maximum
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a) b)

FIGURE 7.10: Flow_ Mod Message Commands; (a) to Create OFPFC_
ADD and (b) to Delete OFPFC_ DELETE.

UDP throughput achievable through the LTE network. In particular, the RTT is mea-

sured with the ping utility between the UE and the application server and the Iperf

tool is used for throughput characterization. For UDP traffic, the value reported as

maximum throughput corresponds to the highest throughput reached with less than

∼1 datagram loss. Average values are computed from the execution of 10 tests of 100

seconds duration each.

Table 7.4 provides obtained results under 3 different configurations of the LTE

channel bandwidth (i.e. 5 MHz, 10 MHz and 20 MHz) and 4 different configurations

of the satellite link (i.e. forward link capacity of 10 or 30 Mbps and, in each case,

consideration of GEO or MEO latency characteristics). Focusing first on the cases

where the traffic is forwarded through the terrestrial link, it is seen that RTT values

are of the order of 35 ms regardless of the LTE channel bandwidth and that achieved

throughputs vary from roughly 15 to 70 Mbps depending on both the traffic nature

and channel bandwidth. This performance is clearly limited by the LTE access net-

work itself since the backhaul path in this case is a direct Ethernet connection, which

is far from becoming the bottleneck under this configuration. On the other hand,

focusing now on the performance values achieved when the traffic goes through the

satellite path, the impact of the different configurations of the satellite link are now

noticeable if benchmarked against the performance values achieved in the previous

case. With regard to RTT, values now have increased from 35 ms up to around 230

ms or 580 ms for MEO and GEO type links respectively, which are clearly dominated

by the latency performance of the satellite component.

On the other hand, the impact of the satellite link on the maximum achievable
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UDP throughput is only noticeable in the situations that the provisioned satellite ca-

pacity is below the achievable LTE access capacity. Hence, when LTE access is using

a 5 MHz channel, a forward satellite link capacity of 10 Mbps originates a through-

put reduction from 17.5 Mbps to 8.6 Mbps while a forward satellite link capacity of

30 Mbps does not bring any impairment. As a general observation, it could be seen

that UDP throughput limitation is basically a matter of capacity limitation.

TABLE 7.4: Impact of Path Computation Decisions on LTE Service
Performance.

LTE Channel Bandwidth
5 MHz 10 MHz 20 MHz

TE routing: Terrestrial Path
RTT 30.63 ms 36.12 ms 35.11 ms
TCP 16.5 Mbps 34.7 Mbps 71.9 Mbps
UDP 17.5 Mbps 35.9 Mbps 59 Mbps
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MEO
RTT 232.5 ms 231.6 ms 239.8 ms
TCP 7.37 Mbps 7.56 Mbps 7.69 Mbps
UDP 8.6 Mbps 8.6 Mbps 8.6 Mbps

GEO
RTT 591.1 ms 581.9 ms 590.1 ms
TCP 7.06 Mbps 7.38 Mbps 7.51 Mbps
UDP 8.6 Mbps 8.6 Mbps 8.6 Mbps
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MEO
RTT 229.1 ms 236.7 ms 234.7 ms
TCP 7.1 Mbps 6.46 Mbps 7.17 Mbps
UDP 17.4 Mbps 27.2 Mbps 27.2 Mbps

GEO
RTT 579.7 ms 577.8 ms 580.1 ms
TCP 5.67 Mbps 5.53 Mbps 5.40 Mbps
UDP 17.4 Mbps 27.2 Mbps 27.2 Mbps

The situation gets more complex when it comes to TCP traffic. In this case, when

considering a satellite capacity of 10 Mbps, the maximum throughput rate remains

around 6.5-7.6 Mbps, which is expectedly limited by the satellite capacity. However,

when considering a higher satellite link capacity (30 Mbps), the throughput achieved

through the LTE network does not improve under the MEO configuration, yielding

around 7 Mbps irrespective of the LTE channel bandwidth, and even gets worse for

the GEO case, yielding around 5.5 Mbps also regardless of channel bandwidth. A

more detailed analysis of this behavior, out of the scope of this paper, has revealed

that the low TCP throughputs are actually due to a high fluctuation observed in

the instantaneous TCP throughput, with sharp drops that bring down the averaged

values.
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FIGURE 7.11: Time Evolution of the UDP Throughput During the
Test, Highlighting the Points at which Terrestrial Link Goes down and

up Again.

7.4.3 Impact of the Path Restoration Procedure on the LTE Service

Finally, the impact on the LTE service performance of a backhaul link failure and the

subsequent execution of the path restoration procedure is analyzed in this section.

To that end, the LTE channel bandwidth is set to 10 MHz and OpenSAND is con-

figured with a forward link capacity of 30 MHz and GEO-type latency. When the

testbed is started, the Iperf application is used to transfer UDP traffic at 15 Mbps.

Such traffic is initially routed through the terrestrial path and, at a given point in

time, a terrestrial link failure is provoked and the TE application takes care of re-

routing the UDP traffic through the satellite path following the path restoration pro-

cedure previously analyzed. Then, after a few seconds of sending the traffic over the

satellite, the terrestrial link is turned up again and the TE application triggers again

a path restoration procedure now to move back the UDP traffic over the terrestrial

path. An illustration of the tested behavior is shown in Figure 7.11 as measured and

visualized from the Amarisoft management tool at the LTE eNB. The same experi-

ment has been with UDP transfer rates of 5, 15 and 25 Mbps, each executed 10 times

for statistics gathering.

Focusing first on the link failure event, it could be seen in Figure 7.11 that the

time taken for the path restoration procedure causes a noticeable throughput drop.

A quantification of this traffic drop is provided in Table 7.5 in terms of the number
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of datagrams lost for 5, 15 and 25 Mbps UDP traffic rate. As it can be observed

from the table, the amount of datagrams lost is directly proportional to the bit rates

and the path restoration time, which is of the order of 1 second in our setting due

to the response time of the utilized OF switching hardware. Therefore, the impact

due to the processing time associated with the operation of the TE application is

almost negligible. As a side note to further stress the advantage of the implemented

TE application, turning the operation mode of OF# 1 and OF# 2 from "OpenFlow"

to "standard", that is, letting the re-direction of traffic in the backhaul to be fixed

by the conventional distributed spanning tree protocol supported in the switches,

and repeating the same experiment, observed interruption times boost above tens of

seconds.

Moving now to the point that the terrestrial path goes operational again and the

traffic is switched back to this path by the TE application, no packet losses are ob-

served in this case. This is because the traffic can be still correctly transferred through

the satellite link which remains operational during the path switching process. Re-

markably, this situation even results here in a temporary increase of the throughput

due to the simultaneous arrival of traffic via both links. However, since the satellite

link latency is higher, the first packets sent through the terrestrial link are out of or-

der. A quantitative assessment of this effect is also presented in Table 7.5, where it

can be seen that the amount of datagrams received out of order is proportional to

the UDP application bit rate and the satellite latency.

TABLE 7.5: Impact of the Path Restoration Procedure on LTE Service
Performance.

Terrestrial Link Iperf Bit Rate (Mbps)/ Datagrams Lost Datagrams received
Transitions Datagrams per sec (Avg./σ) out of order (Avg./σ)

Up to Down
5 / 425 465 / 211 -

15 / 1275 1566 / 674 -
25 / 2125 2150 / 615 -

Down to Up
5 / 425 - 99.7 / 5.69

15 / 1275 - 204.2 / 55.8
25 / 2125 - 372.2 / 4.86
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7.5 Summary

The adoption of SDN technologies is nowadays acknowledged as a key enabler for

a better integration of a satellite component into 5G networks. Sustained in the ar-

chitectural defined in the chapter 3, this chapter has presented an experimental PoC

and validation of an integration solution based on the use of SDN technologies for

the realization of E2E TE applications in hybrid terrestrial-satellite backhaul mobile

scenarios.

The implemented testbed has allowed us to assess the feasibility of the proposed

SDN-based integration solution under a practical laboratory setting that combines

the use of commercial, experimentation-oriented and emulation equipment and soft-

ware. Procedures for path computation and restoration have been showcased, as-

sessing the incurred execution times and signaling exchanges incurred in the dif-

ferent steps. In particular, It has been demonstrated that the time incurred in the

creation and deletion of flows from the controller is of the order of a few millisec-

onds, and that the longest delays incurred in the tested procedures that actually have

a noticeable impact on service performance are mainly associated with the nature of

the hardware used in the experimentation. Moreover, it has been also validated the

versatility of using a high-level language like Python and the existing OF libraries

in the Ryu controller for programming the TE application in order to enforce differ-

ent traffic routing and path failure restoration policies. Finally, the testbed has also

allowed us to assess the impact on the LTE service performance for TCP and UDP

traffic flows when using and switching to/from a satellite link.
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Chapter 8

Conclusions and Contributions

8.1 Introduction

This chapter concludes this dissertation presenting in a summarized way the set of

contributions made throughout this research work. It gathers the most important

conclusions as part of the obtained results. Likewise, an analysis is presented on the

future work that could contribute complementary in line to this research work.

The motivation behind this work lies in that despite the adoption of SDN tech-

nologies is acknowledged as a key enabler for a better integration of a satellite com-

ponent into 5G networks, and the existence of a growing consensus among the in-

dustry and standardization bodies as the 3rd Generation Partnership Project (3GPP),

on the idea that satellite could complement terrestrial 5G network components in

a number of scenarios, little attention has been paid to capacity and traffic man-

agement aspects (e.g., capacity dimensioning, routing, QoS, congestion, resilience)

when it comes to the consideration of hybrid terrestrial-satellite networks for mobile

backhauling. The next section summarizes the main contributions of the thesis.

8.2 Contribution

This thesis has delineated the potential applicability of a satellite networks as part of

a hybrid satellite-terrestrial mobile backhauling network and described a view for

the seamless integration of the satellite component that is aligned with the current

evolution of mobile and transport networks towards SDN architectures.

The thesis first has studied and described an architectural framework that en-

ables the integration and management of the satellite capacity as a constituent part
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of a Software Defined Networking (SDN) -based traffic engineered mobile backhaul

network for a better provisioning and operation of the satellite component in a more

flexible, agile and cost-effective manner than done today.

With regard to architectural aspects, building upon the ETSI functional architec-

ture for BSM systems, this thesis has made an analysis of a solution for the adoption

of an SDN architecture within the satellite network. This consist on the introduction

of an SDN controller that manages the connectivity services across the SDN-based

satellite network and makes use of the following interfaces: (1) SBIs for the MC of

the interworking and adaptation functions in gateway STs and potentially also user

STs; (2) SBIs for the M& C of the BSM bearer services and potentially also some ca-

pabilities within the SD lower layers (satellite resources such as a frequency plan,

modulation and coding schemes or other satellite specific properties) and (3) NBIs

for the M& C of the satellite network flow services from network applications on

top of the SDN controller or from external controllers. Candidate SDN data models

and protocols for the realization of the SDN-based satellite network architecture also

have been studied, namely, ETSI BSM SI-SAP, ONF OF, ONF Microwave Informa-

tion Model, ONF T-API and IETFYANG models for traffic engineered networks.

Then, based on this integration approach for the realization of E2E SDN-based TE

in satellite-terrestrial backhaul networks, the thesis has developed a general model

and problem formulation for the analysis of capacity and traffic management strate-

gies in hybrid satellite-terrestrial mobile backhauling networks that rely on SDN for

traffic steering at flow level considering a realistic traffic model. This first develop-

ment allows contributions in the field of sizing a hybrid satellite-terrestrial mobil

backhaul network. The presented results give us some fundamental guidelines for

deriving design and dimensioning principles to consider resilience as a built-in fea-

ture in 5G systems. The main findigs of the capacity assessment are the followings:

• An initial assessment has been reported to estimate the capacity gains that the

satellite component could bring when used to support a basic traffic overflow

strategy.

• The results obtained have revealed that, besides further motivations support-

ing the interest of the satellite backhaul (e.g. service extension in hard to reach
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areas, increased resilience, temporary deployments), relevant capacity gains

can be achieved thanks to the multiplexing gain of sharing some amount of

satellite capacity across a number of BS sites and/or A1 traffic aggregation

points.

• In particular, it has been shown under a realistic traffic model that if the shared

satellite capacity is deployed to accommodate the traffic demand between the

90-th and 99-th percentiles, capacity reduction factors within a range of 5-15

and 4-6 can be achieved with respect to the case that such capacity is provi-

sioned in a dedicated manner at BS or A1 levels, respectively.

Subsequently, given the satisfactory results in terms of capacity gains due to

the introduction of the satellite component to a terrestrial backhaul network, the

research has progressed towards the development of traffic distribution strategies,

which allow to further enhancement of the capacity gained. In this regard, this work

has focused in the development and assessment of traffic distribution strategies that

exploits the dynamically steerable satellite capacity provisioned for resilience pur-

poses to maximize a network utility function under both failure and non-failure con-

ditions in the terrestrial links.

The development of traffic distribution strategies considers the discrepancies in

performance that exist between satellite and terrestrial satellite links through the

design of utility functions, as well as the incorporation of utility factors applica-

ble to each type of backhaul link and type of traffic. A first development of traffic

distribution strategies considers elastic and inelastic traffic (Non-GBR and GBR re-

spectively), and the mathematical development of the utility function according to

the number of flows in the network, type of service and number of BSs, as well as

the mathematical development and algorithms for their solution. Furthermore, the

thesis has numerically assessed by means of simulation the developed traffic distri-

bution strategies. The analysis has considered different resilience schemes, charac-

terized by the ratio N : M of satellite capacity needed to cope with the failure of N

terrestrial links in a group of M BSs.

This second development contributes as the first traffic distribution strategies de-

veloped for hybrid satellite-terresteial mobile backhaul networks. The main findigs
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of the assessmend are the followings:

• Obtained results show how, under failure conditions, the proposed traffic dis-

tribution strategy is able to redistribute the satellite resources so that the utility

decrease in the BSs affected by terrestrial link failures is minimized.

• Remarkably, when all the terrestrial links are fully operational, it has been

shown that the proposed strategy does not leave the satellite capacity unused

but exploits it in order to improve the overall network utility.

• The presented results give us some fundamental guidelines for deriving design

and dimensioning principles to consider resilience as a built-in feature in 5G

systems.

Then, the thesis work deepens in the analysis of the optimality conditions and

algorithms to cope with the network utility maximization problem as well as its ex-

tension to jointly consider other uses of the 5G backhaul integrated satellite capacity

such as fast deployments/special events and the delivery of multicast traffic. The

developed TE solution allows managing the use of the satellite capacity provisioned

for resilience purposes among a number of BSs so that the overall network utility

is maximized under both failure and non-failure conditions in the terrestrial links,

considering QoS differentiation and the consideration of multicast traffic.

The developed SDN-basedTE application was formulated that building on a

global view of the hybrid terrestrial-satellite network resources exploits a combina-

tion of control features and criteria such as (1) E2E path computation with terrestrial

or satellite link selection; (2) satellite capacity resource reservations to deal with BSs

with no or limited terrestrial link backhaul capacity; (3) different allocation crite-

ria depending on the traffic nature (GBR and non-GBR services, unicast/multicast);

(4) admission and rate control to face overload and guarantee resources and min-

imum (committed) transmission rates per flow and group of flows and (5) utility

maximization criteria, where the adequacy of handling specific flows over the ter-

restrial or satellite component, as well the effect of allocating more or less data rate,

are accounted. A detailed performance analysis has been conducted to assess the
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behaviour of the proposed SDN-based TE application in multiple and diverse sce-

narios, including homogeneous and non-homogeneous load situations with BSs that

exploit both satellite and terrestrial backhaul capacity, terrestrial link failures in some

of the BSs and deployment of a number of mobile TBSs that exclusively rely on the

satellite capacity for backhauling. A more traditional overflow strategy has been

considered for comparison purposes. As general trends, it has been demonstrated

how the proposed SDN-based TE application is able to provide a higher network

utility in most of the analysed cases, greatly improving the admission rejection ratio

for GBR services and achieving higher fairness in the distribution of delivered data

rates for non-GBR flows.

The performance of the proposed TE application has been assessed by means of

numerical simulation. The main findigs of the assessmend are the followings:

• Obtained results shows how overall network performance is improved, com-

pared to that of a traditional overflow solution, in terms of:

– Network utility increase.

– GBR rejection rate decrease.

– Non-GBR utility increase.

– Improved Non-GBR fairness, especially for BSs that temporary face a lack

of terrestrial link availability.

– Under failure conditions, it has been shown that the reservation scheme

implemented within the TE application allows keeping fair utility levels

in the BSs affected by terrestrial link failures.

Finally, this thesis presents an experimental Proof of Concept (PoC) of a satellite-

terrestrial integration solution that built upon Software-Defined Networking (SDN)

technologies for the realization of End-to-End Traffic Engineering (E2E TE) in mobile

backhauling networks with a satellite component, validating the operation of a E2E

TE application able to enforce different traffic routing and path failure restoration

policies as well as assessing the performance impact that it has on the mobile net-

work connectivity services. Sustained in the architectural designs proposed by the

EU-funded VITAL project, this thesis presented an experimental PoC and validation
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of an integration solution based on the use of SDN technologies for the realization

of E2E TE applications in hybrid terrestrial-satellite backhaul mobile scenarios.

The implemented testbed contributes in the assessment of the feasibility of the

proposed SDN-based integration solution under a practical laboratory setting that

combines the use of commercial, experimentation-oriented and emulation equip-

ment and software. Procedures for path computation and restoration have been

showcased, assessing the incurred execution times and signalling exchanges incurred

in the different steps. In particular, it has been demonstrated that the time incurred

in the creation and deletion of flows from the controller is of the order of a few

milliseconds, and that the longest delays incurred in the tested procedures that ac-

tually have a noticeable impact on service performance are mainly associated with

the nature of the hardware used in the experimentation. Moreover, it has been also

validated the versatility of using a high-level language like Python and the exist-

ing OF libraries in the Ryu controller for programming the TE application in order

to enforce different traffic routing and path failure restoration policies. Finally, the

testbed has also allowed us to assess the impact on the LTE service performance for

TCP and UDP traffic flows when using and switching to/from a satellite link.

8.3 Future Work

Concepts and results presented in this thesis clearly advocate for the need to outfit

next-generation satellite networks with a set of control and management functions

and interfaces (API and/or network protocols) compatible with the mainstream

SDN architectures and technologies being adopted in 5G in order to realize a full

E2E networking concept where a combined satellite-terrestrial network service can

be deployed and operated in a flexible and consistent manner. While the SDN-based

solution explored in this thesis has exclusively focused on the ground segment of

satellite communications systems, dynamic interactions with flexible satellite pay-

loads for more efficient resource management across the whole satellite communi-

cations chain should also be explored.

This thesis has set the stage for the deployment of innovative SDN applications,

targeting, for example, enhanced resource efficiency, efficient and fast protection and
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restoration, and automation of network planning and operation in network infras-

tructures spanning terrestrial and satellite resources.

Finally, while the results achieved in the PoC presented in this thesis are clearly

supportive of the potential and feasibility of applying SDN technologies for im-

proved terrestrial-satellite integration, further work is still necessary to demonstrate

additional control features enabled by OF such as per-flow metering, rate-limiting,

packet duplication for multicast, etc., which could be leveraged for the implementa-

tion of more complex traffic distribution and QoS policing operations.
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Appendix A

Network Utility Maximization

Simulator

It has been demonstrated that a proportional fair resource allocation ensures a max-

min fairness for all users sharing a single path in the network [94]. Then, a max-min

rate allocation is equivalent to the maximization of the utility at each link for UN

traffic. This same concept can be extended to the global utility of the network when

there is no distinction between using satellite or terrestrial capacity, which in our

case is strictly valid for factor pUN = 1.

This can be clearly observed when developing the components of the utility func-

tion to be maximized, presented in chapter 5 (eq. 5.2), considering only UN traffic.

This is:

Max:

∑
s∈{UN}

US(rs,m,i, xs,m,i) (A.1)

s.t. Eq. Eq. 5.11-Eq. 5.14

Considering pUN = 1 and developing the components of the previous equation,

we have that the network utility is the sum of all UN utility functions. This can be

rewritten as follows:

U(x) = log(r1) + log(r2) + · · ·+ log(rI) = log(r1 · r2 · · · rI) (A.2)

where I is the total number of flows in the network. From eq. Eq. A.2, is ob-

served that the maximum network utility is obtained when the product of bit rates
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FIGURE A.1: Network Model.

is maximized. Therefore, the product is maximized when all the bit rates are equal

and as high as possible, according to the capacity restrictions.

This resource distribution is made by an heuristic "Network Utility Maximiza-

tion (NUM) Simulator". The heuristic structure is presented as follows:

We utilize the nomenclature presented in Figure A.1.

where:

M : Number of BS’s that share satellite capacity.

Li : Number of UN flows of the i-th BS.

CTi : Terrestrial capacity of the i-th BS available for handling UN traffic.

CS : Aggregated satellite capacity available for handling UN traffic.

TRi : Terrestrial Bit rate assigned per UN flow in the i-th BS.

SRi : Satellite Bit rate assigned per UN flow in the i-th BS.

CSi : Satellite capacity assigned to the i-th BS.

With the assumption of the following considerations:

1. The capacity available for UN traffic in a given link, is shared equally among

all the UN flows handled by the link.

2. The algorithm considers only UN flows.
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The algorithm consists in two main parts, captured in 2 main Matlab functions

as follows:

Function 1: [CSi] = Cap_ Sat_ UN(t_ index,config,BS);

This first function finds the satellite capacity assigned to each BS (CSi), in such a

way that all satellite and terrestrial UN connections have the same bit rate or, if this

is not possible, the one closest to each other. Also, the assigned bit rate must be the

highest possible, subject to capacity restrictions. To achieve this, a first approxima-

tion is the obtaining of the capacity assigned to each BS in proportion to the number

of flows served, as shown in the following expression:

CT1 + CS1

L1
+

CT2 + CS2

L2
= · · · = CTM + CSM

LM
(A.3)

The eq. A.3 indicates that the total amount of capacity (terrestrial and satellite

capacity) assigned to each BS, divided by the number of flows handled by each BS

must be the same for all BS’s. Since we know the terrestrial capacity and the number

of flows per BS, we organize the expression as follows:

FT1 +
CS1

L1
+ FT2 +

CS2

L2
= · · · = FTM +

CSM

LM
(A.4)

where FTi = Ci/Li represents the terrestrial capacity per flow when there is no

satellite capacity assigned to the i-th BS. Therefore, so that Eq. A.4 is fulfilled, each

term FTi + CSi/Li must be sufficient to at least reach the highest FTi value (FThigher).

In case the satellite capacity is not enough to comply with the Eq. A.4 for all BSs,

the BSs with the highest FTi are discarded consecutively until the expression is ful-

filled (CSi = 0 for discarded BSs). In case the expression is fulfilled, the distribution

of satellite resources is carried out in two parts; a first part of the satellite capac-

ity (CSi− f irst) is distributed so that the expression is fulfilled and; the second part

consists in distributing the remaining satellite capacity (Cremaining) to each BS, pro-

portionally to their number of flows (CSi−second).

To do this, the implemented heuristic algorithm follows the following steps:
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1. The FTi values are calculated.

2. The higher FTi value is obtained (FThigher).

3. The CSi− f irst for all BSs needed to equal at least the FThigher value is obtained

with the following expression:

CThigher = CTi +
CSi− f irst

Li
∀i (A.5)

4. In case the satellite capacity is not enough to comply with the previous ex-

pression for all BS, the BSs with PTi with higher value (PThigher) are discarded

and assigned CSi− f irst = 0, consecutively until the expression is fulfilled. For

CSi− f irst, reorganizing the previous expression we have:

CSi− f irst = (FThigher − FTi) · Li, ∀i (A.6)

subject to:

M

∑
i=1

CSi− f irst ≤ CS (A.7)

5. The remaining satellite capacity is calculated by the following expression:

Cremaining = CS −
M

∑
i=1

CSi− f irst ≤ CS (A.8)

6. The remaining satellite capacity is distributed among the BSs in proportion to

the number of flows by:

CSi−second =
Li

CS −∑M
i=1 Li

Cremaining (A.9)

7. Finally, CSi is calculated as follows:

CSi = CSi− f irst + CSi−second, ∀i (A.10)
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In this way, the satellite capacity is distributed in such a way that all BSs have

a backhaul capacity (terrestrial + satellite) proportional to the number of flows. It

is clear that this does not indicate that all the flows of each BS will reach the same

bit rate, because each BS has two backhaul links and the number of connections will

have to be divided between them, however, this is a first approach. Subsequently,

once the satellite capacity value assigned to each BS is defined, the algorithm defines

the number of flows to be served by each link through some iterations, in such a way

that the bit rate assigned to the flows is the most similar possible in order to obtain

the highest network utility. This part is made by the next function:

Function 2: [Tasa_ terr,Tasa_ sat,Con_ terr,Con_ sat,Utility]= Optimum_ distri-

bution (CSi,t_ index,config,BS)

The function obtain the number of flows to be sent per link type, as well as the

terrestrial and satellite capacity assigned to each UN flow (TRi , SRi) in such a way

that network utility is maximized.

The function takes the value CSi, and defines the number of terrestrial and satel-

lite flows at each each BS in order to obtain the UN bit rates (TRi and SRi) as close

as possible. For pUN < 1 the algorithm makes some iterations increasing and de-

creasing the number of flows at each BSs to find the number of flows to be handled

at each link such that the utility is maximized at each BS.
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Appendix B

TE-Application Simulator

The input variables of the simulator are presented below which we can divide into

the following groups:

Simulation parameters:

Variables: Description:

-config.simulation_ duration -Total duration of the simulation (sec).
-config.time_ step -Simulation time step duration (sec). It is the discrete time

value with which the total simulation time is divided,
presenting in each time step the results of the simulation.

Network link capacities:

Variables: Description:

-config.num_ cells -Total number of cells (BS)
-config.BS_ TERRESTRIAL_ CAPACITY -Terrestrial link capacity per

BS (Mbps)
-config.BS_ SATELLITE_ CAPACITY -Maximum satellite link

capacity per BS (Mbps)
-config.GLOBAL_ SATELLITE_ CAPACITY_ RATIO -Satellite aggregated capacity (ratio

of total terrestrial capacity)
-BS(n).capacity_ Terrestrial -Number of BSs without terrestrial

capacity availability.

Services and utility parameters:

Variables: Description:

-config.R1UG -Rate R1 for UG traffic.
-config.R2UG -Rate R2 for UG traffic
-config.R1MG -Rate R1 for MG traffic
-config.R1UN -Rate R1 for UN traffic
-config.alpha -Alpha factor (α)
-config.p -p factor for UG, MG and UN traffic.
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Traffic parameters:

Variables: Description:

-BS(n).lambda(1) (vector) -UG flow generation rate ()
-BS(n).lambda(2) (vector) -UN flow generation rate ()
-config.traffic_ params.duration(1) (vector) -Average UG flow duration (sec)
-config.traffic_ params.duration(2) (vector) -Average UN flow duration (sec)

Network link capacities:

Variables: Description:

-config.Reserva_ Inicial -satellite capacity value
as initial reservation
(Percentage of global
satellite capacity)

-config.valor_ maximo_ de_ reserva=xx (Mbps) -Satellite capacity as
reservation (Mbps)

-config.umbral_ maximo_ de_ reserva=0.95 (%) -Maximum satellite
capacity reservation
(% of global satellite
capacity)

-config.time_ window_ utilisation_ averaging_ samples -Number of time steps
to calcultate the utilization
for reservation purposes.

The simulator yields results of two types; Numerical and graphic. The numerical
results are described below, which we can divide into the following groups:

Global Network Metrics (considering the total number of BSs):

Variables: Description:

-Number of UG flows -Number of arrived UG flows
-Blocking -Percentage of blocking UG flows
-Average Bit Rate (TERRESTRIAL) -Average bit rate for terrestrial UG flows (Mbps)
-Average Bit Rate (SATELITE) -Average bit rate for satellite UG flows (Mbps)
-Average Bit Rate (BOTH LINKS) -Average bit rate for UG flows (both kind of links)
-Average Utility per UG service
-Number of UN flows -Number of arrived UN flows
-Blocking -Percentage of blocking UN flows
-Average Bit Rate (TERRESTRIAL) -Average bit rate for terrestrial UN flows (Mbps)
-Average Bit Rate (SATELITE) -Average bit rate for satellite UN flows (Mbps)
-Average Bit Rate (BOTH LINKS) -Average bit rate for UN flows (both kind of links)
-Average Utility per UN service
-Average Satellite Throughput -Aggregated satellite capacity occupation (%).
-Average Terrestrial Throughput -Terrestrial capacity occupation (%).
-Average Link Reasignations
-Utility -Average Global Utility
-Average Utility per Flow -Average Utility per service (considering both UG

and UN Flows)
-UN Standard Deviation -UN bit rates standard deviation ()
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BSs with terrestrial capacity (considering the BSs with terrestrial capacity availabil-
ity):

Variables: Description:

-Number of UG flows -Number of arrived UG Flows.
-Blocking -Percentage of blocking UG Flows
-Average Bit Rate -Average Bit Rate for terrestrial UG Flows (Mbps)
-Average Utility per UG service -Rate R1 for UN traffic
-Number of UN flows -Number of arrived UN Flows
-Blocking -Percentage of blocking UN Flows.
-Average Bit Rate -Average Bit Rate for terrestrial UN Flows (Mbps)
-Average Utility per UN service
-Average Terrestrial Throughput -Aggregated Terrrestrial capacity occupation (%).
-Utility -Average Global Utility
-Average Utility per Flow -Average Utility per service (considering both UG

and UN Flows)

BSs without terrestrial capacity (considering the BSs with no terrestrial capacity
availability):

Variables: Description:

-Number of UG flows -Number of arrived UG Flows
-Blocking -Percentage of blocking UG Flows
-Average Bit Rate -Average Bit Rate for UG Flows
-Average Utility per UG service
-Number of UN flows -Number of arrived UN Flows
-Blocking -Percentage of blocking UN Flows
-Average Bit Rate -Average Bit Rate for UN Flows
-Average Utility per UN service
-Average Satellite Throughput -Aggregated Satellite capacity occupation (%).
-Utility -Average Utility
-Average Utility per Flow -Average Utility per service

The results presented graphically are diverse, they show the behavior of different
metrics during the simulation time for better analysis. The Figures B.1-B.3 present
some of the results as an example below:

The general structure of the Network Utility Maximization Simulator is depicted
in the following diagram.
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a) b)

FIGURE B.1: Simulator Results Examples of Time Evolution; (a)
Global Utility and (b) Average Utility per Flow.

a) b)

FIGURE B.2: Simulator Results Examples of Time Evolution; (a) Link
Occupation and (b) Number of UN Terrestrial Flows.

a) b)

FIGURE B.3: Simulator Results Examples of Idle Terrestrial Capacity;
(a) UN Flows and (b) Number of Rejections per Time Step.
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FIGURE B.4: General TE Application Structure.
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