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ABSTRACT 

With the emergence of Industry 4.0 and the increasing availability of sensors and data 

acquisition systems, modern manufacturing processes are now generating large 

amounts of process data on a scale as never seen before. During the past few 

decades, the intense development of powerful data-driven methodologies for process 

analytics has demonstrated the importance of multivariate data analysis for this field. 

Still, new strategies inspired by current methodologies and yet to be developed will 

continuously be required to tackle new challenges posed by the digital revolution in 

process analytics. 

This thesis has been focused on the development and application of chemometric 

tools for process analytical technology (PAT) and includes approaches for process 

monitoring, modeling and control of batch processes. All the methodology proposed 

has been tested on real batch processes of diverse nature monitored with sensor of 

different typology. The chemometric tools developed in this thesis are meant to be 

used in two different contexts: a) process monitoring, modeling, and control using 

spectroscopic probes and process sensors, and b) process monitoring using 

hyperspectral images. 

In the context of process monitoring using spectroscopic probes and process sensors, 

different methodologies have been designed to handle information coming from 

synchronized and non-synchronized batch process data. For synchronized batch 

process data, new strategies for offline and online Multivariate Statistical Process 

Control (MSPC) have been designed. Offline MSPC models, meant to control 

complete batches, were built based on information coming from original sensor 

variables or from compressed spectral information, issued from multivariate 

exploratory and resolution analysis outputs. Online process control methodologies 

were based on the use of local MSPC models built exploring the effect of different 

designs of process time windows onto the capacity to discriminate between 

observations following normal operation conditions (NOC) and showing an abnormal 

behavior. For non-synchronized batch data, a novel batch synchronization-free online 

MSPC methodology for tracking process evolution and control was proposed based 

on the idea of a global batch process trajectory and the use of local MSPC models. 

A clear improvement of the results linked to all MSPC scenarios is linked to the use of 

new mid-level data fusion strategies. The novel contribution in this thesis is the 

extension of the idea of data fusion to incorporate both diverse sensor outputs and 

diverse model outputs issued from the same sensor, but related to different modeling 

tasks. These model outputs, which are much more specific than mere compressed 

scores, help significantly to tune the information introduced in the MSPC models and 

to a better interpretation of the sources of abnormal process behavior. 

The chemometric solutions proposed for process monitoring using hyperspectral 

images (HSI) were mainly oriented to take advantage of the spatial information of the 

measurement for the qualitative and quantitative heterogeneity assessment in 
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blending processes. The qualitative description of heterogeneity is linked to HSI 

unmixing analysis, which provides pure component distribution maps that offer a good 

visual representation of the evenness in the spatial distribution of the different 

materials in the blending formulation. The quantitative characterization of 

heterogeneity is obtained from the variographic analysis of the distribution maps and 

results in two indices: the Global Heterogeneity Index (GHI), related to the scatter of 

the individual pixel concentration values, and the Distributional Uniformity Index (DUI), 

describing the distributional heterogeneity, usually overlooked in traditional 

approaches, that expresses the evenness in the spatial distribution of the different 

materials forming a blend. These indices have been proven to be a powerful process 

analytical tool to characterize the heterogeneity in blending processes monitored atline 

and inline with NIR-HSI. For image-based inline process monitoring, an extension of 

this methodology, called SWiVIA (Sliding Window Variographic Image Analysis), has 

been adapted for the continuous assessment of heterogeneity in real-time blending 

process monitoring. The versatility of the SWiVIA methodology enables heterogeneity 

assessment at the time resolution and spatial scale of scrutiny required for the 

blending application of interest. 
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RESUM 

Amb l'arribada de la Indústria 4.0 i la creixent disponibilitat de sensors i sistemes 

d'adquisició de dades, els processos de fabricació moderns generen quantitats 

ingents de dades de procés a una escala mai vista. Durant les últimes dècades, el 

desenvolupament continuat de metodologies d'anàlisi de processos basades en la 

interpretació directa de la mesura ha confirmat la importància de l'anàlisi multivariant 

de dades en aquest camp. Tot i així, caldrà desenvolupar noves aproximacions 

inspirades en metodologies existents o encara per descobrir per afrontar els nous 

reptes que planteja la revolució digital en l'anàlisi de processos. 

Aquesta tesi s'ha centrat en el desenvolupament i aplicació d'eines quimiomètriques 

lligades a la tecnologia analítica de processos (PAT) per al seguiment, modelització i 

control de processos per lots. Tota la metodologia proposada ha estat provada en 

processos reals de diversa naturalesa monitorats amb sensors de diferents tipologies. 

Les eines quimiomètriques desenvolupades en aquesta tesi estan pensades per ser 

utilitzades en dos contextos diferents: a) el seguiment, modelització i control de 

processos mitjançant sondes espectroscòpiques i sensors de procés, i b) el seguiment 

de processos mitjançant imatges hiperespectrals. 

En el context del monitoratge de processos mitjançant sondes espectroscòpiques i 

sensors de procés, s'han dissenyat diferents metodologies per gestionar la informació 

procedent de dades de procés per lots sincronitzats i no sincronitzats. Per a dades de 

lots sincronitzats, s'han dissenyat noves estratègies per al control estadístic 

multivariant de processos (MSPC, Multivariate Statistical Process Control) offline i 

online. Els models MSPC offline, destinats a controlar lots complets, es van construir 

a partir d'informació associada a variables originals de sensors o d'informació 

espectral comprimida, procedent de resultats de models d'anàlisi exploratòria i de 

resolució multivariant. Les metodologies de control de processos online es van basar 

en l'ús de models locals de MSPC construïts explorant l'efecte de diferents dissenys 

de finestres de temps de procés sobre la capacitat de discriminar observacions 

seguint condicions normals d’operació (NOC, Normal Operation Conditions) 

d’observacions amb un comportament anòmal. Per a les dades de lots no 

sincronitzats, es va proposar una nova metodologia MSPC online exempta de l’etapa 

de sincronització per fer un seguiment de l'evolució i el control del procés basada en 

l’ús d'una trajectòria global del procés per lots, que serveix per a la construcció de 

models locals de MSPC. 

Una millora clara dels resultats associada a tots els escenaris de models MSPC està 

vinculada a l'ús de noves estratègies de fusió de dades de nivell intermedi (mid-level 

data fusion). La nova contribució d'aquesta tesi és l'extensió de la idea de fusió de 

dades a la incorporació tant de respostes de sensors diversos com de resultats de 

models multivariants obtinguts de respostes d’un mateix sensor, però relacionats amb 
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diferents tasques de modelització. Aquests resultats de models multivariants, que 

aporten informació molt més específica que els scores de PCA, per exemple, 

permeten una tria més acurada de la informació que s’introdueix en els models MSPC 

i faciliten una millor interpretació de les causes de comportaments anòmals en el 

procés. 

Les solucions quimiomètriques proposades per al seguiment de processos mitjançant 

imatges hiperespectrals (HSI, Hyperspectral Images) es van orientar principalment a 

aprofitar la informació espacial de la mesura per a l'avaluació qualitativa i quantitativa 

de l'heterogeneïtat en els processos de mescla. La descripció qualitativa de 

l'heterogeneïtat està vinculada al resultat de l’anàlisi de resolució multivariant de les 

dades HSI, que proporciona mapes de distribució de components purs que ofereixen 

una bona representació visual de la uniformitat en la distribució espacial dels diferents 

materials en la mescla estudiada. La caracterització quantitativa de l'heterogeneïtat 

s'obté de l'anàlisi variogràfica dels mapes de distribució i està basada en dos índexs: 

l'índex d'heterogeneïtat global (GHI, Global Heterogeneity Index), relacionat amb la 

dispersió dels valors de concentració dels píxels individuals, i l'índex d'uniformitat 

distribucional (DUI, Distributional Uniformity Index), que descriu l'heterogeneïtat 

distribucional, normalment ignorada en plantejaments tradicionals, que expressa el 

grau d’uniformitat en la distribució espacial dels diferents materials que formen una 

mescla. S'ha demostrat que aquests índexs són una eina PAT potent per caracteritzar 

l'heterogeneïtat dels processos de mescla seguits amb mesures discretes o en temps 

real mitjançant imatgeria hiperespectral d’infraroig proper (NIR-HSI). Per al seguiment 

de processos en temps real basat en imatges, s'ha adaptat una extensió d'aquesta 

metodologia, anomenada SWiVIA (Sliding Window Variographic Image Analysis – 

Anàlisi variogràfica d’imatges basada en finestres mòbils), per a l'avaluació en temps 

real de l'heterogeneïtat en el seguiment continu de processos. La versatilitat de la 

metodologia SWiVIA permet l'avaluació de l'heterogeneïtat amb la resolució temporal 

i l'escala espacial d'escrutini desitjada segons les característiques del procés de 

mescla estudiat. 
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OF THE THESIS 

 

 

 





Objectives and structure of the thesis 

3 

1.1 Objectives 

The interest of the industry sector towards the implementation of process analytical 

technologies (PAT) in their manufacturing processes has been continuously 

increasing during the last decades. Although great progress has been made in the 

development and integration of many PAT tools into production processes, there are 

still many challenges to handle adequately the increasing volume of process data so 

that the final products can meet the quality requirements from consumers and 

regulatory agencies. 

The central goal of this thesis is proposing advanced PAT tools to improve industrial 

process understanding, monitoring and control. The main focus will be on the 

development of new multivariate analysis methodologies for process monitoring and 

Multivariate Statistical Process Control (MSPC). The methodologies proposed will be 

addressed to improve: a) process monitoring, modeling and control using 

spectroscopic probes and process sensors; and b) process monitoring using 

hyperspectral imaging. 

Process monitoring, modeling and control using spectroscopic probes and 

process sensors 

The specific objectives linked to this research area are: 

• The use of process modeling tools, such as Principal Component Analysis (PCA) 

and Multivariate Curve Resolution – Alternating Least Squares (MCR-ALS) for 

process understanding and to obtain compressed and interpretable seeding inputs 

for future process control models. 

• The design or improvement of methodologies for offline and online MSPC for 

synchronized batch data. Improvement of offline process control methodologies 

will be based on the adequate selection of the input information used to build the 

MSPC models. New and flexible online MSPC methodologies based on the use of 

local models employing different designs of process time windows will be 

proposed. 

• The design a novel synchronization-free process control methodology for online 

MSPC of non-synchronized batch processes. This approach will allow tracking 

process evolution by using local MSPC models covering a global NOC process 

trajectory, obtained from the overlap of desynchronized individual NOC batch 

trajectories. 

• The proposal of new mid-level data fusion strategies incorporating diverse sensor 

outputs and/or several multivariate model outputs issued from the same sensor, 

but related to different modeling tasks. This approach will  improve the process 



Chapter 1 

4 

control performance and will help in the interpretation of the causes of process 

upsets. 

Process monitoring using hyperspectral imaging 

The specific objectives linked to this research area are: 

• The use of the spatial information from hyperspectral images (HSI) to obtain a 

qualitative and quantitative characterization of the heterogeneity in blending 

formulations. HSI unmixing analysis, specifically based on the Multivariate Curve 

Resolution-Alternating Least Squares (MCR-ALS) algorithm, will be used to obtain 

distribution maps of the compounds in the blend. These maps will provide a visual 

representation of the spatial distribution of the different materials in a blending 

formulation and, hence, a qualitative heterogeneity description. The maps will be 

subsequently used for the quantitative characterization of the heterogeneity based 

on variographic analysis. 

• The design of quantitative heterogeneity indices issued from the variographic 

analysis of distribution maps. A Global Heterogeneity Index (GHI), related to the 

scatter of the individual pixel concentration values, and a Distributional Uniformity 

Index (DUI), linked to the distributional heterogeneity expressed as the evenness 

in the spatial distribution of the different materials forming a blend, will be proposed. 

• The use of heterogeneity indices to characterize the heterogeneity in blending 

processes monitored atline and inline. For real-time continuous assessment of 

heterogeneity in blending processes monitored with pushbroom HSI systems, an 

adapted methodology, called SWiVIA (Sliding Window Variographic Image 

Analysis) will be proposed. The methodology will be designed so that the blending 

time resolution and the spatial scale of scrutiny of the blend will be tuned according 

to the charactristics of the process of in terest. 

1.2 Structure of the thesis 

This thesis describes the research developed and collected in seven publications 

around the topic of development and application of multivariate approaches for 

process monitoring, modeling and control. The manuscript is structured in six chapters 

that include an introductory part and the resu lts and discussion of the research carried 

out. 

In the first chapter, the objectives and structure of this thesis are presented. 

Additionally, the scientific publications derived from this work are listed. In the second 

chapter, a general introduction about the current context of the work related to process 

analytical technologies in modern process manufacturing is given. A brief definition of 

analytical tools, sensors and data typologies for process monitoring is presented. The 

last part is devoted to describing the basics of the chemometric tools used to develop 
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the new strategies for process monitoring, modeling, and control. The third chapter is 

divided into two parts related to the two main categories of processes studied in this 

work: a) processes monitored with spectroscopic probes and b) processes monitored 

with hyperspectral images. For each process case study, a description of the 

experimental setup, materials, sensors and data generated is provided. The raw data 

preprocessing steps are also included. 

In the fourth chapter, a detailed presentation of the results obtained from the 

publications in this Thesis is provided. This chapter is divided into two main sections 

related to the two groups of processes presented in Chapter 3. In Section I, the 

different data configurations used to organize synchronized and non -synchronized 

batch data are presented together with the related discussion of the results for process 

modeling, monitoring, and control. Special attention is provided to the results related 

to the implementation of new methodologies for process data fusion and batch 

synchronization-free online process control. In Section II, the results related to 

processes monitored with hyperspectral images (HSI) are presented. First, the new 

methodology to assess qualitative and quantitative information related to different 

aspects of heterogeneity in chemical images is introduced. To conclude, the results 

related to the application of this approach to the atline and inline monitoring of real 

blending processes are discussed. 

In the fifth chapter, the main conclusions resulting from the present work are 

presented. Finally, in the sixth and final chapter, the list of references to the literatu re 

cited in this Thesis is provided. 

1.3 List of scientific publications presented in this work 

The work performed in this thesis resulted in the seven scientific publications below, 

grouped by topics and following the sequence in the thesis manuscript. 

Publication I. Process modeling and control applied to real-time monitoring of 

distillation processes by near-infrared spectroscopy. 

Authors: de Oliveira, R. R., Pedroza, R. H. P., Sousa, A. O., Lima, K. M. G., and 

de Juan, A. 

Citation reference: Analytica Chimica Acta (2017), 985: 41–53. 

DOI: 10.1016/j.aca.2017.07.038 

Publication II. Process Monitoring of Moisture Content and Mass Transfer Rate 

in a Fluidised Bed with a Low Cost Inline MEMS NIR Sensor. 

Authors: Avila, C. R., Ferré, J., de Oliveira, R. R., de Juan, A., Sinclair, W. E., 

Mahdi, F. M., Hassanpour, A., Hunter, T. N., Bourne, and R. A., Muller, F. L. 

Citation reference: Pharmaceutical Research (2020), 37: 84. 

DOI: 10.1007/s11095-020-02787-y 

https://doi.org/10.1016/j.aca.2017.07.038
https://doi.org/10.1007/s11095-020-02787-y
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Publication III. Acid number, viscosity and end-point detection in a multiphase 

high temperature polymerisation process using an online miniaturised 

MEMS Fabry-Pérot interferometer. 

Authors: Avila, C., Mantzaridis, C., Ferré, J., Rocha de Oliveira, R., Kantojärvi, U., 

Rissanen, A., Krassa, P., de Juan, A., Muller, F. L., Hunter, T. N., Bourne, R. A. 

Citation reference: Talanta (2021), 224: 121735. 

DOI: 10.1016/j.talanta.2020.121735 

Publication IV. Data fusion strategies to combine sensor and multivariate model 

outputs for multivariate statistical process control. 

Authors: de Oliveira, R. R., Avila, C., Bourne, R., Muller, F., and de Juan, A. 

Citation reference: Analytical and Bioanalytical Chemistry (2020), 412:2151–2163. 

DOI: 10.1007/s00216-020-02404-2 

Publication V. Synchronization-Free Multivariate Statistical Process Control for 

Online Monitoring of Batch Process Evolution. 

Authors: Rocha de Oliveira, R. and de Juan, A. 
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2.1 Industry 4.0. Process Analytical Technology 

The lifestyle and development of mankind have been significantly marked by the 

industrial revolution. Nowadays, four different periods are often differentiated that 

relate to crucial milestones related to the industrial progress over more than 200 years. 

Thus, the first industrial revolution happened during the second half of the 18th century 

and the advent of the use of water- and steam-powered mechanical manufacturing 

systems was a breakthrough in the production carried out in the first large factories. 

About 100 years later, the second industrial revolution began when mass production 

assembly lines and electrical energy arrived, resulting in much higher production 

efficiency. The third industrial revolution, in the 1970s, brought advanced electronics, 

which enabled digital programming for the automation of production processes and 

important development of communication technologies, e.g. internet and wireless 

communications. The fourth industrial revolution, known as Industry 4.0, will integrate 

current and yet to come technologies such as the Internet of Things, artificial 

intelligence, machine learning, robotics and advanced computing to dramatically 

change the landscape of manufacturing. 

 

Figure 1 Industrial revolutions in the history of  humankind. Reproduced f rom (Roser, 2015) at 

AllAboutLean.com. 

The term “Industry 4.0” was coined in 2011 by a German initiative named Industrie 4.0 

(Drath and Horch, 2014; Hermann et al., 2016). This term was rapidly adopted by the 

federal government, which announced that Industry 4.0 would be one of the key 

initiatives of its “High-Tech Strategy 2020 for Germany”. Later, in 2013, the “Industrie 

4.0 Working Group” published a report naming three key components for its 

implementation: the internet of things (IoT), Cyberphysical Systems (CPS), and Smart 

Factories (Final report of the Industrie 4.0 Working Group, 2013). Although it is 

advocated that the third industrial revolution, “the Digital Revolution”, has not yet 

reached its full potential (Rifkin, 2016), the term Industry 4.0 was born referring to the 
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next industrial revolution, the fourth industrial revolution (Figure 1), which is about to 

take place right now (Drath and Horch, 2014; Hermann et al., 2016). 

It is claimed that the Industry 4.0 will integrate rapidly evolving technologies, such as 

the IoT, artificial intelligence (AI), robotics, and advanced computing to dramatically 

change the landscape of manufacturing. This will improve current industrial workflows 

and will create new advanced manufacturing technologies enabling autonomous, and 

self-organizing manufacturing systems that operate independently of human 

intervention (Arden et al., 2021). In other words, Industry 4.0 is the automation of 

conventional manufacturing and industrial processes using modern (current and yet 

to be developed) smart technologies. Such technologies will be integrated for 

increased automation, improved communication and self-monitoring due to the ability 

to analyze and detect issues without the need for human involvement. Other related 

concepts bring the same idea under the name of “Industrial Internet”, “Integrated” or 

“Smart Industry” as well as “Smart or Advanced Manufacturing” (Hermann et al., 

2016). 

 

Figure 2 Representation of  how a cyber-physical system (CPS) for pharmaceutical manufacturing will 
look like in Industry 4.0. The key parts of  a CPS include the public-cloud, private-cloud, and 

manufacturing f loor (in gray). Reproduced f rom (Arden et al., 2021) under the terms of  (CC BY NC ND) 

license. 

One of the most promising elements in Industry 4.0 are the cyber-physical systems 

(CPS). They are defined as “the integration of computation and physical processes. 

Embedded computers and networks will serve to monitor and control the physical 

processes, usually with feedback loops where physical processes affect computations 

and vice versa” (Lee, 2008). The idea is to digitally connect machines and also process 

units, e.g. process reactors. As a consequence, information collected about the current 

process status, e.g. sensor measurements and process metadata, should be available 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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much more readily, and reliable process understanding will be derived from the large 

quantities of data provided for analysis. This fusion of the physical and the virtual world 

has been illustrated in a recent work (Arden et al., 2021) for pharmaceutical 

manufacturing in Industry 4.0, as shown in Figure 2. 

In the pharmaceutical context, the scheme shows in the top part the use of information, 

from external inputs coming from the clinical experience and definition of the needed 

product to economic production and market facts. The right and left cloud design 

output information, always related to the actual process taking place, and having a 

bidirectional communication. The gray rectangle at the bottom in Figure 2 highlights 

the in-process testing of the pharmaceutical manufacturing floor in Industry 4.0. This 

includes a series of continuous operation processes, e.g., feeding, wet granulation, 

fluid bed drying, milling, blending, compression, and tablet coating. Moreover, note 

that together with the operation name, the “PAT” acronym is recurrent. 

PAT stands for Process Analytical Technology and it is a technology already 

introduced during the Industry 3.0 to enhance understanding and to control the 

manufacturing process (Arden et al., 2021; FDA, 2004). In 2004, the United States 

Food and Drug Administration (FDA) published a guidance document defining PAT as 

“a system for designing, analyzing, and controlling manufacturing through timely 

measurements (i.e. during processing) of critical quality and performance attributes of 

raw and in-process materials and processes with the goal of ensuring final product 

quality" (FDA, 2004). Although it may look as if this approach was mainly promoted by 

the pharmaceutical industry, PAT had been adopted by many industries including the 

chemical, petrochemical and food industries even before its formalization by the FDA 

in 2004. The adoption of PAT by industries implies a transition from releasing final 

products based on traditional post-process quality control by offline analysis, to 

release products meeting the specifications using in-process testing and analysis of 

process data and measurements. This paradigm shift recommended by the FDA 

guidance is grounded on the concept that  “quality cannot be tested into products; it 

should be built-in or should be by design” (FDA, 2004). 

This quality concept is also a fundamental part of the CPS in Industry 4.0 and many 

PAT tools are used to achieve this goal. These tools, when used within a system, can 

provide effective and efficient means for acquiring information to facilitate process 

understanding, continuous improvement, and the development of risk-mitigation 

strategies. The FDA has categorized PAT tools into four categories: 

a) Multivariate tools for process design, data acquisition and analysis 

b) Process analyzers 

c) Process control tools 

d) Continuous improvement and knowledge management tools 
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When some or all of these tools are appropriately combined, they may be applied to a 

single-unit operation or to an entire manufacturing process to ensure quality assurance 

(FDA, 2004).  

Recent PAT applications involve process monitoring by several advanced process 

analyzers, such as multivariate spectroscopic sensors (e.g. near-infrared and Raman 

spectroscopic probes) combined with univariate process sensors (e.g. devices to 

measure temperature or pressure). These analyzers can generate a large volume of 

data requiring the use of chemometrics tools based on multivariate analysis for 

process monitoring, modeling, and control. The combination of these tools allows the 

extraction of relevant process information for continuous process improvement. This 

information can be related to critical quality attributes to be assessed during different 

steps of the production process, be used for process understanding or consist of 

statistical parameters applied to control the process evolution and endpoint. 

In this thesis, appropriate combinations of PAT tools have been proposed and applied 

to improve process understanding, monitoring and control of different processes. 

Although the main focus of this work has been the development of new multivariate 

analysis approaches for process monitoring and control, a brief description of the main 

instrumental process analyzers used in industry, with specific attention to those 

applied to the real processes in this thesis, is provided in the next subsection. 

2.2 Analytical tools for process monitoring. Sensor typology and 
sensor data 

It is said that in Industry 4.0 “nothing goes without sensor systems" (Arnold, 2014). 

Indeed, as mentioned before, one of the four PAT tool categories defined by the FDA 

guideline includes the process analyzers (FDA, 2004). This subsection provides a 

basic introduction to the typology of process analyzers and their related data, 

generated for real-time process monitoring in this thesis. 

Before describing the main typologies of analytical sensors, it is relevant mentioning 

that the location of a sensor in a process line determines whether the measurements 

obtained are atline, online or inline. Atline defines measurements coming from a 

sample manually extracted from the process line and analyzed in the immediate 

environment of the manufacturing process. Online applies to measurements acquired 

from a sample diverted, e.g. via bypass, from the process stream that can be returned 

to the process line. Finally, inline measurements take place when the sample is not 

removed from the process stream (FDA, 2004). Inline and online process analyzers 

can provide measurements at high frequency and are thus preferable for real-time 

process monitoring. Atline process analyzers perform measurements at lower 

frequencies but are more accurate. 

The measurement of different physicochemical parameters during a process can 

provide valuable information that can be related to the physical and chemical state of 
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a process. The most conventional process sensors aim at measuring single 

parameters, also known as engineering variables, such as temperature, pressure, tank 

level and flow rate. Most of these measurements are currently carried out inline. Figure 

3A shows the data related to a process sensor measuring vapor temperature during a 

batch distillation process (de Oliveira et al., 2017). 

 

Figure 3 Inline measurements of  a batch distillation process. (A) Vapor temperature and (B) raw NIR 
absorption spectra of  distilled product. Observations are colored according to batch time, f rom dark blue 

(beginning of  the process) to dark red (end of  the process). 

Thanks to the development of advanced analytical tools for process monitoring, more 

complex information can be obtained in real-time, which can be used for process 

understanding, monitoring and control. In this sense, spectroscopic probes are the 

main option and provide a multivariate response, i.e., a full spectrum, that informs 

about physical and chemical properties of the process point tested. Spectroscopic 

techniques, especially near-infrared (NIR) spectroscopy, stand out as attractive 

analytical tools for inline process monitoring. NIR spectroscopy is a type of vibrational 

spectroscopy ranging from 780 to 2500 nm in the electromagnetic spectrum and 

allows probing overtones and combination bands of the fundamental mid-infrared 

vibrations of -CH, -NH, and -OH groups (Burns and Ciurczak, 2009; Ozaki and 

Morisawa, 2021). Due to the ability to measure solid, liquid and gaseous samples, the 

fast acquisition of spectral data, the minimal or no sample preparation, and the low 

cost, NIR has become one of the most advantageous technique for process monitoring 

(Pasquini, 2018). The fiber optic probes coupled to NIR spectrometers can be located 

directly in the process streams, allowing continuous real-time in-process 

measurements, even in harsh environments (Avila et al., 2020; Grassi et al., 2019; 

Pasquini and Scafi, 2003). A NIR process analyzer provides chemical and physical 

information about the process, enclosed in a number of spectroscopic variables that 

can reach up to hundreds or thousands spectral channels, which is a much richer way 

to monitor a process than using only a few parameters issued from conventional 

process sensors. To exemplify this, Figure 3B shows several raw inline NIR absorption 

spectra collected during the batch distillation process. The data were collected 

synchronously to the temperature measurements in Figure 3A and represent the 

evolution of a single batch run. It is important to mention that other spectroscopic 

techniques such as UV-VIS, FT-IR, Raman, molecular fluorescence and even NMR 

are also used for inline process monitoring (Bowler et al., 2020; Dalitz et al., 2012; 



Chapter 2 

14 

Takahashi et al., 2015). Moreover, gas and liquid chromatography have also been 

adapted as online process analyzers. Even when there has been a big progress in the 

adaptation in terms of speed and accuracy of other spectroscopic sensors, these 

techniques still lack many of the advantages mentioned for the NIR probes and this is 

the reason why NIR analyzers are still the most current option in the industrial 

environment. 

The versatility of NIR spectroscopy for process monitoring is not limited to the 

collection of a single spectrum per process point. Several NIR spectra can be collected 

in a spatially resolved manner using near-infrared hyperspectral image (NIR-HSI) 

process analyzers. Hyperspectral images (HSI), also called chemical images (CI) are 

a special type of spectroscopic measurement that gives both spectral and spatial 

information from a sample (Amigo, 2020). In this way, HSI connects chemical and 

spatial information and provide excellent information to study the composition of the 

chemical constituents of the sample and their spatial distribution. The spatial 

information is of utmost importance to study the heterogeneity evolution in mixing 

processes (Rocha de Oliveira and de Juan, 2021a, 2020). An HSI analyzer works by 

attributing a spectrum to every individual pixel in the image. As a consequence, the 

information of a HSI can be displayed as a 3D data cube, where two dimensions of 

the cube are the spatial coordinates (x and y) of pixels and the third is the spectral 

dimension (λ). Figure 4A illustrates this data cube for an atline NIR-HSI collected from 

a pharmaceutical formulation sample before a blending process (Rocha de Oliveira 

and de Juan, 2020). In Figure 4B, the NIR spectra related to three HSI pixels indicated 

in Figure 4A are shown. 

 

Figure 4 (A) Data cube representation of  a NIR-HSI collected f rom a pharmaceutical formulation 

sample. (B) Representation of  three pixel spectra f rom the NIR-HSI data. 

HSI data can also be collected using other types of spectroscopic techniques such as 

Raman, FT-IR and fluorescence spectroscopies (Amigo, 2020; Gómez-Sánchez et al., 

2021). Due to the inherent advantages related to NIR spectroscopy, NIR is one of the 

most used spectroscopic techniques to obtain HSI data for process monitoring 

(Boldrini et al., 2012). Another advantage of NIR-HSI compared to other imaging 

systems is the acquisition mode, very suited for real-time process monitoring. Thus,  

NIR-HSI acquisition for real-time process monitoring is usually carried out employing 

a line scanning or push-broom configuration. In a push-broom configuration, a detector 

is continuously scanning lines of pixel spectra over a sample and the HSI is built up 
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by moving the sample longitudinally. This configuration allows fast collection of HSI 

turning into a convenient industrial solution for the inline continuous and non-invasive 

monitoring of material on conveyor belt systems, for instance. This time saving comes 

at the expense of lower spectral and spatial resolution when compared to other 

configurations such as point and plane scanning. Description of these different image 

acquisition configurations can be found elsewhere (Grassi, 2020). 

Process analyzers such as temperature, NIR probes and NIR-HSI were used in this 

thesis for the inline and atline monitoring of different types of batch processes. Atline 

measurements of some critical quality attributes were carried out using reference 

analytical methods. The batch process data generated by these process analyzers 

allowed the development of data-driven models for batch process understanding, 

monitoring and control using new approaches, often based on evolutions or 

combinations of the chemometrics tools described in the next subsection. It is 

important to note that, although NIR has been the spectroscopy used throughout the 

thesis, the chemometric solutions proposed can be applied to any other spectroscopic 

probe meant to be used in a process analysis context. 

2.3 Chemometric tools for process monitoring, modelling and 
control 

Many chemometric tools have been designed for monitoring, modelling and control of 

industrial processes through multivariate analysis of batch process data. Exploratory 

tools are often used to model batch process data and visualize the variability among 

batches in a low-dimensionality space representing their process trajectories. 

Multivariate Curve Resolution offers deeper insight for modeling tasks and provides 

process profiles connected with spectroscopic fingerprints for all compounds involved 

in a process. Multivariate regression models allow the continuous monitoring of 

processes by predicting key properties from sensor measurements during the process 

evolution. The models and results provided by these tools can be combined to develop 

multivariate statistical process control charts, which are useful either for batch 

endpoint detection or to control the complete batch process evolution. The basics of 

the tools used to develop the new strategies for process monitoring and control 

developed in this thesis are described in the following subsections. 

2.3.1 Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is one of the most common exploratory methods 

for modeling multivariate batch process data (Wold et al., 2009, 1998). It is also the 

ground for the construction of most of the multivariate statistical process control 

(MSPC) charts, also called latent variable-based MSPC charts (Ferrer-Riquelme, 

2010; Kourti and MacGregor, 1995). As many other chemometric tools, PCA is a data-

driven method and provides information based only on the measurements acquired 
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during the process, without using any prior knowledge of the process mechanism or 

about the identity of the compounds involved. 

Batch process data can be formed by many observations defined by many variables, 

e.g., hundreds or thousands of spectra collected during the process evolution, 

organized into a data matrix. The objective of PCA is to compress the information 

offered by the high-dimensionality batch process data matrix into a low-dimensional 

subspace defined by a small number of principal components (PC’s). By doing so, the 

maximum non-random variance of the process data is explained by the PC’s, which 

are orthogonal linear combinations of the original variables (Jolliffe, 2002; Wold et al., 

1987a). The PCA model for a process data matrix 𝐗(𝑁 × 𝐽) is expressed as: 

𝐗 =  𝐓𝐏𝐓 + 𝐄 
(1) 

where 𝐓(𝑁 × 𝐴) is the scores matrix, related to the 𝑁 observations of batch process 

data, 𝐏𝐓(𝐴 × 𝐽) is the loadings matrix, related to the importance of the 𝐽 variables in 

the description of the 𝐴 PC’s, and 𝐄(𝑁 × 𝐽) is the residual matrix after modeling. The 

dimension of the PCA model, i.e. the number of PC’s required to describe the relevant 

variation in the original data set, can be found using a suitable cross-validation method 

(Eastment and Krzanowski, 1982). 

 

Figure 5 (A) Forty NIR spectra observations f rom a batch run of  a f luidized bed drying of  pharmaceutical 
granules process. (B) Related PCA scores scatter plot; colors are related to the spectral observations. 

(C) Loadings plot of  the PCA model. The inline NIR spectral observations and related scores are colored 
according to batch time, f rom dark blue (f irst) to dark red (last). PCA results are obtained f rom centered 

data. 

In the context of a process monitored spectroscopically, 𝐗 would be the matrix of 

spectra acquired, 𝐓 a matrix describing the evolution of the observations of the process 

in the small space of PC’s and 𝐏 the loading matrix that would express the importance 

of the different spectroscopic variables to define the PC’s. To illustrate this, Figure 5A 

represents 40 NIR spectra spanning 401 spectral channels from 1750 to 2150 nm, 

related to observations collected during a fluidized bed drying batch process (Avila et 

al., 2020; Rocha de Oliveira and de Juan, 2021b). The PCA decomposition of this 

spectroscopic data set is represented by the scatter score plot of the two first PC’s in 

Figure 5B and the related loadings in Figure 5C. These two PC’s account for 99% of 
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the total variance. The scatter plot of the spectral observations in the PCA space, 

Figure 5B, allows the visualization of the complete drying process trajectory. Note that 

the variation expressed by the 401 spectroscopic variables in Figure 5A is well 

captured using only two PC’s. When more batches are included in this PCA model, 

the individual batch trajectories can be overlaid in the same score plot giving a global 

trajectory of this process. This trajectory also permits the visualization of batch 

deviations when a process disturbance occurs. High loadings (in absolute values) in 

Figure 5C point out at the most relevant spectroscopic variables to explain the spectral 

evolution along the process. As can be seen in the loading of PC1 (expressing 97% 

of the variance) the three bands of maximum spectral variation, with bigger signal 

changes around 1750, 1950 and 2150 nm, are clearly recognized. 

2.3.2 Partial Least Squares Regression (PLS) 

Batch processes were traditionally monitored by atline or offline determinations of 

critical parameters related to physical and chemical properties that defined the process 

evolution and the quality attributes of the end-products. Now, with the increasing 

importance of process digitalization and the continuous effort towards the Industry 4.0 

principles, many industrial processes are monitored with inline real-time process 

sensors. These sensors, often spectroscopic probes, provide the seeding information 

to set multivariate calibration models to relate the inline spectral observations collected 

to the related critical parameters of interest. The first step is establishing the model 

between the spectra measured (X matrix) and the critical parameters of interest (Y 

matrix) using a set of calibration samples, for which both kinds of information are 

available. Afterwards, the developed multivariate calibration model can be used for 

continuous monitoring of new batch processes through the real-time prediction of the 

critical process parameters from the inline spectroscopic measurements acquired. 

Partial least squares (PLS) regression is the multivariate calibration method most 

frequently used to provide suitable models for real-time process monitoring (Wold et 

al., 2001). The objective of PLS is to build a calibration model that expresses the 

maximum covariance between the data matrix 𝐗 of sensor measurements (e.g., 

spectra) and the matrix of parameters to be predicted 𝐘 (e.g., % moisture) (Martens 

and Næs, 1991; Næs, 2004). This covariance information is expressed by a few 

successive abstract factors, called latent variables, which compress the relevant 

information in 𝐗 and 𝐘 matrices. The PLS algorithm decomposes the matrices 𝐗 and 

𝐘 in factor scores 𝐓 and 𝐔 related to samples in 𝐗 and 𝐘, respectively, and factor 

loadings 𝐏 and 𝐐 related to variables in 𝐗 and 𝐘, respectively. The factor 

decomposition can be expressed by the equations below (Wold et al., 1987b). 

𝐗 =  𝐓𝐏𝐓 + 𝐄 
(2) 

𝐘 =  𝐔𝐐𝐓 + 𝐅 
(3) 
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where 𝐄 and 𝐅 are the residuals in 𝐗 and 𝐘, respectively, not explained by the latent 

variables in the models. 

The regression model is obtained by the eq.(4) using 𝐓 and 𝐔. 

𝐔 =  𝐓𝐁𝑷𝑳𝑺 + 𝐇 
(4) 

where 𝐁𝑷𝑳𝑺 is a matrix that contains the PLS coefficients relating the information of 𝐗 

and 𝐘, expressed by their respective scores. More details on how the regression 

coefficients are obtained can be found elsewhere (Haaland and Thomas, 1988; 

Martens and Næs, 1991; Næs, 2004; Wold et al., 2001, 1987b). 

 

Figure 6 (A) NIR spectra observations f rom a f luidized bed drying of  pharmaceutical granules. (B) PLS 
predictions of  % moisture content based on the NIR observations. The inline NIR spectral observations 

and related PLS predictions are colored according to batch time, f rom dark blue (f irst) to dark red (last). 

Once the PLS regression model is built, it can be used for the prediction of critical 

parameters related to a set of new spectral observations, 𝐗𝐧𝐞𝐰. First, the scores 

related to 𝐗𝐧𝐞𝐰 are obtained using the loading matrix 𝐏, 

𝐓𝐧𝐞𝐰  =  𝐗𝐧𝐞𝐰𝐏 
(5) 

Then, using the PLS model coefficients, 𝐘 scores (𝐔𝐍𝐄𝐖) are calculated, 

𝐔𝐧𝐞𝐰  =  𝐓𝐧𝐞𝐰𝐁𝑷𝑳𝑺 
(6) 

Finally, using the loading matrix 𝐐, the matrix of the parameters of interest, 𝐘𝐧𝐞𝐰, is 

predicted, as: 

𝐘𝐧𝐞𝐰  =  𝐔𝐧𝐞𝐰𝐐𝐓 
(7) 

To illustrate the use of PLS for process monitoring, the drying spectroscopic data 

shown in the PCA example will be used. Thus, Figure 6A shows again the inline 

collected NIR spectra during the drying process and Figure 6B the related PLS-based 

predictions of moisture content as a function of the drying time (colored circles). The 

magenta triangles in Figure 6B represent the moisture content from samples retrieved 

for offline analysis, which indicates the good quality of the PLS predictions. The 
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establishment of the PLS calibration model was carried out using multivariate data 

collected from previous batch runs. 

In this thesis, PLS regression is used to build multivariate calibration models for the 

prediction of one or more critical parameters in different batch process applications. 

The PLS predictions from the models developed will be also useful in the context of 

multivariate statistical process control to be combined with outputs from process 

sensors and other multivariate models. 

2.3.3 Multivariate Statistical Process Control (MSPC) 

Multivariate statistical process control (MSPC) models aim at providing statistical 

boundaries that allow building control charts to assess whether a process is on- or off-

specification based on the measurement of multivariate process variables, e.g. NIR 

spectra (Kourti, 2009). MSPC models can have different goals, such as batch endpoint 

detection or checking process evolution. To use MSPC in any context, MSPC models 

should be built using multivariate process observations from batches that are 

representative of normal operating conditions (NOC). Afterwards, observations of new 

batches are submitted to the MSPC model to check whether they are within the NOC 

boundaries or not. In this section, only the basics on how to build and use MSPC 

models for endpoint detection are described. Later, in  Section I of Chapter 4, new 

proposals to use MSPC for process evolution assessment will be described in detail. 

Based on the same process example used to illustrate the PCA and PLS methods, an 

MSPC model for drying endpoint detection would be built using NIR spectra 

observations from the endpoint of several NOC drying batches, arranged in a data 

matrix, 𝐗𝐍𝐎𝐂. The statistical boundaries for the drying endpoint detection would be set 

based on the PCA decomposition of 𝐗𝐍𝐎𝐂. 

Here 𝐓𝐍𝐎𝐂 is the scores matrix of the endpoint NOC observations used to build the 

model and 𝐏𝐍𝐎𝐂
𝐓 , the loadings matrix (which is the link between scores and the original 

matrix XNOC). 𝐄NOC describes the residual variation unexplained by the PCA model. 

Using this PCA model, the scores (𝐭new) for any new inline NIR spectrum acquired in 

real-time, 𝐱new , are obtained as follows, 

And the related vector of residuals is obtained as: 

𝐗𝐍𝐎𝐂  =  𝐓𝐍𝐎𝐂𝐏𝐍𝐎𝐂
𝐓  +  𝐄𝐍𝐎𝐂  

(8) 

𝐭new  =  𝐱new 𝐏𝐍𝐎𝐂 
(9) 

𝐞𝐧𝐞𝐰  =  𝐱new − 𝐭new𝐏NOC
T  

(10) 
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From the PCA-based MSPC model built with endpoint observations, two MSPC control 

charts can be built, in which observations of new batches are represented: a) a 

Hotelling's T2 chart, also referred as D-statistic (𝐷𝑠𝑡𝑎𝑡. ), where the Mahalanobis 

distance from the center of the latent subspace, representing the average NOC 

observation, to the location of the new observation in the score plot is displayed, and 

b) the Q-statistic (𝑄) chart, where the residual of the new observation, related to the 

variation not explained by the PCA model of NOC observations, can be seen. 

The Hotelling’s 𝑇2 is calculated for any new observation using the predicted 𝐭new  and 

the following equation, 

where 𝚯 is the PCA scores covariance matrix (Kourti, 2002; MacGregor and Kourti, 

1995). Under the assumption that the scores follow a multivariate normal distribution, 

the control limit for this chart is calculated according to the equation estimated by 

(Jackson, 1991), 

where 𝐼 is the number of observations in 𝐗𝐍𝐎𝐂 used to build the PCA model with 𝐴 

PC’s and 𝐹(𝐴, 𝐼 − 𝐴, 𝛼) is the 100(1 − 𝛼) percentile of the corresponding F-distribution. 

The 𝑄-statistic is calculated for any new observation using the vector of residuals 𝐞new  

as, 

Regarding the control limit for the 𝑄-statistic control chart limit, 𝑄𝑙𝑖𝑚  , (Jackson and 

Mudholkar, 1979) showed that an approximate critical value for 𝑄 at significance level 

α is given by, 

where, 𝜃1 = ∑ 𝜆𝑘
𝑘𝑟𝑎𝑛𝑘 (𝐗 𝐍𝐎𝐂)

𝑗=𝐴+1
 and ℎ0 = 1 − (

2𝜃1 𝜃3

3𝜃2
2 ), 𝜆𝑗 are the eigenvalues of the PCA 

residual covariance matrix and 𝑧𝛼 is the 100(1 − 𝛼) standardized normal percentile. 

Often, for an easier interpretation of the MSPC charts, reduced MSPC statistics (𝑄𝑟 

and 𝑇𝑟.
2) are calculated by dividing the obtained 𝑄 and 𝑇 2 values by their related 

𝑇2 = 𝐭𝐧𝐞𝐰
T 𝚯−1𝐭𝐧𝐞𝐰 

(11) 

𝑇𝑙𝑖𝑚
2 =

𝐴(𝐼 − 1)

𝐼 − 𝐴
𝐹(𝐴, 𝐼 − 𝐴, 𝛼) (12) 

𝑄 = 𝐞𝐧𝐞𝐰
𝐓 𝐞𝐧𝐞𝐰 

(13) 

𝑄𝑙𝑖𝑚  = 𝜃1 [
𝑧𝛼√2𝜃2 ℎ0

2

𝜃1

+ 1 +
𝜃2 ℎ0(ℎ0 − 1)

𝜃1
2

]

1/ℎ0

 (14) 
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control limits; therefore, the control limit of charts based on reduced values becomes 

equal to one. 

For the drying endpoint detection associated with the NIR spectra shown in Figure 7A, 

the related reduced Q-statistical control chart, 𝑄𝑟, is depicted in Figure 7B. When the 

drying batch run started, the new spectral observations were far from the endpoint of 

previous batches (NOC observations); thus, their related residual vector, 𝐞𝐧𝐞𝐰, was 

large and 𝑄𝑟 values appear above the chart control limit, shown as a discontinuous 

red line in Figure 7B. Conversely, as the process progresses towards the endpoint, 

new observations get gradually more similar to the NOC observations and the 𝑄𝑟 

values decrease until the endpoint is reached, where 𝑄𝑟 < 1. 

 

Figure 7 (A) NIR spectra observations f rom a f luidized bed drying of  pharmaceutical granules , used for 
endpoint detection using an MSPC model. (B) MSPC Q-statistical control chart for endpoint detection 
related to the inline NIR observations, where the control limit (Qrlim = 1) is represented by the 

discontinuous red line. The inline NIR spectral observations and related Qr values are colored according 

to batch time, f rom dark blue (f irst) to dark red (last). 

In this thesis, PCA-based MSPC models were built for endpoint detection of single 

and multiphase batch process applications. The multivariate data used to build the 

MSPC models were based on NIR spectral measurements or on the combination of 

this information with other process sensor measurements in data fusion  scenarios 

(See section 4.3.1). Although the developed MSPC for online control of batch process 

evolution is not described in this section, the basic principles to build control charts 

described here will be used. 

2.3.4 Multivariate Curve Resolution – Alternating Least Squares (MCR-ALS) 

Another powerful tool to extract qualitative and quantitative information from 

multivariate process data is Multivariate Curve Resolution – Alternating Least Squares 

(MCR-ALS) (de Juan and Tauler, 2021; Tauler et al., 1993). For a spectroscopic-

monitored process, MCR-ALS can provide the concentration profiles and pure spectral 

fingerprints for all compounds involved by using only the spectra acquired during the 

process evolution and without assuming any postulated process mechanism, i.e., it is 

a data-driven soft-modeling method. An MCR-ALS model tries to explain the maximum 

possible variance of the initial measurements through a bilinear model, as PCA does. 
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However, in contrast to PCA, MCR-ALS gives physically and chemically meaningful 

concentration and spectral profiles of the pure components of the system. 

MCR-ALS assumes that the original set of process observations behaves following a 

bilinear model, which is the multiwavelength extension of Lambert-Beer's law and is 

described by the following expression (de Juan et al., 2014; de Juan and Tauler, 2003; 

Tauler et al., 2009, 1993): 

In this context, 𝐗 is a data table with spectroscopic process observations from a single 

batch. 𝐒𝐓 contains the pure spectra signatures of the components needed to describe 

the process and 𝐂 the related concentration profiles. 𝐄 is the matrix with the residual 

part not explained by the model related to the experimental error. Figure 8A shows the 

graphical representation of the MCR-ALS decomposition of the data matrix 𝐗 into 𝐂 

and 𝐒𝐓 profiles. 

 

Figure 8 Graphical representation of  MCR-ALS decomposition of  a single dataset (A), and a multiset 

structure (B). 

MCR-ALS obtains 𝐂 and 𝐒𝐓 matrices using an alternating iterative optimization 

method. First, an initial estimate of 𝐂 or 𝐒𝐓 should be used to start the iterative 

procedure. Then, in each iterative cycle, the 𝐂 and 𝐒𝐓matrices are calculated under 

the action of some selected constraints, applied to reduce the ambiguity of the final 

solutions and to give physicochemical meaning to the profiles retrieved (Tauler et al., 

𝐗 = 𝐂𝐒𝐓 + 𝐄 
(15) 
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1995). The optimization continues until an optimal solution is obtained that fulfills the 

constraints assumed and the preset convergence criterion. Methods such as Evolving 

Factor Analysis (EFA) (Maeder, 1987) or SIMPLe-to-use Interactive Self-modeling 

Mixture Analysis (SIMPLISMA) (Windig and Guilment, 1991) can provide good initial 

estimates to start the MCR-ALS iterative optimization. Typical MCR-ALS constraints 

commonly used are non-negativity and unimodality, i.e., presence of a single 

maximum per concentration profile. Additionally, local rank constraints, i.e., setting the 

absence of certain compounds in observations of the concentration profiles, can be 

useful to improve the quality of the resolved spectral signatu res. In the context of 

process analysis, hard-modeling constraints, focused on fitting some concentration 

profiles according to a predefined physicochemical model can also be applied. More 

details about the MCR-ALS optimization procedure and available constraints can be 

found elsewhere (de Juan and Tauler, 2021; Jaumot et al., 2014; Tauler et al., 1993). 

 

Figure 9 MCR-ALS process modeling of  a distillation process monitored spectroscopically. (A) 

preprocessed inline NIR spectra colored according to % of  the batch distillation f rom dark blue (5%) to 
dark red (90%). (B) The distillation (concentration) prof iles for and (C) the related pure spectral prof iles 

for the four components (c1-4) 

To illustrate how MCR-ALS can be used to model a single batch process, Figure 9 

shows the data of a gasoline/ethanol blend distillation batch monitored with NIR 

spectroscopy  and the related MCR-ALS results (de Oliveira et al., 2017). Figure 9A 

shows the preprocessed spectral observations (86 NIR spectra with 573 spectral 

channels from 1100 to 2230 nm) collected inline from the distilled product. The MCR-

ALS decomposition of this spectroscopic data set is represented by the concentration 

(distillation) profiles of four components in Figure 9B and the related spectral 

fingerprint profiles in Figure 9C. From the spectral profiles, the components in Figure 

9C can be assigned to the main distilled fractions of gasoline/ethanol blends: light 

hydrocarbons (c1), ethanol (c2), and mid to high molecular weight (MW) hydrocarbons 

and aromatic compounds (c3 and c4). The identity of these compounds is confirmed 

when looking at the distillation profiles in Figure 9B. Note that the low MW 

hydrocarbons fraction is mainly distilled together with ethanol as azeotropes at the 

beginning of the distillation, as observed in the concentration profiles of components 

c1 and c2. After 70 wt% of the distillation process, almost all ethanol, component c2, 

was boiled-off remaining most of the mid to high MW fractions of gasoline, rich in 

aromatic compounds, components (3) and (4). See Publication I (de Oliveira et al., 

2017) for a more detailed interpretation. 
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The same MCR-ALS bilinear model can also be used to perform image unmixing from 

processes monitored with hyperspectral imaging (HSI) systems (de Juan et al., 2019; 

de Juan, 2020; Piqueras et al., 2011; Rocha de Oliveira and de Juan, 2020). Although 

the dataset of a single HSI can be visualized as a 3D data cube (Figure 10A), where 

two dimensions (𝑥 and 𝑦) are the pixel coordinates and the third is the spectral 

dimension (𝜆), the data cube can be unfolded into a 2D matrix 𝐗 with all pixel spectra 

one under the other, with rows (𝑥 × 𝑦 pixels) and columns (𝜆). The resolution of 𝐗 

using MCR-ALS provides the 𝐂 and 𝐒T matrices related to the concentration and pure 

spectral fingerprint of the components present in the HSI. The stretched concentration 

profiles in matrix 𝐂 can be appropriately folded back to recover the unmixed distribution 

maps of each component, see Figure 10A. 

 

Figure 10 (A) Graphical representation of  the application of  Multivariate Curve Resolution−Alternating  
Least Squares (MCR-ALS) for unmixing of  an HSI dataset. (B) Representation of  the MCR-ALS 

unmixing of  a real dataset, NIR-HSI (150 × 150 pixels × 224 spectral channels) of  a pharmaceutical 
mixture (CAF – caf feine, STA – starch, and ASA – acetylsalicylic acid) into distribution maps and related  
pure spectral f ingerprints. x and y are spatial pixel coordinates and λ represents the spectra 

wavelengths. Note that both distribution maps and spectral f ingerprints of  the three components are 

overlaid in a single plot.   

Figure 10B illustrates how MCR-ALS can be used to unmix a real HSI dataset collected 

from a pharmaceutical mixture (CAF – caffeine, STA – starch, and ASA – 

acetylsalicylic acid) during a blending process (Rocha de Oliveira and de Juan, 2020). 

The data cube in Figure 10B (left) represents a NIR-HSI with 150 × 150 pixels and 

224 spectral channels scanned, from 930 to 1750 nm. The preprocessed NIR pixel 

spectra, representing the unfolded HSI datacube (matrix 𝐗 in Figure 10A), are depicted 

next to the datacube in Figure 10B. The MCR-ALS unmixed distribution maps 
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(refolded 𝐂 matrix) and related spectral profiles (matrix 𝐒𝐓) are depicted on the right of 

Figure 10B. The distribution maps of the three pure components are overlaid in a 

combined RGB map (Red for CAF, green for STA, and blue for ASA). Note that after 

the MCR-ALS unmixing of the HSI dataset, the distribution of the three ingredients can 

be easily visualized. From these distribution maps, quantitative quality parameters 

related to different aspects of heterogeneity can be extracted allowing better blending 

process monitoring. This aspect will be discussed later in Section II of Chapter 4. 

Either for process modeling or image unmixing, multiple data sets can be an alyzed 

simultaneously using the same MCR-ALS bilinear model (Tauler et al., 2020). In this 

case, the individual matrices, 𝐗𝒊, for each batch or HSI unfolded matrix can be 

arranged in a column-wise augmented multiset and the eq. (15) extended as, 

In this data configuration, the components in the different matrices share the same 

spectral profiles 𝐒𝐓, but may have different concentration profiles in each subset of the 

augmented matrix. 𝐂𝒊 submatrices can also have different numbers of rows. See 

Figure 8B for the graphical representation of eq. (16). The multiset configuration 

presented relates to multisets of 𝐗𝒊 matrices monitored using the same spectroscopic 

technique, as will be the case in the examples of this thesis, but other row-wise and/or 

column-wise augmented multiset arrangements, coupling several experiments 

monitored with different techniques are also possible. (Tauler, 1995; Tauler et al., 

2020) 

In this thesis, MCR-ALS was used for process modeling of a distillation process 

(Publication I) and image unmixing for a blending process monitored with NIR-HSI 

(Publication VI). MCR-ALS was also employed to compress spectroscopic information 

to design strategies for MSPC based on the sole NIR information or the combination 

with temperature profiles as discussed in Publications I and IV. 

 

 

𝐗 = [

𝐗𝟏

𝐗𝟐

𝐗𝟑

] =  [

𝐂𝟏

𝐂𝟐

𝐂𝟑

]𝐒𝐓 + [
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3.1 Processes monitored with spectroscopic probes and process 
sensors 

The PAT tools presented in Section I of Chapter 4 were designed to tackle different 

situations related to the application of process modeling methodologies and the 

development of multivariate statistical process control approaches for batch 

processes. In this thesis, process control models have been applied for endpoint 

detection or to control the evolution from the start to the end of the batch process. 

Whereas endpoint detection is a simpler task and the main problems arise from the 

nature of the process and the sensors used, controlling the batch process evolution 

has required the development of new approaches to ensure that synchronized or non-

synchronized batch process data could be handled adequately. Finally, all PAT tools 

developed were designed to handle data from batch processes monitored with single 

or multiple process sensors. To demonstrate these situations and the PAT tools 

developed, three batch processes with different characteristics and monitored by 

different sensors were used in this thesis. A description of each process and the 

purposes for which it has been used is presented in the next subsections. 

3.1.1 Multistep polyester production 

Saturated polyester resins are used in diverse applications, especially for powder 

coating in automotive and construction segments. The growing global demand for this 

product requires the optimization of the production process to ensure consistent final 

product quality. The industrial production of saturated polyester resins consists of the 

polycondensation reaction of polycarboxylic acids or their anhydrides and 

polyalcohols, producing water as a by-product. This is a batch process carried out in 

a two-stage esterification steps. The first stage involves the preparation of a 

precondensate by reaction of the acids with an excess of polyalcohols and the second 

stage takes place when the reaction of the remaining polyalcohols with additional acids 

is carried out. The reaction takes place at high temperatures and sensors need to be 

adapted to work in this harsh environment. To monitor each process stage completion 

and control the final product quality specification, some key analytical indicators such 

as acid number (AN) and viscosity (V) were usually monitored atline. These atline 

methods satisfied the needs for quality control tests, but they were labor and time-

consuming and prone to sampling errors, making difficult the quick correction of 

process upsets and the fast and reliable detection of process stage endpoints. 

For real-time process monitoring and implementation of statistical process control 

strategies, in situ NIR spectroscopy was proposed as a better approach both to do 

real-time prediction of the key parameters of interest and to detect the endpoint of 

each of the two process stages. In this thesis, the NIR data collected during process 

monitoring were used for the development of PAT tools for process monitoring and 

control. 
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Several batch runs for the production process of saturated polyester resins were 

carried out at Megara Resins industrial facility in  Megara, Greece, following their 

commercial recipe. Figure 11A shows the complete process workflow. Liquid and solid 

reactants were added at the beginning of the two process stages, which took place 

under a continuous stream of nitrogen gas inside the reactor. Once the second stage 

reached the endpoint, additives were added to obtain the final polyester resin. The 

whole process was carried out at temperatures between 200 and 240 ºC. Inline NIR 

spectroscopic process monitoring was carried out using an immersion transmittance 

probe coupled with optical fibers inside a small-scale reactor. Figure 11B shows the 

schematic experimental setup and a picture of the actual system where all batches 

were carried out. Key properties AN and V were determined atline by manual acid-

base titration and using a cone/plate viscometer, respectively. These reference values 

were used to build NIR-based calibration models for inline prediction of AN and V 

values. 

 

Figure 11 (A) Complete polymerization process workf low. (B) Schematic and actual picture of  the 

experimental setup to produce the polyester resins, reproduced f rom (Avila et al., 2021). 

The presence of a multiphasic and complex mixture of different materials, mainly at 

the beginning of each process stage, affected severely the NIR measurements, which 

showed a high noise level and strong baseline fluctuations due to the light scattering 

caused from both solid particles and gas bubbles. Spectral preprocessing consisted 

of the application of a moving average of consecutive NIR observations followed by 

Savitzky-Golay derivative (Savitzky and Golay, 1964) (1st-order derivative, 2nd-order 

polynomial function and 15-point window). Figure 12 shows the NIR infrared spectra 

before (Figure 12A) and after (Figure 12B) spectral preprocessing. 
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Figure 12 NIR spectra f rom a complete polyester production process before (A) and af ter (B) spectral 

preprocessing. Color scale indicates the temporal variation of  batch observations, f rom the beginning 

(blue) to the end (red), reproduced f rom (de Oliveira et al., 2020). 

Due to differences in process evolution among the different batch runs, this is an 

example of non-synchronized batch process data. With the NIR data, predictive 

multivariate models (PLS) for AN and V and PCA-based MSPC for endpoint detection 

of the two process stages have been developed. Also, a mid-level data fusion strategy 

to combine the several NIR information outputs issued from the PLS and MSPC 

multivariate models was designed to improve endpoint detection. 

3.1.2 Fluidized bed drying of pharmaceutical granules 

Fluidized bed (FB) drying is a common unit operation in the pharmaceutical industry. 

It is used to remove water or other solvents added to the dry powder pharmaceutical 

mixture during the wet granulation process. This process is performed before further 

processing operations, such as tablet compression. Therefore, controlling the 

endpoint moisture content is key to guarantee downstream processability and final 

product quality. Traditional methods for the monitoring of the moisture during a drying 

process include the loss on drying (LOD) and Karl Fischer titration methods; however, 

these methods can only be used for atline samples and are time-consuming (Green 

et al., 2005). Consequently, many pharmaceutical industries are introducing fast inline 

analytical techniques, such as NIR spectroscopy for real-time drying process 

monitoring (Green et al., 2005; Nieuwmeyer et al., 2007; Peinado et al., 2011). NIR 

spectra can be affected by both chemical and physical changes of pharmaceutical 

granules during the drying process. When coupled to chemometric tools, this 

information can be used to provide quantitative information about moisture content 

and to develop MSPC charts. Even though temperature sensors are also used for the 

inline monitoring of inlet and outlet air temperature during FB drying operation , this 

information is often ignored when developing PAT tools based on NIR spectroscopy. 

In this thesis, the FB drying process of pharmaceutical granules is monitored acquiring 

simultaneously NIR spectra and temperature readings for the development of PAT 

tools based on the complete process data information. 
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Figure 13 Lef t, Picture of  the f luidized bed drying reactor with pharmaceutical granules. Right, Drawing 

of  the FB drying reactor indicating the positions of  the NIR and the three thermocouple sensors.  

To achieve this purpose, several batches of pharmaceutical wet granules (mannitol > 

50% and excipients) were dried in a pilot-scale fluidized bed reactor. The drying 

process was monitored with inline measurements of NIR (1750-2150 nm) reflectance 

spectra of the fluidized material. Simultaneously, three thermocouple sensors 

recorded the temperatures of the fluidized material (Tbed), inlet air (Tin) and outlet air 

(Tout). Figure 13A shows a real picture of the FB drying reactor and Figure 13B a 

drawing with the different inline sensor locations. For each batch run, atline reference 

moisture content analysis was carried out using a thermogravimetric LOD moisture 

analyzer to build predictive multivariate models based on the NIR measurements. Due 

to the continuous pharmaceutical granules flow, the in situ NIR measurements 

suffered from a high noise level, which required suitable spectral preprocessing. To 

filter out the noise and correct the baseline fluctuations of the raw NIR spectra (Figure 

14A) the preprocessing steps employed were the application of a moving average of 

consecutive NIR observations followed by standard normal variate (SNV) 

normalization (Figure 14B). The preprocessing applied to the temperature profiles was 

only the moving average, Figure 14C. 

Due to differences in process conditions such as ambient moisture, inlet air 

temperature and airflow, the initial and final moisture content of the solid material 

among the drying runs is not the same. This variability causes batches with different 

drying durations and differences in the process progress of the different batch runs, 

which are not synchronized. The drying studied is also an example of multisensory 
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process monitoring since several temperature probes and an NIR probe are used 

simultaneously for process monitoring. 

 

Figure 14 NIR spectra f rom a complete drying batch before (A) and af ter (B) spectral preprocessing. 
(C) FB temperature prof iles. Color scale indicates the temporal variation of  batch observations, f rom 

the beginning (blue) to the end (red), reproduced f rom (de Oliveira et al., 2020). 

The data from this batch process have been used to test exploratory and process 

modeling tools for a better understanding of the process evolution. Predictive 

multivariate models (PLS) for moisture content and MSPC for drying endpoint 

detection using the NIR data have been also developed. Besides, a mid-level data 

fusion strategy to combine NIR information and temperature profiles has been 

designed to build MSPC for drying endpoint detection. 

Additionally, new MSPC approaches designed to monitor the process evolution when 

batch process data are not synchronized could also be explored. 

3.1.3 Benchtop batch distillation of gasoline and ethanol blends 

Gasoline distillation is a usual standard procedure to assess the composition and 

quality of this commercial product. In some countries, such as Brazi l, there are 

regulations related to the composition of the accepted commercial blends of gasoline 

and ethanol for particular kinds of fuel. Gasoline ‘type C’ is defined as the blend of 

pure gasoline and (27 ± 1)% ethanol (v/v). The standard control procedure relies only 

on the measurement of temperature during distillation to check whether the boiling 

point of the product studied matches the specifications of the regulated blend. 

However, in this procedure, no check of the chemical composition of the blend is 

carried out. In this thesis, the gasoline distillation process is monitored acquiring 

simultaneously temperature readings and NIR spectra for a more complete description 

of the process evolution and chemical characterization of the product studied. 

To do so, 23 batches of synthetic gasoline samples were distilled in an automated 

batch distillation device designed for the inline monitoring of vapor temperature and 

distilled product with NIR spectroscopy. Synthetic gasoline samples were prepared by 

mixing ethanol and pure gasoline at different ratios. Distillation of on -specification 
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gasoline blends with 27% (v/v) of ethanol and off-specification blends with lower and 

higher ethanol content was carried out. 

Figure 15 shows the distillation and inline data acquisition setup. For every distillation 

batch, vapor temperature readings using a thermocouple and inline FT-NIR absorption 

spectra in the range of 900 to 2600 nm were recorded in a synchronized way. The 

fraction of distilled mass was continuously monitored by an analytical balance. The 

temperature and NIR spectra stored are averages of all measurements recorded 

during every 1% distillation interval, in the 5 to 90% distilled mass range. 

Consequently, the information from every distillation batch contains the same number 

of NIR and temperature observations (86 NIR spectra and temperature 

measurements) related to the same distillation process stages, as defined by the 

percentage %(w/w) of distilled sample mass. 

 

Figure 15 Experimental setup of  the automatic distillation device with inline NIR and temperature 

monitoring, reproduced f rom (de Oliveira et al., 2017). 

The spectral preprocessing steps used for the NIR spectra collected during the 

distillation process were the Savitzky-Golay (Savitzky and Golay, 1964) first-order 

derivative for baseline correction followed by spectral normalization to mitigate signal 

intensity fluctuations of the NIR spectra. Figure 16 shows the NIR spectra before and 

after preprocessing for a particular batch. Temperature readings were used as such. 

Due to the procedure employed to store the information, i.e., averaged temperature 

and NIR spectra associated with every 1% distilled mass fraction, this process is a 

very good example of a situation where batches are naturally synchronized because 

the percentage of distillation weight gives a direct reference for batch progress 
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evolution. It is also an example of multisensory process monitoring since temperatures 

and NIR spectra are simultaneously acquired during the distillation progress. 

 

Figure 16 Data obtained f rom the distillation of  a gasoline blend with 27% ethanol. (A) Raw and (B) 
preprocessed NIR spectra. (C) Vapor temperature prof ile. Color scale indicates the temporal variation 
of  batch observations, f rom the beginning (blue) to the end (red), reproduced f rom (de Oliveira et al., 

2020). 

The batch process data from this example have been used to test several exploratory 

and process modeling tools for a better understanding of the process evolution. 

Besides, new MSPC approaches designed to monitor the process evolution for 

synchronized and non-synchronized batch data could also be explored. Finally, work 

using only NIR measurements and checking different NIR/T data fusion strategies has 

been carried out. 

3.2 Process monitoring using hyperspectral imaging (HSI) 

Process monitoring by hyperspectral imaging provides the added value of having 

spatial and spectral information about the samples or process stages studied. The use 

of this kind of measurement is particularly interesting when some relevant aspects of 

the process evolution, e.g., heterogeneity, require necessarily a spatial description. 

However, in general, scanning a sample area using hyperspectral imaging will always 

provide more representative information about samples and processes than relying on 

the measurement of a sensor probe, capable to scan a single sample point or a limited 

field of view. 

Blending processes are the clearest example where a spatial description of the system 

studied will help to check whether the mixing action is evolving adequately and 

whether the endpoint of the process has been achieved. Indeed, when a good 

blending is reached, the spatial distribution of the compounds in the blend is even and 

no agglomerations are present. A proper combination of hyperspectral imaging and 

suitable chemometric analysis can help to monitor the heterogeneity of the blend and 

detect when it is sufficiently low to consider the blending process ended. 

  



Chapter 3 

36 

 

Table 1 Properties and picture with 1 mm reference scale of  the material used to prepare the blending 

runs. 

Category Material 
Bulk density 

(𝒈 𝒎𝑳−𝟏) 

Particle size 

(mm) 

Picture 

(1 mm scale) 

 Ground cof fee (GC) 0.350(0.003)a <0.5c 

 

Food 

Rice grits (RG) 0.763(0.007) 1b 

 

Poppy seeds (PS) 0.616(0.008) 1b 

 

 Quinoa seeds (QS) 0.75(0.02) 2.3b 

 

 
Acetylsalicylic acid 

(ASA) 
0.78(0.01) 1b 

 

Pharma 

Caf feine (CAF) 0.77 (0.02) <0.5c 

 

Citric acid (CA) 0.87(0.04) 1b 

 

 
Sodium starch 

glycolate (SSG) 
0.817(0.006) <0.106d 

 
aStandard deviation f rom triplicate measurements of  bulk density in parenthesis.  
bAproximate average particle size as determined by image-based particle size analysis. 
cParticle size was too small to be determined by the image-based particle size analysis. 
dParticle size through 140 mesh (min. 99%). Provided by JRS Pharma certif icate of  analysis.  
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Two types of blending process monitoring by Near Infrared-Hyperspectral Imaging 

(NIR-HSI) were carried out in this work. The first was an atline process monitoring, 

based on acquiring NIR-HSI measurements from static material related to different 

blending times. The second blending monitoring consisted of an in -situ NIR-HSI 

continuous monitoring of blending material. Specificities of each blending monitoring 

are described in the subsections below. 

In both cases, several blending batches of different solid materials were carried out. 

The materials present in the blending mixtures consisted of pharmaceutical 

compounds and food products with diverse physical properties in terms of particle size, 

particle shape and density for a better understanding of the influence of these 

characteristics in the blending evolution and final blend quality. A description of 

relevant physical characteristics of the materials used is shown in Table 1. 

3.2.1 Blending process monitoring with atline NIR-HSI 

This blending monitoring was carried out using ternary mixtures of ASA, CAF and SSG 

at different ratios. Atline NIR-HSI data were collected from the blending material after 

stopping the blending process at different blending times providing 11 NIR images per 

batch run. 

 

Figure 17 (A) NIR-HSI acquisition setup for the atline monitoring of  the blending processes. (B) NIR-
HSI data preprocessing steps with the selected analyzed area (150 × 150 pixels square area), and the 

raw and preprocessed NIR spectra f rom the selected area.  

The hyperspectral images at each blending time of this process were acquired with a 

pushbroom NIR camera (935-1720 nm, Specim FX17 by Spectral Imaging Ltd., Oulu, 
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Finland), which allowed the sequential collection of lines of 640 pixels spectra with a 

frame rate of 35 Hz and sample scanning rate of 3.2 mm/s. The system setup allowed 

the collection of hyperspectral data in diffuse reflectance mode. Pixel size in all images 

was approximately 0.1 × 0.1 mm2. For more detail on the instrumentation, see 

reference (Rocha de Oliveira and de Juan, 2020). Figure 17A shows the NIR-HSI data 

acquisition system and the atline monitoring of the blending material. 

Before data analysis of the NIR-HSI data, a squared region of interest (ROI) from the 

center of each raw image (150 × 150 pixels) was cropped for further analysis, which 

represented a sample area of ca. 15 × 15 mm. The raw NIR absorbance spectra of 

the cropped image were preprocessed using Savitzky−Golay first derivative for 

baseline correction. Figure 17B shows the preprocessing steps carried out. 

3.2.2 Blending process monitoring with inline NIR-HSI 

Continuous blending monitoring was performed on ten blending batches using binary 

and ternary mixtures made of different combinations of the food or pharmaceutical 

materials described in Table 1. The blending runs were carried out in a lab-scale 

horizontal rotary blender, which consisted of a 40-mL glass vial attached directly to a 

stepper motor that enabled rotation of the vial around its longitudinal axis with a 

constant rotational speed, see Figure 18A. The same NIR camera from the previously 

described process was used to record the hyperspectral data in this setup. However, 

in this case, the camera was positioned below the blending vial allowing continuous 

acquisition of hyperspectral data, i.e., lines of pixel spectra covering all the width of 

the vial during the blending runs. 

Typical raw NIR spectra from a scanned line of pixels of the push broom camera are 

shown in Figure 18A. Spectral baseline variation was corrected using Savitzky-Golay 

first derivative followed by spectral normalization using the Euclidean norm, see Figure 

18B. 

The data collected in the atline and inline blending monitoring by NIR-HSI 

measurements were used to propose quantitative heterogeneity indicators used to 

describe the blending progress and the quality of the final blend. These indicators 

could be used to define the heterogeneity at a compound-specific and global sample 

level. 
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Figure 18 (A) Picture of  the experimental setup for the continuous monitoring of  the blending process 

using the inline NIR-HSI. (B) Typical raw NIR spectra f rom a scanned line of  pixel spectral and (C) the 
same spectra af ter preprocessing using Savitzky-Golay f irst derivative and spectral normalization (1st 

Der. + Norm.). 

 

 

 





 

41 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 4. RESULTS AND DISCUSSION 

 

 

 





 

43 

 

SECTION I – Process monitoring, modeling and 

control using spectroscopic probes and 

process sensors 
 

 

This section gathers several scientific publications focused on the application and 

development of new PAT tools for batch process monitoring, modeling and control of 

diverse processes. New MSPC approaches designed to deal with synchronized and 

non-synchronized batch data as well as the combination of information from several 

sensors or model outputs were explored in this thesis. 
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4.1 Data configurations. Synchronized and non-synchronized 
multibatch data 

As mentioned in section 2.3, process data measurements from a single batch consist 

of the collection of several variables, 𝐽, (process data and/or spectroscopic 

measurements) at different process observations, 𝐾, throughout the batch. These 

measurements are usually organized in a data matrix, 𝐗(𝐾 × 𝐽), to be used for process 

monitoring, modeling or control purposes. When several NOC batches of the same 

process are monitored, the total number of batch process data matrices 𝐗 will be as 

many as 𝐼 batches monitored, see Figure 19A. Because of the inherent batch process 

complexity and non-stationary behavior, key process events may not occur at the 

same time point when comparing different NOC batch runs of the same process. This 

usually leads to NOC batches with different durations, i.e. different number of process 

observations 𝐾, and, most important, to process evolutions that do not follow the same 

and synchronized process pattern. When these differences occur, we talk about non-

synchronized batch data. 

 

Figure 19 (A) Multibatch data. (B) Variable-wise and (C) batch-wise multibatch structures. I is the 
number of  batches; K, the number of  observations or rows of  X; and J, the number of  variables or 

columns of  X. 

Although non-synchronized batches are the most common situation in practice, 

sometimes the possibility to monitor a variable that is related to batch evolution, 

sometimes called generically maturity variable, can be used to directly align batch data 
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and obtain synchronized batches. An example of this scenario are the distillation 

processes that will be presented in detail in chapter 3.1.3. Batch alignment can also 

be performed using PLS (using local batch time or a maturity variable as the y variable) 

(Wold et al., 2009) or using more advanced algorithms, such as correlation optimized 

warping (COW) or dynamic time warping (DTW) (José M. González-Martínez et al., 

2014; Kassidas et al., 1998; Liu et al., 2017; Ramaker et al., 2004; Zhao et al., 2020). 

For batch process modeling using PCA or MCR-ALS as introduced in sections 2.3.1 

and 2.3.4, respectively, data from multiple batches are usually organized into a 

variable-wise augmented matrix sized (𝐼𝐾 × 𝐽), as shown in Figure 19B. This 

augmented matrix is obtained by appending each batch matrix 𝐗𝒊 one on top of each 

other and the only requirement is that the variable dimension, 𝐽, i.e., the spectroscopic 

and/or process variables, be common among all batches. This is an easy condition 

since batch monitoring is carried out with the same process sensors and covering the 

same spectral range. This data arrangement adapts to both synchronized and non-

synchronized batch process data since only the variable dimension is common, but 

the augmented observation dimension allows for differences in size and process 

dynamics among batches. 

Another way to organize multiple batch data is using the so-called batch-wise 

augmented matrix sized (𝐼 × 𝐾𝐽), as shown in Figure 19C. It is done by first performing 

a batch vectorization, i.e. unfolding the batch matrix into a row vector with 𝐾𝐽 elements, 

then placing the vectorized batch data one on top of each other in a batch-wise 

augmented matrix. This type of multibatch structure can only be used with 

synchronized batch data since it requires not only the same number of observations 

per batch, 𝐾, but, for a meaningful bilinear model, it assumes that NOC batches share 

the same batch dynamics in the new column direction formed by the vectorized batch 

data. This type of multibatch structure used for process control was first named after 

their authors as the NM approach (Nomikos and MacGregor, 1995) in the literature. 

MSPC approaches most often use the variable-wise structure, which was formerly 

named as the WKFH approach (Wold et al., 1998). 

The next subsections will present different strategies to perform multibatch process 

modeling and control using the multibatch structures above. The choice of the 

mutlibatch data arrangement will depend on the goal of the data analysis task and on 

the synchronized or non-synchronized nature of the batches to be coupled. 

 



Results and Discussion 

 

47 

4.2 Process modelling and control for synchronized batch 
processes 

This subsection shows the discussion of the results related to the work published in 

Publication I. In this article, different strategies for process modelling and control of 

gasoline batch distillation processes are used. Chemometric tools described in section 

2.3, such as PCA and MCR-ALS, were used for process understanding. New MSPC 

strategies were specifically designed for real-time control of the process evolution of 

synchronized batch process data. 

 

 

Publication I. de Oliveira, R. R., Pedroza, R. H. P., Sousa, A. O., Lima, K. M. G., and 

de Juan, A. Process modeling and control applied to real-time monitoring of 

distillation processes by near-infrared spectroscopy. Analytica Chimica Acta 

(2017), 985: 41–53.  

DOI: 10.1016/j.aca.2017.07.038 
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� Design of a PAT oriented batch
distillation device recording syn-
chronously NIR, T and distilled mass.

� Process understanding achieved by
using global (PCA) and component
(MCR-ALS) trajectories.

� MCR-ALS distillation profiles are used
as starting information to build MSPC
models.

� Evolving batch MSPC strategies are
proposed to control on-line gasoline
distillation processes.
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a b s t r a c t

A distillation device that acquires continuous and synchronized measurements of temperature, per-
centage of distilled fraction and NIR spectra has been designed for real-time monitoring of distillation
processes. As a process model, synthetic commercial gasoline batches produced in Brazil, which contain
mixtures of pure gasoline blended with ethanol have been analyzed. The information provided by this
device, i.e., distillation curves and NIR spectra, has served as initial information for the proposal of new
strategies of process modeling and multivariate statistical process control (MSPC). Process modeling
based on PCA batch analysis provided global distillation trajectories, whereas multiset MCR-ALS analysis
is proposed to obtain a component-wise characterization of the distillation evolution and distilled
fractions. Distillation curves, NIR spectra or compressed NIR information under the form of PCA scores
and MCR-ALS concentration profiles were tested as the seed information to build MSPC models. New on-
line PCA-based MSPC approaches, some inspired on local rank exploratory methods for process analysis,
are proposed and work as follows: a) MSPC based on individual process observation models, where
multiple local PCA models are built considering the sole information in each observation point; b) Fixed
Size Moving Window e MSPC, in which local PCA models are built considering a moving window of the
current and few past observation points; and c) Evolving MSPC, where local PCA models are built with an
increasing window of observations covering all points since the beginning of the process until the
current observation. Performance of different approaches has been assessed in terms of sensitivity to
fault detection and number of false alarms. The outcome of this work will be of general use to define
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strategies for on-line process monitoring and control and, in a more specific way, to improve quality
control of petroleum derived fuels and other substances submitted to automatic distillation processes
monitored by NIRS.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Distillation curves are frequently used for quality control of
petroleum products. The evolution and shape of these curves is
directly related to the composition and chemical characteristics of
these products and, hence, a temperature deviation from normal
distillation behavior may be an indicator of adulteration. ASTM D86
[1] is the standard testmethod required to obtain distillation curves
and classical process control is made by comparing the temperature
at specific distillation points with standard specification limits.

However, distillation curves, based only on boiling temperature
monitoring, are not conclusive to identify adulterations in product
composition. Adulterants can nowadays be chosen so that the
modified petroleum products show normal distillation curve
behavior. Near-infrared spectroscopy (NIRS) may help to overcome
such scenario because of the rich physicochemical information
associated with this spectroscopic technique and the existence of
many NIR sensors designed for on-line process monitoring. Along
this line, distillation devices that incorporate NIR sensors and
collect synchronized distillation temperatures and related NIR ab-
sorption spectra measurements, as proposed by Pasquini and Scafi,
are a suitable solution [2]. Thus, the fiber optic probes coupled to
NIR spectrometers can be located directly in the distillation process
stream, allowing continuous real-time in-process measurements
[2e4]. Therefore, information representing both physical and
chemical properties of the distilled sample can be derived from
each distillation batch.

In Brazil, commercial gasoline is blended with ethanol. Thus,
gasoline derived directly from refineries without ethanol addition
is denominated “type A”. Gasoline “type C” is the commercial
mixture of gasoline “type A” and (27 ± 1)% of ethanol (% v/v) [5]. As
a process model for this work, a study of quality control of Brazilian
gasolines regarding ethanol content specification is proposed. To do
the experimental process monitoring, an improved version of the
automatic distillation device monitored by NIRS proposed by Pas-
quini and Scafi [2], which allows continuous and synchronized data
acquisition and storage of distillation temperatures, distilled mass
and related NIR spectra, is proposed. Detailed description of the
experimental setup is found in section 2 below.

The distillation curves and NIR spectra collected from distilla-
tion batch processes can be modeled with principal component
analysis (PCA) [6] and multivariate curve resolution e alternating
least squares (MCR-ALS) [7] for better process understanding and
use of this information in further process control. PCA batch anal-
ysis provides global distillation trajectories, whereas MCR-ALS of-
fers the additional value of describing the temperature-dependent
evolution and characterization of the different distilled fractions
during the process.

MSPC has being used to control processes related to very diverse
fields, such as pharmacy [8e11], petrochemistry [12e14] and
biotechnology [15,16]. Batch MSPC using NIRS has been described
in recent works [3,4,8e11,16,17]; however, no MSPC using NIRS to
monitor batch distillation process has been reported in the
literature.

In this study, different off-line process control models are
studied using complete batch information collected during the

distillation process monitored by NIRS. Distillation curves, original
NIR spectra, as well as the compressed spectral information con-
tained in PCA scores or MCR-ALS concentration profiles are used to
build off-line PCA-based multivariate statistical process control
(MSPC) models. To our knowledge, there is no report in the liter-
ature about using the concentration profiles fromMCR-ALS analysis
as starting information to build PCA-based MSPC models. In this
framework, the description of the separate components of the
process provided by MCR-ALS would allow for using all concen-
tration profiles on the MSPC model or profiles of selected com-
pounds that could be envisioned as more specific indicators of
process evolution.

NIR measurements obtained from distillation processes are also
used to build on-line batch MSPC models. On-line batch MSPC
approaches commonly used are based on the methods proposed by
Nomikos and MacGregor [18e20] and Wold et al. [21]. Other ap-
proaches are proposed by R€annar et al. for adaptive batch moni-
toring using hierarchical PCA [22], by Zhao et al. using multiple PCA
models for local model building at each observation point [23] and
using moving window [24]. In this work, chemometric tools typi-
cally used to perform local exploratory analysis of the evolution of
processes, such as evolving factor analysis (EFA) or fixed size
moving window - EFA (FSMW-EFA) [25,26], have been adopted to
propose new on-line batch MSPC strategies. The performance of
these on-line MSPC approaches has been studied in terms of
sensitivity to fault detection and number of false alarms.

The outcomes of this study will be of general applicability, as
guidelines for process modeling and control based on spectroscopic
measurements, and suppose a significant improvement on the
specific field of quality control based on distillation processes, both
from the instrumental point of viewand from theway to handle the
derived information from coupled temperature-NIR distillation
curves.

2. Experimental

2.1. Automatic distillation device setup

The automatic distillation device designed is shown in Fig. 1. It is
formed by a distillation glassware setup (125 ml), a transmittance
flow cell connected through optical fibers to a FT-NIR spectropho-
tometer (Rocket, ARCoptix ANIR, Switzerland), an analytical bal-
ance (XS204, Mettler-Toledo, Switzerland), a thermocouple and
heater controlled by a data acquisition device and a personal
computer with a data acquisition software that connects and con-
trols the distillation setup. Heating mantle power applied is auto-
matically controlled based on a feedback controller to keep
distillation rate constant rather than keeping constant power as in
Ref. [2].

2.2. Batch distillation process

For every distillation batch, 100 mL from the suitable sample,
previously weighed, are introduced in the distillation flask. The
heater is started and once the initial boiling point (IBP) is auto-
matically detected, distillation process starts and synchronized
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measurements of temperature, distillation recovered percentage
(wt%) of initial sample weight and NIR absorption spectra
(900e2600 nm) are taken every five seconds until the end point
(EP) is reached. Data are stored in MATLAB format in such a way
that values every 1 wt% are saved. Temperature and NIR spectra are
averages of all measurements recorded during every 1 wt% distil-
lation interval.

Synthetic gasoline (type C) batches were distilled using the
designed automatic distillation device. The gasoline batches were
prepared by mixing ethanol AR (99% Sigma-Aldrich) and pure
gasoline (type A, from Petrobras refinery) at different ratios. A set
of 23 blends was performed: 11 samples containing 27%(v/v)
ethanol (on-specification gasolines) and 12 with 10e25%(v/v) and
30e40%(v/v) ethanol (off-specification gasolines). Table 1 describes
the gasoline batches prepared with their related composition.
These batch ID labels will be used to identify the batches
throughout the manuscript.

3. Data treatment

3.1. Raw data and preprocessing

Temperature, distilled weight and NIR spectra were obtained
synchronously every 5 s and averaged measures were stored every
1 wt% of distilled weight increment from IBP until EP. The final
process range considered was from 5 to 90 wt% distilled weight,
which corresponded to K ¼ 86 observation points. Observations at
the beginning (<5 wt%) and end (>90 wt%) of the distillation pro-
cess were unstable and, therefore, not used for process control. NIR
spectra working wavelength range was 1103e2228 nm due to high

noise observed in measurements out of these wavelength bound-
aries. This range contained J ¼ 573 spectral channels. For each
distillation batch, a column-vector sized (K x 1) with the temper-
atures associated with the distillation curve and a matrix sized (K x
J) with the related NIR infrared spectra were obtained.

Data obtained from on-specification batch B07 are used to
illustrate the typical data obtained at the end of a batch distillation
run. Fig. 2(a) shows the distillation curve with the recorded boiling
temperatures, Fig. 2(b) the related raw NIR spectra and Fig. 2(c) the
raw NIR spectra at the four observation points indicated in Fig. 2(a).

NIR spectra were preprocessed for baseline correction by
Savitzky-Golay derivative [27] (1st order derivative, 2nd order
polynomial function and 9 points window) followed by signal in-
tensity fluctuation corrected by spectral normalization, see
Fig. 3(b).

3.2. Data analysis

3.2.1. Process modeling. Principal Component Analysis (PCA) and
Multivariate Curve Resolution-Alternating Least Squares (MCR-ALS)

Thematrices with the NIR data from each on-specification batch
were arranged one on top of each other into a column-wise
augmented multiset structure, D, and modeled using principal
component analysis (PCA) and multivariate curve resolution-
alternating least squares (MCR-ALS). PCA provided a global model
of trajectories explaining the overall process evolution, whereas
MCR-ALS provided a model describing the evolution and chemical
identity of each component (distinct distilled fraction) in the
distillation batches analyzed.

PCA was used to reduce the dimensionality of the spectral data
from the distillation processes by compressing the high-
dimensional mean-centered original NIR data matrix into a low-
dimensional subspace of principal components. These compo-
nents explain most of the data variability and are orthogonal linear
combinations of the original spectroscopic variables [6]. The PCA
model of column-wise augmented matrix D is expressed as:
D ¼ TPT, where T are the scores, related to the observations of the
distillation process and PT are the loadings, related to the impor-
tance of the NIR wavelengths in the description of the principal
components. The scatter plot of scores provides the global trajec-
tories of the processes analyzed.

The same multiset structure was modeled using multivariate

Fig. 1. Experimental setup of the automatic distillation device with on-line NIRS monitoring.

Table 1
Description of Batch ID and their related composition, as used in this work.

Batch ID %(v/v) Gasoline %(v/v) Ethanol Class

B01-B11 73 27 On-specification
B12 90 10 Off-specification
B13 85 15
B14-B16 80 20
B17-B18 75 25
B19-B20 70 30
B21-B22 65 35
B23 60 40
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curve resolution - alternating least squares (MCR-ALS). MCR-ALS
assumes a bilinear model, D ¼ CST, which is the multiwavelength
extension of the Lambert-Beer's law [7,28e30]. ST contains the pure
spectra of the components needed to describe the distillation
process and C the concentration (distillation profiles). In contrast to
PCA, MCR-ALS gives real meaningful concentration and spectral
profiles of pure components of the system. MCR-ALS works by
alternatingly optimizing C and ST under constraints. Initial esti-
mates of ST were performed by using a pure variable selection
method based on SIMPLISMA [31]. Constraints applied in this work
were non-negativity and unimodality, i.e., presence of a single
maximum per profile, for the concentration ðCÞ profiles. Local rank
constraints, i.e., setting the absence of certain compounds in ob-
servations of the concentration profiles, were used to improve the
quality of the resolved spectral signatures [32]. This was done by
appending pure ethanol NIR spectra to the column-wisemultibatch
structure (in this case, only the ethanol was set to be present in the

concentration elements linked to the appended pure ethanol
spectra).

MCR-ALS provides a much more detailed description of the
process than PCA in terms of characterization of process profiles
and spectral signatures, related to distillation fractions in this case.
However, the single process trajectory provided by the scatter score
plot of PCA is a global description of process evolution and a quick
visual way to observewhen a batch process evolves as NOC batches
or does differently. Being complementary views about the evolu-
tion of a process, we found relevant to include both in this study.
Both PCA scores and MCR C profiles are afterwards used as starting
information for off-line batch MSPC models described in the next
section.

3.2.2. Process control
From the batches analyzed, nine on-specifications or NOC

(Normal Operation Conditions) batches (batches B01-09), were

Fig. 2. Process data from distillation batch B07. (a) Distillation curve, (b) On-line raw NIR spectra vs. percentage of the distilled fraction [wt%] and (c) raw NIR spectra at distilled
fraction at 10, 50, 70 and 90 wt% indicated in (a), the spectra were vertically offsetted for clear comparison.

Fig. 3. Plot of the (a) raw and (b) preprocessed NIR spectra obtained from the distillation batch B07 between 5 and 90 wt% with 1 wt% interval, 5 wt% (blue) / 90 wt% (red). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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selected to build PCA-based MSPC models (see Table 1). These
models were afterwards used to detect whether a new batch (or
observations within it) is in or out of control [33]. Two on-
specification batches (B10-11) and twelve off-specification
batches (B12-23) were used to test the MSPC models.

The PCA-based MSPC model is built using the preprocessed and
mean-centered data matrix of NOC batches, XNOC, sized (nr. of NOC
batches � observed measurements per batch) according to the
equation below,

XNOC ¼ TNOCP
T
NOC þ ENOC (1)

where TNOC is the scores matrix of all NOC batches and PT
NOC is the

loadings matrix. The number of components used in an MSPC
model is a critical parameter and has been established by cross-
validation [34].

The scores for new batches are obtained multiplying the
measured preprocessed batch information,XNEW , with the loadings
matrix PT

NOC from the model built with the NOC batches, using the
following equation:

TNEW ¼ XNEWPNOC (2)

Then, the residuals are obtained using the new batch scores, as:

ENEW ¼ XNEW � TNEWPT
NOC (3)

From the PCA model built with NOC batches, two MSPC control
charts can be built, in which observations of new batches are rep-
resented: a) Hotelling's T2 chart, usually referred as D-statistic
ðDstat:Þ, represents the estimated Mahalanobis distance from the
center of the latent subspace, representing the average in control
conditions of a batch, to the projection of a new batch (or obser-
vation) onto this subspace and the b) Q-statistic chart ðQstat:Þ ac-
counts for the residual part of the process variation not explained
by the PCA model.

The Hotelling statistic, Dstat:, was calculated using the following
equation:

Dstat: ¼ tTQ�1t (4)

Where t is the vector containing the scores of a new given batch
with the A retained principal components (PC's), andQ is the scores
covariance matrix with ðA� AÞ size. The control limit for this chart
is calculated according to the equation proposed by Jackson [35].

DCL ¼
AðI � 1Þ
I � A

FðA; I � A;aÞ (5)

where I is the number of in control batches used to build the model
with A PC's and FðA; I � A;aÞ is the 100ð1� aÞ percentile of the
corresponding F distribution.

The Qstat: for the ith new batch xi is given by

Qstat: ¼ eTi ei (6)

where ei is the residual vector of the ith new batch from the PCA
model. Regarding the control limit for the Qstat: chart, Jackson and
Mudholkar [36] showed that an approximate Qstat: critical value at
significance level a is given by

QCL ¼ q1

2
4za

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2q2h

2
0

q

q1
þ 1þ q2h0ðh0 � 1Þ

q21

3
5
1=h0

(7)

where, qk ¼
PrankðXÞ

j¼Aþ1 lkj and h0 ¼ 1� ð2q1q3=3q22Þ, lj are the

eigenvalues of the PCA residual covariance matrix and za is the
100ð1� aÞ% standardized normal percentile.

TwoMSPC approaches were applied in this work, devoted to off-
line and on-line control, respectively. Both approaches and related
control charts are explained below.

3.2.3. Off-line batch MSPC
Off-line batch MSPC charts were built using data provided from

completed distillation processes. Different models were built ac-
cording to the starting information used, either temperatures from
distillation curves or information derived from NIR spectra, Fig. 4.

a) Off-line batch MSPC models using distillation curves

The distillation curves from the 9 NOC distillation batches were
arranged in a matrix (I� K), with I¼ 9 rows and K¼ 86 observation
points of the distillation curve. This matrix was mean-centered and
decomposed by PCA to obtain the model loadings and MSPC limits,
see Fig. 4(a). New batch data were projected into the model to
obtain the related statistical parameters (Dstat: and Qstat:).

b) Off-line batch MSPC models using NIRS data

Different off-line MSPC models were built with the NIRS-
derived information. All models were built on data sets with I ¼ 9
rows and a variable number of columns depending on the kind of
NIRS-derived information, see Fig. 4(b). This gave rise to three
different MSPC models:

i. Models based on the original preprocessed NIR data ma-
trix. This model is done using a matrix containing the NIR
readings from each individual NOC batch row-wise unfolded
into a vector, i.e. the matrix of a batch with dimensions
(K � J), where K ¼ 86 are batch observation points and
J ¼ 573 wavelengths, is arranged in a row vector with
dimension (1 � KJ), with K ¼ 86 and J ¼ 573. Then, the in-
formation of I ¼ 9 NOC batches was arranged in a matrix
sized (I � KJ), on which the MSPC model was built.

ii. Models based on the batch scores from PCA decomposi-
tion of the NOC multiset structure. The information of a
NOC batch are the scores obtained in the PCA model of the
related NIR spectra, row-wise unfolded into a vector sized
(1 � KA) with A being the number of retained principal
components. Then, the information of I ¼ 9 NOC batches was
arranged in amatrix sized (I� KA), onwhich theMSPCmodel
was built.

iii. Models based on the resolved concentration profiles from
MCR-ALS decomposition of the NOC multiset structure.
The information of a NOC batch are the concentration pro-
files obtained in the MCR-ALS model of the related NIR
spectra, row-wise unfolded into a vector sized (1 � KN) with
N being now the number of MCR contributions needed to
describe the process. Then, the information of I ¼ 9 NOC
batches was arranged in a matrix sized (I� KN), onwhich the
MSPC model was built. Please note that, generally speaking,
the use of only some of the concentration profiles modeled in
a batch could be an option to build the MSPC model, pro-
vided that the selected profiles were proven to be very spe-
cific indicators of the process evolution or that the discarded
profiles belonged to spurious process contributions, e.g.,
modeled background contributions if existing. Please note
that even if the use of C-profiles implies a noise-filtered
compression of the original information, the size of the
unfolded profiles, sized (1 � KN) per each NOC batch, re-
quires a PCA-based MSPC model for easier interpretability.
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The MSPC PCA models built with the different kinds of starting
information were used to extract the related Dstat: and Qstat: charts
limits. Suitable data from new batches, not used to build the model,
were projected onto the MSPC PCA model to test the performance
of the models built.

3.2.4. On-line batch MSPC
Different on-line MSPCmonitoring charts were developed using

the data provided from NIRS measurements. As in the off-line
approach, the same unfolded NOC matrix with the original NIR
variables was used in the on-line approach. However, three on-line
MSPC approaches were proposed using multiple PCA models based
on different intervals of observation points, as described below:

a) On-line MSPC based on individual process observation models

This approach is the most straightforward method. An individ-
ual model is built per each observation point using historical data
from on-specification completed batches as illustrated in Fig. 5(a).
Thus, during a new batch, the new on-line data obtained (NIR
spectrum of current observation) is projected into the respective
observation point model and the statistical parameters compared
with the control chart limits.

b) On-line MSPC based on evolving MSPC models

MSPC models with increasing number of observation points are
built adding the new current distillation point in every new model
until all distillation process is covered. As illustrated in Fig. 5(b), the
first MSPCmodel is built using only the NIRS datamatrix of the NOC
historical data batches at the first recovered point (5 wt%), the
second model using two observation points (5 and 6 wt%) and so
on. For new batch monitoring, the data up to the current obser-
vation point are projected into the model for the related observa-
tions points and statistically tested.

c) On-line MSPC based on fixed size moving window, FSMW-
MSPC, models

Several MSPC models built with a fixed size window (FSMW)
including the current observation and several consecutive past
observation points are built using the NOC historical data. The
window slides one observation ahead in each new model until all
observation points are covered. For instance, in Fig. 5(c) the win-
dowmoves from k to k¼ kþ 1 and so on until k¼ K. For new batch
monitoring, the data from the observation points covered by the
moving window are projected into the model for the respective
observations points and statistically tested.

Fig. 4. Different starting information used to build off-line PCA-based batch MSPC models (a) Distillation curves, (b) NIR information, from top to bottom: Original preprocessed NIR
variables, concentration profiles from MCR-ALS and scores from PCA extracted from the multibatch structure for process modeling.
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The three approaches aim at on-line process control, but there
are important differences due to the use of the different informa-
tion in the models. Thus, the modality looking at individual process
points does not take into account the neighbouring past observa-
tions and, hence, the evolution of the process. In the modalities
FSMW-MSPC and evolving MSPC, the process evolution is taken
into account and not only the new process observation of interest.
In the case of the FSMW-MSPC model, only the recent past obser-
vation points (those within thewindow) are taken into account and
the window size established is related to the number of relevant
neighbouring process observations. Instead, the evolving-MSPC
takes into account all process evolution until the present observa-
tion, giving potentially the same importance to all the past obser-
vations analyzed.

4. Results and discussion

4.1. Visual interpretation of distillation curve and NIR process data

Prior to chemometric analysis, the distillation curve and rawNIR
spectra obtained during the distillation process were visually
interpreted. Fig. 2(a) illustrates the distillation curve of an on-
specification batch (B07), the related process raw NIR spectra,
Fig. 2(b), and NIR spectra selected at four specific distillation points,
Fig. 2(c).

A sudden change in temperature can be observed through a
simple visual inspection of the distillation curve between 60 and
70wt%. This behavior is observed in gasoline-ethanol blends due to
the formation of azeotropes of ethanol and hydrocarbons [37e40].
Distillation curve for gasoline-ethanol blend show three distinct
regions: a plateau or azeotropic region (ethanolehydrocarbon
azeotropes are boiled) in the beginning of the distillation process, a
transition region (sudden change in temperature) and a dilution-
only region at the end of the distillation (after all added ethanol
is boiled-off), as observed by French and Malone [38].

Four observation points (10, 50, 70 and 90 wt%) at the start and
end of each distillation regionwere chosen to visualize the changes
in NIR spectra with the evolution of distillation process. Fig. 2(c)

shows the complexity of the many superimposed absorption bands
of the NIR spectra acquired during the distillation process. The
bands around 1180 nm correspond to the second overtone, around
1400 nm to the 1st overtone combination and around 1700 nm to
the first overtone region of carbon-hydrogen (C-H) bonds present
in all points observed. The band around 2080 nm observed in the
fractions at 10 and 50 wt% is related to the absorption of a com-
bination of oxygen-hydrogen (OeH) stretching and bending from
ethanol added to the gasoline. An absorbance increment in the
band around 2080 nmwas observed as the distillationwas evolving
from 10 to 50 wt%, mainly related to the increase of the ethanol
relative concentration in the distilled fractions. A new band around
2170 nm appears in the spectra of the fraction at 70 and 90 wt%.
This new band is related to absorption of aromatic compounds in
the heavy fractions of the gasoline [41e43].

4.2. Process modeling of NIR data

4.2.1. Global process description (PCA model)
The NIR data were mean-centered and decomposed by PCA.

Venetian blinds cross-validation method was used to find the
number of principal components. 3 principal components
explained 98.98% (PC1 84.64%, PC2 13.11% and PC3 1.23%) repre-
senting a good summary of batch variability.

Fig. 6(a) shows the principal components score plot distribution
for PC1 and PC2 extracted fromNIRS data of batches B01-09 used to
build the PCA model (blue dots). The distribution of scores illus-
trates the process trajectory of on-specification batches and its
variability. Because of the unstable distillation rate at the start of
the distillation process, more variation was observed in these
observation points as compared to the rest of the process. In
addition, the NIRS data collected from the distillations of on-
specification gasoline batch B11, not used in the PCA process
modeling, and off-specification batch B13, which had only 15%(v/v)
of ethanol added, were projected in the PCA model. The scores
obtained from PCA projection allowed the observation of the pro-
cess trajectory of the new projected batches. Batch B11 (in magenta
circles) was observed to follow the same on-specification process

Fig. 5. Different evolving on-line MSPC models approaches. a) Individual process observation models, b) Evolving MSPC models and c) FSMW-MSPC models.
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Fig. 6. Process modeling. (a) PCA map of the 3 PC's scores from on-specification batches B01-09 used to build PCA model, and after projection in the PCA model batches B11 (on-
specification) and B13 (off-specification). Start (5 wt%), transition region (60e70 wt%) and end (90 wt%) of distillation process are indicated; (b) Multibatch MCR-ALS showing from
top to bottom the pure spectral profiles, the superimposed concentration profiles for on-specification batches B01-09 and concentration profiles for off-specification batch B13
(components (1) to (4)).
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trajectory, while batch B13 (in red triangles) deviated from NOC
trajectory, as illustrated in Fig. 6(a). On-specification batch B10
when projected to the PCAmodel showed the same behavior as B11.
Off-specification batches B12, B14-23 also deviate from NOC tra-
jectory as batch B13, (data not shown for clarity). The deviation
becomes larger when the ethanol content is further from the
ethanol specification level of NOC batches.

4.2.2. MCR-ALS
The dataset decomposition through MCR-ALS provides a model

of process components easy to interpret and complementary to the
global process description provided by PCA. The multibatch struc-
ture with the preprocessed (not mean-centered) data obtained
from the distillation batches was decomposed by MCR-ALS. Four
components were found through singular value decomposition,
which agrees with the three contributions found in PCA of mean-
centered data, since the rank decreases in one when mean
centering is performed.

The four components concentration (distillation) and spectral
profiles obtained after MCR-ALS decomposition of the multiset
structure are shown in Fig. 6(b). The components resolved from the
distillation process are related to the main distilled fractions of
gasolines “type C”: First, light hydrocarbons; second, ethanol; third
and fourth, mid to high molecular weight (MW) hydrocarbons and
aromatic compounds, as reported elsewhere [44]. The identity of
these compounds is confirmed when looking at the spectral fea-
tures found in the related pure spectra and at the temperature
distillation range.

The low MW hydrocarbons fraction is mainly distilled together
with ethanol as azeotropes at the beginning of the distillation, i.e.,
at lower temperatures, as observed in the concentration profiles of
components (1) and (2), see Fig. 6(b). After 70wt% of the distillation
process, almost all ethanol, component (2), was boiled-off
remaining most of the mid to high MW fractions of gasoline, rich
in aromatic compounds, components (3) and (4). This region was
observed in the distillation curves and is characterized by an in-
crease in the slope of the distillation curve, as observed in Fig. 2(a).

For comparison, Fig. 6(b) shows the distillation profiles of B13
(with only 15%(v/v) ethanol). Although the component spectra are
the same, all distillation profiles are shifted to lower wt% of distil-
late, as expected for a batch with lower ethanol content.

4.3. Process control

4.3.1. Off-line batch process control
Off-line batchMSPC charts were built workingwith data coming

from completed distillation batches. Specificity and sensitivity
were adopted as quality parameters to assess the performance of
MSPC charts for off-line batch process control. Specificity stands for
the ratio of NOC batches (on-specification) correctly identified over
the total NOC batches used to test the MSPC charts. Sensitivity is
derived as the ratio of out of NOC (off-specification) batches
correctly identified as out of NOC over the total out of NOC tested.

a) Process control starting information

The starting information used to build off-line batch MSPC
models came either from distillation curves or NIR process data.
The different starting information is depicted in section 3.2. Full
distillation curves or observations within a selected temperature
range were used to build off-line PCA-based MSPC models. Deriv-
ative form of the distillation curves was also used to improve the
models. As for NIR information, full original preprocessed NIR
spectra or selected spectral ranges were used to build the models.
MSPC models were also built with the PCA scores, extracted from

the process modeling by PCA, with all the distillation concentration
profiles or only with the component related to ethanol, extracted
from MCR-ALS decomposition, as described in section 3.2.

b) Off-line batch MSPC results

Table 2 shows the summary of the results using the different
starting information to build and test off-line batch MSPC models.

An MSPC PCA model with mean-centered full distillation curve
data (5e90 wt%) from NOC batches was built with 2 PC's and
explained 90.91% of data variance. MSPC chart based on Qstat:.
parameter correctly identified NOC and off-spec batches used to
test the control charts as observed in Table 2 (row #1 has 100%
specificity and sensitivity of Qstat:). However, despite Dstat:. chart
correctly identifies NOC batches, some off-spec batches are below
the Dstat: limit, see Fig. 7(b), the sensitivity observed was 73.33%,
Table 2 row #1. This may have happened because distillation curves
of off-specification batches with ethanol concentration near to the
on-specification level, 27%(v/v), have extensive distillation ranges
with similar behavior (except for the points in the steepest zone of
the curve) and, when considered the full curve, stay within the
accepted variability of the NOC batches.

Another PCA model was built using the same data used previ-
ously, but this time preprocessed by Savitzky-Golay derivative and
mean-centered. Results showed an improvement on the sensitivity,
but still some batches were misidentified in the Dstat: chart, as re-
ported in Table 2 row #2. All off-specification batches could be
correctly identified using the derivative curve data only in the
distillation range between 25 and 75 wt%, (Table 2 row #3). This
range showed most of the variation in the distillation curves due to
different ethanol content and avoided the unstability and, hence,
undesired and non-composition related variability in the beginning
of the distillation.

As observed in the MSPC charts built with the distillation curve
data, the specificity and sensitivity of the Qstat:. charts for all models
built with NIRS data were 100%. However, different strategies were
necessary to improve the sensitivity of Dstat:. MSPC charts.

The off-line PCA-based batch MSPC charts built using informa-
tion from NIR spectra are explained below. Table 2, row #4, shows
the results from a model built using the full preprocessed spectra
(1103e2228 nm) and distillation (5e90 wt%) range. Despite of the
100% specificity in Qstat:. chart, none of the off-specification batches
was detected as faulty by the Dstat:. chart. The Dstat: MSPC chart
sensitivity was significantly improved to 75% when the NIRS data
were reduced taking only the NIR observations within the distil-
lation range from 60 wt% to 70 wt%, see Table 2, row #5. NIRS data
were also reduced by selecting the most expressive spectral bands
related mainly to hydrocarbons (1600e1800 nm) and ethanol ab-
sorption regions (2000e2200 nm). The MSPC chart built with this
reduced spectral and distillation range improved the Dstat: sensi-
tivity to 83% (row #6), but still some samples with composition
similar to the on-specification batches were missed by the control
chart.

Off-line MSPC models were built with the NIR information
compressed by PCA and MCR-ALS. Similar results were observed.
The sensitivity for Dstat:. MSPC charts built with concatenated PCA
scores or MCR-ALS concentration profiles (row #7 and #10)
improved when compared with full spectral and distillation range
data without data compression (row #4), see Table 2. MSPC models
built with the compressed information extracted from the NIR
observations within the 60e70 wt% distillation range showed an
expressive improvement of the Dstat: sensitivity to 91.67% (row #8
and #11). Dstat:. charts (row #9 and #12) showed 100% sensitivity
when MSPC models were built using the Savitzky-Golay derivative
of the PCA scores or the MCR-ALS concentration profiles within the
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same distillation range (60e70%). MSPC models were built also
using only the ethanol distillation profile. Results are show in
Table 2, rows #13 and #14. The Dstat: sensitivity was higher than in
models built with all four components for models built with the full
distillation range. Moreover, when the derivative ethanol profile in
the 60e70 wt% distillation range, 100% specificity in Dstat: chart was
achieved. The improvement of results when using only the ethanol
concentration profile might be related to the better definition of
this compound in the MCR-ALS results.

4.3.2. On-line batch MSPC on the NIR data
On-line batch MSPC control charts were built following the

strategies described in section 3.2. For the distillation batches

studied, PCA models were calculated for each observation point (86
models) following each one of the strategies described using the
mean-centered data collected from NOC batches. Individual
observation models (see Fig. 5(a)) and evolving models (see
Fig. 5(b)) were calculated as described. For FSMW evolving models
(see Fig. 5(c)), the window selected enclosed 15 neighbouring ob-
servations. Thus, for observations nr. 1 to 14, PCA models were
calculated as in the evolving strategy (see Fig. 5(b)), whereas from
observation nr. 15 and on, the full sliding window of 15 points was
applied, as seen in Fig. 5(c). PCA models for individual observation
and FSMW evolving strategies were built with one principal
component for all observation points, while in evolving models,
one PCwas used in evolvingmodels from 5 to 20wt% and three PC's

Table 2
Off-line batch MSPC results.

# Description NC %EV %Specificity %Sensitivity

Dstat. Qstat. Dstat Qstat.

Distillation Curves
1 DistRange (5e90 wt%) 2 90.91 100 100 66.67 100
2 DistRange(5e90 wt%)_1stdiff.SG 2 94.83 100 100 91.67 100
3 DistRange(25e75 wt%)_1stdiff.SG 2 98.36 100 100 100 100

NIR information

Unfolded NIRS data
4 FullSpec_DistRange(5e90%) 3 68.91 100 100 0.00 100
5 FullSpec_DistRange(60e70%) 2 92.56 100 100 75.00 100
6 SelSpec_DistRange(60e70%) 2 94.54 100 100 83.33 100
scores from PCA modeling (3 PC's)
7 DistRange(5e90%) 2 87.53 100 100 66.67 100
8 DistRange(60e70%) 2 96.52 100 100 91.67 100
9 DistRange(60e70%)_1stdiff.SG 2 98.67 100 100 100 100
C profiles from MCR-ALS modeling (4comp)
10 DistRange(5e90%) 2 81.07 100 100 33.3 100
11 DistRange(60e70%) 2 94.33 100 100 91.67 100
12 DistRange(60e70%)_1stdiff.SG 2 96.99 100 100 100 100
13 DistRange(5e90%)_EtOHcomp 2 90.60 100 100 58.33 100
14 DistRange(60e70%)_1stdiff.SG_EtOHcomp 2 99.65 100 100 100 100

# Model number, NC number of PCA principal components, %EV cumulative explained variance by NC principal components, diff.SG Savitzky-Golay derivative, DistRange
Distillation Range used to build the model, FullSpec Complete NIRS measurement range, SelSpec Small more selective to ethanol signal, EtOHcomp component 2 related to
ethanol.

Fig. 7. (a) Full distillation curves used to test PCA-based off-line batch MSPC model, on-specification in black and off-specification in gray, (b) Dstat: and (c) Qstat: MSPC charts. Some
batches show higher Dstat: and Qstat: values and are not shown for better visualization of the control limits.
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in the remaining observation points. A confidence interval of 99%
was considered to calculate the MSPC charts limits, DCL99% and
QCL99%, for each model, as described earlier in section 3.2.

The NIRmeasurements for a new batch observationwere mean-
centered according to the mean of NOC batches and each obser-
vation (or set of observations) projected into the PCA model built
for each strategy to extract the MSPC statistics, Dstat: and Qstat:.

At this point, it is important to stress the difference between off-
line and on-line MSPC control charts.

Off-line MSPC control charts are based on a single PCA model
built on the completed NOC batches. The final Dstat: and Qstat: charts
represent the values of these statistics vs. the batch index of each
analyzed new batch. Every new batch is represented by a point.

On-line MSPC control charts display simultaneously the infor-
mation of many PCAmodels, as many as observations in each batch,
see Fig. 5. Therefore, each newobservation (NIR spectrum) acquired
in a new batch is tested to see whether it is in- or out of control on a
different PCA model. The process control is done at an observation
level and not at a full batch level, as in the off-line approach. As a
consequence, every new batch has a full Dstat: and a full Qstat: plot,
where the x-axis refers now to the different observations studied
along the process evolution.

Control limits in Dstat: and Qstat: would change per each new
observation analyzed, since a different PCA model is used for pro-
jection every time. To facilitate visualization, the y-axis represents
scaled values of Dstat: and Qstat:, defined as Dstat:=DCL and Qstat:=QCL.
In this way, a flat line at value 1 represents the control limits for all
models used in Dstat: and Qstat: for all observations. On-line Dstat:

andQstat: charts, which represent the evolution of the related scaled
statistics as a function of the observation (% distillate) analyzed,
allow not only identifying on- and off-specification batches, but to
know when the anomaly in an abnormal batch starts.

The results after monitoring new batches through the three
different on-line MSPC strategies (individual observation model,
FSMW MSPC evolving models and evolving MSPC models) are
summarized in Table 3. Table 3 shows whether a new batch was
diagnosed as on-specification or not and which MSPC chart (Dstat:,
Qstat: or both) detected the fault. (Please note that the behavior of
the full distillation batch is analyzed in this section for a better
comparison of the three approaches. In a real on-line control

context, the distillationwould be stopped as soon as found to be out
of specification).

Observing the information summarized in Table 3, Qstat: on-line
MSPC charts detected correctly a fault in all off-specification
batches by using any of the three on-line strategies. Dstat: charts
worked generally well, except when using evolving models, which
were not able to detect fault in off-specification batches with
ethanol content very approximate to the accepted specification and
above, i.e. batches B17 to B23, see Tables 1 and 3. The on-
specification batch B11 was wrongly detected as faulty by the
Qstat: on-line MSPC chart using the individual observation model
MSPC strategy.

Fig. 8 shows the D and Q statistics on-line control charts from
distillation batches B11 (on-specification, with 27% ethanol added)
and B18 (off-specification, with 25% ethanol added) for the three
different on-line batch MSPC strategies.

Some comments need to be done for each on-line strategy ac-
cording to the observed results.

a) Individual process observation models

Qstat: MSPC charts were observed to be very sensitive to fault
detection. Besides, they show clearly the point where the batch
starts to be anomalous. However, Qstat: charts were more prone to
show false alarms, Fig. 8(a). This happens because each model was
built using a single observation point and a slight variation in an
individual observation for a new batch process leads to a fault
detection.

b) Evolving MSPC models

The evolving MSPC strategy considered the evolution of the
process since the start, building models with increasing number of
observations. This caused less sensitive Dstat: charts, since past NOC
observations may have a lot of weight in the models and batches
can be detected easily as faulty only when the fault observations
occurred at the beginning of the distillation process (batches B11-
16). Batches with ethanol concentration near to the specification
value and above were not detected by Dstat: charts since the fault
occurred too late and was not large enough to compensate the
weight of the large number of initial NOC observations. Despite of
this fact, the evolution of Dstat: values for undetected off-
specification batches show a different trend (a clear increase
when the abnormal behavior starts) as compared to on-
specification batches (presenting a flat constant tendency), as
observed in Dstat: charts Fig. 8(b). This may suggest that the Dstat:

chart could still be used in these instances if the control limits were
set empirically. Qstat: charts performed more satisfactorily in fault
detection. However, faults were detected later than in individual
observation models due to the excessive weight of past NOC ob-
servations as well.

c) Fixed size moving window, FSMW-MSPC models

The FSMW strategy considered only a few past observation
points, set according to the window size (15 observations were
used in this study). This feature produced more sensitive Dstat:

charts because past NOC observations had less weight in models,
Fig. 8(c). FSMW strategy was observed to be less prone to false
alarms on Qstat: charts than individual observation charts, Fig. 8(a),
since individual point fluctuations have less impact in the window-
based PCA models. This strategy has been found to be the most
flexible of the three, showing efficient and easy detection of faults
and avoiding false alarms. Obviously the performance of this
approach may depend on the width of the window: if too small,

Table 3
On-line batch MSPC results on test batches B10-23.

Test Batch Method

Ind. Obs.a FSMWb Evolvingc

on-spec
B10 on-spec.d on-spec. on-spec.
B11 Qstat. on-spec. on-spec.
off-spec
B12 Qstat., Dstat. Qstat., Dstat. Qstat., Dstat.

B13 Qstat., Dstat. Qstat., Dstat. Qstat., Dstat.

B14 Qstat., Dstat. Qstat., Dstat. Qstat., Dstat.

B15 Qstat., Dstat. Qstat., Dstat. Qstat., Dstat.

B16 Qstat., Dstat. Qstat., Dstat. Qstat., Dstat.

B17 Qstat., Dstat. Qstat., Dstat. Qstat.

B18 Qstat., Dstat. Qstat., Dstat. Qstat.

B19 Qstat., Dstat. Qstat., Dstat. Qstat.

B20 Qstat., Dstat. Qstat., Dstat. Qstat.

B21 Qstat., Dstat. Qstat., Dstat. Qstat.

B22 Qstat., Dstat. Qstat., Dstat. Qstat.

B23 Qstat., Dstat. Qstat., Dstat. Qstat.

a Ind. Obs., Individual observation MSPC models.
b FSMW, fixed size moving window MSPC models.
c Evolving MSPC models.
d On-spec means the batch is on-specification according to both Dstat and Qstat..

Dstat means the batch is off-spec according to Dstat chart. Qstat. means the batch is off-
spec. according to Qstat. chart.

R.R. de Oliveira et al. / Analytica Chimica Acta 985 (2017) 41e53 51

Results and Discussion 

59 

  



false alarms may show up in analogy to what happens in individual
observation models; if too big, sensitivity in Dstat. chart may
decrease because of the weight of too many past NOC observations
in the chart. This inconvenient is clearly surmountable if the win-
dow width is set by using representative off-spec batches that may
allow setting the correct window width to avoid the malfunctions
described in the other two on-line MSPC approaches.

5. Conclusions

The present work provides an improvement of PAT technologies
for distillation-based quality control procedures through the design
of an automatic distillation device that allowed synchronized
measurements of the distillated mass percentage, distillation
temperature and NIR spectra during the distillation process.

Process modeling on NIR spectra by PCA and MCR-ALS allowed
understanding the process evolution from a global (scores plot) and
component-wise (distillation profiles) point of view, respectively.
In this sense, MCR-ALS provides a good thermal and physico-
chemical characterization of distilled fractions, even if coming from
a simple distillation process.

MSPC strategies based on the different kinds of data obtained
from the designed device are proposed. Off-line models using
distillation curves were able to detect off-specification batches
when suitable preprocessing and distillation curve range were

used. Successful off-line MSPC models were built with the NIR
spectra information compressed into PCA scores or MCR-ALS con-
centration profiles. The possibility to perform a sensible selection of
some of the MCR-ALS concentration profiles, linked to particularly
relevant process contributions has proven to improveMSPC results.

On-line batchMSPC strategies were proposed for fault detection
during the distillation process using the collected NIRS data. Indi-
vidual process observations MSPC models showed Dstat: charts very
sensitive to fault detection; however, false alarms were observed in
the Qstat: charts. Evolving MSPC models were able to solve the false
alarms observedwith the individual observation strategy, but failed
to detect some off-specification batches with similar composition
to NOC batches when using Dstat: charts. The FSMW-MSPC
approached used a flexible combination of the other two strate-
gies and succeeded to detect all off-specification batches and
correctly identify on-specification batches during the test with both
Dstat: and Qstat: control charts, avoiding false alarms.
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Every distillation batch monitored in this work came from a mixture of gasoline and 

ethanol and provided synchronized vapor temperature measurements and NIR 

spectra associated with equispaced %mass fraction distilled. The additional reference 

of the %mass fraction distilled allowed organizing the stored information per batch in 

such a way that all batch data matrices had the same length and, most important, the 

process trajectory for NOC batches was also synchronized, as described in detail in 

section 3.1.3. Thus, both types of multibatch data structures (batch- and variable-wise 

augmented multisets) could be used for process modeling and control, as described 

below. 

Process modeling using PCA and MCR-ALS 

For batch process modeling, variable-wise augmented multisets were used, as shown 

in Figure 19B, and only the NIR data collected during the distillation process were 

analyzed. Thus, the data matrices with the preprocessed NIR data from nine on-

specification (27% ethanol) gasoline NOC distillation batches were arranged into a 

variable-wise augmented multiset and modeled using principal component analysis 

(PCA) and multivariate curve resolution-alternating least squares (MCR-ALS). PCA 

provided a global model of trajectories explaining the overall process evolution, 

whereas MCR-ALS provided a model describing the evolution and chemical identity 

of each component (distinct distilled fraction) in the distillation batches analyzed. The 

variable-wise arrangement of the NOC multibatch data allows obtaining specific 

process profiles per each batch and thus observing the natural variability among NOC 

batches. The results for the process modeling of the gasoline distillation batches using 

PCA and MCR-ALS are shown in Figure 20. 

Figure 20a displays the scatter score plot issued from the PCA model of a variable-

wise augmented multiset formed by the nine NOC batch data. The model was done 

on mean-centered data and three PC’s explained 99% variance. The distribution of 

scores illustrates the similar process trajectories of NOC batches, depicted with little 

blue dots. This PCA model was used to obtain the scores from new batches not used 

in the model building step, as shown in equation (9) of section 2.3.3. Thus, NIR data 

from on-specification NOC batch B11, with 27%(v/v) ethanol, and off-specification 

batch B13, which had only 15 %(v/v) of ethanol added, were studied with this PCA 

model. On-specification batch B11 (magenta circles) was observed to follow the same 

process trajectory of the NOC batches used to build the PCA model, while off-

specification batch B13 (red triangles) clearly deviated from the NOC trajectory, as 

illustrated in Figure 20a. 
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Figure 20 Multibatch distillation process modeling. (a) Scatter score plot issued f rom PCA of  on-
specif ication NOC batches B01-09 (displayed as little blue dots). Overlaid process trajectory of  on-

specif ication NOC batch B11 (pink circles) and of f -speciofication batch B13 (red triangles). Start (5 
wt%), transition region (60-70 wt%) and end (90 wt%) of  distillation process are indicated; (b) Multibatch 
MCR-ALS showing f rom top to bottom the pure spectral prof iles, the superimposed concentration 

prof iles for on-specif ication NOC batches B01-09 and concentration prof iles for off-specification batch 

B13 (components (1) to (4)). 



Results and Discussion 

65 

The MCR-ALS analysis of multibatch NOC distillation data provided four components. 

The concentration (distillation) and spectral profiles obtained after the MCR-ALS 

decomposition are shown in Figure 20b (top panel with overlaid concentration profiles 

of the different batches and mid panel with the related spectral signatures). The 

components resolved from the distillation process are related to the four main distilled 

fractions of gasolines blended with ethanol. From low to high distillation temperatures, 

the first fraction relates to light hydrocarbons, the second to ethanol and the third and 

fourth fractions to mid and high molecular weight (MW) hydrocarbons and aromatic 

compounds, as reported elsewhere (Burger et al., 2015). The identity of these 

compounds is confirmed when looking at the spectral features found in the related 

pure spectra and at the temperature distillation range. The low MW hydrocarbons 

fraction is mainly distilled together with ethanol as azeotropes at the beginning of the 

distillation, i.e., at lower temperatures, as observed in the concentration profiles of 

components (1) and (2), see Figure 20b. After 70 wt% of the distillation process, almost 

all ethanol, component (2), was boiled-off, remaining most of the mid to high MW 

fractions of gasoline, rich in aromatic compounds, components (3) and (4). In the 

context of MCR-ALS, concentration profiles of new batch data from the same process 

can be used for visual inspection of its evolution. Figure 20b (bottom panel) shows the 

distillation profiles of batch B13 (with only 15 %(v/v) ethanol). Although the component 

spectra are the same as for the on-specification batches, all distillation profiles are 

shifted to lower wt% of distillate, as expected for a batch with lower ethanol content. 

Besides their process modeling value, both PCA scores and MCR-ALS concentration 

profiles provide excellent NIR-related compressed information about the evolution of 

the distillation process that can be further used for process control purposes. 

Process control of synchronized batches 

Since NOC distillation batches are synchronized, the process control models proposed 

were always developed using batch-wise augmented data sets. Two types of MSPC 

models were built, offline and online MSPC models. Offline MSPC models were used 

to detect faulty batches using the complete batch information collected during the 

distillation process, whereas online MSPC models could detect batch upsets related 

to new batch observations during process monitoring.  

It is important to stress the difference between offline and online MSPC control charts. 

Offline MSPC control charts are based on a single PCA model built on the data from 

completed NOC batches. The final 𝑄𝑠𝑡𝑎𝑡 . and 𝐷𝑠𝑡𝑎𝑡.charts represent the values of these 

statistics vs. the batch index of each new batch. Every new batch is represented by a 

point in these charts. Instead, online MSPC control charts display simultaneously the 

information of many PCA models, as many as observations in each batch . Therefore, 

each new observation acquired in a new batch is tested to see whether it is in- or out 

of control on a different PCA model. The process control is done at an observation 

level and not at a full batch level, as in the offline approach. As a consequence, every 

new batch has a full 𝐷𝑠𝑡𝑎𝑡. and a full 𝑄𝑠𝑡𝑎𝑡 . plot, where the x-axis refers now to the 
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different observations studied along the process evolution. The description on how to 

build and use both types of MSPC models for the studied process are provided in the 

next subsections. In all models, data from nine NOC batches were used to develop 

the different PCA-based multivariate statistical process control (MSPC) models. These 

models were afterwards used to detect whether full new validation batches (in offline 

MSPC models) or individual observations of validation batches (in online MSPC 

models) were in or out of control. 

Offline batch MSPC models 

Offline batch process control was carried out using the classical MSPC approach 

presented in section 2.3.3. The focus in this case was studying the influence of the 

starting information used, i.e., temperature profiles from complete distillation curves or 

information derived from NIR spectra, on the efficiency of the MSPC models to 

differentiate among NOC and abnormal batches. Thus, the data from the complete 

distillation of NOC batches were arranged in a batch-wise augmented matrix before 

model building. When using temperature information, the 𝐗𝐍𝐎𝐂 matrix included the full 

distillation curve per every batch. When using NIR-derived information, every row in 

the 𝐗𝐍𝐎𝐂 matrix contained the complete vectorized information from one batch, formed 

by all concatenated original preprocessed spectra, or by concatenated NIR-

compressed information, such as selected spectral ranges, PCA scores or MCR-ALS 

distillation profiles. Due to the nature of the distillation processes, in which the main 

variation takes place in a narrow % mass distilled fraction range, the effect of taking 

information around this critical range instead of using the full distillation batch and the 

use of derivative preprocessing to enhance the changes among batches was also 

considered. Figure 21 illustrates this last point, showing the information of distillation 

curves covering the full % mass distilled fraction, their related derivative curves and 

the derivative curves covering the critical range of variation. From left to right, it is 

visible that the difference of behavior between NOC batches (in black) and off -

specification batches (colored lines) becomes clearer. 

 

Figure 21 (A) Full distillation curves used to test PCA-based of fline batch MSPC model, (B) Distillation 
curves af ter Savitzky-Golay 1st derivative. (C) Distillation curves af ter Savitzky-Golay 1st derivative 

between 25 and 75%  of  the distillation range. On-specif ication batches are shown as black curves. 

To assess the performance of the MSPC charts for offline batch process control using 

different kinds of starting information, specificity and sensitivity were adopted as 

quality parameters. Specificity stands for the ratio of NOC batches (on-specification) 

correctly identified over the total number of NOC batches used to test the MSPC 
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charts. Sensitivity is derived as the ratio of out of NOC (off-specification) batches 

correctly identified as out of NOC over the total out of NOC batches tested. Table 2 

contains a summary of the model characteristics and quality parameters of the MSPC 

models built with different kinds of starting information. 

Table 2 Of f line batch MSPC results, reproduced f rom (de Oliveira et al., 2017). 

     %Specificity  %Sensitivity 

# Description NC %EV  Dstat. Qstat.  Dstat Qstat. 

 Distillation Curves         

1 DistRange (5-90 wt%) 2 90.91  100 100  66.67 100 

2 DistRange(5-90 wt%)_1stdif f .SG 2 94.83  100 100  91.67 100 

3 DistRange(25-75 wt%)_1stdif f .SG 2 98.36  100 100  100 100 

          
 NIR information         

 Unfolded NIRS data         

4       FullSpec_DistRange(5-90%) 3 68.91  100 100  0.00 100 

5       FullSpec_DistRange(60-70%) 2 92.56  100 100  75.00 100 

6       SelSpec_DistRange(60-70%) 2 94.54  100 100  83.33 100 

          

 scores from PCA modelling (3 PC’s)         

7       DistRange(5-90%) 2 87.53  100 100  66.67 100 

8       DistRange(60-70%) 2 96.52  100 100  91.67 100 

9       DistRange(60-70%)_1stdif f .SG 2 98.67  100 100  100 100 

          
 C profiles from MCR-ALS modelling 

(4comp) 
        

10       DistRange(5-90%) 2 81.07  100 100  33.3 100 

11       DistRange(60-70%) 2 94.33  100 100  91.67 100 

12       DistRange(60-70%)_1stdif f .SG 2 96.99  100 100  100 100 

13 DistRange(5-90%)_EtOHcomp 2 90.60  100 100  58.33 100 

14       DistRange(60-

70%)_1stdif f .SG_EtOHcomp 

2 99.65  100 100  100 100 

# Model number, NC number of PCA principal components, %EV cumulative explained variance by NC principal components, 
diff.SG Savitzky-Golay derivative, DistRange Distillation Range, in % distilled mass, used to build the model, FullSpec 
Complete NIRS measurement range, SelSpec Small spectral range more selective for ethanol signal, EtOHcomp component 

2 related to ethanol.  

As a general conclusion, the Qstat control chart always perform correctly, irrespective 

of the kind of initial information used, i.e., NOC batches are recognized as such and 

abnormal batches are also clearly identified.  When using the Dstat chart, no problems 

are encountered to identify correctly NOC batches; however, some off -specification 

batches are mistaken as NOC batches depending on the starting information used to 

build the MSPC models. A general way to mitigate the problem is working with initial 

information covering only the process range showing more variation among batches 

(in the distillation context, the % distilled mass fractions around the steepest zone of 

the distillation curve for NOC batches, i.e., between 60-70 % distilled mass fractions). 

An additional way to enhance differences between NOC batches and off-specification 

batches with very similar characteristics to them is using the derivative version of the 

initial information used. Using NIR starting information, the worse results are obtained 

when the full NIR spectrum is used due to the presence of big spectral regions with 

very low and noisy signal, similar in all batches compared. In  line with the selection of 

information along the process direction, better results are obtained when only selected 
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spectral regions with more significant variation are taken into account. It is worth 

commenting that the use of compressed expressions of the NIR information, such as 

PCA scores or MCR-ALS concentration profiles, provide always better results than the 

NIR spectral information because variations of composition are better captured and 

the compressed profiles are additionally noise-filtered. Finally, when all PCA scores 

and all MCR-ALS concentration profiles are used, the results are comparable. 

However, the use of MCR-ALS profiles offers a more flexible framework since, when 

needed, only the compound profiles showing the clearest variation of batch behavior 

or having the most critical information, e.g., ethanol in this context, can be adopted to 

build the necessary MSPC models. 

Online batch MSPC models  

Control charts from offline MSPC models are ideal to detect faults using complete 

batch data. However, most of the times, fast detection of process upsets in real-time 

is required. In this work, new PCA-based online MSPC strategies were proposed using 

the NIR spectra collected during the distillation process. As in the offline approach, 

batch-wise augmented data matrices were used to build the MSPC models. In this 

case, only the batch-wise augmented matrix containing the original preprocessed NIR 

readings from all nine individual NOC batches was used to test the different online 

MSPC strategies. The augmented matrix had the NIR spectra of all NOC batches for 

each observation point, i.e. 5 to 90% mass distilled fraction, arranged side by side as 

shown in Figure 22A. Based on this augmented matrix, three online MSPC 

approaches were proposed using multiple PCA models based on different intervals of 

observation points, as described below: 

a) Online MSPC based on individual process observation models. This approach is 

the most straightforward method. An individual MSPC model (𝐓𝐤 ,𝐏𝐤), where 𝐓𝐤  

are the scores and 𝐏𝐤 are the loadings for the 𝑘𝑡ℎ observation is built per  each 

observation point, i.e. from 𝑘 = 1 to 𝑘 = 𝐾, using historical data from that particular 

batch observation in on-specification completed batches, as illustrated in Figure 

22B. Thus, during a new batch, the new online data obtained (the NIR spectrum of 

the current 𝑘𝑡ℎ observation) is projected into the respective observation point 

model and the statistical parameters compared with the control chart limits. 

b) Online MSPC based on Evolving MSPC models. Local MSPC models with an 

increasing number of observation points are built adding the new current distillation 

point in every new model until all distillation process is covered. As illustrated in 

Figure 22C, the first MSPC model is built using only the NIRS data matrix of the 

NOC historical data batches at the first recovered point (5 wt%), the second model 

using two observation points (5 and 6 wt%) and so on until the last model uses all 

observation points. For new batch monitoring, the data up to the current 

observation point are projected into the MSPC model with the same related 

observations points and statistically tested. 
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Figure 22 Dif ferent online MSPC model approaches. (A) Individual process observation models, (B) 

FSMW-MSPC models. (C) Evolving MSPC models. (𝐓𝒌 , 𝐏𝒌
) represents the scores 𝐓𝒌  and loadings 𝐏𝒌  

of  the local MSPC model related to the evolving strategy used for the kth batch observation. 

c) Online MSPC based on Fixed Size Moving Window, FSMW-MSPC, models. 

Several MSPC models built with a moving window including the current 

observation and several consecutive past observation points are built using the 

NOC historical data. The window size, 𝑤, defines the total number of observations 

inside the moving window. However, for the first observations with 𝑘 < 𝑤, the 

MSPC models are calculated as in the evolving strategy, adding every new 

observation until 𝑘 = 𝑤 , when the sliding window is full. Then, the window slides 

one observation ahead from 𝑘 to 𝑘 = 𝑘 + 1, to build each new model until all 

observation points are covered, 𝑘 = 𝐾, see Figure 22D. In every new model, the 

current observation is included and the furthest one in time from the previous model 

is not considered anymore. For new batch monitoring, the data from the 

observation points covered by the moving window are projected into the model for 

the respective observations points and statistically tested. 

The three approaches aim at online process control, but there are important 

differences due to the information included in each of the model typologies. Thus, the 

modality looking at individual process points (a) does not take into account the 

neighboring past observations and, hence, the evolution of the process. In the 

modalities FSMW-MSPC (c) and evolving MSPC (b), the process evolution is taken 

into account together with the new process observation of interest. In the case of the 



Chapter 4 

70 

FSMW-MSPC model, only the recent past observation points (those within the 

window) are taken into account and the window size established is related to the 

number of relevant neighboring process observations. Instead, the evolving-MSPC 

takes into account all process evolution until the present observation, giving potentially 

the same importance to all the past observations analyzed. 

 

Figure 23 Online MSPC charts for batches B11 (on-specif ication) and B18 (of f -specification) for the (A) 

Individual process observation models, (B) Evolving MSPC strategies and (C) FSMW evolving MSPC, 

reproduced f rom (de Oliveira et al., 2017). 

For the distillation batches studied, PCA-based online MSPC models were calculated 

for each observation point (86 models) following each of the strategies described using 

the mean-centered data collected from NOC batches. For FSMW evolving models, the 

window selected enclosed 𝑤 = 15 neighboring observations. PCA models for 

individual observation and FSMW evolving strategies were built with one principal 

component for all observation points, while in evolving models, one PC was used from 

5 to 20 wt% range and three PC’s in the models referring to the remaining observation 

points. A confidence interval of 99% was considered to calculate the MSPC chart limits 

for each model, as described in section 2.3.3. The NIR measurements for a new batch 
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observation were mean-centered according to the mean of NOC batches. Each new 

observation (or set of observations) was projected into the suitable PCA model for 

each strategy to obtain the reduced MSPC statistics, 𝑇𝑟2 and 𝑄𝑟. 

The online 𝑇2 and 𝑄 charts in Figure 23, which represent the evolution of the related 

reduced statistics as a function of the observation (%distillate mass fraction) analyzed, 

allow identifying on- and off-specification batches and when the anomaly in an 

abnormal batch starts. The three typologies of online MSPC charts related to two 

validation batches, on-specification batch B11 (with 27% ethanol added, displayed in 

black) and off-specification batch B18 (with 25% ethanol added, displayed in red), are 

shown in Figure 23. The 𝑄 online MSPC charts detected the fault in  the off-

specification batch by using any of the three online strategies, see Figure 23 (right 

plots). 𝑇2 charts worked generally well, except when using evolving models, which 

were not able to detect faults in off-specification batches with ethanol content very 

approximate to the accepted specification, as happened with batch B18, see Figure 

23B (left plot). The on-specification batch B11 was wrongly detected as faulty by the 

𝑄 charts using the individual observation model MSPC strategy, Figure 23A (right 

plot). 

Based on the results shown in Figure 23, some conclusions can be extracted for each 

online strategy. For individual process observation models, MSPC charts are very 

sensitive to fault detection, in particular Q-residuals charts. Although this helps to 

accurately detect the point where the batch starts to be anomalous in off-specification 

batches, a slight variation in an individual observation of a new on-specification batch 

process leads to show false alarms, as in Figure 23A (right plot). This is due to the 

restricted amount of information used in the models, just related to a single 

observation, that may lead to interpret any accidental small fluctuation (probably 

absent in neighbouring observations) as an abnormal behavior. For evolving MSPC 

models, when the local models increase in number of observations, the 𝑇2 charts 

become less sensitive to fault detection. This is because the evolving MSPC strategy 

considers the evolution of the process since the start and, therefore, the large number 

of past NOC observations has a lot of weight in the evolving models and may hinder 

to detect abnormal observations that happen at long batch times unless the related 

anomaly is very clear. In evolving MSPC models, the detection of faulty batches 

happens easily only when the fault occurred at the beginning of the batch, such as for 

gasoline batches with ethanol content lower than the specification. 𝑄 charts performed 

more satisfactorily in fault detection. However, faults were detected later than in 

individual observation models due to the excessive weight of past NOC observations 

as well. The FSMW strategy considered only a few past observation points, set 

according to the window size (15 observations in this study). This feature produced 

more sensitive 𝑇2 charts because past NOC observations had less weight in models 

than in the evolving MSPC strategy. It was also observed to be less prone to false 

alarms on 𝑄 charts than individual observation charts since the higher number of 

observations in the window helps to distinguish more clearly accidental fluctuations of 
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individual observations from abnormal process trends. This strategy is the most 

flexible of the three, showing efficient and easy detection of faults and avoidin g false 

alarms. The performance of FSMW-MSPC models depends on the width of the 

window: if too small, false alarms may show up in analogy to what happens in 

individual observation models; if too big, sensitivity in 𝑇2 chart may decrease because 

of the weight of too many past NOC observations in the chart. The window width 

should be set by using representative validation batches (on- and off-specification) 

that may allow setting the correct window width avoiding the problems of low sensitivity 

and false alarms as described in the other two online MSPC approaches. 
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4.3 Process modeling and control for non-synchronized batch 
processes 

4.3.1 MSPC models for endpoint detection. Data fusion strategies. 

The detection of a batch endpoint is crucial to secure final product quality consistency, 

save time, energy and reduce waste products. The endpoint detection of a batch 

process can be based on the use of a single MSPC model taking as input information 

sensor measurements, e.g. NIR spectra, collected at the end of several NOC batches. 

Multiple endpoints can also be detected in batch processes that take place following 

several steps with related MSPC models. Endpoint MSPC models can be built using 

only NIR information or combining it with information from other process sensors, like 

temperature. An additional idea around the data fusion concept is combining process 

sensors and/or PLS, PCA and MCR-ALS model outputs issued from the use of the 

information from spectroscopic probes. In this way, data fusion applies to both sensor 

combination and model output combination. 

This subsection gathers three scientific publications related to the topics described 

above. Publication II describes the use of PLS for real-time monitoring of moisture 

content and the application of an MSPC model for endpoint detection of an industrial 

drying process using NIR spectroscopy. Publication III presents the use of PLS to 

predict in real-time several critical quality attributes and the application of several PCA-

based MSPC models to detect multiple endpoints in an industrial polyester production 

process using NIR spectroscopy. Finally, Publication IV proposes new data fusion 

strategies to build endpoint MSPC models combining sensor and multivariate model 

outputs for the processes described in Publications I, II and III.  

Publication II. Avila, C. R., Ferré, J., de Oliveira, R. R., de Juan, A., Sinclair, W. E., 
Mahdi, F. M., Hassanpour, A., Hunter, T. N., Bourne, and R. A., Muller, F. L., Process 
Monitoring of Moisture Content and Mass Transfer Rate in a Fluidised Bed with 

a Low Cost Inline MEMS NIR Sensor, Pharmaceutical Research (2020), 37: 84. 
DOI: 10.1007/s11095-020-02787-y 

Publication III. Avila, C., Mantzaridis, C., Ferré, J., Rocha de Oliveira, R., Kantojärvi, 
U., Rissanen, A., Krassa, P. , de Juan, A., Muller, F. L., Hunter, T. N. and Bourne, R. 
A., Acid number, viscosity and end-point detection in a multiphase high 

temperature polymerisation process using an online miniaturised MEMS Fabry-
Pérot interferometer. Talanta (2021), 224: 121735.  

DOI: 10.1016/j.talanta.2020.121735 

Publication IV. de Oliveira, R. R., Avila, C., Bourne, R., Muller, F., and de Juan, A., 
Data fusion strategies to combine sensor and multivariate model outputs for 

multivariate statistical process control, Analytical and Bioanalytical Chemistry 
(2020), 412:2151–2163.  

DOI: 10.1007/s00216-020-02404-2

https://doi.org/10.1007/s11095-020-02787-y
https://doi.org/10.1016/j.talanta.2020.121735
https://doi.org/10.1007/s00216-020-02404-2
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ABSTRACT
Purpose The current trend for continuous drug product
manufacturing requires new, affordable process analytical
techniques (PAT) to ensure control of processing. This work
evaluates whether property models based on spectral data
from recent Fabry–Pérot Interferometer based NIR sensors
can generate a high-resolution moisture signal suitable for
process control.
Methods Spectral data and offline moisture content were
recorded for 14 fluid bed dryer batches of pharmaceutical
granules. A PLS moisture model was constructed resulting in
a high resolution moisture signal, used to demonstrate (i) end-
point determination and (ii) evaluation of mass transfer
performance.
Results The sensors appear robust with respect to vibration
and ambient temperature changes, and the accuracy of water
content predictions (±13% ) is similar to those reported for

high specification NIR sensors. Fusion of temperature and
moisture content signal allowedmonitoring of water transport
rates in the fluidised bed and highlighted the importance wa-
ter transport within the solid phase at lowmoisture levels. The
NIR data was also successfully used with PCA-based MSPC
models for endpoint detection.
Conclusions The spectral quality of the small form factor
NIR sensor and its robustness is clearly sufficient for the con-
struction and application of PLS models as well as PCA-based
MSPC moisture models. The resulting high resolution mois-
ture content signal was successfully used for endpoint detec-
tion and monitoring the mass transfer rate.
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NOMENCLATURE
aw activity of water in the solid phase (−)
b, bo regression coefficients
Cg Water conc. in the gas phase (mol/m3)
C *
L

Gas phase conc. in equilibrium with the liquid in the gran-
ules (mol/m3)

C *
S Gas phase conc. in equilibrium with the water in the

solid phase (mol/m3)
E Matrix with residual errors of the PCA model (−)
ey Error betweenmeasured and predicted values of y (−)
erel Relative error (−)
fs Volume fraction solids in the fluidised bed (−)
fMTR Extent to which mass transfer is limiting (−)
fw Moisture fraction (wt% of total mass)
Fw Moisture fraction (wt% of dry solids)
mw, ms Granule’s mass of water and solids respectively (kg)
madsorb Mass of water absorbing components in the granule (kg)
MTRw Mass transfer rate(mol/s.m3)
Nw Number of moles of water (mol)
_N
∞
w Maximum drying rate (mol/s)

_N w Molar drying rate (mol/s)
P Loadings matrix (−)
P *
w Vapour pressure of water (Pa)

Qstat Q-statistic (−)
Sin Degree of saturation of the inlet gas (−)
T Scores matrix (−)
Tbed Bed temperature (K, or °C)
Vbed Volume of the fluidised bed (m3)
y Response vector (−)
X Matrix containing one spectrum on each row (−)
xnew Row vector containing 1spectrum (−)

GREEK LETTERS
φg Gas flowrate (m3/s)
ρs Fluid bed density (kg/m3)
Ω Mass transfer resistance (1/s)
Ωext, Ωmax Fitting parameters (1/s)
Ωtot Overall or total mass transfer resistance (1/s)

INTRODUCTION

Near infrared spectroscopy (NIR) has been established as a
key tool for process analysis technology (PAT) (1). For phar-
maceutical applications, it has proven to be an effective
technique for gathering relevant chemical data to build up
process understanding (2,3), contributing to new process de-
velopment (4), and for process monitoring and control dur-
ing the drug manufacturing processes (5). Recent advances
in instrumentation and chemometrics have been identified
as the main pillars advancing NIR spectroscopy towards
application in manufacturing, but cost and measurement

robustness remain barriers to widespread implementation
in the pharmaceutical industry.

The recently developed Micro-electro-mechanical system
Fabry–Pérot Interferometers (MEMS FPI) for near infrared
wavelengths are miniaturised tuneable optical filters formed
by two facing reflectors separated by an air gap. The distance
between the two reflectors is controlled by the voltage applied
(6). Light with a wavelength of the gap size will interfere and
pass the filter and be collected by a single-point detector po-
sitioned below. The range of distances the device can set will
thus determine the range of wavelenghts the device can mea-
sure (7). MEMS-FPI based devices with different reflector gap
widths target specific regions of the NIR spectral ranges (e.g
1.7μm, 2μm). For a specific process application, the appropri-
ate spectral range can be matched with the sensor range
(8–10).

The resolution of the MEMS FPI sensors is lower than in
Fourier Transform NIR spectrometers or traditional diffrac-
tion gratings spectrometers, but the compact form factor and
cost-effective pricing enable new applications that are not pos-
sible with aforementioned traditional spectral sensing technol-
ogies. To measure spectra, the voltage is changed gradually
and the detector signal is recorded. Spectral data can be
recorded up to speeds of 1000 spectral points per second,
providing the user a high rate of data at a few spectral posi-
tions, or a full spectrum over the range available at a lower
rate.

MEMS-FPI are made from a single wafer without assem-
bly steps, creating a single solid structure with no wearing
parts which makes the devices position and vibration insensi-
tive; staying very stable over time. Developed low-cost
MEMS-FPI and detectormodules have been successfullymin-
iaturised, with systems weighing as little as 60 g (11), making
them suitable for widespread application in process sensors in
the manufacturing industry. This would be a major step for-
ward to continuous, inline composition measurement.

For the pharmaceutical industry, accessing reliable spectral
information at a low cost could bring immediate benefits. For
instance, complementary compositional and physical infor-
mation could be obtained for several drug manufacturing
stages before attempting to replace conventional quality con-
trol or research analytical systems. A specific example is the
monitoring of moisture content, a control parameter used in
several stages of the solid-dose form production process (5),
normally required for milling and blending (12,13), granula-
tion (14,15), tablet coating (16), and dying, particularly flui-
dised bed granule drying, which has been extensively studied
(17–20).

In examples reported, real-time moisture determination
using NIR spectroscopy relies on correlating online NIR spec-
tra to offline analytical moisture measurements (typically Karl
Fisher titrations or loss on drying (LOD) (14,21)). Partial Least
Squares regression (PLS) is the algorithm of choice to model
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the measured moisture content (vector y, n data points) as a
linear combination of nmeasured spectra (matrixX, one spec-
tra on each row1):

y ¼ X bþ bo þ ey ð1Þ

where b the vector with relative contributions of each spectral point, bo is a
constant (22) and ey is the vector of errors. With b and b0 obtained from a
calibration data (y,X), a real-timemoisture content signal can be inferred
from a new NIR spectrum by application of Eq. 1 (23).
The second common application of NIR data is for drying endpoint

detection. Here, Multivariate Statistical Process Control (MSPC) models
based on Principal Component Analysis (PCA) are built from sets of
spectra of different Normal Operating Condition (NOC) batches that rep-
resent the process end-point well. In-line spectra from new batches are
tested in real time to determine whether they behave, or not, as the NOC
spectra used to build the model (24,25).
To build MSPC models for process end-point detection, a data set

formed by NIR spectra of on-specification batches where the end-point
has been reached are used in a matrix X containing of n end-point spectra.
A PCA model is built in order to set the statistical boundaries of the
experimental domain (space) of end-point NIR spectra (2,3):

X ¼ T Pþ E ð2Þ

where P is the loadings matrix (nr of principal components, nr
of wavelengths which are the link between scores and original
NIR spectra) andT is the scoresmatrix of all end-point spectra
(nr of spectra, nr of principle components). T spans the valid
experimental domain for on-specification measurements in
the space of principal components. The matrix E describes
the residual errors of the PCA model. For any new (pre-
processed) spectrum xnew acquired in the current on-line mon-
itored batch, the difference between the spectrum xnew and its
description by the PCA model xnewP

TP is:

enew ¼ xnew I−PTP
� � ð3Þ

enew is a row vector containing the residual error for each
wavelength. Qstat control charts are developed on this basis of
the sum of squares of this error:

Q stat ¼ enew eTnew ð4Þ

When Qstat falls below a minimum error, the chart control
limit, the new spectra resembles the typical endpoint spectrum
shape as defined by the NOC batches.

Acquiring online spectra from multiphase processing
equipment (air-solid) (26) such as fluidised bed dryers, wet
granulators and excipient blenders, presents several challenges
such as noise and probe window fouling. For instance, within a
fluidised bed, drying granules will flow past the NIR probe
window, and particles will interact with the probe’s NIR light

at a wide range of distances and orientations. The significant
changes in material density and air gaps with variable distance
between the solids and the field of view of the probe results in
an intermittent signal (27). These interactions lead to signifi-
cant levels of noise that distort the coefficients in Eqs. 1 and 2–
4 resulting in large residual errors.

Under these conditions, it is essential to reduce the noise
introduced during spectral measurement by suitable pre-
processing of the NIR spectra (4,28), for instance by averaging
a number of them.

This study aims to evaluate the accuracy, robustness and
reliability of the spectral response obtained from the MEMS-
FPI NIR sensor by monitoring the moisture content during
the drying of pharmaceutical granules in a pilot-scale fluidised
bed dryer. PLS models resulting from a validation data set
transform online spectral measurements to predictions of the
moisture content and MSPC tools use spectra for detecting
the process end-point. In the final part, we convert the NIR
derived moisture content signal to the water mass transfer rate
and demonstrate how this can be applied so as to provide an
insight in to the underlying processing phenomena.

MATERIALS AND METHODS

Granulation and Drying

Pharmaceutical granules were produced using a stan-
dard recipe supplied by GlaxoSmithKline (GSK,
United Kingdom) employing Mannitol (64 wt%, solid
wt% are with respect to the dry granule weight),
Microcrystalline Cellulose Avicel PH-101 (29 wt%),
Hypromellose 2910 (5 wt%, binder), AC-DI-SOL
(1.5 wt% disintegrant) and colloidal SiO2 (0.5 wt%). A
top driven high shear mixer wet-granulator model
MiPro from ProCepT (Belgium) was used to prepare
fourteen 1 kg batches of granules in a 2 l vessel with
a three-bladed impeller rotating at 800 RPM. During
granulation, Water (0.5 L/kgsolid) was added at a con-
stant feeding rate of 5 mL/min. Due to intense mixing
the temperature rises from room temperature to ap-
proximately 45°C. On completion of the granulation,
granules are transferred into a container and sealed up
before cooling down and storing in a fridge at 5°C to
minimise changes in moisture content before drying.
Batch-to-batch repeatability in terms of moisture con-
tent and particle size was achieved by using the granu-
lator torque profile as an online indicator, in parallel to
a correlation between the water addition with the par-
ticle size (using an image analysis method) obtained
from a control batch. This methodology mirrors a gran-
ulation procedure previously reported (29) and further

1 Note we adhere to the standard notation for chemometics, using row vectors
r= (1, 2, 3) for data over a series of wavelengths. For row vectors the order of
multiplication is reversed. So for r= vT ifv2 ¼ A v then vT

2 ¼ r2 ¼ r AT .
Bold small letters refer to vectors, bold capitals to matrices.
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information related to the granulation steps is provided
in the Supplementary Material.

Drying was performed in a 0.129 m ID, 4 l fluidised bed
model 4 M8-Trix Formatrix from ProCepT (Belgium). A pic-
ture of the equipment used is shown in Fig. 1, and a summary
with the experimental drying conditions of each batch is pre-
sented in Table I. For each batch, 0.5 kg of wet granules (1 l
equivalent) were manually transferred into the fluidised bed,
and continuously dried by passing a constant flow of air at 25
± 3°C to fluidise the granule bed. The air flow was set to
850 L/min for batches 1 to 10 and to 600 L/min for batches
11 to 14. Visual observation indicates that at both the air
flowrates the fluidised bed operates in the bubbling regime,
though the NIR signal readings were smoother at the lower
gas flowrate.

Every 6–7 min a sample of approximately 5 g was
retrieved from the fluidised bed using a vacuum suction
for offline moisture analysis. Sampling required the NIR
probe to be disconnected from the vessel for approxi-
mately 10 s (to make sampling port available). For
batches 10 and 14 the fluidisation air was off for 15 s
after each manual sampling, allowing collection of NIR
spectra with reduced fluctuations in particle density and
orientation.

Analytical Characterisation

Reference moisture content (loss on drying, LOD) was mea-
sured using a thermogravimetric moisture analyser model
MB120 from Ohaus (Germany), operating at a constant tem-
perature of 105°C. Granule samples obtained from the flui-
dised bed were directly deposited in the MB120 sample

chamber and dried in a 5 to 10 min period (depending on
the moisture content).

The LOD moisture fraction (fw) reported is defined by the
weight of water (mw) and dry weight of the solid (mS) as follows:

f w ¼ mw

mw þ ms

ð5Þ

In and outlet temperatures were recorded simultaneously
to the NIR spectral measurements using K type immersion
thermocouples from Omega (United Kingdom) connected to
a TC-08 AD converter from Pico technologies (USA). The gas
flowrate is measured by the ProCepT control system.

MEMS-FPI NIR Sensor and Data Acquisition

A sensor from Spectral Engines (Finland) model N-Series 2.2,
operating from 1750 nm to 2150 nm wavelength range was
used for the acquisition of NIR spectra (ca. 4650–5714 cm−1).
It has a tuneable MEMS Fabry–Pérot Interferometer acting
as the spectral element and a single element extended InGaAs
detector (Fig. 2; additional information about the scanning
principle of the device can be found in the Supplementary
Material). The sensor has an integrated light source model
LS-PRO that utilises a miniature tungsten vacuum lamp as
the illumination source. The energy output of the lampwas set
to 50% of the maximum level. For all drying batches, the
integration time of the sensor was set to 0.1 ms and the wave-
length step to 1 nm (10 ms to set a step). This results in 401
wavelength points which including data transfer time results in
an acquisition time of approximately 1 full NIR spectrum per
second (single scan, no averaging). Control and communica-
tion of the NIR sensor, data logging of the NIR spectra and
recording of temperature readings, were performed using a

Fig. 1 (a) The fluidised bed dryer
with NIR immersion probe
attached (Top) SEM pictures of
granules after the drying process,
(b) the spectral sensor and light
source connected to light guides. (c)
Schematic view of the system
including the position of the MEMS-
FPI sensor used, NIR probe loca-
tion, and temperature (TC) mea-
suring points (right).
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bespoke application developed in LabVIEW 2015 by the
University of Leeds (ChemiView version 3.4 (30)).

NIR Reflectance Probe and Calibration

A 6 mm diameter immersion NIR diffuse reflectance
probe model OFS-6S-100HO/080704/1 from Solvias
(Switzerland) was inserted horizontally with the probe’s
tip located 45 mm above the bottom and in the centre
of the bed (Fig. 1). The probe has a stainless steel body
with a sapphire window and contains two fibre optic
cables, one connecting to the light source, the other to
the NIR sensor using standard SMA adaptors. A bright
reference spectrum was obtained before starting each
batch. A calibration block was used to position the tip
of the NIR probe in a 90-degree angle relative to a

diffuse reflectance standard (model Spectralon USRS-
99-010 from Labsphere, USA).

Chemometric Modelling

Chemometric modelling and validation were carried out with
in-house routines programmed in Matlab R2017a
(Mathworks, USA) and with PLS_Toolbox 8.5.1
(Eigenvector Research, USA) running under Matlab.

Spectral Preprocessing

Intensive preprocessing was required to remove the spectral
artefacts generated as result of inhomogeneity in the fluidised
bed system. First, 10 intensity raw spectra were averaged into
a single raw spectrum. The resulting signal was transformed

Fig. 2 The tuneable MEMS Fabry–
Pérot Interferometer: (a) schematic
of the internals showing the MEMS
FPI chip mounted on top of the
InGaAs NIR detector and
(b) and a photo of the miniaturised
NIR sensor with the light source.
The footprint of the assembled
sensor chassis is approximately
58 mm length by 57 mm width by
27mm high, with a weight of 125 g.

Table I Summary of Experimental
Conditions for Fluidised Bed Drying
of Granules Spectra where
Recorded at 1 Scan per Second

Sample
name

PLS Model Moisture drying range
(from/to)

Flow rate

L/min

Recording time
(min)

time to reach 5%
(min)**

Batch 1 Calibration 35.03% to 1.99% 850 137.3 58

Batch 2 Calibration 34.11% to 1.77% 850 117.1 46

Batch 3 Calibration 34.45% to 1.86% 850 123.3 54

Batch 4 Calibration 34.24% to 1.85% 850 108.8 42

Batch 5 Calibration 37.60% to 1.86% 850 112.5 43

Batch 6 Calibration 33.94% to 1.51% 850 114.5 39

Batch 7 Validation 33.55% to 1.32% 850 78.0 38

Batch 8 Validation 33.89% to 1.46% 850 85.1 39

Batch 9 Validation 33.83% to 1.62% 850 86.8 41

Batch 10* Validation 33.92% to 1.63% 850 79.5 40

Batch 11 Validation 34.09% to 1.88% 600 88.0 49

Batch 12 Validation 34.30% to 2.55% 600 117.7 78

Batch 13 Validation 33.88% to 2.18% 600 100.1 64

Batch 14* Validation 33.42% to 1.86% 600 116.3 66

*After each manual sampling fluidisation was switched off for 10 s

**Estimated time since the fluidisation started up to reaching 5% of moisture content
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into absorbance using the bright and dark reference spectra.
As artefacts are still present in the data, a moving average filter
was applied using the current and 74 prior spectra. Finally,
spectra were mean-centred before being submitted to the PLS
algorithm. The Standard Normal Variate method was evalu-
ated, but in this case did not improve over the pre-processing
method described.

PLS Regression for Moisture Prediction

The PLS regression model was built relating the NIR pre-
processed spectra (X) to the mean-centred logarithm of
LOD moisture content of samples collected during the
drying of the 6 initial batches (y ¼ log10 f w−log10 f w;
Batches 1 to 6, see Table I). The log10 transformation
was used to minimise the relative error; the error is large
at high values of fw due to sticking etc. and reduces as the
system dries. This improved the predictions over the wide
range of moisture content (1.51% to 37.60%). The PLS
regression model was calculated using the NIPALS algo-
rithm (31). Finally, PLS outputs were back-transformed to
provide moisture values in the original units. Note that
when applying Eq. (1) to calculate the log moisture con-
tent y for a new spectrum, the error in Eq. (1) represents a
relative error in the fw domain; i.e. the expected moisture

content f w Xð Þ ¼ eyþlog10 f w � e�ey≈ f w Xð Þjest � 1� ey
� �

.

MSPC Charts for Process End-Point Detection

PCA-based MSPCmodel charts were built using NIR spectra
corresponding to an offline determined moisture content be-
low 2% chosen as the process end-point criterion. The MSPC
model was built using NIR spectra from batches 2, 3, 4, 6, 7, 9
and 10, that each reached the desired process end-point i.e.
moisture content below 2%, using the same pre-processing as
for the PLS model. All the spectra were gathered in matrix X
(nr. of spectra, each with 400 wavelengths). After this step, a
standard normal variate (SNV) normalisation was applied to
remove any unwanted baseline spectral variation followed by
mean-centring of theXmatrix before building the PCA-based
MSPCmodel. The number of components in the PCAmodel
was estimated by cross-validation. Finally, a Q-statistic control
chart (Q stat) was built from the resulting MSPC model and
control limits at 95 and 99% confidence interval were estimat-
ed according to Jackson and Mudholkar equation (32). For
external validation, Q stat control charts were obtained for
batches 1, 5, 8, 11, 12, 13 and 14 (not used in the PCA model
building step). When the shape of a new spectrum is similar to
the end-point spectra used to build the PCA model, the resid-
uals are small and the related Q stat value appears below the
chart control limit. Conversely, when a spectrum is far from
the end-point, the spectral shape is clearly different and the

resultingQ stat value appears well above the chart control limit.
The point in time where the Q stat value goes below the control
chart limit at a 95% confidence interval for 10 consecutive
observations was used as criterion to indicate the process
end-point. Batches that do not reach the end-point should
consistently show Q stat values above the chart control limit.
It is important to remind that the end-point detection by
MSPC uses the sole information provided by the NIR spectra
and does not require any reference moisture content.

RESULTS AND DISCUSSION

The first aim of the work is to assess the robustness of the
new reduced cost and small form factor MEMS FPI NIR
sensor over a 9 month period during which 14 batches of
placebo granules were manufactured and dried in a flui-
dised bed (Table I). The objective was to repeat essentially
identical batches in order to evaluate the robustness and
consistency of the sensor, and the predictions based on
models derived from the NIR spectra. The system was
however subject to changes uncontrolled variables: such
as batch to batch variations in granulate (e.g. size, mois-
ture content, storage time) and the ambient and air inlet
temperature and humidity (experiments started with bx1
in August to bx 14 in mid December). To probe the sen-
sitivity of the PLS moisture predictions to a change in
flowrate we reduced the air flowrate from 850 to
600 L/min in the last 4 batches.

Overall, the MEMS-FPI sensor performance showed a
very satisfactory stability and reproducibility. The spectral sig-
nal remained stable and repeatable under all ambient condi-
tions. The bright reference intensity levels and spectra shape
measured at the beginning of each experiment remained sim-
ilar. The device proved to be free of interferences generated
by mechanical vibrations; e.g. spectral readings did not alter
when the device was installed directly next to the fluidised bed
vessel. Ambient temperature variation did lead to minor var-
iations. However, using a second spectrometer it was demon-
strated that this was in fact due to effects of temperature on the
transmission through the fibre optic cables, rather than on the
light source or the MEMS-FPI sensor.

In the fluidised bed process granules are dried using ambi-
ent air of uncontrolled humidity. As a result the drying rate
varies from batch to batch, with the final drying end-point
determined by relative humidity conditions found on the
day when a batch is dried. Table I summarises the observa-
tions for all batches. A typical data set for a drying experiment
is shown in Fig. 3: Granules are charged cold and fluidised by
a gas stream of 600 L/min at ~25 ° C. As water evaporates,
heat is removed from the gas stream resulting in a ~10 ° C
temperature difference between the bed and the fluidising gas.
The moisture content measurement is based on a PLS model
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(Eq. 1) based on 6 reference batches and validated using the
NIR spectra from a further 8 validation batches. Moisture
content is monitored continuously by NIR using the PLS
model, and measured once every ~10 min by sampling and
performing offline analysis by LOD. When the granule water
content is reduced by ~85% the evaporation rate drops and
the bed temperature rises. Equilibrium between the inlet gas
(ambient RH) and the granules (fw≈1.5–2 wt%) is reached
after ~90 min at 600 L/min.

To test the robustness of the NIR measurement and
the associated PLS model, drying was performed using
two different flow rates (600 and 850 L/min) at constant
air inlet temperature (25 ± 3°C). As expected, the flowrate
strongly affects the drying rate: thus, the drying time
reduces to ~60 min when the flowrate is set at 850 L/
min. Even though the PLS model is based on data from
runs 1 to 6, all operated at 850 L/min, it still correctly
predicts the moisture content of runs at 600 L/min with-
out further chemometric analysis, since only the drying
rate, but not the sample composition, is changed. Thus,
the fitted parameters for Eq. (1) successfully correlate fw to
the NIR spectra for the reference batches, and the same
parameters allow prediction of moisture content for all
validation batches irrespective of the flowrate. This dem-
onstrates (i) the robustness of the data strategy applied
(e.g. data treatment, data treatment prior to PLS analysis)
and (ii) the excellent stability and robustness of the
MEMS-FPI NIR sensor.

When drying from ~33 to 10 wt%moisture contents it was
observed that the granules shrank due to the loss of 26% of
their original mass. At this stage no significant fines were ob-
served. At lower moisture levels (5–1%), granules appear
dried at the surface. Granule size continue to reduce, but
now by attrition which generated a significant quantity of fines
that were observed to build up on the fluidised bed filters,

resulting in increasing pressure drop across the outlet filters.
The size reduction, coupled to the reduction in moisture con-
tent did appear to increase the intensity of the reflected signal
as the drying process progressed, but this did not seem to have
a significant impact on the moisture content predictions.

A data analysis strategy was designed (Fig. 4) to demon-
strate that the low cost NIR sensors delivers high quality data
robustly during fluid bed drying on placebo pharmaceutical
granules; a typical processing scenario with a very low signal to
noise ratio. We tested three applications: Moisture monitor-
ing, end-point detection and process analysis (mass transfer
monitoring) that will be discussed in more detail below

NIR Signal Acquisition during Fluidised Bed Drying

The presence of large fluctuations in individual NIR scans
when sensing in situ from a fluidised bed dryer has been
previously reported and necessitates intensive data pre-
processing steps and/or modification of the way a spec-
trum is measured (e.g. scoop devices to hold the sample in
place while measuring) (28). The contact between the flui-
dised material and the tip of the NIR probe is variable
and characterised by air gaps appearing in front of the
sensing area at random intervals. This produces abrupt
changes in the spectra collected from scan to scan.
Figure 5a, b, c shows 10 consecutive single spectral read-
ings and their corresponding average (darkened line) for
three different time periods of the drying process (a, t =
0 min; b, t = 41.2 min; and c, t = 81.2 min). In this work
10 single spectral scans were averaged to give a single
NIR spectrum every 10 s. This procedure is exemplified
in Fig. 5, where the average of the 10 single scans was
converted to the absorbance spectra. The resulting absor-
bance signal still shows a relatively high level of noise,
which is further reduced with a moving averaging filter
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Fig. 3 A typical data set for a drying
experiment (Bx 14). Granules are
charged cold and fluidised by a gas
stream of 600 L/min at ~25 ° C. As
water evaporates, heat is removed
from the gas stream resulting in a
~10 ° C temperature difference
between the bed and the fluidising
gas. Moisture content is monitored
by NIR using the PLS model (Eq. 1),
and measured offline by LOD.
When the granule water content is
reduced by 85% the evaporation
rate drops and the bed temperature
rises. Equilibrium between the inlet
gas (ambient RH) and the granules
(~1.5 wt% water) is reached after
~90 min.
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that averages the data of the currently aquired spectrum
with the previous 74. The large filter window (750 s) pro-
vides a smoother variation of the spectral observations
over time and only slightly reduces the response time of
the moisture content predictions.

After the pre-processing steps, the drying evolution can
be clearly observed in the spectra (Fig. 6): the absorbance of
the -OH absorption band (1940 nm), associated with the
presence of water in the material, strongly reduces as drying
progresses.

Fouling is another issue observed when acquiring in situ

NIR spectra in a fluidised bed system. This problem often
occurred at the beginning of the drying process, since granules
with a moisture content above 20 wt% are very wet, and have
a strong tendency to stick to the probe’s window. This causes
more reflection, and thus higher intensity NIR spectra, which
shifts the signal to greater values compared to normal opera-
tion with a clean window. Fortunately, continuous collision of
granules on the probe window causes a degree of self-cleaning.
Hence, if granules stick for periods significantly smaller then
750 s, the pre-processing steps will reduces the impact of foul-
ing on moisture content measurements.

Moisture Content Prediction with the NIR Sensor

A PLS model was developed by relating the pre-processed
NIR spectra from the initial six batches (Table I), to the
offline measured LOD moisture content. For the six cal-
ibration batches (Bx1 to 6), different, narrow spectral
regions including the spectral range corresponding to the
strong moisture band (1900–2000 nm) were tested sepa-
rately but the smallest overall moisture prediction error
was found using the full spectral range available from the
sensor (1750–2150 nm).

Figure 7 shows the results obtained for six selected batches
comparing the LOD analytical moisture content (circles) with
the predicted moisture profiles obtained from the online NIR
spectra and the PLS regression model (continuous line). The
figure shows (i) two calibration batches used for developing the
PLS model (batches 2 and 4, using 850 L/min), (ii) two vali-
dation batches with the same flow rate (batches 7 and 9, using
850 L/min), and (iii) two validation batches using a slower
flow rate (batches 13 and 14 using 600 L/min). Similar plots
showing the results obtained for all fourteen batches can be
found in the SupplementaryMaterial. Generally, themoisture
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Fig. 4 An overview of the sensor data analysis strategy used to demonstrate the versatility of the new MEMS FPI NIR sensor. Data generated by sensors is pre-
processed and delivered to algorithms to construct models from calibration data. With these models are in place, new NIR spectra recorded can be interpreted
immediately.
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content resulting from the NIR spectra provides a good esti-
mate of the data measured offline by LOD when the moisture
content fw< 20wt%.

A direct comparison of the moisture content measured us-
ing LODwith the predicted results from online NIR spectra is
given in Fig. 8. As the PLS model fitted log10fw, we expect the
relative error in the prediction to be constant for different
levels of water content.

The average residual for all N LOD measurements
(~200 LOD values) may be defined as:

erel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

∑
i¼1 to N

f w:NIR− f w:LOD
f w:LOD

� �2

i

s
¼ 13% ð6Þ

From Fig. 8 it is clear that the error in the NIR based water
content is independent of the absolute extent of the moisture

Fig. 5 Construction of absorbance
signal from the average (red line) of
10 consecutive single scans (blue
thin background lines) for three time
periods of the drying process: (a)
t = 0; (b) t = 41.2 min; and (c) t =
81.2 min, (d) Absorbance spectra
obtained from the resulting average
intensity. Dark signal level of the
detector was approximately 500
intensity units.

Fig. 6 Change in water content
observed from variations in the
absorbance spectra (a): for
10 specific periods of the drying
process (obtained after applying the
pre-processing steps). (b): NIR
profile evolution observed for the
complete drying process.
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Fig. 7 Analytical moisture content
determined using LOD (discrete
circles) compared to the prediction
profiles obtained from the PLS
regression model using online NIR
spectra (semi continuous line),
including two calibration batches
(batches 2 and 4 using 850 L/min),
and four validation batches using
two flow rates (batches 7 and 9
using 850 L/min; batches 13 and 14
using 600 L/min).
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content. The error for the calibration batches is ± 10%.
However, all models over predict the LOD concentration be-
low 5 wt%: 1% higher for the calibration batch, 18% for the
850 L/min and 8% for the 600 L/min validation batches. The
high deviation at low water levels for the 850 L/min batches
may be due to an uncontrolled parameter such as the humidity.

Comparing results to previous studies is difficult as the wa-
ter concentration ranges used to build principal component
models vary significantly. The pre-processing strategy was
similar in all cited cases, averaging a large number of scans
(from 32 to 300 vs 750 in this study) to compensate for the
spectral noise. Peinado et al. (23) reported data for water
contents fw between 0.6 wt% to 2.8 wt% with a relative error
εrel ≈ 15% using an ABB Fourier Transform Process Analyser
Near Infrared spectrometer, with thermo electrically cooled
InGaAs detectors (ABB-FTPA2000260). Fonteyne et al. (19)
reported data for fw in the range of 3.5 to 7 wt%with a relative
error εrel= 5% using a Matrix™ –F Duplex, Bruker Optics
Ltd., FT-NIR spectrometer (32 single scans averaged; using
1000–2220 nm for analysis). The residuals obtained using a
commercial dispersive spectrometer varied ±4 wt% over 4-
20 wt% water content (32 single scans averaged; using 1100–
2500 nm for analysis) (28). The results obtained for the cali-
bration and the validation batches with the novel MEMS-FPI
sensor (εrel=13%) were similar to those reported with conven-
tional spectrometers. We did however observe significantly
larger relative errors below 5 wt% water in the validation
batches. The absolute errors remained low (~0.4 wt%).
Based on the operation over a significant period, we feel this
is more likely to be due to changes in uncontrolled parameters

Process End-Point Detection from MSPC Charts

A different application to evaluate the performance of the
MEMS-FPI is the detection of the process end-point from
the NIR signal. We use the MSPC model (Eq. 2) based on
the end-point spectra from the calibration batches. This mod-
el required two principal components, PC1 marks the
inverted water band and PC2, with a less interpretable shape,
is required for the description of batch-to-batch variability (the
PC loadings and related description are provided in the
supplementary information S4). Q stat control charts were cal-
culated from Eqs. 2–4 for validation batches by projecting
NIR spectral observations (using same pre-processing proce-
dure as before) onto the developed model. Figure 9 shows the
Q stat MSPC charts obtained for six validation batches.
Detected end-points are indicated with a yellow diamond
marker in the Q stat control charts. Batches 1, 5, 8 and 14
reached a final moisture content below 2% (on-specification),
batches 12 and 13 did not (off-specification). For comparison,
moisture content levels from the NIR spectra were compared
in the MSPC control charts for batches 5 and 13 (moisture
axis is at the right of the plot). These plots in Fig. 9 show that

based on moisture levels the endpoint would have been
delayed for batch 5; both Q stat and the moisture level agree
that batch 13 is off specification.

The results in Fig. 9 also confirm that a lower gas flow rate
(batches12–14, see Table I) significantly increases the end-
point process time (compared with on-specification batches,
1, 5 and 8). Similar results were observed for the other valida-
tion batches (see Supplementary Material). The spectral qual-
ity of the NIR sensor and its robustness is clearly sufficient for
the construction and application of PCA-based MSPC mod-
els. The device has clear potential in end-point detection
applications, promising a significant reduction in offline mois-
ture measurements.

Process Monitoring (Mass Transfer Resistance)

The promise of low cost NIR devices lies in the common
availability of online compositional analysis. Our statistical
analysis (PLS and MSPC) demonstrates the low cost
MEMS-FPI NIR sensor to be a device that is suitable for
composition measurement, with sufficient performance com-
pared to conventional sensors when applied to fluid bed sys-
tems. To date NIR data has not been used in conjunction with
mechanistic drying models to provide scale up data. As can be
seen in Fig. 4, such analysis is complex, and requires the fusion
of data from multiple sensor, as well as an understanding of
material properties such as water adsorption isotherms and
the vapour pressure of water. Methods to determine the bed
moisture content and drying rate from temperature and hu-
midity data show a significant deviation from samples ana-
lysed by LOD (33). To demonstrate the utility and value of
continuous composition data in process monitoring we devel-
oped a methodology to monitor the process by evaluating the
mass transfer resistance(s) from the available data. These resis-
tances underpin fluidised bed scale up calculations. An over-
view of the mass transfer model is given in Fig. 10.

Step 1: Obtain the Molar Drying Rate

To evaluate the mass transfer we first must convert the Drying
curve fw(t), to the drying rate in mols/s by differentiation of the

water content N w ¼ 1
0:018

ms f w tð Þ
1− f w tð Þ in the bed. The slope of the

dying curve results from linear regression of a line to 36 data
points either side of time t (a total of 72 points over 720 s). The
standard error in the slope obtained is between 3%–5%. An
example of fw, and its derivative dfw/dt are shown in Fig. 11
row 1. The first graph shows the conventional drying curve
consisting of the initial transient phase followed by the con-

stant drying rate period (20–60 min, d f w
dt
≈0:8 wt%=min ) and

the falling rate period and finally equilibrium (fw ≈ 1.6 wt% ).
Row 2 of the same figure shows the molar drying rate at
approximately 0.15 mol/s in the constant drying rate regime.
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Fig. 9 MSPC control charts for batches 1, 5, 8 and 14 (on-specification), 12 and 13 (off-specification). Inserted figures show in detail the final time range of the
drying process and the process end-point, identified when 10 consecutive observations of Q stat values were below the 95% control limit. Batches 5 and 13
include the moisture predictions from PLS model for reference (secondary axis).
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Step 2 Work out the Driving Force

Granules consist of solids bound together by a binder fluid
(Fig. 10a).Water is present in liquid bridges, but also adsorbed
to some of the solid materials. The process scheme (Fig. 10b)
shows the location of water in different environments (e.g.
different phases and segregated domains) with arrows repre-
senting mass transfer between the environments. The mass
transfer process is a diffusion process driven by the concentra-
tion gradient between water at the source in the granule and
the water in the fluidising gas (the sink). As the liquid and solid
phases in the granule are in intimate contact we assume equi-
librium hence the gas phase concentration over (in equilibri-
um with) the solid (C*

S ) and liquid (C*
L ) are the same. As at

some point the liquid phase will disappear, we focus our at-
tention on obtaining C*

S as function of temperature and water
content. Thermodynamically, the vapour pressure over a solid
or liquid phase is represented by the product of the activity of
water in that phase aw and the vapour pressure of water at the
bed temperature, P*

w T bedð Þ:

C*
S ¼

awP
*
w T bedð Þ
RT bed

mol

m3 ð7Þ

The equilibrium vapour pressure of pure water is given by
the Antoine equation (34), supplementary material), here
expressed relative to the vapour pressure at a reference tem-
perature of 20 ° C:

P*
w T °Cð Þð Þ ¼ 2339:1*e

−4078:8* 1
236:63þT °Cð Þ−

1
256:63

� �
� 1 Pa ð8Þ

The water activity (aw) follows from the water adsorption
isotherms of the materials present in the placebo.2 Such iso-
therms relate aw to the water content on a dry weight bases
(Fig. 12a). The GAB correlation, an extended BET equation
developed by Guggenheim, Andersen and de Boer (35,36),
expresses water content of solid i F wi

; dry basisð Þ as function
of the water activity (Table II, and supplementary material):

Fwi
awð Þ ¼ mwi

msi

¼ kwiawCGABi
moi

1−kwi
awð Þ 1þ CGABi

−1ð Þkwi
awð Þ ð9Þ

At the beginning of the drying the Hypromellose 2910
(5 wt% dry basis) and Ac-Di-Sol (1.5 wt%) contain up to
50% of the adsorbed water with the remainder adsorbed onto
the Avicel (29 wt%). As the granule dries, this reduces to
~10% and most of the remaining water is associated with
the Avicel. Assuming the materials do not interact, an aggre-
gate isotherm may be constructed by combining the water
content adsorbed by the various materials at the same water
activity (Fig. 12b). The aggregate isotherm correlates the gran-
ule’s water activity to Fw= mw/madsorb, where madsorb is the com-
bined mass of Avicel, Hypromellose and Ac-Di-Sol (Fig. 12c,
fitted GAB parameters in Table 22).

Step 3: Link the Molar Drying Rate and the Driving Force

Themass transfer process can be represented with a resistance
model ((41), Fig. 10c) that sees a “current” of water
(MTRw;

mol
s:m3

bed

) flowing from the high concentration at the

2 We ignore the reduction in water activity due to the presence of solutes,
predominantly Mannitol at ~ 1 mol/L, which reduce aw from 1 to 0.98 by
Raoult’s law.
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Fig. 10 (a) a granule consists of solid held together by liquid bridges formed by the binder fluid. Water is also absorbed by solids (~0.3 gwater/gsolid). (b) The
process scheme shows the location of water in different environments (“phases”) with arrows representing mass transfer between the environments. The gas
phase concentration over (in equilibrium with) the solid (C *

S ) and liquid (C *
L ) are assumed to be similar. (c) The mass transfer may be represented as a

resistance model with a “current” of water (MTRH2O;
mol
s:m3

bed

) flowing from high to low concentration. The transport through each environment requires a

fall in concentration that is proportional to the “current”: ΔC ¼ MTRH2O �Ω, whereΩ is the so called mass transfer resistance. The driving force (the
“voltage”, the sum of all ΔC) equals the concentration difference between the source of the water and the final sink, the fluidising gas: C *

S−Cg .
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Fig. 11 Determination of mass transfer resistances on experiment 14 (600 L/min).
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source (liquid bridges, solids) to low concentration in the gas
used to fluidised the bed. The transport through each envi-
ronment requires a fall in concentration that is proportional to
the “current”,ΔCi=MTRw×Ωi, where Ωi is the a called a
mass transfer resistance which has the units of seconds. The over-
all driving force (equivalent to “voltage”) is the sum of all these
ΔCi and equals the concentration difference between the
source of the water and its final sink, the fluidising gas:

C*
S−Cg ¼ ∑ΔCi ¼ MTRw � ∑Ωi ð10Þ

The above equation shows the total mass transfer re-
sistance Ωtot = ∑Ωi to be the sum of the individual resis-
tances, in similarity with Ohm’s law. As the residence time
of the gas is short (< 100 ms) it is common in most flui-
dised bed models to assume that the mass transfer resis-
tance Ωtot and the bed’s temperature and moisture con-
tent are constant on the time scale required for the gas to
flow from the bottom to the top of the bed. A mass bal-
ance over a horizontal slice of the bed with volume dVbed

requires the gain of water in the gas flow (φg dCg) to be
equal to the mass transferred from the granules to the air
(MTRw dVbed):

φg dCg ¼ MTRw dV bed ¼ MTRw

1
f sρs

dms ð11Þ

Here fsis the volume fraction solids in the fluidised bed
(estimated at 40%), and the ρs solids skeletal density (averaged
at 1500 kg/m3). Substitution of Eq. 7 in 11 and integration
yields (see supplementary material):

Cg:out−Cg:in ¼ f MTR 1−Sinð ÞC*
S with f MTR ¼ 1−e

− ms
Ωtot fsρsφg

� �
ð12Þ

Here Sin ¼ Cg:in=C
*
S is the degree of saturation of the inlet

gas which varies between 0 (no water) to 1 for an inlet gas in
equilibrium with the water in the granules. It is important to
realise that the saturation of the inlet gas (Sin) may change dur-
ing processing, as C*

S varies with both bed temperature and
water content. We estimated Cg. in such that the outlet air is
saturated at the beginning of the constant drying rate period.

The molar drying rate _N w in the fluid bed dryer now
follows from the air flowrate φg and the concentration change
calculated from Eq. 12:

Ṅw ¼ Cg:out−Cg:in

� �
φg ¼ f MTR Ṅ

∞
w with Ṅ

∞
w

¼ 1−Sinð Þ C*
S φg

ð13Þ

fMTR is the extent to which mass transfer is limiting: when
fMTR= 0 the mass transfer resistances are high and no signif-
icant transfer occurs. If on the other hand fMTR= 1 then mass
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Fig. 12 The construction of the aggregate isotherms: (a) Isotherms of individual components data is taken from the references listed table X, lines are the GAB
equation fitted to the data using the parameters in Table X. (b) Contribution of the individual materials to the total water content FW based on the mass of the
polymers (mannitol weight not included) (c) The GAB fit to the aggregate isotherm. The estimated relative humidity plotted versus the moisture content of the final
product measured by LOD corresponds well to the aggregate isotherm.

Table II Fitting Parameters for the GAB Equation of the Materials in the Placebo Formulation

Material mass
(gr)

moi CGABi

kwi, Reference

Mannitol 213 0.00068 1.73 0.87 Data (37)

Avicel PH-101 96 0.040 17.4 0.80 GAB param (38)

Hypromellose 2910 17 0.018 18.9 0.99 Data (39)

AC-Di-Sol 5 0.095 13.4 0.92 Data (40)

Aggregate 118 0.0441 14.30 0.846 Mass weighted average
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transfer is instantaneous, and the gas phase leaves saturated

resulting in the maximum drying rate _N
∞
w . The 2rd row in

Fig. 11 shows the molar and maximum drying rates. The
drying rate is about 80% of the maximum drying rate in the
constant rate period which ends at Fw ≈ 0.35, after which the
rate reduces in a manner that appears proportional with Fw.
Conversely, the maximum drying rate remains stable at Fw<
0.35, as Tbed and P*

W T bedð Þ increase balanced by a reduction
in the water activity aw as water is removed. The reduction of
aw becomes dominate when Fw< 0.1 the driving force and
drying rates reduce then sharply.

Step 4 Calculate the Overall Mass Transfer Resistance

The mass transfer resistance Ωtot follows from the ratio of the

molar drying rate _N w measured by NIR, and the maximum

drying rate _N
∞
w that follows from the bed temperature and the

gas flowrate:

f MTR ¼
_N w

_Nw

∞ ¼
_N w

1−Sinð ÞC*
Sφg

¼ 1−e
− ms

Ωtot f sρsφg ð14Þ

The measured temperature and water content data com-
bined with the aggregate isotherm and the vapour pressure of
water allows calculation of fMTR. The overall mass transfer
resistance then follows by rearranging

Ωtot ¼ −
ms

Ln 1− f MTRð Þ fsρsφg
ð15Þ

This is shown in row 4 of Fig. 11. After the steady state is
reached, Ωtot ≈ 0.03s, but once Fw drops below 0.4, the mass
transfer resistance starts to increase, eventually it is an order of
magnitude higher. This behaviour is observed in all batches

0
0.

2
0.

4
0.

6
0.

8
1

0.0 0.2 0.4 0.6 0.8 1.0 1.2

to
t(

s)

Fw  (wt%)

Bx 2 Bx 3 Bx 4 Bx 5 Bx 6 Bx 7 Bx 9 Bx 10

0
0.

2
0.

4
0.

6
0.

8
1

0.0 0.2 0.4 0.6 0.8 1.0 1.2

to
t(

s)

Fw (wt%)

Bx 11 Bx 12 Bx 13 Bx 14

0.
00

1
0.

01
0.

1
1

10

0.0 0.2 0.4 0.6 0.8 1.0 1.2

Ω
to

t
(s

)

Fw  (wt%)

a) tot vs Fw (850 L/min)

0.
00

1
0.

01
0.

1
1

10

0.0 0.2 0.4 0.6 0.8 1.0 1.2

to
t(

s)

Fw  (wt%)

b) tot vs Fw (600 L/min)

Fig. 13 Mass transfer resistance curves for repeat batches; top) logarithmic Yaxis, bottom) linear Yaxis. The data demonstrates that at air flowrate of 850 L/min
(a) the initial and final mass transfer resistance are relatively constant, but the internal resistance starts to dominate at widely different moisture content Fw=mw/
madsorb. At 600 L/min (b) we observe more consistent mass transfer resistance trajectories.

Table III Average Mass Transfer Resistances for the Placebo Granules

Flowrate 600 L/min 850 L/min All

Data points 4 8 12

Ωext (s) 0.028± 15% 0.013± 27%

Ωmax (s) 0.58± 33% 0.68± 34% 0.64± 33%

FW crit
−ð Þ 0.10± 20% 0.10± 31% 0.10± 27%
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(Fig. 13). At 600 L/min, the curves of the different repeat batches
are consistent, even though the 20% relative error in moisture
content level does result in significant fluctuations around the
mean. The increase in the internal resistance by a factor 30 to
70 is clearly visible in all batches displayed bar Bx 11.

Step 5 Evaluation of the Observed Mass Transfer Resistance

To parametrise, the observed mass transfer resistances we
based on a constant resistance external to the granule, and
an internal granule resistance that falls exponentially with
moisture content:

Ωtot ¼ Ωext þΩmax e
− 1

FWcrit
F w−Fw:endð Þ ð16Þ

Here Fw. end is the final moisture content relative to madsorb.
Table III and Fig. 14 shows these parameters for the experi-
ments conducted. As expected, the external resistance varies
with airflow reducing from 0.028 s± 15% at 600 L/min, to
0.013 s±27% for 850 L/min. The maximum resistance (0.64
±33 % ) and the critical moisture content Fwcrit

(0.10 ±
27% ) appears to be independent of the flowrate. The exter-
nal resistance will dominate at moisture contents above Fw=
0.5 as only e−(0.5 − 0.1)/0.1 ≈ 2% of the internal resistance
remains (~0.014 s).

The obtained mass transfer parameters are difficult to
reconcile with literature, as generally only the drying rate
is reported (33,42). It is worth noting that the variation in
the estimated parameters related to mass transfer is dou-
ble the error in the NIR based moisture content (±13%).
Even so, the mass transfer analysis using low cost NIR
sensors is able to detect the change from externally con-
trolled mass transfer (the so called constant rate period) to
mass transfer limited by the internal resistance of the
granule. The rate of change of the internal resistance is
exponential, which is inconsistent with a shrinking core
model in which the volume of the granule that contains

water shrinks towards the core of the granule (43). Further
work with controlled humidity will be required to see if
the analysis is robust.

A detailed phenomenological interpretation of the pre-
sented results is beyond the scope of this paper, but it appears
that the desorption kinetics dominate mass transfer once the
binder liquid droplets have evaporated. It follows that the
ingredient selection and adsorption characteristics can have
a profound effect on the drying time required.

CONCLUSIONS

A new reduced cost and small form factor MEMS FPI NIR
sensor has been tested over a 9 month period during which 14
batches of placebo granules have been manufactured and dried
in a fluidised bed. Overall, the MEMS-FPI sensor performance
gave a very satisfactory stability and reproducibility and delivered
high quality, continuous data robustly during fluid bed drying off
placebo pharmaceutical granules; a typical processing scenario in
which acquiredNIR spectra have a very low signal to noise ratio.
We tested the sensors performance with three applications: mois-
ture monitoring, end-point detection and process analysis (mass
transfer monitoring).

In fluidised beds abrupt changes in the spectra collected from
scan to scan occur because of the randommotion of the placebo
granules. Using spectra averaged over 12min, a satisfactory and
robust PLS regression model was developed to predict the mois-
ture content from NIR. The accuracy of the moisture content
prediction over a significant number of batches and an experi-
mental period of 3 months remained constant at a relative error
of 13%. This is of a similar magnitude as reported for fluidised
beds dryers using high specification commercial NIR spectrom-
eters. The consistent performance demonstrates the NIR sensor
potential for use as process sensor.

In the second application, NIR spectra collected were used
to develop a MSPC model with a 2% endpoint moisture
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content target. This allowed successful endpoint detection,
and correct identification of off-specification batches using
only the NIR sensor’s data.

To demonstrate the utility and potential benefits of having
cheap online sensors available for process monitoring, we fused
temperature and NIR generated moisture data to determine the
mass transfer resistance. Our analysis indicates that for the pla-
cebo granules the overall mass transfer resistance is the sum of a
gasflow dependent external resistance (0.01–0.03 s) and a mois-
ture content dependent internal resistance that increases expo-
nentially as moisture content reduces (0.0 to 0.7 s). We demon-
strated that this low cost NIR sensor allows the detection of
changes in the drying mechanisms, which may give an early
warning if unspecified physico-chemical properties of input
materials (such as water adsorption isotherms) have changed.

In summary, the small form factor MEMS-FPI sensors has
been shown to be a robust alternative for process monitoring.
It is robust to vibration and temperature changes and straight-
forward to install. Its NIR spectra are of a sufficient quality to
deliver composition related predictions with the same accura-
cy as commercial spectrometers in a system with an extremely
low signal to noise ratio. The MEMS chip spectrometer can
be mass produced and has a small enough form factor to be
integrated in the next generation of plant sensors. Besides, it is
cheap enough to allow multi point composition sensing in the
way that is done to day for temperature, pressure and flow
rate measurement.
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A B S T R A C T   

Recent advances in the latest generation of MEMS (micro-electro-mechanical system) Fabry-Pérot in-
terferometers (FPI) for near infrared (NIR) wavelengths has led to the development of ultra-fast and low cost NIR 
sensors with potential to be used by the process industry. One of these miniaturised sensors operating from 1350 
to 1650 nm, was integrated into a software platform to monitor a multiphase solid-gas-liquid process, for the 
production of saturated polyester resins. Twelve batches were run in a 2 L reactor mimicking industrial condi-
tions (24 h process, with temperatures ranging from 220 to 240 ◦C), using an immersion NIR transmission probe. 
Because of the multiphase nature of the reaction, strong interference produced by process disturbances such as 
temperature variations and the presence of solid particles and bubbles in the online spectra required robust pre- 
processing algorithms and a good long-term stability of the probe. These allowed partial least squares (PLS) 
regression models to be built for the key analytical parameters acid number and viscosity. In parallel, spectra 
were also used to build an end-point detection model based on principal component analysis (PCA) for multi-
variate statistical process control (MSPC). The novel MEMS-FPI sensor combined with robust chemometric 
analysis proved to be a suitable and affordable alternative for online process monitoring, contributing to sus-
tainability in the process industry.   

1. Introduction 

The production of saturated polyester resins is a process of global 
relevance, with large production volumes and a considerable environ-
mental footprint [1]. These are condensation polymers, normally 
formed in a polycondensation reaction between polycarboxylic acids or 
their anhydrides and polyalcohols, producing water as a by-product. 
This is a reversible equilibrium reaction, industrially performed 

between 220 and 240 ◦C, where the formation of polyester is promoted 
when water and low boiling point products are distilled out [2]. The 
composition of the polyester resin is critically important in achieving the 
balance of glass transition temperature, acid number, hydroxyl number 
and viscosity of the resin that characterize the quality of the product [3]. 
Commercial saturated polyester resins are manufactured predominantly 
from a combination of polycarboxylic compounds including isophthalic 
acid, terephthalic acid, adipic acid, trimellithic acid anhydride and the 
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Oliveira), uula@spectralengines.com (U. Kantojärvi), Anna.Rissanen@vtt.fi (A. Rissanen), p.krassa@megararesins.com (P. Krassa), anna.dejuan@ub.edu (A. de 
Juan), F.L.Muller@leeds.ac.uk (F.L. Muller), T.N.Hunter@leeds.ac.uk (T.N. Hunter), R.A.Bourne@leeds.ac.uk (R.A. Bourne).  

Contents lists available at ScienceDirect 

Talanta 

journal homepage: www.elsevier.com/locate/talanta 

https://doi.org/10.1016/j.talanta.2020.121735 
Received 24 May 2020; Received in revised form 29 September 2020; Accepted 2 October 2020   

Results and Discussion 

95 

  



Talanta 224 (2021) 121735

2

polyalcohols ethylene glycol, neopentylglycol, trimethylolpropane and 
glycerol. The production process required to achieve high molecular 
weight carboxyl-functional saturated polyester resins is a two stage 
esterification, in which the first stage involves the preparation of a 
precondensate by reacting the acids with excess of diols, and a second 
stage by reacting the remaining diols with additional acids. 

For polyester production, chemometric modelling has been used to 
correlate analytical properties such as acid number [4–8] and hydroxyl 
number [4,6–8] with offline NIR spectra. Offline analysis satisfies the 
needs for quality control tests, but it is time and labour intensive. Hence, 
it is not efficient enough to implement feedback control in an industrial 
production process. For continuous process monitoring, in situ NIR 
methods could offer a better approach. However, in situ NIR spectra are 
greatly affected by the physical and chemical variations found in 
large-scale reaction systems [9]. For instance, the variation of process 
variables such as temperature [10], the presence of two-phase interfaces 
between liquid and solids [11,12], immiscible liquids and gas bubbles 
[13], the change in optical properties of the material during reaction 
[8], as well as changes in the NIR instrumentation (e.g. temporal vari-
ation of illumination, changes in light transmission due to fiber optics 
related issues [13]), need to be addressed on a case-by-case basis. As a 
result, transferring the advantages of offline NIR spectroscopy to real 
time process monitoring remains a challenge for the polyester industry 
and for similar applications. 

To generate process understanding through online NIR monitoring, 
chemometric models including partial least squares (PLS) regression are 
typically used to correlate the key analytical properties with the online 
measured spectra [8]. Likewise, end-point detection models based on 
principal component analysis (PCA) for multivariate statistical process 
control (MSPC) have been used to control the process evolution through 
sole spectral variations [14–16]. Requirements that must be followed in 
building these models include the need for calibration data sets to be 
representative of future process data [17], and that pre-processing steps 
need to be applied to prevent the negative effects from process distur-
bances in the quality of the spectral signal [18,19]. When these issues 
are not addressed, accuracy and robustness of the chemometric models 
is compromised [20]. Any action directed to improve the quality of the 
spectra acquired, minimising the effect of disturbing factors on the 
signal and the models, is highly beneficial [21]. 

In this context, the quality of the online NIR spectra depends on two 
main factors: the interactions of the process disturbances with the pro-
cess interface, and the method or acquisition strategy implemented by 
the spectrometer selected for the application [22]. Additionally, con-
ventional spectrometers are often installed in safe areas distant from the 
process vessels, limited by their size, high cost and mechanical stability 
to obtain the demanded performance. These requirements impact in 
both the instrumentation installation cost and the quality of the online 
NIR signal used. 

A recent alternative to the use of conventional spectrometers are 
spectral sensors using miniaturised and low cost MEMS-FPI chips 
(micro-electro mechanical system – Fabry-Pérot interferometer) devel-
oped for NIR wavelengths. MEMS-FPI are miniaturised tuneable optical 
filters that limit the pass of light in a narrow frequency range by using a 
set of two facing reflectors separated by an adjustable gap modified with 
a change in voltage [23]. These micro devices allow the scanning of 
specific regions of the spectra relevant to the process application, 
without incorporating moving parts such as those found in conventional 
FTIR spectrometers; and without diffraction gratings such as those found 
in dispersive spectrometers. These devices have additional advantages 
over conventional systems [24]: the size of the MEMS-FPI chip and the 
detector are considerably reduced, the system is position and vibration 
insensitive, and the spectral resolution does not suffer from tilting ef-
fects. Also, the device is very stable over time since the fabrication from 
a single wafer, without any additional assembly steps, creates a single 
solid structure with no wearing parts. Finally, thermal stabilization of 
the detector is straightforward because only a single-point detector is 

used, compared to conventional technologies that normally require 
linear array detectors [25]. MEMS-FPI sensors have been used for mid 
infrared (MIR) [26] and lately for NIR [27] applications, with a wide 
industrial application potential [28–30], although they still require 
further validation under a variety of laboratory and industrial conditions 
to understand their limitations and develop their potential further. 

This paper investigates the use of a novel MEMS-FPI spectral sensor 
to monitor the high temperature production of saturated polyester 
resins. The performance of the NIR device was evaluated under the 
complex multiphase reaction conditions by using the online spectral 
information combined with PLS regression models to predict acid 
number and viscosity, and to identify the process end-point by using 
MSPC tools. The potential benefits to the process industry in terms of 
miniaturisation and low cost offered by these sensors were also 
explored. 

2. Materials and methods 

2.1. Reaction system 

Twelve experimental batches of the saturated polyester resin were 
synthesised following a commercial process description at Megara 
Resins industrial facility in Greece. For the reaction, industrial grade 
terephthalic acid, isophthalic acid and adipic acid were the dicarboxylic 
acids used; ethylene glycol, diethylene glycol, neopentyl glycol, trime-
thylolpropane and glycerol were the polyols used. Butylstannoic acid 
was used as the esterification catalyst. The reagent ratios are kept un-
disclosed for confidentiality. 

A 2 L round flask with external heating and temperature control was 
used as the reaction vessel, keeping a continuous stirring rate of 200 rev 
per min. In order to prevent the discoloration due to the oxidation re-
action, the reactor was continuously purged with nitrogen. In the first 
step, the reactant mixture was prepared by adding the fraction rich in 
diols into the vessel at approximately 80 ◦C. Once the diols were melted, 
the fraction rich in acids was added to the vessel under constant agita-
tion. The temperature was then ramped up to 180 ◦C, where it was held 
for a 3 h period, then increasing 20 ◦C every 3 h up to reaching 240 ◦C, 
where the first reaction stage proceeds. 

A hydroxyl-terminated polyester was formed by reacting the dibasic 
acids, polyols and optional branching agents like trimethylolpropane at 
a temperature in the range of 160–240 ◦C in the presence of esterifica-
tion catalyst and colour stabilizer to form a hydroxyl-terminated pre-
polymer. At this stage, the water of esterification was collected. When 
the acid number of the resin fell below the value determined by the 
specifications, the first stage of the reaction was completed, providing a 
hydroxyl terminal polyester. In the second stage, the hydroxyl groups 
were end-capped with carboxylic acids or their anhydrides to form a 
carboxylated polyester. The amount of end-capping agent used was 
determined by the hydroxyl number of the polyester. The end-capping 
agent was added to the prepolymer and the esterification was 
continued until the desired acid number was obtained. Vacuum was 
applied towards the end of the reaction in order to eliminate volatile 
products and thus shift the equilibrium towards the formation of the 
polymer. Finally, after a period determined by the analytical indicators, 
the temperature was lowered to 200 ◦C to add product enhancing ad-
ditives and finish the production process. 

2.2. Key analytical indicators 

The analytical indicators selected to follow the progress of the re-
action were acid number (AN) and viscosity (μ). Acid number was 
measured by manual acid-base titration following the ASTM (American 
Society for Testing and Materials) method D 1613-03 and it was re-
ported as milligrams of potassium hydroxide (KOH) per gram of sample. 
Viscosity (high shear viscosity) was measured using a cone/plate 
viscometer model CAP 2000 from Brookfield (USA), operating at 200 ◦C 
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following the procedure described in the ASTM method D-4287-00. 
The targeted ranges for the first reaction stage were AN 8–12 (mg 

KOH g− 1) and μ 10–14 (P or g cm− 1 s− 1); and for the second reaction 
stage AN 45–63 (mg KOH g− 1) and μ 25–45 P. In case the measurements 
were out of specifications during any of the stages, additional reactants 
were added to reach the desired conditions. During the analytical sam-
pling, online NIR spectra were collected simultaneously from the reac-
tion vessel. 

2.3. MEMS-FPI NIR sensor and data acquisition 

A novel spectral sensor model N-Series 1.7 by Spectral Engines 
(Finland) was used for the acquisition of the NIR spectra from 1350 nm 
to 1650 nm. A diagram of the sensor is shown in Fig. 1. The sensor has a 
single element extended InGaAs detector, with a tuneable MEMS-FPI 
filter acting as the spectral element. The sensor had an integrated light 
source model LS-PRO equipped with a miniature tungsten vacuum lamp 
as the illumination source. Additional details about the scanning 
mechanism used by the sensor can be found in the Appendix section. 

The spectral sensor was connected to a stainless steel NIR immersion 
probe (transmission mode, 5 mm optical pathlength) model Excalibur 20 
by Hellma Analytics (Germany). The probe has two 2 m fibre optic ca-
bles, connecting one end to the light source and the other to the spectral 
sensor. The probe was designed to operate from ambient temperature up 
to 260 ◦C, and it was immersed with the transmission gap positioned 
perpendicular to the centre of the vessel (facing the flow created by the 
agitator) during the entire reaction time, without fouling or blocking of 
the sample gap for any of the batches performed. 

For all experiments, the energy output for the lamp was set to 25% of 
the maximum level. This value was selected for the specific polymeri-
sation system investigated, since higher values saturated the maximum 
input of the sensor and lower values were attenuated by the sample. The 
sensor integration time was set to 0.1 ms and the wavelength step set to 
1 nm (301 points obtained from the operational sensor range). 

The software used to operate and record NIR data from the spectral 
sensor was an in-house application developed by the University of Leeds 
using LabVIEW 2015 (ChemiView V 3.4 [31]). Process temperature 
readings were acquired using a TC-08 temperature reader from Pico 
Technologies (USA), using K-type immersion temperature probes from 
Omega (UK). For batches 1 to 10, a single NIR spectrum was obtained 
every 5 s as the average of 50 sensor readings (internal FPI scanning 
sequence implemented by the sensor, delivering 1 output spectra every 
5 s). For batches 11 and 12, each NIR spectrum was obtained every 0.83 
s from a single FPI scanning sequence (minimum possible). The infor-
mation for all batches is included in Table 1, with batches labelled 

according to the sequence of acquisition. 

2.4. Process data treatment 

Multivariate calibration models using PLS regression to determine 
AN and μ parameters and PCA-based MSPC models for end-point 
detection were created from the online NIR data. In both cases, 
modelling and validation were carried out with in-house routines pro-
grammed in Matlab R2017a (Mathworks, USA) and PLS_Toolbox 8.2.1 
(Eigenvector Research, USA) running under Matlab. 

For each batch, the influence of process disturbances in the quality of 
the NIR signal was considerable (discussed within results). In order to 
attenuate these effects, a pre-processing step was introduced. In this, 13 
output spectra (as delivered by the sensor) were averaged into a single 
spectra, emulating the averaging that can be instrumentally obtained by 
increasing the number of FPI scans. This action reduced the number of 
spectra and the noise in the signal, at the expense of introducing a small 
delay time of 65 s per useable spectrum. Afterwards, the resulting 
averaged signal was transformed to absorbance. Since artifacts could not 
be completely removed, a moving average filter was applied to the 
absorbance spectra in the time dimension. Each spectrum was replaced 
by the average of itself and the N = 30 previous spectra, where N was 
chosen as a compromise between small prediction delay and good 
quality. This means 30 absorbance spectra are required to build-up the 
moving average before the data can be used for monitoring purposes, 
which occurs at the beginning of the process stages where predictions 
are not required (latent phase, discussed in results). Finally, a 1st order 
Savitzky-Golay derivative [32] followed by column mean-centring was 
applied to correct baseline variations before submitting the resulting 
dataset to the PLS algorithm or to the end-point detection model. Under 
these conditions, the models deliver 1 prediction every 65 s.  

(a) PLS regression models: The polymerisation process has two 
very distinct reaction stages, the first stage to form the hydroxyl- 
terminated prepolymer, and the second reaction stage to form the 
final carboxilated polyester. Therefore it was not possible to 
develop a single PLS for each property (AN and μ) that could 
provide predictions accurate enough for the entire process. The 
solution was to develop a PLS model for each property and for 
each stage, resulting in four multivariate calibration models 
relating the calibration spectra to AN and μ using PLS regression 
[33]. The averaged absorbance spectra corresponding to the 
times when samples were collected during the reaction (known 
acid number and viscosity) were placed as the rows of data matrix 
X (samples × wavelengths). The reference values of acid number 

Fig. 1. Diagram of the NIR spectral sensor base (a) with the MEMS-FPI tuneable filter (b). The assembled sensor weight 125 g, with the metal chassis measuring 58 
mm length by 57 mm width by 27 mm high. 
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and viscosity made up column vectors yav (samples × 1) and yvi 
(samples × 1), respectively, and a separate model was completed 
to relate each of these properties to the NIR information. Because 
there are two clear different stages in the process, X, yav and yvi 
were split in two sets, one for the first stage of the reaction (X1, 
yav,1 and yvi,1), and another for the second stage of the reaction 
(X2, yav,2 and yvi,2). Pre-processed NIR spectra from batches 1 to 5 
were used to generate the training set for the PLS models, with 7 
additional batches used as external validation set.  

(b) MSPC models: To build MSPC models, a data set formed by NIR 
spectra collected at the end of each stage from normal operating 
condition (NOC) batches were used. All the end-point spectra 
were organized in a data matrix XNOC (number of end-point NIR 
spectra × wavelengths). A PCA model was built with these data to 
set the statistical boundaries of the experimental domain (space) 
of end-point NIR spectra [34,35]:  

XNOC = TNOCPNOC
T + ENOC                                                                   

where TNOC is the scores matrix of all end-point spectra (spanning the 
valid experimental domain for on-specification measurements in the 
space of principal components) and PNOC

T is the loadings matrix (which is 
the link between scores and original NIR spectra). ENOC describes the 
residual variation unexplained by the PCA model. The number of com-
ponents used in the PCA model was established by cross-validation [36]. 
From the PCA model, a Q-statistic control chart Qstat was built, the 
boundary of which was based on the residual part of the process vari-
ation not explained by the PCA model. The control limit for the Qstat 
chart, Qlim, was set according to the Jackson and Mudholkar equation 
[37], in which Qlim represents an approximate Qstat critical value with 
significant level α = 0.05. For any new (pre-processed) spectrum ac-
quired in an online monitored batch, xi,new, the PCA model obtained 
above was used as follows:  

ti,new = xi,newPNOC                                                                                 

Then, the residuals for the new spectrum are obtained as: 

ei,new = xi,new − ti,newPT
NOC  

and the related Qstat value as: 

Qstat = eT
i,newei,new 

When the shape of the new spectrum is sufficiently similar to the on- 
specification end-point spectra used to build the PCA model, the residual 
ei,new will be small and the related Qstat value will appear below the 
chart control limit, Qlim. When a spectrum is far from the end-point, the 

spectral shape will be clearly different from that of end-point spectra and 
will show up above the chart control limit. The point in time where the 
Qstat value of the on-line monitored NIR spectra goes below the control 
chart limit will indicate the end-point of the process. Off-specification 
batches will consistently show Qstat values above the chart control limit. 

For this study, data from on-specification batches 2 to 5 were used to 
extract NIR data to build an initial end-point detection model for each 
reaction stage. Subsequently, data from on-specification batches 2 to 9 
were used to build an updated version of the same models. The 
remaining batches out of their modelling sets were used for external 
validation. The pre-processed NIR spectra used were collected during 
the last 15 min before the end of each reaction stage for each batch. Two 
matrices with 60 spectra (4 batches x 15 spectra) were generated with 
the selected end-point NIR spectra to build two separate end-point MSPC 
models for stages 1 and 2 of the process. Spectral pre-processing was 
performed as explained above. 

3. Results and discussion 

3.1. Saturated polyester resin production process and online NIR sampling 

The production of saturated polyester resins progressed as a multi-
phase reaction, in which gas bubbles and suspension solids considerably 
affected the spectral measurements during all the process stages. Fig. 2 
(top) shows images of the different reactions periods relating the pres-
ence of bubbles, solid particles, while Fig. 2 (middle and bottom) pre-
sents related fluctuations in temperature and the NIR signal by these 
process disturbances in the time domain. 

For instance, at the beginning of the process, the carboxylic acids 
were solids in suspension forming the liquid polymer as the reaction 
progresses. The solids totally attenuated the NIR signal over the initial 
10–12 h of the process (also known as latent phase; Fig. 2, a), which 
gradually changed as the carboxylic acids reacted and the solution 
became transparent to NIR light at the beginning of the first reaction 
stage (Fig. 2, from a to b), clearing further towards the end of this (Fig. 2, 
c). During the latent phase, light absorption and scattering produced by 
the particles were the predominant effect. This phenomenon occurred 
again when the chemicals for the second reaction stage were added (a 
large fraction of carboxylic acids in solid form), and also when per-
forming small corrections (adding small quantities of the same solids) 
required to drive the analytical properties towards the desired values 
(Fig. 2, d). 

Simultaneously, as the reaction progressed, gas bubbles were 
generated due to the formation of water and low boiling point products 
resulting from the transesterification reactions, and also due to the 

Table 1 
Summary of analytical parameters measured, total reaction time and NIR spectra acquired.  

Batch ANa,c μa,d ANb,c μb,d Final process outcome Reaction time NIR scans per single spectrum Number of spectra 

1e 8.4 7.0 – – Out of specification 21 h, 40 min 50 averaged in 5s 16,427 
2 6.0 16.0 49.9 36.4 Within specification 21 h, 10 min 50 averaged in 5s 16,753 
3 8.4 13.6 48.0 50.3 Within specification 26 h, 25 min 50 averaged in 5s 20,052 
4 7.9 14.5 55.6 36.7 Within specification 21 h, 25 min 50 averaged in 5s 16,456 
5 7,8 14,1 54.0 38,4 Within specification 22 h, 30 min 50 averaged in 5s 17,230 
6 8.4 9.6 51.0 29.9 Within specification 22 h, 20 min 50 averaged in 5s 16,199 
7 8.9 9.5 54.0 42.5 Within specification 22 h, 55 min 50 averaged in 5s 16,621 
8 9.5 12.3 54.0 39.1 Within specification 22 h, 5 min 50 averaged in 5s 15,940 
9 9.0 12.1 53.3 41.0 Within specification 24 h, 50 min 50 averaged in 5s 17,970 
10f 8.7 10.1 56.0 53.7 Out of specification 24 h, 15 min 50 averaged in 5s 17,149 
11 8.3 10.3 55.0 31.7 Within specification 24 h, 45 min 1 scan in 0.83s 104,987 
12 7.6 10.8 51.0 36.2 Within specification 21 h, 05 min 1 scan in 0.83s 92,204  

a At the end of the first reaction stage. 
b At the end of the second reaction stage. 
c AN in mg KOH g− 1. 
d μ in Poise. 
e Batch 1 ended out of specification after first reaction stage. 
f Batch 10 ended out of specification after the second reaction stage. 
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nitrogen stream passing through the reaction mixture. These bubbles 
tended to remain in the system for extended periods of time due to the 
high viscosity of the mixture, which dissipated slowly when reaching the 
surface of the vessel or forced to leave when a vacuum was applied to the 
system. The last action also contributed to drive the key analytical 
properties towards the desired values. Bubbles scattered the NIR light, 
but still allowed a useable signal to reach the detector. Bubbles appeared 
at the intermediate phases of each reaction stage, when the solids had 
completely reacted. Towards the end of each reaction stage, bubbles also 
gradually disappeared, with the sample becoming fully transparent 
(Fig. 2, e). 

Finally, the temperature of the reactor also fluctuated around the set 
point of the heating control as shown by the temperature readings and 
mirrored by the NIR spectra, particularly noticeable during the latent 
phase (Fig. 2, blue line). Fluctuations were due to the limitations of the 
heating element control. When none of these phenomena disturbed NIR 
acquisition, the signal had a stable amplitude and was very repeatable 
between scans, especially at the end of the reaction process (Fig. 2, f). 

Compared to previous reports using offline NIR spectra to correlate 
key analytical properties [6], the fluctuations produced by process dis-
turbances in the NIR spectra were the main obstacle to perform online 
monitoring. The attenuation effect produced by solid particles was the 
main restricting factor that limited the time window to obtain useful NIR 
measurements in transmission mode. On average, the complete reaction 
process takes approximately 25 h per batch, from which the first 12–14 h 
corresponded to the latent phase (non-transparent), with periods of 
approximately 5 h for each reaction stage (transparent). Under these 

conditions, the time frame for measuring useful NIR spectra that could 
be correlated to the key analytical properties was 3–6 h for each stage. 
Fig. 2 illustrates the NIR monitoring window observed for batch number 
5. 

Fig. 3 shows groups of five consecutive NIR scans (raw intensity 
spectra, thin blue lines) and their corresponding average (red dashed 
lines), obtained for specific periods of the first (i) and second (ii) reac-
tion stages during the NIR monitoring window. These groups correspond 
to similar time periods for the specific process conditions shown in 
Fig. 2. As observed from Fig. 3, the intensity of the signal tends to in-
crease as the reaction progress, with the exception of the transition 
period between stages one and two, when a large fraction of solids was 
added causing the signal to drop. Regarding the active NIR groups for 
the polyester system relative to the spectral range of the NIR sensor used, 
the wavelength range 1400–1500 nm relating to first overtone of –OH 
vibration was the most important for prediction. It also allowed differ-
entiating clearly between reaction stage 1 and stage 2 of the process. 
Although wavelengths longer than 1500 nm are less important for pre-
diction, they allowed a better outlier detection and, therefore, the full 
wavelength range covered by the NIR spectral sensor was found useful 
for modelling purposes (an absorbance plot for the same spectra and 
time periods as shown in Fig. 3 is available in Appendix). 

3.2. Prediction of key analytical properties using PLS and MSPC models 

For the 12 batches performed, the analytical indicators measured at 
the end of each stage and the final process outcome are listed in Table 1. 

Fig. 2. Images showing typical process conditions (top): a) bubbles and solids in suspension during the latent phase; b) bubbles in suspension in the middle of first 
stage; c) homogeneous solution at the end of the first stage; d) bubbles and solids in suspension after adding second stage chemicals; e) bubbles in suspension in the 
middle of second stage; f) final product. The influence of temperature fluctuations (middle, blue line) mirrored by the absorbance NIR spectra for 5 selected 
wavelengths (bottom; for batch 5, similar to all batches) as a function of time, for the final 11 h of the process. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the Web version of this article.) 
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Two out of twelve batches ended up out of specification in relation to the 
commercial product, after a reasonable number of attempts to correct 
the direction of the process towards the desired analytical control pa-
rameters. The time difference observed between batches was due to the 
number of chemical adjustments carried out for each case. After each 
chemical correction, it was necessary to wait for thermal stabilization of 
the system and the reaction of the solids in suspension before obtaining 
the next analytical measurement. 

Fig. 4 compares the acid number determined offline (circles) and the 
continuous prediction generated from the online NIR spectra after 
applying the PLS models for six batches (batches 3 to 5 used for cali-
bration, and batches 7 to 9 used for validation were included in this 
figure. Similar plots for all twelve batches can be found in Appendix). 
The analytical measurements and the predictions shown in these figures 
were obtained during the NIR monitoring window, in which the time 
gap between reaction stages corresponded to the addition of the second 
stage chemicals (solids). 

Continuous predictions obtained from the PLS models against the 
offline viscosity measurements are shown in Fig. 5, illustrating the same 
batches used for Fig. 4. For both process stages, viscosity values always 
increase due to the increasing length of the polymer branches formed 
and the PLS model predictions followed this trend. 

For both acid number and viscosity predictions, sharp variations 
between consecutive spectra due to bubbles and solids in suspension 
were the most important data issue to be solved when building and 
implementing PLS models. These variations affected the transmission of 
light both in the wavelength dimension and in the time dimension 
randomly e.g. one spectrum may suffer artifacts at certain wavelengths, 
while the next was affected at different wavelengths (as shown in Fig. 3). 
Normally, the referential analytical properties vary slowly during the 

reaction, except when adding chemical corrections to the system or 
when changing operational parameters such as the flow of inert gas. 
Under normal conditions, it is expected that the model predictions 
should also evolve slowly, although in this case process interferences 
still created fluctuations that could not be completely attenuated. 
Spectrum averaging compensated these undesired effects to a large 
extent, but could not completely remove them. The spectral moving 
average over time improved the stability of the predictions, and the 
remaining fluctuations were considered to be acceptable, taking into 
account the complexity of the data, and followed the evolution of the 
process satisfactorily. 

Regarding to the accuracy of the predictions obtained, Fig. 6 com-
pares the acid number and viscosity measured for the 12 batches against 
the predictions obtained from the PLS models. From these figures, it is 
evident that both key parameters differed considerably for the second 
reaction stage relative to those predicted for the first stage. Although the 
process fluctuations observed in both cases were very similar, changes in 
the first reaction stage were slower and observed at the end of longer 
time period (latent phase + first reaction stage). Conversely, for the 
second reaction stage, changes were more vigorous and produced in a 
shorter time interval, which led to slight increases to the variations on 
the NIR spectra and resulting predictions. 

Results generally indicated that acid number predictions were more 
precise for the first stage than those obtained for the second stage. This 
difference can be explained by the chemistry of the system, which has 
smaller changes during the first stage, as it reacts under an excess of 
diols, with acid number ranging from 5 to 20 mg KOH g− 1. For the 
second reaction stage, the end groups contributing to the acid number 
were targeted, with a variation fluctuating between 50 and 70 mg KOH 
g− 1, almost an order of magnitude higher compared to the first stage 

Fig. 3. Example NIR spectra shown for six different 
process periods, displaying the disturbances gener-
ated by bubbles and solids particles in suspension. i) 
First reaction stage: a) bubbles and solids in suspen-
sion during the latent phase; b) bubbles in suspension 
in the middle of first stage; c) homogeneous solution 
at the end of the first stage. ii) Second reaction stage: 
d) bubbles and solids in suspension after adding sec-
ond stage chemicals; e) bubbles in suspension in the 
middle of second stage; f) final product. Data from 
batch number 5, and similar to all other batches. 
Groups of five consecutive raw spectra (thin blue 
lines), and red dashed lines corresponding to the 
average spectrum obtained for each group. Absor-
bance plot for the same spectra is available in Ap-
pendix. (For interpretation of the references to colour 
in this figure legend, the reader is referred to the Web 
version of this article.)   
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range. Finally, it is noted that viscosity predictions were more precise 
and accurate relative to those obtained for the acid number. This dif-
ference may simply be due to the higher repeatability of the analytical 
measurements obtained using the cone viscometer, compared to refer-
ence acid number obtained by manual titration that had greater higher 
variability. 

Models for acid number and viscosity were developed with the data 
obtained from batches 1 to 5 (from February 2017), and predictions for 

batches 6 to 12 considered new data (collected in September 2017). As a 
consequence, there was some increase in prediction variability for 
batches 6 to 12. Some of the slight reduction in predictive performance 
may have been due to some introduced systematic bias, because the 
system had to be reinstalled in Megara after a six month period. Even 
though the optical components e.g. fibre optic cables and sensors were 
the same, the system setup was not absolutely be identical e.g. fibre 
bending radius and ambient temperature was not exactly the same. 

Fig. 4. Experimental acid number obtained (red dots) compared to continuous PLS model predictions based on NIR measurements, for the first and second reaction 
stages. Batches 3, 4 and 5 used for model making; batches 7, 8 and 9 used as external validation. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the Web version of this article.) 
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However, even accounting these differences, the model prediction was 
within an acceptable range e.g. within the intrinsic error of the wet 
chemistry analysis, and highlighted the real potential to use the NIR 
system for process monitoring. 

Additionally, information from the PCA models obtained directly 
from the sole NIR spectra (without using calibration samples) provided 
another perspective to evaluate the use of the MEMS-FPI sensors. Fig. 7 

shows the end-point detection MSPC model predictions obtained for all 
the batches during the NIR monitoring window, using an initial model 
created with batches 2 to 5 (black symbols). For a better visualization of 
the control chart and the related limit, reduced Q-statistics (Qred), 
expressed as, Qred = Qstat/Qlim, were used. In this way, the limit in all 
Qred charts is equal to 1. An initial qualitative analysis from the profiles 
suggests a clear decreasing pattern of the Qstat values as the process 

Fig. 5. Experimental viscosity values obtained (red dots) compared to continuous PLS model predictions based on NIR measurements, for the first and second 
reaction stages. Batches 3, 4 and 5 used for model making; batches 7, 8 and 9 used as external validation. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the Web version of this article.) 
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progresses towards completion. Although, the overall final end-point 
values obtained could be more precise, given the complete experi-
mental set, initial model performance was acceptable, considering the 
small number of available batches used to build the PCA model. 

However, in order to improve the definition of the process end-point, 
the PCA-based MSPC models were updated to include a larger number of 
batches (2–9). Batches 10 to 12 were not included in the updated model 
and used for external model validation. Predictions using the updated 
model are also shown in Fig. 7 (red dots). Analysing the validation batch 
10, we can observe that its second stage did not reach the end-point 
control limit, which agrees with experimental observation reported in 
Table 1, where this batch was considered as out of product specification. 
Although on specification batches 11 and 12 did not cross the end-point 
control limit for long time, they showed trend towards it, which in-
dicates that these batches could be accepted according to these obser-
vations. The results suggest that a larger number of batches will improve 
the repeatability and robustness of the control models implemented, and 
that the sole online NIR information obtained from the sensor was 
sensitive enough to detect the process end-point. 

The effect of the process disturbances was also observed for the PCA- 
based models, although its influence in the identification of the end- 
point reached for each stage was limited. This is explained by the 
quality of the selected NIR spectra used to build the end-point detection 
model, which correspond to the last 15 min of each stage. This particular 
time interval of the process had two key distinctive differences; firstly, 
the NIR spectra collected have a higher optical transmittance since the 
presence of bubbles and solids present was minimum at the end of each 
stage (Fig. 2, c and f). Secondly, there was a clear difference in the shape 
of the absorbance spectra at the ending period compared to the initial 
reaction interval, which produced more intense NIR profiles with 
stronger peak association (Fig. 3 illustrated this). 

The use of a large number of averages to minimise the influence of 
process disturbances in the NIR spectra had a small impact on the 
response time of the MSPC model predictions. However, it was not great 
enough to hide the fluctuations produced by adding corrective chem-
icals to the reaction vessel (emphasized in Fig. 7 for batches 1 and 10, 
although this action was performed for most of the batches) to drive the 
key analytical parameters to their control values. Since the anticipated 
outcome for this model was a single parameter to identify the process 
end-point, the implementation was simpler than predicting the analyt-
ical properties over short time intervals and required only NIR spectra 
for generating the training set, without any additional experimental 
calibration. 

Finally, the results obtained from the PLS prediction of viscosity and 
acid number can be used together with the MSPC control chart to 

provide additional supporting information to the end-user. Although 
using the PLS models as an alternative to the traditional offline analyt-
ical analysis still need to be further demonstrated, the results obtained 
show clearly the NIR sensor performance, even when challenged by 
severe process fluctuations encountered in the pilot scale process. Under 
these conditions, predicted viscosity and acid number were within the 
acceptable limits required for monitoring the synthesis of saturated 
polyester resins. A reduction in the variability observed (Fig. 6) between 
calibration and validation batches could be achieved by increasing the 
number of calibration batches under a permanent installation of the NIR 
monitoring system. 

In addition, the miniaturised size was a distinctive characteristic of 
the MEMS-FPI sensor, which enabled its installation attached to the 
reaction vessel, minimising the use of fibre optics cables for transmitting 
the NIR light. Instead, a standard electrical signal was transmitted from 
the sensor to the computer, reducing the installation and maintenance 
costs considerably. Another factor to consider was the stability observed 
for the MEMS-FPI sensor during the experimental trials, allowing to 
maintain the calibration for the PLS-based and end-point models. In this 
study, the whole system was dismounted and reassembled between the 
two experimental campaigns and, although updated models offered 
better results, predictions based on the models initially built were still 
acceptable for the 7 new batches. 

Access to affordable process monitoring and control technologies for 
small and medium enterprises (SMEs) has been identified as a contrib-
uting factor to improve process sustainability [38]. For the synthesis of 
polyester resins (or similar challenging reactions), real-time access to 
the key process indicators can minimise the number of manual sampling 
points collected from the high temperature reaction vessels, helping to 
reduce the risks associated to a minimum. Also, this low-cost informa-
tion can help to improve batch-to-batch consistency (e.g. observing the 
development of detrimental disturbances in real-time, and implement-
ing control actions faster than using time delayed off-line data), which 
reduces the loss of materials and equipment due to batch failure. Finally, 
access to online monitoring tools can help SMEs to implement more 
advanced process optimisation strategies, saving cycle time by reducing 
the number of off-line controls, and bringing further reductions in ma-
terial consumption and energy savings. 

The use of this new generation of MEMS-FPI NIR sensors appears to 
be a suitable alternative to traditional spectroscopy systems, and 
particularly adapted to harsh industrial environments such as the pro-
duction of saturated polyester resins. 

Fig. 6. Acid number and viscosity compared against NIR model predictions using calibration and validation batches for the two reaction stages.  
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4. Conclusion 

A new MEMS-FPI NIR sensing technology combined with suitable 
chemometric data processing was used for effective monitoring of multi- 
phasic production of saturated polyester resins. This process presented 
several challenges, which are often encountered in similar industrial 
applications, including variations between spectra, due to the presence 
of bubbles and solids particles in suspension, and temperature fluctua-
tions. These process disturbances affected the transmission of light both 
in the wavelength and in the time domains, and also limited the time 
window to observe the reaction in NIR transmission mode. These issues 

where addressed by extensive pre-processing and allowed satisfactory 
implementations of PLS and PCA-based end-point detection models. In 
addition, the stability of the optical system over a long time period, 
achieved by the single frame MEMS-FPI chip architecture and integrated 
light source, helped to generate a high quality and robust NIR signal. 
Hence, the combination of the notable optical properties of the sensor 
combined with chemometric tools to address process-related signal 
distortions, provided excellent results for monitoring of the key 
analytical properties (acid number and viscosity) as well as end-point 
control. This new generation of NIR sensors presented a number of ad-
vantages over traditional spectral systems, such as miniaturisation, low 

Fig. 7. PCA-based end-point detection MSPC Qred charts predictions for all batches. Black dots indicate Qred predictions from model developed using on-specification 
batches 2 to 5; red dots indicate Qred predictions from updated model developed using on-specification batches 2 to 9; discontinuous red line indicates the end-point 
control limit. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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cost and stability, providing an affordable alternative to improve process 
performance, reduce costs and contribute to sustainability in the process 
industry. 
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Abstract
Process analytical technologies (PAT) applied to process monitoring and control generally provide multiple outputs that can come
from different sensors or from different model outputs generated from a single multivariate sensor. This paper provides a
contribution to current data fusion strategies for the combination of sensor and/or model outputs in the development of multi-
variate statistical process control (MSPC) models. Data fusion is explored through three real process examples combining output
from multivariate models coming from the same sensor uniquely (in the near-infrared (NIR)-based end point detection of a two-
stage polyester production process) or the combination of these outputs with other process variable sensors (using NIR-based
model outputs and temperature values in the end point detection of a fluidized bed drying process and in the on-line control of a
distillation process). The three examples studied show clearly the flexibility in the choice of model outputs (e.g. key properties
prediction by multivariate calibration, process profiles issued from a multivariate resolution method) and the benefit of using
MSPC models based on fused information including model outputs towards those based on raw single sensor outputs for both
process control and diagnostic and interpretation of abnormal process situations. The data fusion strategy proposed is of general
applicability for any analytical or bioanalytical process that produces several sensor and/or model outputs.

Keywords Data fusion .Multivariate statistical process control . Near-infrared . Spectroscopic sensors . Chemometrics

Introduction

Recent process analytical technology (PAT) applications in
analytical and bioanalytical processes generally use data from
process analysers, mostly based on spectroscopic measure-
ments, to provide single or several outputs related to process
quality indicators [1–5]. The outputs based on spectroscopic
measurements come from the use of different multivariate
analysis tools, e.g. multivariate calibration models provide
prediction of product key properties [6], multivariate curve
resolution (MCR) deliver concentration profiles associated

with the evolution of compounds in a process [7] and multi-
variate statistical process control (MSPC) gives indicators that
may tell whether the process is on- or off-specifications [8]. In
addition to the spectroscopic sensors, most processes are also
monitored with simpler devices providing other univariate
measurements, such as temperature, pressure, pH or flow
rates.

To handle and interpret the measurements of the sensors
above in a process monitoring context, MSPC is a well-
established methodology for statistical process control and
fault diagnosis and identification [9, 10]. However, MSPC
tends to be used either on the original multivariate sensor
information, e.g. spectroscopic information [1, 11–13] or on
sets of univariate process sensors, e.g. temperature and flow
[14–17], but the combination of both kinds of sensors is sel-
dom found.

Indeed, few works are found in the literature combining
information from spectroscopic sensors with other process
variables to build MSPC models. Gabrielsson et al. have
shown that an MSPC model combining UV spectroscopy
and process data provides better performance than models
built separately for each kind of data set [2]. In this case, no
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compression of the spectroscopic information was used in the
data fusion. Independent MSPCmodels were developed using
data from an electronic nose based on an array of sensors, NIR
spectroscopy, mass spectrometry, on-line HPLC and standard
on-line bioreactor sensors in a tryptophan fermentation pro-
cess, but neither the sensor measurements nor the output of the
individual MSPC models was combined afterwards [18].
Another work used forward variable selection and cascade
artificial neural network procedures to monitor a yoghurt fer-
mentation process [19]. To do so, variables were selected from
an electronic nose for prediction of key properties in a primary
net followed by a secondary net that used the predicted key
properties from the previous net combined with selected NIR
wavelength channels and temperature measurements for esti-
mation of a discrete process state variable. However, such a
fusion was not meant to perform process control. Another data
fusion strategy used for classification problemswas conceived
under a mid-level data fusion framework where the multivar-
iate information was merely compressed into scores (typically
from principal component analysis, PCA) and fused with oth-
er sensor outputs for further analysis; however, no examples
of this strategy are found for process control [20].

Data fusion in MSPC offers two main assets: (a) the model
or sensor outputs joined probe different physicochemical as-
pects of the processes under study and offer a more accurate
description of the system of interest, and (b) the fact of con-
sidering the different sensor and model outputs together al-
lows testing not only the behaviour of each of the process
parameters fused but also that the natural relationship among
them be the correct one, something absolutely impossible out
of a fusion scenario.

In this study, the concept of data fusion for process control
is widened to enclose both the combination of several model
outputs from a single multivariate sensor and/or of several
sensor outputs in a single data structure following a mid-
level fusion strategy [21]. In this way, both measurement
and modelling tasks for the same process are interconnected.
Indeed, model outputs derived frommultivariate sensors, such
as predictions of key properties and process concentration
profiles, are compressed information much more specific, di-
verse and interpretable thanmere scores and help better to find
out the cause of process malfunctions or off-specification sit-
uations in a data fusion context.

The data fusionMSPC strategies presented in this work are
applied to three real scenarios described below that show di-
verse combinations of multivariate model outputs and process
sensor information.

(a) Pharmaceutical drying process. This process is moni-
tored with NIR spectroscopy and with temperature sen-
sors placed at different points of a fluidized bed dryer
reactor. Process end point detection is carried out via a
data fusion MSPC model combining NIR-based

multivariate model outputs, such as moisture prediction
and NIR-based MSPC indicators, with temperature mea-
surements (see Fig. 1(a)).

(b) Polyester production process. This process is monitored
only with NIR spectroscopy. Process end point detection
is carried out using a data fusion MSPC model combin-
ing different NIR-based model outputs coming from pre-
dictions of key properties and NIR-based MSPC infor-
mation (see Fig. 1(b)).

(c) Distillation process. This process is monitored by NIR
spectroscopy and vapour temperature measurements [7].
Here, the evolution of the distillation process was con-
trolled via data fusion on-line MSPC models based on
the combination of compressed NIR-based information,
expressed by the concentration profiles derived from
multivariate resolution analysis (MCR) of the process
spectra and vapour temperature measurements (see Fig.
1(c)).

More detailed comments on the way to build the data struc-
tures displayed in Fig. 1 and on the interpretation of the related
data fusion MSPC models will be described throughout the
text.

The three processes studied are very different in nature,
models and sensors combined in order to show the general
applicability of this methodology in any analytical or
bioanalytical process context. In all cases, the performance
ofMSPCmodels built with the proposed data fusion strategies
(hereafter DF-MSPC models) is compared with that of MSPC
models built with the sole NIR information (hereafter
MSPCNIR) through control charts obtained from validation
batches. The results obtained clearly show that the use of
information coming from different models and/or sensor out-
puts in data fusion process control models overcomes the per-
formance of the control procedures based on single sensor
information and provides a more useful way to identify the
causes related to process faults and off-specification
situations.

Experimental

Three case studies illustrate the different data fusion strategies
employed to build MSPC models. The experimental monitor-
ing of these processes where NIR spectroscopy and other pro-
cess variables are monitored is described below.

Process 1: Fluidized bed drying of pharmaceutical
granules

Fourteen batches of 500 g (1-L equivalent) of pharmaceutical
wet granules (dry mass fraction of mannitol > 50%, Avicel
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PH-101 < 30%, Hypromellose 2910 < 10% and other excipi-
ents < 10%) were dried in a 4-L fluidized bed (4M8-Trix
Formatrix, ProCepT, Belgium). The fluidized bed air inlet
flow was controlled at 0.6 or 0.85 m3/min and a temperature
of 22 to 30 °C. Temperature sensor readings of the fluidized
material (Tbed), inlet air (Tin) and outlet air (Tout) were recorded
simultaneously for each in situ NIR spectrum. The spectra
cover a wavelength range of 1750 to 2150 nm at 1-nm inter-
vals using a spectrophotometer with a novel MEMS Fabry-
Perot interferometer (N-Series 2.2, Spectral Engines, Finland)
coupled to a diffuse reflectance immersion probe (OFS-6S-
100HO/080704/1, Solvias, Switzerland). In-line measure-
ments were collected approximately every second. Off-line
reference moisture content analysis was carried out using a
thermogravimetric moisture analyser (MB120, Ohaus,
Germany) from samples retrieved at 6-min interval. These
moisture reference values were used afterwards to build
NIR-based models for moisture predictions. On-specification
moisture content was set to be below 2%. More information
can be found in reference [22].

Process 2: Polyester production process

The production of saturated polyester resins following a com-
mercial recipe was used in this process example and is de-
scribed in reference [23]. Thirteen batches were carried out
with an average batch run time of 22 h. Process monitoring
was carried out by in-line NIR absorbance spectra collected
inside the 2-L round flask reactor using a NIR immersion
probe (Excalibur 20, Hellma Analytics, Germany) with an
optical path length of 5 mmworking in the transmission mode
and connected through 2-m fibre optic cables to a spectropho-
tometer with MEMS Fabry-Perot interferometer (N-Series
1.7, Spectral Engines, Finland) in the 1350- to 1650-nm

wavelength range. Spectra were collected every 4 s. The key
properties selected to follow the progress of the reaction were
the acid value (AV) and the high shear viscosity (V). Off-line
determination of AV was carried out by manual acid-base
titration following the ASTM D1639-03 method. Off-line
values of V were obtained using a cone/plate viscometer
(CAP 2000, Brookfield, USA) operating at 200 °C following
the procedure described in the ASTM D4287-00 method.
These reference values were used to build NIR-based calibra-
tion models for in-line prediction of AV and V values. This
polyester production process involves two steps and end point
detection models had to be built for each one of them. The
targeted ranges to indicate the end point for the first step are 8
to 12 mg KOH g−1 for AV and 10 to 14 P for V, whereas the
end point of the second stage requires 45 to 63 mg KOH g−1

for AVand 25 to 45 P for V. More information can be found in
reference [23].

Process 3: Automated benchtop batch gasoline
distillation

An automated batch distillation process with synchronized
temperature readings, percentage of distilled mass fraction of
initial sample weight and in-line FT-NIR absorption spectra
(900 to 2600 nm; Rocket, ARCoptix ANIR, Switzerland) was
designed and used to monitor the distillation of 100-mL vol-
ume of synthetic gasolines [7]. The gasoline batches were
prepared by mixing ethanol AR (99% Sigma-Aldrich) and
pure gasoline (type A, from Petrobras refinery) at different
ratios. A set of 23 blends was performed: 11 samples contain-
ing a volume fraction of 27% ethanol (on-specification
gasolines) and 12 with 10 to 25% and 30 to 40% ethanol
(off-specification gasolines, according to Brazilian legisla-
tion). More detailed information can be found elsewhere [7].

Fig. 1 Data fusion strategies used to combine the several sensor and/or model outputs for batches from (a) process 2; (b) process 1; and (c) process 3
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NIR spectra in the 1103–2228-nm wavelength range (573
channels) and vapour temperature were recorded every unit
of percent of distilled mass fraction in the 5 to 90% range.

Data treatment

NIR data preprocessing

For processes 1 and 2, similar preprocessing steps were
employed to filter out noise and baseline fluctuations on
NIR spectrum observations. A certain number of consecutive
raw spectra measurements, NRAW, were averaged into a single
spectrum; then, a moving average smoothing with window
size, NMA, was employed using the previously averaged spec-
tra. Finally, to remove any unwanted baseline spectral varia-
tion in the moving averaged spectra, standard normal variate
(SNV) normalization [24] was applied in process 1 and
Savitzky-Golay derivative [25] (1st-order derivative, 2nd-
order polynomial function and 15-point window) in process
2 data. Temperature measurements were averaged as NIR
spectra in process 1, covering the same time window as the
number of spectra NRAW averaged to obtain a single one.

Figure 2 (a) shows the raw (left plot) and preprocessed
(centre plot) NIR observations using NRAW = 10 and NMA =
75 for one typical drying process batch (process1). The right
plot shows the related batch temperature profiles. Figure 2 (b)
shows the raw (left plot) and (right plot) preprocessed NIR
observations using NRAW = 13 and NMA = 30 for the polyester
production process batch (process 2).

In process 3, raw NIR spectra were preprocessed for base-
line correction by Savitzky-Golay derivative (1st-order deriv-
ative, 2nd-order polynomial function and 9-point window)
followed by spectral normalization to mitigate signal intensity
fluctuations. Figure 2 (c) shows the raw (left plot) and
preprocessed (centre plot) NIR spectra, respectively, and the
related distillation curve (right plot) with recorded boiling
temperatures during the 5 to 90% distillation fractions of an
on-specification batch.

NIR-based model outputs used in data fusion MSPC
models

As could be seen in Fig. 1, different kinds of information,
issued from the application of different multivariate analysis
methods, were used to build MSPC data fusion models.
Below, a brief description of the multivariate methods used
and the kind of outputs provided is presented.

Partial least squares regression (PLS) was used to build
models able to predict key properties of processes that can
be estimated from NIR measurements. PLS was used to build
models able to predict moisture in process 1 and acid number
or viscosity in process 2. PLS is the most often used

multivariate calibration method in chemometrics [26, 27].
This method relates the X matrix (formed by NIR spectra in
these examples) to the matrix of parameters to be predicted Y
(e.g. formed by moisture content, acid number or viscosity
values) to build a calibration model with predictive ability that
expresses the maximum covariance between X and Y. More
details and description of PLS algorithm can be found else-
where [28–30]. Y predicted values by PLS models are after-
wards used in the design of data fusionMPSCmodels for both
processes 1 and 2, as seen in Fig. 1 (a) and (b), respectively.

Multivariate curve resolution-alternating least squares
(MCR-ALS) is a method that can provide concentration pro-
files and related spectral signatures for the compounds in-
volved in a process using only the spectroscopic information
recorded during process monitoring. MCR-ALS was used to
model the NIR data of the distillation process, process 3.
MCR-ALS assumes a bilinear model, D = CST + E, which
is the multiwavelength extension of Lambert-Beer’s law
[31–34]. In this context,D is a data table with the NIR spectra
from several on-specification distillation batches. ST contains
the pure spectra profiles of the components needed to describe
the distillation process and C the related concentration
(distillation) profiles. Thus, MCR-ALS provides the concen-
tration and spectral profiles of the different distillation frac-
tions of the system. To ensure obtaining meaningful process
and spectra profiles, MCR-ALS was applied using non-
negativity and unimodality constraints to model C profiles,
whereas ST profiles were not constrained. Details on the im-
plementation of MCR-ALS for process 3 modelling can be
found in reference [7]. As shown in Fig. 1(c), C profiles are
afterwards used as input information for on-line batch MSPC
data fusion models described in the next section.

Multivariate statistical process control (MSPC) models aim
at providing statistical boundaries that allow building control
charts that help to know whether a process is on- or off-
specification based on the measurement of NIR spectra.
MSPC models based uniquely on NIR multivariate observa-
tions were used to provide an additional compressed indica-
tion of process evolution (see more detail afterwards in this
same section about the MSPC model construction).
Summarizing, MSPC indicators T2 and Q serve as parameters
to enclose information related to the unspecific NIR variation
linked to the expected process variation and to the acceptable
residual variation, respectively. These NIR-derived indicators
are afterwards used in data fusion strategies linked to process
1 and process 2, as seen in Fig. 1 (a) and (b).

Construction of multivariate statistical process control
models

This section covers the steps required to build an MSPC mod-
el, either based on the raw output of an NIR sensor or on
combined information leading to a data fusion scenario, as
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previously described. PCA-based MSPC models are always
built using multivariate observations from normal oper-
ating condition (NOC) batches to set the statistical
boundaries of normal operation. Afterwards, observa-
tions of new batches are submitted to the MSPC model
to check whether they are within the normal operation
boundaries or not.

MSPC models can have different goals, such as end point
detection or checking the process evolution. For processes 1
and 2, MSPC models were designed for batch end point de-
tection; meanwhile, for process 3, local on-line batch MSPC
models were built to check the process evolution using the
strategy described in reference [7].

To use MSPC either for end point detection or for on-line
batch evolution monitoring, MSPC models should be built
using datasets formed by NOC observations, XNOC, which
can be full NIR spectra or the combination of different NIR-
based model and/or sensor outputs, as shown in Fig. 1. The
datasetXNOC is modelled by PCA in order to set the statistical

boundaries of the experimental domain (space) of NOC ob-
servations according to the equation below [35],

XNOC¼TNOCP
T
NOCþENOC ð1Þ

where TNOC is the scores matrix of the NOC observations used
to build the model and PT

NOC, the loadings matrix (which is the
link between scores and original variables in XNOC). ENOC

describes the residual variation unexplained by the PCA model
and is used to define the Q-statistic control chart limit, Qlim.,
according to the Jackson and Mudholkar equation [36].

For any new observation (NIR spectrum or the combined
information) acquired in real time, xnew, the PCA model is
used to obtain its related score value, tnew, as follows:

tnew ¼ xnewPNOC ð2Þ

Then, the residuals for the new observation are obtained as:

enew ¼ xnew−tnewPT
NOC ð3Þ

Fig. 2 Data related to a batch
from (a) process 1: raw (left)
preprocessed (centre) NIR spectra
and (right) temperature profiles,
for better visualization the interval
was set to 5 min; (b) process 2:
raw (left) and preprocessed (right)
NIR spectra and (c) process 3:
raw (left) and preprocessed
(centre) NIR spectra and
distillation curve of vapour
temperature (right). Colour scale
indicates the temporal variation of
batch observations, from the
beginning (blue) to the end (red)

Data fusion strategies to combine sensor and multivariate model outputs for multivariate statistical... 2155

Results and Discussion 

111 

  



And the related Q-statistic value as:

Q ¼ eTnewenew ð4Þ

When the new observation follows the NOC described by
the MSPC models, the residual ei,new will be small and the
related Q value will appear below the chart control limit.
Conversely, when the observation does not follow the NOC,
the related Q value will appear above the control chart indi-
cating that the process is deviating from the normal process
trajectory or that the batch is far from the end point, depending
on the type of MSPC model used. The contribution plot asso-
ciated with a high Q value can be assessed by plotting the
related enew vector for the sought observation. High absolute
values related to elements in enewwill identify variables show-
ing abnormal behaviour.

From the PCA model, another statistical parameter can be
obtained, Hotelling’s T2, which represents the estimated
Mahalanobis distance to the compressed subspace represented
by the PCA model built with NOC observations.

The T2 is calculated for any new observation using the
predicted tnew and the following equation:

T2 ¼ tTnewΘ
−1tnew ð5Þ

where Θ is the PCA scores covariance matrix [37, 38].
T2 can also be used to build MSPC control charts [7].

However, in this work, T2 together with Q statistics was also
used as means to represent compressed process information
from purely NIR-basedMSPCmodels in processes 1 and 2, as
mentioned in “NIR-based model outputs used in data fusion
MSPC models” section.

Often, for an easier interpretation of MSPC control charts

and indicators, reduced NIR-MSPC statistics (Qred and T 2
red )

are calculated by dividing the obtained Q and T2 values by
their related 95% confidence interval (CI) control limit; there-
fore, the control limit of derived charts becomes equal to 1.

Software

Data handling and chemometric model building were carried
out using own routines programmed in MATLAB R2017a
(MathWorks, USA) and PLS_Toolbox 8.2.1 (Eigenvector
Research, USA) running under MATLAB.

Results and discussion

The specific details of the data fusion strategies and the related
DF-MSPC results are presented for each process application
studied in this work. The aim of this section is showing the
high performance of DF-MSPCmodels and how these models
clearly improve the performance of models based on the sole

use of NIR spectra (MSPCNIR) both in terms of detecting
process faults and identifying the causes of the abnormal pro-
cess behaviour.

Process1: Fluidized bed drying process

In this process, the DF-MSPC model combines temperature
sensor readings of the fluidized material (Tbed), inlet air (Tin)
and outlet air (Tout) and information coming from two NIR-
based multivariate models, a PLS regression model for pre-
diction of moisture content and a MSPCNIR model for end

point detection, which provided T2
red;NIR and Qred, NIR process

indicators. The PLS model was built using the off-line mois-
ture content values as measured with the reference method and
the related NIR spectra from the off-line pharmaceutical gran-
ules sampled. Meanwhile, an MSPCNIR end point model was
built with NIR spectra related to process observations obeying
the moisture content specification at the end point (below 2%).
Details of the drying process and the results describing the
quality of moisture determination PLS models and
MSPCNIR end point detection model were discussed in a pre-
vious work [22].

To combine the temperature and the NIR sensor informa-
tion, a data fusion strategy was implemented as shown in Fig.
1(b), including MPLS %, T 2

red;NIR and Qred, NIR and the three

temperature values Tbed, Tin, and Tout. After variable
autoscaling, a DF-MSPC model for end point detection using
NOC batches was built.

The performance of the DF-MSPC model for end point
detection on new batches is shown using two validation
batches, an on-specification batch (labelled batch 5) and an
off-specification batch (batch 12). Figure 3 shows the infor-
mation to be submitted to the DF-MSPC model, i.e. Tbed, Tin
and Tout andM%, T 2

red;NIR and Qred, NIR for validation batches

5 and 12 during the drying process.
Figure 3 (a) shows the information submitted to DF-MSPC

for validation batch 5, considered to be on-specification. At
the end of the drying process, the predicted moisture level
(MPLS %) was found to be 1.8%, the temperature readings
were Tbed, 28.4 °C; Tin, 28.8 °C; and Tout, 25.8 °C, and the

MSPC indicators Qred, NIR, 0.5, and T2
red;NIR, 0.2, both below

the control limit set equal to 1, indicating that the end point
was detected and the batch was considered correct. Batch 12
in Fig. 3(b) is an example of off-specification batch. At the end
of the drying process, the predicted moisture level was 2.7%;
the temperature readings were Tbed, 24.4 °C, Tin, 25.0 °C, and
Tout, 22.9 °C, respectively; and the MSPC indicatorsQred, NIR,

1.9, and T2
red;NIR, 1.3, were both above the control limit set

equal to 1 indicating that the batch did not reach the end point
and could be considered off-specification. The main reason
why batch 12 did not reach the specification moisture level
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during the drying process time was because of the low inlet air
temperature, about 4 °C lower than that in batch 5, which
could be due to changes in the process environment or other
uncontrolled causes.

The data fusion information from each validation batch,
shown in Fig. 3, was submitted to the DF-MSPC model for
end point detection. To understand the better perfor-
mance of the DF-MSPC model when compared with
the MSPCNIR model, Fig. 4 shows overlapped Qred

charts for both approaches. The blue line shows the
evolution of Qred, DF, derived from the DF-MSPC mod-
el, and the dashed orange line the evolution of Qred, NIR, de-
rived from the MSPCNIR model.

For batch 5, where moisture content reached the desired
2% level, both data fusion and NIR-based control charts de-
tected the end point at approximately 60min of drying time, as
shown in Fig. 4(a). On the other hand, batch 12 did not reach
the specified moisture level and both control charts did not
detect the end point during the entire batch duration (see Fig.
4(b)). However, Qred, DF values, coming from the DF-MSPC
model, diagnose significantly better off-specification observa-
tions than Qred, NIR, obtained using only NIR spectral infor-
mation. This is clearly noticed during the last minutes of batch
12, where Qred, DF values are significantly higher and clearly
further from the control limit than Qred, NIR values, as a con-
sequence of including the information from process

temperature in the DF-MSPC models. Moreover, for both
batches 5 and 12, the use of DF-MSPC models also provides
a much clearer difference between the Qred, DF values before
and after moisture stabilization than theQred, NIR values, being
the decrease of the Qred, DF curve always much steeper than
that of Qred, NIR.

In off-specification situations, it is also important to ob-
serve the contribution plots associated with the abnormal ob-
servations to understand the causes of the process malfunc-
tion. The contribution plot of observation at 100 min of drying
batch 12 related to the Qred, DF DF-MSPC chart is shown in
Fig. 5 (bar plot in orange). To compare with the residual level
of an on-specification observation, the contribution plot relat-
ed to the observation at 95min of batch 5 is shown as well (bar
plot in blue). It was observed that the main contributions to the
highQred, DF values of batch 12 are the highQred, NIR and high
MPLS % prediction for moisture content. Indeed, the moisture
content is higher than expected in on-specification values and,
as a consequence, the residual related to the spectral shape
expected at the end point (represented by Qred, NIR from
MSPCNIR model) is also higher. Figure 5 also indicates that
the temperature readings gave low contribution to the resid-
uals, but the absolute value was higher than their contribution
to batch 5 observation. The negative temperature contribution
of batch 12 is in line of the fact that Tin at 100 min was lower
than the expected temperature at the end point stage of a NOC

Fig. 3 Information to be analysed by the DF-MSPC model for two val-
idation batches: (a) batch 5 (on-specification) and (b) batch 12 (off-spec-
ification). Tbed, Tin and Tout are the temperature sensor readings placed at
granules, inlet air and outlet air, respectively; MPLS % is the predicted

moisture by PLS,T2
red;NIR andQred, NIR are the process indicators obtained

from MSPCNIR model. First 20 min is not shown because of unstable
measurements at the beginning of the process

Fig. 4 Reduced Q (Qred) MSPC
charts for drying end point
detection using DF-MSPCmodel,
Qred,DF (solid blue curve) and
MSPC model based on the sole
NIR information, Qred,NIR (dash-
dotted orange curve) for
validation batches: (a) batch 5
(on-specification) and (b) batch
12 (off-specification). 95% CI
reduced Q control limit is
represented
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dry batch and, such a fact, caused the lower values for the
related Tbed and Tout.

In this example, both types of MSPC models have shown
satisfactory performance for the detection of on- and off-
specification situations. However, end point control charts
based on the DF-MSPC model provide a much clearer diag-
nostic of on- and off-specification situations and include all
available process information, i.e. sensor and model outputs.

Process 2: Polyester production process

The singularity of this example is that, in this case, the data
fusion concept is understood as the fusion of several model
outputs coming from a single NIR sensor. In this process, the
task of end point detection should be applied to two different
reaction stages and, therefore, two separate DF-MSPCmodels
are built. The information for each DF-MSPC model comes
from two PLS models for prediction of acid number (AVPLS)
and viscosity (VPLS) and one MSPCNIR model for end point
detection, providing the T2

red;NIR and Qred, NIR process indica-

tors (see Fig. 1(a)). Acting in this way, key process parameters
were used together with general unspecific NIR information
linked to other physicochemical aspects of the end point pro-
cess stage. The two PLS models were built using the in-line
NIR spectra related to off-line AV and V reference measure-
ments from samples taken during the production process of
calibration batches.Meanwhile, the NIR-basedMSPCmodels
were built with NIR spectra from the last 15-min measure-
ments at the end point from each process stage to define prop-
erly the process stage to be controlled. Details of the polymer-
ization process and the results describing the quality of PLS
models for the determination of AN and V and the use of
MSPCNIR models for end point detection for the two stages
of the process were discussed in a previous work [23].

The DF-MSPC models linked to the end point of the two
reaction stages were built using information of NOC batches,

as shown Fig. 1(a). Thus, outputs from PLS models (AVPLS

and VPLS) and from the end point detection MSPCNIR model,

T2
red;NIR andQred, NIR, were combined into a data fusion matrix

that was further autoscaled before model building.
The two DF-MSPC models related to end point detection

of each of the reaction stages were validated using real-time
observations compressed in the same way as shown in Fig.
1(a) for new batches. Figure 6 shows the information from
PLS and MSPCNIR models for three validation batches of
the polymerization process (labelled batches 10, 11, and 13),
used to show three different situations encountered in the
batch polyester production process. Because of the presence
of solids in the reaction, which caused spectrum saturation, the
information in Fig. 6 is omitted for the first 12 to 15 h of the
first reaction stage and for approximately 1 h between stage
transitions.

Batch 10, shown in Fig. 6(a), represents a batch in which
only the first stage of the process reached the end point spec-
ification. The first stage ended at approximately 21 h of pro-
cess time; at this point, AVPLS and VPLS were 9 mg KOH/g

and 12 P, respectively, and Qred, NIR, 0.4, and T 2;
red;NIR, 0.2,

both below the control limit equal to 1, where the batch was
considered on-specification. On the other hand, the second
stage was terminated at approximately 23.5 h, but did not meet
the desired specifications. At this time, AVPLS and VPLS were
62 mg KOH/g and 32 P, respectively, and Qred, NIR and

T2
red;NIR, 10.2 and 0.6, respectively. Although the predictions

of process key properties were within the targeted ranges and
T2
red below the control limit, the high Qred value indicates the

off-specification situation of the NIR observations at the end
of the second stage of batch 10, which was afterwards con-
firmed through off-line determinations of the end-product.

Batch 11 was terminated before completing the first stage
because of gel formation inside the reactor. The related data
fusion information is shown in Fig. 6(b). At approximately

Fig. 5 Residual contribution plots
related to the observations at
95 min for batch 5 and 100 min
for batch 12 evaluated with the
DF-MSPC model for drying end
point detection
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14.5 h of process time, AVPLS was 8 mgKOH/g and VPLS, 1 P,
and Qred, NIR, 28.6, and T2

red;NIR, 18.1, both above the control

limit indicating that indeed batch 11 did not reach the end
point specification.

Batch 13 reached the end point specifications for both pro-
cess stages and the related information is shown in Fig. 6(c).
The first stage ended at approximately 16.5 h of the process
time; at this point AVPLS was 10 mg KOH/g and VPLS, 12 P.

Qred, NIR, 0.2, and T2
red;NIR, 0.3, were both below the control

limit indicating that the MSPCNIR model detected the process
stage end point and the batch was considered on-specification.
The second stage was completed at approximately 20.5 h with
AVPLS and VPLS of 50 mg KOH/g and 35 P, respectively, and

Qred, NIR and T2
red;NIR, 0.3 and 0.1, respectively, which indi-

cates that batch 13 was considered on-specification for both
process stages.

The information shown in Fig. 6 for each validation batch
was submitted to the related stage end point detection DF-
MSPC model. Figure 7 shows overlapped Qred charts for the
DF-MSPCmodel (blue line) and theMSPCNIR model (orange
dotted line).

Figure 7 (a) shows the MSPC control charts for batch 10,
which met the end point specifications only for the first stage,
as indicated by the low Qred < 1 values at approximately 21 h
of process time in both DF-MSPC and MSPCNIR control
charts. For the second stage, after 22 h of process time, Qred

values were above the control limit in both control charts, but
clearly higher when using the DF-MSPC model as a

consequence of including the explicit predictions of product
quality parameters, i.e. AV and V, in the model. Batch 11
represents a faulty batch in the first process stage and no end
point was detected in batch 11 control charts shown in Fig.
7(b). Qred, DF values obtained from DF-MSPC models were
extremely higher and further from the control limit that Qred,

NIR values issued from MSPCNIR models, which can only be
seen when the control charts are represented in a log scale, as
shown in the inset graph of Fig. 7(b). Conversely to batches 10
and 11, batch 13 was found to be a NOC batch and, therefore,
both process stages reached the end point specifications (see
Fig. 7(c)). Both DF-MPSC and MSPCNIR control charts de-
tected the batch end points at approximately 16 h and 20 h of
process time for the first and second stages, respectively (see
inset of Fig. 7(c)).

Like in process 1, end point control charts based on the DF-
MSPC model provide a much clearer diagnostic of on- and
off-specification situations for both polymerization process
stages. This conclusion seems to point out that using com-
pressed and interpretable NIR information, such as key prop-
erties and process evolution indicators, seems to be more ef-
ficient than the mere use of direct NIR spectral information for
process control.

Process 3: Gasoline distillation

This example shows a different combination of temperature
and NIR sensor model outputs for process evolution control

Fig. 6 Information to be analysed by the DF-MSPC model from the
polyester production process validation batches: (a) batch 10 (1st stage
on-specification, 2nd stage off-specification), (b) batch 11 (1st stage off-
specification) and (c) batch 13 (1st and 2nd stages on-specification).

AVPLS (mg KOH g−1) and VPLS (P) are represented by blue solid and
dashed curves (left axis), respectively. Qred, NIR and T 2

red;NIR are repre-
sented by orange solid and dashed curves, respectively (right axis)
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and is the clearest example of combination of integral process
modelling (as provided by theC profiles fromMCR-ALS, see
the “NIR-based model outputs used in data fusion MSPC
models” section) and process control. In this case, NIR

observations from NOC distillation batches were modelled
with MCR-ALS, which provided distillation profiles (C) and
NIR spectral signatures (ST) for the four different fractions
distilled in the gasoline system studied. The four distillation

Fig. 7 Qred MSPC charts for
polymerization process stage end
point detection using DF-MSPC
model (solid blue curve) and
MSPCNIR model (dashed orange
curve) for validation batches: (a)
batch 10 (1st stage on-specifica-
tion, 2nd stage off-specification),
(b) batch 11 (off-specification)
and (c) batch 13 (1st and 2nd
stages on-specification). 95% CI
Qred control limit is represented
by the dashed red flat line equal to
1. Inset plots show a close view of
the last minutes at the end of the
1st stage from batches 10 and 11
and the end of both stages for
batch 13

Fig. 8 Information related to
gasoline distillation batch 11
(on-specification gasoline). (a)
Top plot: distillation temperature;
bottom plot: concentration pro-
files of distilled fractions; batch
11 information (solid line curves),
NOC batch information (thin
dashed line curves are the average
and the related ± 2 standard devi-
ation bounds are the shaded area).
(b) Qred,NIR control charts from
DF-MSPC models (solid blue
curve) and from MSPCNIR
model (orange dashed curve)
using the FSMWon-line MSPC
strategy
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profiles from the MCR-ALS C matrix were combined with
the related boiling temperature measurements from each batch
as shown in Fig. 1(c). The data fusion matrix from NOC
batches was hereafter used to build local on-line batch DF-
MSPC models based on the fixed-size moving window
(FSMW) strategy described in [7].

Local on-line batch MSPC models were built as described
in reference [7]. In this process, the information per batch
observation is formed by five values, the four concen-
tration values of the distilled fractions and the related
distillation temperature. To control the process evolu-
tion, as many local DF-MSPC models as process obser-
vations are built, each one representing the variability
allowed per each process observation by taking as initial
information the observation at a particular distillation
stage (% distilled mass fraction) and a window of 15
neighbouring observations.

Figures 8(a) and 9(a) show the information (distillation
curve and NIR-based MCR concentration profiles of distilled
fractions) for the NOC batches used to build the local DF-
MSPC models and for two validation batches submitted to
the local DF-MSPC models for testing. In both Fig. 8(a)
(showing an on-specification batch) and Fig. 9(a) (showing
an off-specification batch), the information from the valida-
tion batches is represented in solid lines. Instead, the

behaviour of NOC distillation batches used for DF-MSPC
model building is shown through a thin dashed line and a
colour band surrounding it that represents the NOC average
± 2 standard deviation bounds.

Batch 11 is a distillation batch from an on-specification
gasoline, i.e. contains 27% of ethanol. As depicted in Fig.
8(a), the output from the boiling temperature sensor and the
distillation C profiles obtained from NIR spectra by MCR-
ALS indicate that it follows the expected NOC behaviour.
On the other hand, Fig. 9 (a) shows the information from the
off-specification batch 22, with 35% of ethanol, which clearly
shows the deviation from the NOC behaviour after 15% dis-
tilled mass fraction.

The related data fusion information from each validation
batch, shown in Figs. 8(a) and 9(a), was submitted to the
related local DF-MSPC models. For comparison, Figs. 8(b)
and 9(b) show the control charts obtained for each validation
batch when using the local DF-MSPC models (blue line) or
the MSPCNIR models (orange dotted line). Please note that the
Qred, DF andQred, NIR values associated with every observation
in Figs. 8(b) and 9(b) come from a different local DF-MSPC
or MSPCNIR model, respectively, as described in detail in [7].
In this example, the x-axis in the control charts refers to %
distilled mass fraction and Qred values need to be always be-
low 1 to indicate that the process evolves correctly. One or

Fig. 9 Information related to
gasoline distillation batch 22
(off-specification gasoline). (a)
Top plot: distillation temperature;
bottom plot: concentration
profiles of distilled fractions;
batch 22 information (solid line
curves), NOC batch information
(thin dashed line curves are the
average and the related ± 2
standard deviation bounds are the
shaded area). (b) Qred,NIR control
charts from DF-MSPC models
(solid blue curve) and from
MSPCNIR model (orange dashed
curve) using the FSMWon-line
MSPC strategy. y-axis is
represented with log10 scale
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more values above 1 indicate that, in those particular process
stages, the new batch does not proceed as NOC batches.

Figure 8 (b) shows that all Qred values related to process
observations in batch 11 (on-specification gasoline), issued
from DF-MSPC and MSPCNIR models, are below the control
limit, which agrees with the results shown in Fig. 8(a).
Moreover, as observed in the previous examples, the overall
Qred, DF values are lower thanQred, NIR values, indicating more
clearly the on-specification scenario. On the other hand, con-
trol charts for validation batch 22, which contains 35% of
ethanol, showed the deviation from the NOC batch distillation
behaviour using Qred, DF or Qred, NIR values in Fig. 9(b).
However, faulty observations were detected earlier when
using the DF-MSPC models, which coincides with the devia-
tion observed after 13% from the NOCMCR-ALS distillation
profiles in Fig. 9(a). Furthermore, Qred, DF values obtained
when data fusion information was used were, in general,
higher than Qred, NIR values, confirming the more efficient
diagnostic for faulty observations of data fusion models over
those using pure NIR information.

Although the detection of on- or off-specification distilla-
tion batch is clear in Figs. 8(a) and 9(a) when looking at the
distillation temperature plot and the concentration profile plot,
control charts based on the DF-MSPC approach provide a
much clearer diagnostic of on- and off-specification situations
based on a multivariate statistical approach considering not
only each individual variable but also their interactions as
well. Reference [7] shows that off-specification situations in
batches where the nominal concentration of faulty batches was
much closer to the NOC composition were equally identified
as non-acceptable. Like in the previous examples, using com-
pressed and interpretable NIR information obtained from
MCR-ALS decomposition combined with temperature sensor
information is more efficient than the mere use of direct NIR
spectral information for on-line batch process control.

In this particular scenario, the use of MCR results could
have also been done selecting only some of the profiles, relat-
ed to key fractions in the distillation process, to be submitted
to the DF-MSPC model. This possibility is generalizable to
any reaction process modelled by MCR, where not all con-
centration profiles would be necessarily included in theMSPC
model, but only those related to critical components in the
process evolution. The option of selecting a particular part of
the NIR-based information would be completely impossible if
non-compressed NIR spectra or PCA-based scores were taken
as original information for MSPC models.

Conclusions

This work provides a relevant contribution to the current data
fusion PAT strategies for the development of MSPC models
combining all available process-related information. In this

sense, data fusion strategies extend to incorporate the combi-
nation of outputs from multivariate models coming from the
same sensor or the combination of these model outputs with
other process variable sensors. In this way, modelling and
measurement tasks linked to the same process are considered
altogether for the process control diagnostic. This concept has
been illustrated with data fusion–based MSPC models for
three different PAT applications.

Multivariate spectral information was compressed by
means of multivariate models into process meaningful infor-
mation such as key process quality parameters from PLS,
concentration profiles from MCR-ALS or statistical process
parameters according to each application. DF-MSPC models
based on the different strategies were successfully validated
for batch process end point detection and on-line batch statis-
tical process control. In all process examples, the data fusion
methodologies have shown a high performance at detecting
on- and off-specification batch situations and the model out-
puts used, much more interpretable than compressed abstract
scores, were clearly helpful to identify the sources of process
abnormalities.

The presented strategies could be extended to other indus-
trial and bioprocess applications where dealing with several
process outputs derived from multivariate and univariate sen-
sors for building statistical process control is envisioned. The
combination of modelling outputs used in the DF-MSPC
models is very flexible and can be tailored according to the
relevant information, e.g. key properties and evolution of one
or more process compounds of the process under study. In this
way, only the relevant information related to the multivariate
sensor measurement is used for process control and a more
efficient and interpretable information on process perfor-
mance is provided.
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Process modeling and control based on the sole use of NIR spectroscopic 

information 

The results presented in Publications II and III demonstrate the use of multivariate 

calibration models (PLS) for real-time monitoring of critical quality attributes and the 

application of process control (MSPC) models for endpoint detection in two inline NIR-

monitored batch processes: a fluidized bed drying of pharmaceutical granules 

(Publication II) and a high-temperature multi-step polyester production process 

(Publication III). Both processes were carried out in pilot reactors designed to study 

the PAT application for a real industrial environment. 

The constant flow of multiphasic materials, i.e., fluidized granules in the drying process 

and N2 bubbles, solid and liquid reactants and products in the polyester reaction, 

presented an important challenge to extract useful information from the raw NIR 

spectra acquired during inline process monitoring. Intense preprocessing of the raw 

NIR data, as shown in sections 3.1.1 and 3.1.2, was required to obtain sensor 

measurements that could allow setting reliable multivariate calibration and MSPC 

models. Thus, using the preprocessed NIR data, useful models for real-time process 

monitoring of critical quality attributes and process control for endpoint detection were 

successfully implemented for both applications. 

 
Figure 24 Results issued f rom the NIR inline monitoring of  a f luid bed drying process. Moisture 

predictions f rom a PLS model (red lines in plots, right y axis) and Q control charts f rom an MSPC model 
for batch endpoint detection (blue lines and lef t y axis) for on-specif ication batch 5 (lef t) and off-
specif ication batch 13 (right). Inserted f igures show in detail the f inal time range of  the drying process 

and the process endpoint, identif ied when 10 consecutive observations of  Qstat values were below the 

95% control limit. Reproduced f rom (Avila et al., 2020). 

Figure 24 shows the results for the process monitoring and control during the inline 

NIR monitoring of two drying batches. Figure 24A (left panel) shows the results of a 

NOC batch that correctly dried the pharmaceutical granules, seen because the 

moisture content of the end product was below the 2% (w/w) specification, as shown 
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by the PLS predictions. The batch endpoint was also successfully detected using the 

Q-residual MSPC chart using the sole NIR information. On the other hand, an example 

of the results from a batch that did not reach the moisture specification level and so 

the desirable endpoint can be visualized in Figure 24A (right panel). In this case, at 

the end of this batch run, both PLS predictions and Q residuals were above the 

expected on-specification characteristics of dry granules, see the inset plot in Figure 

24A (right panel). These results demonstrate the value of using inline NIR 

spectroscopy combined with multivariate models for process monitoring and control of 

FB drying processes. More examples of on- and off-specification batches can be found 

in Paper II leading to similar conclusions. The design of the MEMS sensor and the 

physicochemical description of the drying process are contributions not linked to the 

scope of this thesis and performed by other coauthors and, hence, are not commented 

in this section. 

 

Figure 25 Results issued f rom the inline NIR monitoring of  a polyester production process. PLS 

predictions of  acid number (ANPLS) and viscosity (VPLS) and Qred process control MSPC charts for the 
two-step MSPC endpoint detection for three validation batches. (A) batch 10 (1st stage on-specif ication, 
2nd stage of f -specification), (B) batch 11 (1st stage of f-specification) and (C) batch 13 (1st and 2nd stages 

on-specif ication). ANPLS and VPLS are represented by blue solid and dashed curves, respectively  (y left 
axis). Qred is represented by the orange solid curve (right axis) and its control limit  Qlim = 1, is represented 

by the dashed red line. Reproduced f rom (de Oliveira et al., 2020). 

Figure 25 shows the results for process monitoring and control using the inline NIR 

measurements for three polyester production batches. As mentioned in section 3.1.1., 

the reactions linked to this process were taking place in two main steps. For each of 

these steps, it was relevant monitoring some key parameters and setting accurately 

the endpoint. Hence, the inline collected NIR information was used to set multiple PLS 
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models to predict acid number (AN, expressed as mg KOH g-1) and viscosity (V, 

expressed as poises, P). It is important to mention that due to the two-step batch 

reaction (1st Stage and 2nd Stage) and the important differences in chemical 

composition between the two steps, different PLS models were built for each stage. 

For the first stage, accepted values were AN 8–12 (mg KOH g−1 ) and V 10–14 (P or 

g cm− 1 s− 1 ) and for the second reaction stage AN 45–63 (mg KOH g−1 ) and V 25–45 

P. Analogously to PLS models, two MSPC models for endpoint detection were 

developed to detect the endpoint of each process stage. Figure 25 shows selected 

validation batches that display the different situations encountered during the study of 

these polyester production processes. First, the monitoring of the on-specification 

Batch 13, in Figure 25C, shows that it reached the endpoint for both process stages. 

This can be seen because the Qred parameter goes down in both stages and AN and 

V values are on-specification. The second situation can be visualized in Figure 25A, 

where Batch 10 performed correctly during the first stage but suffered from process 

upset and did not reach the second stage endpoint. The abnormal behavior in the 

second phase is seen both observing the high Qred values and the inappropriate AN 

and V values, clearly off-specification. Finally, Batch 11 had to be terminated already 

in the first stage, see Figure 25B, since the abnormal behavior at this stage did not 

allow pursuing the continuation of the process. It is important to note that this process 

was formerly monitored atline and, therefore, any abnormal behavior was detected 

late and derived in the production of high amounts of waste material. Even when the 

process was developed in a suitable manner, the endpoint of the different stages was 

detected much later than with the proposed inline monitoring. The new inline 

procedure for process monitoring and control has implied a decrease in waste and a 

significant time and energy saving in the normal production tasks. 

Data fusion strategies for MSPC 

Even though the good performance of MSPC models based on the sole original NIR 

spectral information was successfully demonstrated using the two process 

applications described above, MSPC models can work with input information obtained 

by data fusion. The data fusion-based MSPC models offer two main advantages: a) 

the joint model of sensor outputs gives a more accurate description of the system of 

interest since they probe different physicochemical aspects of the processes under 

study and b) by considering together different outputs, these MSPC models allow 

testing not only the behavior of each of the process parameters fused but also that the 

natural relationship among them be the correct one, something impossible out of a 

fusion scenario. 

The need of strategies combining information from spectroscopic sensors with other 

process variables to build MSPC models is linked to mid-level fusion strategies 

(Cocchi, 2019), where the balance between the different sources of sensor information 

is achieved by concatenating the univariate process sensor measurements with 

compressed versions of the information contained in multivariate spectroscopic 
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sensors, often expressed as abstract scores. Under the umbrella of mid-level fusion, 

the novel contribution of this thesis is extending the idea of data fusion for MSPC 

models to enclose either the sole combination of several model outputs from a single 

multivariate sensor or the combination of model and sensor outputs of univariate and 

multivariate sensors in a single data fusion structure. By doing so, different process 

measurements and modeling tasks for the same process are interconnected. Indeed, 

model outputs derived from multivariate sensors, such as predictions of quality 

attributes, process concentration profiles, etc., provide much more specific, diverse 

and interpretable compressed information than mere abstract scores. As a 

consequence, they serve more efficiently to diagnose and understand the cause of 

process malfunctions or off-specification situations in a data fusion context. 

The data fusion strategies proposed to build related MSPC models address the 

different scenarios provided by the three batch processes presented in Chapter 3. To 

do that, diverse sensor outputs and NIR-based model outputs are properly combined. 

Each of the data fusion strategies proposed is briefly described below, showing the 

diversity of possible combinations of multivariate model outputs and process sensor 

information for the construction of MSPC models. 

a) Pharmaceutical drying process. Process endpoint detection is carried out via a 

data fusion-based MSPC model combining NIR-based multivariate model outputs, 

such as moisture prediction (%M) and NIR-based MSPC indicators (T2 and Q), with 

temperature sensors placed at different points of a fluidized bed dryer reactor (see 

Figure 26A). 

b) Polyester production process. The singularity of this example is that, in this 

case, the data fusion concept is understood as the fusion of several model outputs 

coming from a single NIR sensor. The two-step batch process endpoint detection 

is carried out using data fusion-based MSPC models combining different NIR-

based model outputs coming from predictions of key properties (AN and V) and 

NIR-based MSPC information (T2 and Q values), see Figure 26B. 

c) Distillation process. In this process, data fusion is carried out based on the 

combination of compressed NIR-based information, expressed by the 

concentration profiles linked to the different distilled fractions derived from MCR-

ALS, and vapor temperature measurements (see Figure 26C). 
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Figure 26 Data fusion strategies used to combine the several sensors and/or model outputs for batches 
f rom (A) polyester production process, (B) f luidized bed drying process; and (C) batch distillation 

process. Reproduced f rom (de Oliveira et al., 2020). 

Figure 26 shows that different kinds of information, issued from the application of 

different multivariate analysis methods to NIR spectra, can be used as seeding 

information to build MSPC data fusion models. The output of PLS regression models 

provides straightforwardly values of key properties of processes. For the FB drying 

process, the PLS predictions of moisture (M%) were used, whereas for the polyester 

production process, the predictions of acid number (AN) and viscosity (V) were 

adopted. In the context of endpoint detection, the MSPC models based on the sole 

NIR information provide additional parameters linked to the acceptable variation at this 

process stage. Thus, the 𝑇 2 values derived from NOC observations enclose 

information related to the global acceptable unspecific NIR variation in endpoint 

observations, whereas the related 𝑄 values express the acceptable residual variation, 

respectively. These NIR-derived MSPC indicators are afterwards used in data fusion 

strategies linked to the endpoint detection of FB drying and polyester production 

processes, as seen in Figures 26A and 26B. Another option to compress the NIR 

spectra is by using MCR-ALS. For the distillation process described in section 4.2, 

MCR-ALS provides concentration (distillation) profiles of the different distillation 

fractions involved in the process that afterwards can be used as input information for 

online batch MSPC data fusion models. It is important to note that, when MCR-ALS 

outputs are used, all concentration profiles or only some of them can be introduced in 

the data fusion MSPC model. 

MSPC models based on the proposed data fusion strategies (hereafter DF-MSPC 

models) are built in the same way as MSPC models built with the sole NIR information 

(hereafter MSPCNIR). However, a DF-MSPC model uses the combined information 

instead of the raw output from the NIR sensor. For endpoint detection, DF-MSPC 

models are built as introduced in section 2.3.3, whereas online DF-MSPC models use 
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the method based on the evolving windows presented in section 4.2. In general, all 

DF-MSPC models are built using the data fusion multivariate observations from normal 

operating condition (NOC) batches to set the statistical boundaries of normal 

operation. Afterwards, observations of new batches are submitted to the DF-MSPC 

model to check whether they are within the normal operation boundaries or not. It is 

important to mention that when building DF-MSPC models, column autoscaling should 

be applied to compensate for the differences in scale of the variables coming from the 

diverse multivariate model outputs and process sensors. 

The three processes presented are very different in nature and so are the data fusion 

strategies used in the related MSPC models, showing the general applicability of this 

methodology for diverse PAT applications. However, for brevity, only results related to 

the application of DF-MSPC models for batch endpoint detection of the FB drying and 

polyester production processes presented in this section are presented. For the results 

of the distillation process, please refer to Publication IV (de Oliveira et al., 2020). 

Figure 27 compares the Q-residuals control charts of DF-MSPC models and MSPCNIR 

models for the FB drying (Figure 27A) and polyester production processes (Figure 

27B) using different validation batches. For a better comparison, Figure 27 shows 

overlapped 𝑄𝑟𝑒𝑑  charts for both approaches. The blue line shows the evolution of 

𝑄𝑟𝑒𝑑,𝐷𝐹 , derived from the DF-MSPC model, and the dashed orange line the evolution 

of 𝑄𝑟𝑒𝑑,𝑁𝐼𝑅 , derived from the MSPCNIR model. In general, the results obtained clearly 

show that the use of information coming from different models (polyester process) and 

sensor outputs (FB drying) in DF-MSPC models overcomes the performance of the 

control procedures based on single sensor information, MSPCNIR. 

For both processes, 𝑄𝑟𝑒𝑑,𝐷𝐹. values, coming from the DF-MSPC model, generally 

diagnose significantly better off-specification observations than 𝑄𝑟𝑒𝑑,𝑁𝐼𝑅., obtained 

using only NIR spectral information. This is observed during the last observations of 

faulty batches, inset plots in Figure 27A (right) and Figure 27B (top right), where 

𝑄𝑟𝑒𝑑,𝐷𝐹. values are significantly higher and clearly further from the control limit than 

𝑄𝑟𝑒𝑑,𝑁𝐼𝑅 . values. In the case of the polyester production process, the explicit inclusion 

of the predictions of product quality parameters AN and V instead of using only general 

unspecific NIR information helps in this purpose. Besides, the remaining unspecific 

NIR information is enclosed in the T2 and Q parameters coming from the MSPCNIR 

model. In the case of the FB drying process, the temperature profiles and the explicit 

use of the moisture PLS prediction explain the improvement. Moreover, for on-

specification batches, the use of DF-MSPC models also provide a much clearer 

difference between the 𝑄𝑟𝑒𝑑,𝐷𝐹. values before and after crossing the control limit than 

the 𝑄𝑟𝑒𝑑,𝑁𝐼𝑅 . values, being the decrease of the 𝑄𝑟𝑒𝑑 ,𝐷𝐹 curve always much steeper than 

that of 𝑄𝑟𝑒𝑑,𝑁𝐼𝑅 . See inset plots for the endpoint from drying Batch 5 in Figure 27A (left) 

and the two-step endpoints related to polyester batch 10 in Figure 27B (bottom left). 



Results and Discussion 

127 

 

Figure 27 Reduced 𝑄 (𝑄𝑟𝑒𝑑) MSPC charts for endpoint detection using DF-MSPC model, 𝑄𝑟𝑒𝑑,𝐷𝐹  (solid 

blue curve) and MSPC model based on the sole NIR information, 𝑄𝑟𝑒𝑑,𝑁𝐼𝑅 (dash-dotted orange curve) 

for validation batches f rom (A) FB drying process, on-specif ication Batch 5 (lef t) and of f -specification 
Batch 12 (right); and (B) polyester production process, Batch 10 (top lef t), Batch 11 (top right) and Batch 

13 (bottom lef t). 95 % CI reduced 𝑸 control limit is represented by the dashed red f lat line equal to one. 
Inset plots show a zoom of  the last minutes at the end of  each batch process.  Reproduced f rom (de 

Oliveira et al., 2020). 

Another added value of using information coming from different models and/or sensor 

outputs in DF-MSPC models is the easier interpretation of the contribution plots linked 

to abnormal observations, helpful to understand the causes related to process faults 

and off-specification situations. Figure 28 shows the residual contribution plot (bar plot 

in orange) related to an abnormal observation at the end of the off -specification drying 

batch 12. To compare with the residual level of an on-specification observation, the 

contribution plot related to a NOC observation, i.e. after reaching the endpoint, of batch 
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5 is shown as well (bar plot in blue). As can be observed, the main contributions to the 

high 𝑄𝑟𝑒𝑑,𝐷𝐹  values (𝑄𝑟𝑒𝑑,𝑁𝐼𝑅  and high %MPLS), of batch 12 are meaningful process 

information easier to interpret than looking at residuals related to spectral wavelengths 

or PCA scores. Indeed, it is clear that the moisture in the off-specification of batch 12 

is much higher than it should, seen by the high positive residual of the MPLS %. 

Besides, the overall abnormal spectrum obtained is also seen through the large value 

of the residual Qred,NIR for this observation. 

 

Figure 28 Residual contribution plots related to the FB drying observations at 95 min for on-specif ication 
batch 5 and 100 min for of f -specification batch 12 evaluated with the DF- MSPC model for drying 

endpoint detection. Reproduced f rom (de Oliveira et al., 2020). 

In both process examples, the two types of MSPC models (DF or sole NIR spectra) 

have shown satisfactory performance for the detection of on - and off-specification 

situations. However, endpoint control charts based on the DF-MSPC model provide a 

much clearer diagnostic of on- and off-specification situations and include all available 

process information by using compressed and interpretable NIR information, such as 

key properties and process evolution indicators. The fact of using compressed 

interpretable NIR information is of great help also to understand the underlying causes 

of process malfunctions. In difference with the use of mere PCA scores that compress 

all the relevant information in the NIR acquired spectra, the use of more specific model 

outputs can also help to develop tailored DF-MSPC models where only particular key 

parameters or concentration profiles are taken into account, i.e., where only the part 

of NIR information linked to the target of interest is considered. 
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4.3.2 Online synchronization-free MSPC for batch process evolution 

assessment 

This section introduces a new batch synchronization-free methodology proposed to 

build online MSPC for tracking batch process evolution. The methodology is based on 

a first step related to the process modeling of non-synchronized NOC batch 

trajectories using PCA followed by the construction of local MSPC models covering 

the global NOC batch trajectory. The last step is the use of local MSPC charts to test 

in real-time whether the new batch observations are following or not the NOC 

trajectory in real-time. In this section, the methodology is demonstrated using the FB 

drying process presented in Chapter 3. This methodology is presented in Publication 

V where it is tested in two batch processes showing the flexibility of the methodology 

to deal with non and synchronized batch data. 

 

 

 

Publication V. Rocha de Oliveira, R. and de Juan, A. Synchronization-Free 

Multivariate Statistical Process Control for Online Monitoring of Batch Process 
Evolution, Submitted to Frontiers in Analytical Science; Specialty section: 
Chemometrics; Research Topic: Novel Applications of Chemometrics in Analytical 

Chemistry and Chemical Process Industry. 
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Abstract 

Synchronization of variable trajectories from batch process data is a delicate operation that can induce 

artifacts in the definition of multivariate statistical process control (MSPC) models for real-time 

monitoring of batch processes. The current paper introduces a new synchronization-free approach for 

online batch MSPC. This approach is based on the use of local MSPC models that cover a NOC 

trajectory defined from principal component analysis (PCA) modeling of non-synchronized historical 

batches. The rationale behind is that, although non-synchronized NOC batches are used, an overall 

NOC trajectory with a consistent evolution pattern can be described, even if batch-to-batch natural 

delays and differences between process starting and end points exist. Afterwards, the local MSPC 

models are used to monitor the evolution of new batches and derive the related MSPC chart. During 

the real-time monitoring of a new batch, this strategy allows testing whether every new observation is 

following or not the NOC trajectory. For a NOC observation, an additional indication of the batch 

process progress is provided based on the identification of the local MSPC model that provides the 

lowest residuals. When an observation deviates from the NOC behavior, contribution plots based on 

the projection of the observation to the best local MSPC model identified in the last NOC observation 

are used to diagnose the variables related to the fault. This methodology is illustrated using two real 

examples of NIR-monitored batch processes: a fluidized bed drying process and a batch distillation of 

gasoline blends with ethanol. 
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1 Introduction 

Industrial sectors often rely on batch processes to produce their intermediate or final products. Batch 

processes consist of cyclic repetitions of an established recipe aiming at the production of products 

meeting specific quality specifications. They are also characterized by complex, dynamic and 

nonstationary behavior. Thus, monitoring a batch evolution in real-time is a challenging, but essential 

action to obtain end products with desired quality, reducing costs and increasing process understanding. 

(Rato and Reis, 2020; Rendall et al., 2019; van Sprang et al., 2002). 

Nowadays, with the emergence of Industry 4.0, batch processes are monitored not only with typical 

process sensors, e.g. temperature, pressure, flow, etc, but also with advanced sensors probes based on 

spectroscopic techniques such as near-infrared (NIR), mid-infrared, and Raman (Avila et al., 2021; 

Ávila et al., 2012; Besenhard et al., 2018; Cimander and Mandenius, 2004; Grassi et al., 2019; Pöllänen 

et al., 2006). The collection and use of process sensor measurements from historical batches that 

followed the normal operating conditions (NOC) and reached the targeted product specifications is the 

basis for the development of multivariate statistical process control (MSPC) models and related charts, 

ready to be used to test the evolution of new batches (Ferrer-Riquelme, 2010; Kourti, 2005; Nomikos 

and MacGregor, 1995; Wold et al., 2009). Off-line MSPC charts can be used to diagnose the root cause 

of a disturbance from a finished faulty batch. However, it is even more important the on-line use of 

MSPC charts for real-time monitoring of batch evolution to enable taking quick action in case of 

detection of process disturbances. 

 

Figure 1 Three-dimensional data array, 𝐗, with aligned NOC batch data (A) and uneven and not 

synchronized batch data (B). 

Process data measurements from a single batch consist of the collection of several variables, 𝐽, (process 

data and/or spectroscopic measurements) at different process points throughout the batch, 𝐾𝑖. These 

measurements are usually organized in a data matrix, 𝐗𝐢, with dimension (𝐾𝑖 × 𝐽) to be used for process 

monitoring and/or control purposes. Most data-driven modeling strategies aiming at building online 

MSPC charts to monitor process evolution require that data from several NOC batches, 𝐼, that have the 

same batch length, i.e. batch data matrices with the same numbers of rows 𝐾, and follow the same and 

synchronized process dynamics. When this happens, the data can be arranged in a three-dimensional 

data array, 𝐗, with dimensions 𝐼 × 𝐾 × 𝐽, (Figure 1A). Most of the MSPC models are built based on 

data-driven multivariate analysis methods, such as principal component analysis (PCA) and partial 

least squares (PLS); for this purpose, different unfolding strategies of the 𝐗 array can be used according 
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to the modeling approach used (Nomikos and MacGregor, 1995; Wold et al., 1998). However, because 

of the inherent batch process complexity and nonstationary behavior, the batch duration, 𝐾𝑖, is not 

always the same and, equally relevant, key process events do not occur at the same time point when 

comparing different NOC batch runs of the same process. This uneven and not synchronized batch data 

(Figure 1B) cannot be represented in this perfect three-dimensional data array, 𝑿, unless adjusted using 

different batch synchronization tools to cope with this problem (González-Martínez et al., 2014b). 

Great progress has been made to develop strategies for batch alignment based on a maturity index 

coming directly from a process variable or estimated by PLS models or using more advanced 

algorithms, such as correlation optimized warping or dynamic time warping (González-Martínez et al., 

2014a; Kassidas et al., 1998; Liu et al., 2017; Ramaker et al., 2004; Zhao et al., 2020). Most of these 

methods were designed for the monitoring of finished batches using offline MSPC models and only an 

attempt proposed by (González-Martínez et al., 2011) described a method based on time warping that 

allows batch alignment for online MSPC. 

Despite the methodologies mentioned above, having naturally non-synchronized batches is the most 

common situation in practice and batch alignment is a delicate operation that can induce artifacts in 

the definition of MSPC models when scarce information is available or when is not properly applied. 

Hence, the need for MSPC approaches that can circumvent the synchronization step for online process 

monitoring and control. Very few attempts have been carried out in this direction. (Rato et al., 2017) 

used the translation-invariant wavelet decomposition and PCA for the monitoring of the semiconductor 

manufacturing process. Another method based on a search grid capturing the batch trajectory in the 

PCA score space was proposed by (Westad et al., 2015) and was used for the monitoring of two 

industrial processes. 

In this paper, a new synchronization-free approach of multivariate statistical process control (MSPC) 

for online monitoring and diagnostics of batch processes is introduced. It is based on the modeling of 

an overall NOC historical batch trajectory, defined by individual non-synchronized NOC batches, and 

the subsequent construction of derived PCA-based local MSPC models covering the complete process, 

i.e., the complete overall NOC batch trajectory. These local models are used to identify whether new 

batch observations are inside the NOC trajectory and, when this is the case, to provide an estimate of 

the process progress. The approach is illustrated using two real examples of NIR-monitored batch 

processes but is readily applicable for the online monitoring of batch processes of different typologies 

monitored by one or more diverse sensors. 

2 Process case studies and data sets 

Two case studies from previous works are used to illustrate and test the online batch MSPC models for 

tracking process trajectories. A brief experimental description of these NIR-monitored processes with 

the related spectral preprocessing implemented is presented below. 

Process 1: Fluidized bed drying of pharmaceutical granules 

Batches of 500-g pharmaceutical wet granules (dry mass fraction of mannitol > 50% and excipients) 

were dried in a 4-L fluidized bed (FB) (4M8-Trix Formatrix, ProCepT, Belgium). The FB air inlet flow 

was controlled at 0.6 or 0.85 m3/min and a temperature range from 22 to 30 °C. In-line NIR 

measurements were collected approximately every second using a spectrophotometer with a MEMS 

Fabry-Perot interferometer (N-Series 2.2, Spectral Engines, Finland) coupled to a diffuse reflectance 

immersion probe (OFS-6S- 100HO/080704/1, Solvias, Switzerland). The spectra covered a wavelength 
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range from 1750 to 2150 nm at 1-nm intervals. For each batch, off-line reference moisture content 

analysis was carried out using a thermogravimetric moisture analyzer (MB120, Ohaus, Germany) from 

samples retrieved at 6-min intervals to detect drying endpoint (moisture < 2%). Because of different 

process conditions at the beginning and during each batch run, such as inlet air temperature and flow, 

different batch durations were required for each trial to reach the defined <2% moisture level, therefore, 

providing data matrices with uneven lengths. Faulty batches used in the testing of the proposed 

approach did not reach this moisture level. Suitable preprocessing was employed to filter out noise and 

baseline fluctuations on the NIR raw data observations before data analysis. The preprocessing steps 

included the application of a moving average of consecutive NIR observations followed by standard 

normal variate (SNV) normalization. For a detailed description of the experimental procedure and the 

visualization of the spectral data, the reader is referred to (Avila et al., 2020; Rocha de Oliveira et al., 

2020). Some batches were selected from the previous work and additional faulty batches were used for 

model validation. Ten NOC batches, NOC1 to NOC10, were used for MSPC model building, and three 

for validation (one NOC, BN1, and two faulty batches, BF1 and BF2). This is an example of a batch 

process where the evolution of drying in time is not synchronized among batches since the initial and 

final material in every batch does not necessarily have the same moisture level. 

Process 2: Automated benchtop batch gasoline distillation 

Batches of 100-mL gasoline blends (mixture of pure gasoline and ethanol) were distilled in an 

automated batch distillation device designed for the in-line monitoring of distilled product with NIR 

spectroscopy. For every batch, vapor temperature readings and in-line FT-NIR absorption spectra (900 

to 2600 nm with 4 cm-1 resolution; Rocket, ARCoptix ANIR, Switzerland) were recorded for every 

unit of percentage distilled mass fraction of initial sample weight, in the 5 to 90% range. Therefore, 

the data matrices obtained had the same number of NIR observations per batch (86 NIR spectra) and 

every observation was related to the same distillation process stage, as defined by the percentage (w/w) 

of distilled sample mass. The gasoline batches were prepared by mixing ethanol AR (99% Sigma-

Aldrich) and pure gasoline (from Petrobras refinery, Brazil) at different volume ratios from 10 to 40 

%. Distillation batches of gasoline blends with 27% ethanol were defined as NOC batches and all 

batches with a different ratio as faulty, or out of specification according to Brazilian legislation. The 

preprocessing steps used in this data set were Savitzky-Golay derivative (1st-order derivative, 2nd-order 

polynomial function and 9-point window) for baseline correction followed by spectral normalization 

to mitigate signal intensity fluctuations of the NIR spectra. More detailed information related to the 

experiments and spectra preprocessing can be found elsewhere (de Oliveira et al., 2017). In this work, 

nine NOC distillation batches were used to build the MSPC control charts for tracking process 

trajectory (B1 to B3, B5 to B9 and B11), and three for validation, where one was NOC (B4) and two 

were faulty batches (B13, B19). In this case, batch process trajectories were synchronized because the 

percentage of distillation weight gives a direct reference for batch progress evolution. 

3 Data treatment 

The online batch MSPC model building procedure for tracking process evolution in synchronized or 

non-synchronized batch processes is described below. The complete methodology involves the 

following steps: 

a) Modeling of NOC batch process trajectories. 

b) Construction of local MSPC models based on NOC batch process trajectories. 

c) Use of an MSPC chart based on local MSPC models to track the evolution of new batches. 
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The first two steps are involved in the generation of the MSPC models, whereas the last step involves 

the use of the local MSPC models on new batches to test whether they follow the NOC trajectory or to 

detect faults. A detailed description of each step is presented below together with a visual description 

of the approach in Figure 2. 

 

Figure 2 Illustrative description of the different steps involved in the implementation of the local MSPC 

models for online monitoring of batch evolution. (A) PCA modeling of original batch process data for 

several NOC batches, visualization of process trajectories in the scatter score plot and definition of local 

regions in the NOC trajectory using k-means. (B) Monitoring of the evolution of a new batch using the 

projection of each observation onto the local MSPC models. The related reduced Q-statistics control 

chart is obtained plotting the minimum Qr value obtained in all M model projections per each 

observation. 
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a) Modeling of NOC batch process trajectories 

The evolution of NOC batches, a.k.a “golden batches”, can be defined using different multivariate 

analysis modeling strategies, such as PCA, ICA, MCR, PARAFAC, etc. (Bogomolov, 2011; de 

Oliveira et al., 2017; Gomes et al., 2019; Haack et al., 2004; Mortensen and Bro, 2006; Skibsted et al., 

2006). In this work, we use PCA as the basis to define the general NOC batch process trajectory. 

The NIR spectra obtained in a NOC batch i are structured in a data matrix 𝐗i(𝐾𝑖 × 𝐽), where 𝐾𝑖 are the 

number of spectra collected (related to time points for Process 1 and to % of distillation for Process 2) 

and 𝐽 are the NIR channels per spectrum. 

When several NOC batches are used to define the general process trajectory, the data matrices from 

the different NOC batches, 𝐗i(𝐾𝑖 × 𝐽), are placed one on top of each other to build an augmented 

multiset structure 𝐗(𝑁 × 𝐽), where 𝑁 is the number of rows related to the total number of observations 

from the 𝐼 NOC batches, that is, 𝑁 =  ∑ 𝐾𝑖
𝐼
𝑖 . Note that this strategy does not require resizing or 

synchronization of uneven batch lengths, since the only requirement is that all batches share a common 

spectral dimension, 𝐽 (Wold et al., 1998). The next step is to column mean-center this multi-batch 

structure and analyze with PCA. Note that this centering operation does not remove the mean trajectory 

of the batches in time. 

Principal component analysis (PCA) is used to obtain a global model of batch trajectories explaining 

the overall NOC process evolution. PCA is used to reduce the dimensionality of the preprocessed 

spectral data into a low-dimensional subspace of principal components (PC’s), orthogonal among 

them, that preserve the relevant information of the original data and explain the maximum non-random 

variance (Jolliffe, 2002). The PCA model for the augmented process data matrix 𝐗(𝑁 × 𝐽) is expressed 

as in eq. (1), 

𝐗 =  𝐓𝐏𝐓 + 𝐄 (1) 

where 𝐓(𝑁 × 𝐴) is formed by the scores matrix, related to the observations of the batch process data, 

𝐏𝐓(𝐴 × 𝐽) is the loadings matrix, related to the importance of the NIR variables in the description of 

the 𝐴 PC’s and 𝐄(𝑁 × 𝐽) is the residual matrix after modeling. The number of principal components 

of the model, 𝐴, can be found using a suitable cross-validation method. The loading matrix, PT, is 

common to all batches and the augmented score matrix, T, accommodates Ti blocks, related to every 

batch, that can be formed by a different number of observations, 𝐾𝑖. The multiset structure for three 

NOC batches and the related PCA model is illustrated in Figure 2A (top left), where λ represents the 𝐽 

spectral channels of the NIR spectra. 

b) Construction of local MSPC models based on NOC batch process trajectories. 

From the augmented score matrix of all NOC batches, individual batch score trajectories can be 

overlapped on a scatter score plot, as shown in Figure 2A (bottom left). The dots represent the scores 

for each observation and are colored according to the NOC batches used in the PCA model. Note that 

the overall trajectory evolution is the same for all NOC batches, but in a general non-synchronized 

case, the starting and endpoint of every batch do not need to coincide. The overlapped individual batch 

process trajectories define a global description of the variability of the NOC process evolution, helpful 

to observe whether a new batch process evolves as NOC batches or not, independently from the batch 

length and dynamics. The evolution described by the overlapped NOC trajectories can be divided into 
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a sufficient number of 𝐶 local regions using a cluster analysis methodology, such as K-means. Figure 

2A (bottom right) illustrates these local regions for 𝐶 = 11, as indicated by the outer circle color of 

the neighbor observations inside each cluster. The seeding information for the local MSPC models is 

formed by the observations in two consecutive clusters. Therefore, the first local MSPC model contains 

the observations in the first two clusters of the process trajectory, the second local MSPC model uses 

the observations in clusters two and three and so forth until all the NOC process trajectory is covered. 

The observations used in consecutive local MSPC models overlap with each other so that all process 

trajectory regions are covered. As can be seen in Figure 2A, for a k-means analysis providing 11 

clusters, 10 local MSPC models with overlapping information as defined by the red ellipses can be 

built. 

The local MSPC models are built based on PCA and control chart limits are defined using the suitable 

local model statistics. The operational procedure to build each local MSPC model can be described as 

follows. First, the original observations, i.e. NIR spectra, for each local model are placed into a data 

matrix 𝐗𝒎(𝐾𝑚 × 𝐽), where 𝑚 indicates the index of the local model (from 1 to M) and 𝐾𝑚 is the 

number of observations used to build the model. Then, this matrix is mean-centered and modeled with 

PCA, as in eq. (1), generating the matrices of scores 𝐓𝒎(𝐾𝑚 × Am), loadings 𝐏𝒎
𝐓 (𝐴𝑚 × 𝐽), and 

residuals 𝐄𝒎(𝐾𝑚 × 𝐽). ). Note that the mean-centering step is performed using the mean of the matrix 

𝐗𝒎 and not the global mean of the multibach structure. Enough PC’s, 𝐴m, are included in each local 

model to provide the best fit using cross-validation (Wold, 1978). Finally, the control limits of the local 

control charts can be derived using the residuals and the scores from the local PCA model (Aguado et 

al., 2007; Rännar et al., 1998; Wold et al., 1998). In this work, the controls charts are based only on 

the residual matrix, 𝐄𝒎, deriving the Q-statistic control chart limit, 𝑄𝑙𝑖𝑚 ; however, other statistical 

parameters can readily be used to track the process evolution. The 𝑄𝑙𝑖𝑚 is calculated according to the 

equation proposed by (Jackson and Mudholkar, 1979). Thus, once the local MSPC models and their 

related multivariate control charts limits are set, the online process evolution of new batches can be 

tracked based on the local models defined. 

c) Use of an MSPC chart based on local MSPC models to track new batch evolution 

Calculation of squared residuals statistics (Q). For online batch monitoring of new batch 

observations (𝐗𝐍𝐄𝐖 in Figure 2B), every new observation is projected onto all local MSPC models and 

a set of related sum of squared residuals statistics, 𝑄𝑘,𝑚, are obtained as shown in Figure 2B. Thus, for 

every new online observation, 𝐱k (a NIR spectrum in XNEW), its scores values, 𝐭k,m, are obtained for 

each local MSPC model using its related PCA loadings, 𝐏m, as follows, 

𝐭k,m  =  𝐱k𝐏m (2) 

Then, the residuals for the new observation in each local model are obtained as, 

𝐞k,m  =  𝐱k − 𝐭k,m𝐏m
T  (3) 

And the related 𝑄𝑘,𝑚 as: 

𝑄𝑘,𝑚 = 𝐞k,m𝐞k,m
𝐓  (4) 
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For an easier interpretation of the global multivariate control chart obtained from the outputs of the 

local MSPC models, reduced Q-statistics, 𝑄𝑟𝑘,𝑚, are calculated by dividing the obtained 𝑄𝑘,𝑚 values 

by the related local model 𝑄𝑙𝑖𝑚. Thus, the control limits for all local MSPC models become equal to 

one, 𝑄𝑟𝑙𝑖𝑚 = 1. The reduced Q values for every new observation, 𝑄𝑟𝑘,𝑚, are checked to see whether 

they are above or below the 𝑄𝑟𝑙𝑖𝑚. If all 𝑄𝑟𝑘,𝑚 values for the observation 𝑘 are large and above one, 

this observation is diagnosed as faulty, and it is an indicator that the process is deviating from the NOC 

trajectory. Conversely, if one or more 𝑄𝑟𝑘,𝑚 values are below the control limit, the observation follows 

the NOC trajectory. An easy way to visualize the diagnostic of every new observation by using a single 

Q chart is shown in Figure 2B (bottom right), where only the minimum 𝑄𝑟 parameter after the 

projection in all local models is displayed for every new observation. Observations that follow the 

NOC trajectory are depicted by the green dots below the 𝑄𝑟𝑙𝑖𝑚 = 1, and the eventual deviations from 

it, with min(𝑄𝑟𝑘,𝑚) > 1, in red. To assess the spectral variables making the greatest contributions to 

the deviation in 𝑄 we can display the Q-statistics contribution plots for the sought observation by 

plotting the elements of the residual vector, 𝒆𝒌,𝒎. The residuals used for the contribution plots are 

calculated using the best local MSPC model related to the last NOC observation. 

For NOC observations, it is also possible to estimate the process stage of every observation by 

identifying the local MSPC model providing the lowest 𝑄𝑟𝑘,𝑚 value. This visualization approach will 

be provided for the real process applications studied in this work in the next section. 

4 Results and discussion 

In this section, the results related to the construction of NOC trajectories and local MSPC models for 

each process case study are shown. Afterwards, the resulting MSPC charts for the online monitoring 

of new NOC and faulty batches are shown for each process. Complementary visualization of MSPC 

charts and fault diagnostics based on contribution plots are also presented. 

4.1 Construction of NOC trajectories and local MSPC models 

The construction of PCA-based NOC trajectories for each process was calculated as explained in step 

a of the Data Treatment section using the training dataset, i.e. all NIR observations from selected 

complete NOC batches. This step was followed by k-means analysis on the overlapped individual NOC 

batch trajectories to define the clusters used to build the local MSPC models covering the overall NOC 

process trajectory (Data Treatment section step b). Figure 3 shows the PCA score scatter plot and the 

k-means clusters used to build the local MSPC models describing the overall NOC batch process 

trajectories for the drying (Process 1) and the distillation processes (Process 2). 

Principal Component Analysis of the NOC batches from Process 1 (Fluidized bed drying) allowed 

description of the process evolution using only two PC’s explaining a total of 97.61% of the data 

variance, as shown in the score plot of Figure 3A. The score plot described mostly the variation of the 

moisture content with the drying evolution from beginning to end of every NOC batch. Note that, 

because each batch had different initial and final moisture conditions, they started and finished at 

different points of the overall NOC trajectory; however, all individual batch trajectories followed the 

same evolution pattern, as shown in the PCA score plot. Once the overall NOC trajectory was defined, 

the k-means analysis allowed the identification of 30 clusters along this trajectory, as displayed by the 

different outer circle colors associated with the observations inside each cluster in Figure 3A. After 

that, a number indicating the process stage evolution was automatically assigned to each cluster 

according to the position in the overall NOC trajectory. 
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Figure 3 PCA score plot for the online NIR observations showing the NOC batch process trajectories 

and local clusters found by k-means for (A) Process 1, fluidized bed drying, and (B) Process 2, gasoline 

blend distillation. The inner part of the circles is colored according to the related NOC batch, whereas 

the outer part reflects the observations included in every cluster and, hence, in the related local MSPC 

model. 

For Process 2 (Distillation), three components were required by PCA to explain 98.99% of NOC 

batches variance because of the complex gasoline sample and the continuous variation of the distilled 

material composition. The complex overall NOC trajectory associated with the distillation process is 

shown in the 3 PC score scatter plot in Figure 3B. Despite the higher complexity of the overall NOC 

trajectory linked to the distillation process, all individual batches trajectories followed the same 

evolution pattern with good reproducibility. In contrast to the drying process, the NIR observations of 

the distillation process were acquired at specific percentages of distillation weight; therefore, the 

observations were naturally synchronized according to the process evolution. Note that all batches 

started and finished at the same point of the overall NOC batch trajectory in the score plot. The k-

means algorithm applied on the PCA scores of Figure 3B identified 20 clusters along the overall NOC 

batch trajectory, displayed in Figure 3B. The number of clusters is lower than in the previous example 

because of the limited number of available observations per batch run (only 86) and the need to avoid 

having clusters with a very low number of observations to build the local MSPC models. 

Results and Discussion 

139 

  



SYNCHRONIZATION-FREE ONLINE BATCH MSPC 

 
10 

Once the overall NOC batch process trajectories were defined for each process case, the original NIR 

observations inside the suitable two consecutive k-means clusters were used as seeding information to 

build local MSPC models for each step of the batch trajectory, as described in the Data Treatment 

section (step b). Thus, a total of 29 and 19 local PCA-based MSPC models were built for Processes 1 

and 2, respectively. Local MSPC control chart limits based on the Q-statistics with a 99% confidence 

interval were calculated for each local MSPC model to be used for the online tracking of new batches 

evolution, as shown in the next subsection. 

4.2 Online tracking of new batch evolution with local MSPC models 

The results of the use of local MSPC models for the online tracking of new batch evolution are 

described separately for each process case, as shown below. The new batches used were identified in 

previous studies as NOC or faulty; therefore, they will be useful to demonstrate and validate the 

proposed methodology. 

4.2.1 Application to Process 1 (FB Drying) 

The tracking of every observation in new fluidized bed drying batches was performed as described in 

the Data treatment section (step c), using the 29 local MSPC models built as explained above (Figure 

S1 and a related animation S2 in the supplementary material help to display how the Qr values issued 

from every MSPC local model are obtained for every observation in a batch). 

The Qr-based MSPC control charts for the online tracking of observations in two drying batches are 

shown in Figure 4. Figures 4A and 4C are contour plots related to NOC batch BN1 and faulty batch 

BF1, respectively, that show all the Qr values calculated after the projection of each online NIR 

observation of the batch onto all local MSPC models. A log-scale colormap has been used to highlight 

the differences at low Qr values. The horizontal axis of the contour plot represents the batch time at 

which every observation was collected and the right vertical axis the indices related to the local MSPC 

model used to describe the Process 1 NOC batch trajectory, i.e. from 1 to 29. Additionally, in the left 

vertical axis, each local MSPC model index is associated with a percentage of the process progress 

from 0-100%, defined making a linear scaling that links the initial local model to 0% process progress 

and the final local model to 100% process progress. The process progress in this approach plays the 

same role as the process maturity concept proposed by other authors (Westad et al., 2015; Wold et al., 

1998). 

Thus, to track the behavior of an observation of a new batch, their related Qr values (associated with a 

specific process time) are examined. In the contour plots in Figures 4A and 4C, the Qr values below 

the control limit, i.e. Qr <1, are depicted as blue dots and the min(Qr <1) for every observation in 

green. If an observation shows a NOC behavior (as all do in Figure 4A related to batch BN1), there 

will always be one or more Qr values below 1; i.e., all observations will show one or more blue dots 

and a green dot. Instead, when an observation deviates from the NOC trajectory, as in batch BF1 

(Figure 4C), all Qr values related to that observation are above the control limit of 1 and neither blue 

nor green dots are observed. 

To facilitate the interpretation and summarize the relevant information of the results in the contour 

plots, graphics displaying the min(Qr) value and the related process progress for every batch 

observation are proposed (see Figures 4B and 4D for batches BN1 and BF1, respectively). Figure 4B 

shows that all observations for batch BN1 followed the NOC batch trajectory, seen because all min(Qr) 

values were below the control limit of 1 (bottom panel), and that the process progress covered the 

complete range (0-100%) (top panel). Figure 4D shows that batch BF1 deviated from the NOC 
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trajectory after approximately 40 min of batch time as flagged by the Qr above the local MSPC control 

limits (min(Qr)>1) (bottom plot). When a fault happens, the related observations are displayed in red 

in the process progress plot to indicate that the evolution of the process is abnormal (top plot). 

 

Figure 4 Qr-based MSPC charts for FB drying NOC batch BN1 (A and B) and faulty batch BF1(C and 

D). (A and C) Contour plots of the Qr values calculated after the projection of each NIR observation 

onto the local MSPC models. Blue dots show values of Qr<1 (control limit), green squares the 

min(Qr<1). (B and D) Charts show the min(Qr) value (bottom panel) and the related process progress 

associated with it (top panel) for every batch observation. In the process progress plot, NOC 

observations are displayed in green and faulty observations in red. 

Detailed results and interpretation of the abnormal behavior for the online tracking of two faulty 

batches, BF1 and BF2, are shown in Figure 5 (left and right plots, respectively). Figures 5A and 5E 

show the deviations of the two batches by displaying the score plot projections of NIR observations of 

these new batches onto the global PCA model used to describe the NOC batch trajectory. The score 

plot shows all training NOC batch trajectories as gray dots whereas the NOC observations from the 

new batches are overlayed as green dots when identified as NOC and as red dots when faulty. Figures 

5B to 5G show the batch process progress and min(Qr) MSPC chart for the tracking of the online 

observations, where the abnormal observations are associated with min(Qr) values higher than 1 and 
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flagged in red color in the process progress plot. Moreover, Q contribution plots from two faulty 

observations selected from each batch are shown in Figures 5D and 5H. The contribution plots were 

used to understand the reasons for the deviations from the NOC batch trajectory, as described below 

for each batch. 

 

Figure 5 Results for the online tracking of new batch evolution using the local MSPC for faulty batches 

BF1 (A to D) and BF2 (E to H). (A and E) PCA score plot showing the NOC trajectory (gray dots) and 

new batch trajectory in green (NOC observations) and red dots (faulty observations). (B and F) MSPC 

chart showing the process progress. (C and G) Qr-based MSPC charts. (D and H) are the Q contribution 

(Qcont.) plots for two faulty observations selected for each batch and represented by the blue and 

orange squares in the MSPC control charts. 

The deviation of batch BF1 from the NOC trajectory was detected after approximately 40 min of batch 

time, see Figures 5B and 5C. Although in Figure 5A the faulty observations (red dots) right after 40 

min were still close to the NOC trajectory, the related min(Qr) after projection onto local MSPC models 

was above the control limit indicating a deviation, which became even larger after ca. 65 min of batch 

time, see Figure 5C. To help to diagnose this deviation, contribution plots are shown in Figure 5D for 

two faulty observations selected at 64 and 69 min of batch time. These observations are marked in blue 

and orange squares in the score plot and MSPC charts. The Q contribution plots show that the 

absorption bands that gave higher contributions to Q were around 1750 and 1900 nm related to the 1st 

overtone of CH and OH bonds. No clear trend was observed when comparing the contribution plots of 
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the two observations suggesting that this deviation may have been caused by changes of heterogeneity 

or particle comminution of the pharmaceutical granules. 

During the tracking of the additional batch BF2, three clusters of faulty observations were detected, 

see Figures 5F and 5G. The first faulty observations were detected during the first few minutes of the 

batch process. This deviation was related to the initial moisture content higher than the common 

starting point for the NOC batches used to build the MSPC models at the beginning of the process 

trajectory. However, after few minutes of drying, the online observations fell inside the confidence 

interval. The second faulty situation occurred after ca. 18 min of batch time during just four consecutive 

observations, but it quickly returned inside the control limit. This probably was related to a fast change 

of moisture content sensed by the NIR probe due to granule heterogeneity. This can be noticed by the 

fast change in process progress just before minute 20 in Figure 5F. From this point until approximately 

60 min of batch time, the batch followed the NOC trajectory reaching 100% of batch progress, that is, 

reaching the minimum moisture level of the NOC batches used to train the local MSPC models at the 

end of the process trajectory, see Figure 5F. However, this batch was left to overdry reaching moisture 

levels lower than the endpoint of the historical NOC batches used for model training. The consequence 

of this action was successfully detected after approximately 70 min of the batch time by the MSPC 

chart (Figure 5G), where almost all consecutive observations were above the control limit. Looking at 

the bottom left of Figure 5E it can be observed how the PCA projections of these faulty observations 

were outside the NOC trajectory, but still following the drying process trend. Finally, two faulty 

observations at the end of this validation batch (at 100 and 105 min) were selected to check the 

contribution plots. These observations are marked in blue and orange squares in the score plot and 

MSPC charts. The Q contribution plots (Figure 5H) show that the absorption bands that contributed 

more to Q were around 1750 and 1950 nm related to the 1st overtone of CH and OH bonds, respectively, 

being the band at 1950 nm identified generally as the most dominant water band. The Q contribution 

positive and negative sign for the bands at 1750 and 1950 nm, respectively, indicates that the moisture 

level for these two observations was lower than the endpoint of the historical batches used in the model 

building. Also, when comparing the two faulty contribution plots, the systematic growth of the Q 

contributions at 1750 and 1950 nm bands, indicates the continuing moisture content decrease. It is 

important to note that this overdrying batch was used in this work to demonstrate the ability of the local 

MSPC models to detect such situations. In real-time monitoring, this batch would have been terminated 

once reached 100% of process progress, thus, avoiding energy waste and possible detrimental effects 

due to the excessive granules processing time. 

4.2.2 Application to Process 2 (gasoline distillation) 

The local MSPC models built to track the batch gasoline distillation were tested. Three validation 

batches were used: one batch of on-specification gasoline blend with 27% of ethanol (batch B4) and 

two off-specification gasoline distillation batches, B13 and B19, with 15% and 30% ethanol blends, 

respectively. The results for all testing batches are shown in Figure 6. 

The scatter score plot projections of the NIR observations for all three validation batches in the global 

PCA model used to build the Process 2 NOC batch trajectory are represented in Figure 6A. In the score 

plot, gray dots identify the observations from the training batches describing the NOC batch trajectory, 

while the circles, triangles and squares are the projected observations from testing batches B4, B13 and 

B19, respectively. For the testing batches, the symbol face color indicates whether the observation was 

detected by the MSPC charts as faulty (red) or not (green). Process progress and min(Qr) MSPC charts 

for the testing batches are shown in Figure 6B to Figure 6D for batches B4, B13 and B19, respectively. 

Additionally, Q contribution plots for two selected faulty observations are shown in Figure 6E to Figure 

6F for batches B13 and B19, respectively. 
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Figure 6 Global PCA score plot with the NOC batches (gray dots) used to define Process 2 batch 

trajectory, and the projection of the three validation batches (B4 circles, B13 triangles and B19 squares) 

(A). Process progress and Qr-based MSPC charts for validation batch B4 (B), B13 (C) and B19 (D), 

green or red marker face color in process progress chart indicate that the observation is inside or 

outside the confidence limits, respectively. Q contribution (Qcont.) plots for selected faulty observations 

(indicated as blue and orange squares) for test batch B13 (E) and B19 (F). 

The projections of the validation batch B4 in the global PCA model (Figure 6A) followed the NOC 

batch trajectory described by the cloud of gray dots. Indeed, when looking at the MSPC charts in Figure 

6B, all observations are below the Qr control limit and the batch process progressed accordingly to the 

on-specification gasoline batches. On the other hand, when looking at the projections of batch B13 

observations to the global PCA model, an obvious deviation of the NOC batch trajectory was observed, 
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see the red triangles in Figure 6A. This deviation was detected by the min(Qr) local MSPC charts 

(Figure 6C) after 40% of the initial batch weight was distilled. Note the interruption of the process 

progress after this point and several consecutive observations on until after ca. 70% of the distillation 

some observations fell back into the confidence interval defined by the local MSPC models at the end 

of the NOC batch trajectory. The off-specification batch B19 deviation from the NOC batch trajectory 

was lightly noticed by the PCA score plot projections in Figure 6A (red squares). However, this batch 

deviation was still detected by the local MSPC charts in Figure 6D. Note that this sensitivity is 

important since batch B19 contains 30% alcohol (v/v), only a 3% more than the NOC batches. 

Similarly, the fault was first detected after ca. 40% of the distillation batch and all consecutive 

observations since then were detected outside the confidence interval for all local MSPC models. 

The contribution plots (Figure 6E) for the selected fault observations at 42% (in blue) and 46% (in 

orange) fraction of distilled material of the B13 batch show that the two bands covering the 1650-1700 

nm and 2100-2200 nm NIR contributed the most to the Q. The absolute increase of Q contributions at 

1665, 2130 and 2180 nm indicated a possible increment of mid and high-density hydrocarbon fractions 

at these distillation points. Additionally, the negative contribution at 1685 nm indicated a lower content 

of ethanol and light hydrocarbon compounds. This agrees with the expected distillation behavior for 

off-specification gasoline blends with low ethanol content. This is confirmed when looking at the 

distillation profiles obtained by Multivariate Curve Resolution-Alternating Least Squares (MCR-ALS) 

for these compounds presented in our previous work for this specific batch (de Oliveira et al., 2017). 

For batch B19, Figure 6F shows the contribution plots for the faulty observation at 44% (in blue) and 

50% (in orange) of the batch distillation. The high negative contribution between 1680 and 1700 nm 

suggested the presence of a lower content of mid and heavy hydrocarbons fraction than expected for 

NOC batches at this point of distillation. These ethanol-rich fractions were related to the fact that this 

off-specification gasoline batch had a slightly higher ethanol content (30%) than NOC gasolines (27%). 

5 Conclusions 

The present work introduces a new approach for online monitoring of batch process evolution through 

the design of local MSPC models covering an overall NOC batch process trajectory, defined from the 

PCA modeling of non-synchronized NOC batches. The tracking of the evolution of new batches does 

not require synchronization either. The methodology has been demonstrated with the building and 

validation of online MSPC charts for the monitoring of two real batch process data of different nature 

using in-situ NIR measurements. In both process examples, the implementation of local MSPC charts 

has been successfully validated for the tracking of well-known new batches that followed or deviated 

from the overall NOC batch trajectory. The use of Q contribution plots was helpful to identify the 

sources of process abnormalities based on the chemical information provided by the NIR signal. 

The fact that the proposed methodology does not require batch synchronization makes the data analysis 

pipeline simpler and flexible and offers many advantages for real-time process monitoring, from the 

building of the reference MSPC models to the test of new batches. Thus, the designed methodology 

allows the model building with historical NOC process data acquired with different online sampling 

rates and spanning evolution in different time (or process variable) ranges.  The monitoring of new 

batches is also independent of the sampling rate used in the model building, which allows for changes 

in the sampling interval if required. Furthermore, the fact that the exam of the quality of new batch 

observations provides additionally a good indication of the process progress enables the potential use 

of this online tracking methodology for end-point detection, providing a single tool to control both the 

evolution and the end of the process. The presented methodology has been applied to NIR monitored 

processes but could be readily adapted to deal simultaneously with the output from several sensor 
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outputs in a sensor fusion scenario. That would allow an integral control of the process evolution by 

combining the output from advanced sensors with other process data (temperature, flow, pressure, …) 
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The online MSPC modeling strategy introduced in chapter 4.2 cannot be used for 

process control of non-synchronized batch data unless batch alignment tools are used 

to cope with this problem (J. M. González-Martínez et al., 2014). However, batch 

alignment is a delicate operation that can induce artifacts in the definition of MSPC 

models when scarce information is available or when it is not properly applied. Hence, 

the need for MSPC approaches that can skip the synchronization step for online 

process monitoring and control. In this work, a new synchronization-free online MSPC  

approach for tracking process evolution in synchronized or non -synchronized batch 

processes is introduced. This methodology is based on three main steps: a) modeling 

of NOC batch process trajectories; b) construction of local MSPC models based on 

the information provided by NOC batch process trajectories; and c) use of an MSPC 

chart based on local MSPC models to track the evolution of new batches. 

The first two steps involve the generation of the MSPC models, whereas the last step 

involves the use of the local MSPC models on new batches to test whether they follow 

the NOC trajectory or present deviations from the expected NOC behavior. The steps 

of the methodology proposed and the results obtained after the application to a 

fluidized bed drying process are discussed below. 

Online MSPC methodology 

Step 1: modeling of NOC batch process trajectories 

The data from a complete NOC batch i are usually structured in a data matrix 

𝐗 i(𝐾𝑖 × 𝐽), where 𝐾𝑖 are the number of spectra related to the process observations and 

𝐽 is the number of measured variables, e.g. NIR channels per spectrum. When several 

data matrices 𝐗 i from non-synchronized NOC batches are used to define the general 

process trajectory, they are organized in a variable-wise multibatch structure 𝐗(𝑁 × 𝐽), 

where 𝑁 is the number of rows related to the total number of observations from the 𝐼 

NOC batches, that is, 𝑁 =  ∑ 𝐾𝑖
𝐼
𝑖 . As mentioned in section 4.1, this strategy does not 

require resizing or synchronization of uneven batch lengths, since the only 

requirement is that all batches share a common variable dimension  𝐽. See Figure 29A 

(top left) for a multibatch structure formed by three non-synchronized and differently 

sized batches. 

To model the overall NOC batch trajectory, this multibatch structure is column mean-

centered and analyzed with PCA, as explained in section 2.3.1 and illustrated in Figure 

29A. Note that this centering operation does not remove the mean trajectory of the 

batches in time. The PCA modeling of this variable-wise augmented structure provides 

a loading matrix, 𝐏𝐓(𝐴 × 𝐽), common to all batches and an augmented score matrix, 

𝐓(𝑁 × 𝐴), that accommodates the 𝐓𝒊 scores related to every batch. 𝐴 is the number of 

PC’s required by the PCA model. 
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Figure 29 Illustrative description of  the dif ferent steps involved in the implementation of  the 

synchronization-f ree local MSPC models for online monitoring of  batch evolution. (A) PCA modeling of  
original batch process data for several NOC batches, visualization of  process trajectories in the scatter 
score plot and def inition of  local regions in the NOC trajectory using k -means. (B) Monitoring of  the 

evolution of  a new batch using the projection of  each observation onto the local MSPC models. The 
related reduced Q-statistics control chart is obtained by plotting the minimum Qr value obtained in all 

M model projections per each observation (reproduced f rom Publication V). 
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Step 2: construction of local MSPC models based on NOC batch process trajectories 

The augmented score matrix of all NOC batches can be used to represent the 

overlapped NOC batch process trajectories in the reduced PCA space, as illustrated 

in Figure 29A (bottom left). In this context, the dots represent the scores for each 

observation and are colored according to the NOC batches in the PCA model. Note 

that the overall trajectory evolution is the same for all NOC batches but, in a general 

non-synchronized case, the starting and endpoint of every NOC batch do not need to 

coincide. 

The global description of the variability in the NOC process evolution through the 

overlapped NOC trajectories can be helpful to observe whether a new batch process 

evolves as NOC batches do or not, independently from the batch length and dynamics. 

To track locally the evolution of new batches, the overlapped NOC trajectories can be 

divided into a sufficient number of 𝐶 local regions using a cluster analysis 

methodology, such as k-means. Figure 29A (bottom right) illustrates these local 

regions for 𝐶 = 11, as indicated by the outer circle color of the neighbor observations 

inside each cluster.  

To model the NOC process variability and set local MSPC control charts, the original 

NIR spectra from the observations in two consecutive clusters are used as seeding 

information to construct local MSPC models. Therefore, the first local MSPC model 

contains the observations in the first two clusters of the process trajectory, the second 

local MSPC model uses the observations in clusters two and three and so forth until 

all the NOC global process trajectory is covered. The observations used in consecutive 

local MSPC models overlap with each other so that all process trajectory regions are 

covered. As can be observed in Figure 29A (bottom right), for a k-means analysis 

providing 11 clusters, 10 local MSPC models with overlapping information as defined 

by the red ellipses can be built. 

The PCA-based local MSPC models are built and the related control chart limits set 

using the procedure explained in section 2.3.3. For the online MSPC approach 

proposed, the specific operational procedure to build each local MSPC model can be 

described as follows. First, the original observations, e.g. NIR spectra, inside the 

consecutive clusters for each local model are placed into a data matrix 𝐗𝒎(𝐾𝑚 × 𝐽), 

where 𝑚 indicates the index of the local model (from 1 to M) and 𝐾𝑚 is the number of 

observations used to build the model. Then, this matrix is mean-centered and modeled 

with PCA generating the matrices of scores 𝐓𝒎(𝐾𝑚 × 𝐴𝑚 ), loadings 𝐏𝒎
𝐓 (𝐴𝑚 × 𝐽), and 

residuals 𝐄𝒎 (𝐾𝑚 × 𝐽). Note that the mean-centering step is performed using the mean 

of the matrix 𝐗𝒎 and not the global mean of the multibach structure. In this work, the 

controls charts are based only on the residual matrix, 𝐄𝒎 , deriving the Q-statistic and 

control chart limit, 𝑄𝑙𝑖𝑚  calculated as in section 2.3.3. Now that all local MSPC models 

and related control chart limits are set, the next step is to track the evolution of new 

batches based on the local models constructed. 
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Step 3: use of an MSPC chart based on local MSPC models to track new batch 

evolution. 

For the online batch monitoring of new batch observations (𝐗𝐍𝐄𝐖 in Figure 29B), every 

new observation, e.g. NIR spectrum, is projected onto all local MSPC models, for 𝑚 =

1: 𝑀, and the related reduced Q-residuals, 𝑄𝑟𝑘,𝑚 , are obtained for each new 

observation, 𝐱k, as shown in Figure 29B. 

Then, the reduced Q values for every new observation, 𝑄𝑟𝑘,𝑚, are checked against the 

reduced control limit to see whether they are above or below the 𝑄𝑟𝑙𝑖𝑚 = 1. If all 𝑄𝑟𝑘,𝑚  

values for the observation 𝑘 are large and above one, this observation is diagnosed 

as faulty, and it is an indicator that the process is deviating from the NOC trajectory. 

Conversely, if one or more 𝑄𝑟𝑘,𝑚 values are below the control limit, the observation 

follows the NOC trajectory. An easy way to visualize the diagnostic of every new 

observation is by using a single 𝑄 chart, as in Figure 29B (right), where only the 

minimum 𝑄𝑟 parameter after the projection onto all local models for every new 

observation is displayed for every new observation. Observations that follow the NOC 

trajectory are depicted by the green dots below the 𝑄𝑟𝑘 < 1, and the eventual 

deviations from it, with min(𝑄𝑟𝑘,𝑚) > 1, in red. To identify the spectral variables making 

the greatest contributions to the deviation in 𝑄, the Q-statistics contribution plots for 

the sought observation can be displayed. The residuals used for the contribution plots 

are calculated using the best local MSPC model related to the last NOC observation. 

For observations following the NOC trajectory, it is also possible to estimate the 

process stage of every observation by identifying the local MSPC model providing the 

lowest 𝑄𝑟𝑘,𝑚  value. The indices of the local MSPC models can be used to set an 

approximate maturity index, as will be explained afterwards. Different visualization 

approaches to interpret the results issued from the application of the online MSPC for 

tracking the drying process will be presented. 

Online MSPC applied to monitor the fluidized bed drying process 

Figure 30 shows the score plot related to the PCA model of the non-synchronized 

NOC batches from the FB drying process. The model needed two components and 

had an explained variance of 97.61%. The score plot described mostly the variation of 

the moisture content with the drying evolution from the beginning to the end of every 

NOC batch. Because all batches had different initial and final moisture conditions, they 

show different process dynamics with time; however, when overlaying all individual 

batch trajectories in the same score plot, the same evolution pattern can be observed. 

Once the overall NOC trajectory has been defined, k-means analysis allowed the 

identification of 30 clusters along this trajectory, as displayed by the different outer 

circle colors in Figure 30. After that, a number indicating the process stage evolution 

was automatically assigned to each cluster according to the position in the overall 

NOC trajectory. 
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Figure 30 PCA score plot for of  the observations of  the online NIR monitored FB drying process showing 
the training NOC batch process trajectories and local clusters found by k -means. The inner part of  the 

circles is colored according to the related NOC batch, whereas the outer part ref lects the observations 

included in every cluster and, hence, in the related local MSPC model (reproduced f rom Publication V). 

At this point, the original NIR observations inside the suitable two consecutive k-means 

clusters were used as seeding information to build local MSPC models for each step 

of the batch trajectory. Thus, for the 30 clusters formed, 29 local PCA-based MSPC 

models with overlapping information were built. Control chart limits based on the Q-

statistics with a 99% confidence interval were calculated for each local MSPC model 

and used for the online tracking of new batches evolution. 

 

Figure 31 Projection of  the f irst NIR observation of  test batch BN1 (lef t plot) into all 29 local MSPC 
models and related Qr values obtained (right plot). Red circles indicate Qr values above the control 
limit; blue, below the limit; and green, the minimum Qr below the control limit. The vertical axis is log-

scaled for a better visualization. 

The tracking of a new drying batch is performed by projecting every new observation, 

i.e., preprocessed NIR spectrum, onto all 29 local MSPC models. Figure 31 illustrates 
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the projection of the first preprocessed NIR spectrum (left plot) onto all local MSPC 

models and the related (right plot) 𝑄𝑟 values issued from every MSPC local model. 

From the 𝑄𝑟 control chart, it can be observed that for this spectral observation, the 𝑄𝑟 

values related to the first three local MSPC models are below the control limit and that 

the minimum is related to the second local model in the NOC trajectory. This behavior 

is logical, since the first spectrum of a batch is expected to be more similar to the 

observations acquired at the beginning of the NOC batches, represented by the first 

local MSPC models. 

 

Figure 32 Qr-based MSPC charts for FB drying NOC batch BN1 (A and B) and faulty batch BF1(C and 

D). (A and C) Contour plots of  the 𝑄𝑟 values calculated af ter the projection of  each NIR observation 
onto the local MSPC models. Blue dots show values of   𝑄𝑟 < 1 (control limit), green squares the 

min (𝑄𝑟 < 1). (B and D) Charts show the min (𝑄𝑟) value (bottom panel) and the related process 
progress associated with it (top panel) for every batch observation. In the process progress plot, NOC 

observations are displayed in green and faulty observations in red  (reproduced f rom Publication V). 

Thus, for every new spectral observation, a vector of 𝑄𝑟 values with as many elements 

as local MSPC models, 𝑀, can be stored into a matrix sized (𝑀 × 𝐾𝑁𝐸𝑊) , where 𝐾𝑁𝐸𝑊  

is the total number of observations points of the new batch. This data matrix with all 
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𝑄𝑟 values can be easily visualized through a contour plot, as shown in Figure 32 (left 

plots). 

The Qr-based MSPC control charts for the online tracking of observations from two 

drying batches are shown in Figure 32. Figure 32A and Figure 32C are contour plots 

related to a NOC batch, BN1, and a faulty batch, BF1, respectively, that show all the 

𝑄𝑟 values obtained after the projection of each NIR observation of the batch onto all 

local MSPC models. A log-scale colormap has been used to highlight the differences 

at low 𝑄𝑟 values. The horizontal axis of the contour plot represents the batch time at 

which every observation was collected and the right vertical axis the indices related to 

the different local MSPC models calculated, i.e. from 1 to 29. Additionally, in the left 

vertical axis, each local MSPC model index is associated with a percentage of the 

process progress from 0-100%, defined making a linear scaling that links the initial 

local model to 0% process progress and the final local model to 100% process 

progress. The process progress in this approach plays the same role as the process 

maturity index proposed by other authors (Westad et al., 2015; Wold et al., 1998). 

Thus, to track the behavior of an observation of a new batch, their related 𝑄𝑟 values 

(associated with a specific process time) are examined. In the contour plots in Figure 

32A and Figure 32C, the 𝑄𝑟 values below the control limit, i.e. 𝑄𝑟 < 1, are depicted as 

blue dots and the min(𝑄𝑟 < 1) for every observation in green. If an observation shows 

a NOC behavior (as all do in Figure 32A related to NOC batch BN1), there will always 

be one or more 𝑄𝑟 values below 1; i.e., all observations will show one or more blue 

dots and a green dot. Instead, when an observation deviates from the NOC trajectory, 

as in batch BF1 (in Figure 32C), all 𝑄𝑟 values related to that observation are above 

the control limit of 1 and neither blue nor green dots are observed. 

To summarize and facilitate the interpretation of the relevant information of the  

contour plots, graphics displaying the min(𝑄𝑟) value and the related process progress 

for every batch observation are provided (see Figure 32B and Figure 32D for batches 

BN1 and BF1, respectively). Figure 32B shows that all observations for batch BN1 

followed the NOC batch trajectory, seen because all min(𝑄𝑟) values were below the 

control limit of 1 (bottom panel), and that the process progress covered the complete 

range (0-100%) (top panel). Figure 32D shows that batch BF1 deviated from the NOC 

trajectory after approximately 40 min of batch time as flagged by the 𝑄𝑟 above the 

local MSPC control limits (min(𝑄𝑟) > 1) (bottom plot). When a fault happens, the 

related observations are displayed in red in the process progress plot to indicate that 

the evolution of the process is abnormal (top plot). 

Additional results and interpretation of the abnormal behaviour for the online tracking 

of two faulty batches, BF1 and BF2, are shown in Figure 33 (left and right plots, 

respectively). Figure 33A and Figure 33E show the deviations of the two batches as 

seen by the score plot projections of their observations onto the global PCA model 

used to describe the NOC batch trajectory. The score plot shows al l training NOC 

batch trajectories as gray dots, whereas the new observations are represented in 
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green (NOC) or in red (fault) according to the MSPC detection. Figure 33B and Figure 

33F show the batch process progress plot and Figure 33C and Figure 33G the 

𝑚𝑖𝑛 (𝑄𝑟) MSPC chart for the tracking of the online observations. Abnormal 

observations are associated with 𝑚𝑖𝑛 (𝑄𝑟) values higher than 1 and flagged in red 

color in the process progress plot. To assess the spectral variables making the 

greatest contributions to the deviation from the NOC batch trajectory, Figure 33D and 

Figure 33H show the 𝑄 contribution plots from two faulty observations selected for 

each batch. 

 

Figure 33 Results for the online tracking of  new batch evolution using the local MSPC for faulty batches 
BF1 (A to D) and BF2 (E to H). (A and E) PCA score plot showing the NOC trajectory (gray dots) and 
new batch trajectory in green (NOC observations) and red dots  (faulty observations). (B and F) MSPC 

chart showing the process progress. (C and G) Qr-based MSPC charts. (D and H) are the Q contribution 
(Qcont.) plots for two faulty observations selected for each batch and represented by the blue and 

orange squares in the MSPC control charts (reproduced f rom Publication V). 

Looking at Figure 33B and Figure 33C, we can observe that this methodology is 

capable to detect batch BF1 deviation from the NOC trajectory after approximately 40 

min of batch time. Although in Figure 33A the faulty observations (red dots) right after 

40 min were still close to the NOC trajectory, the related 𝑚𝑖𝑛 (𝑄𝑟) after projection onto 

local MSPC models was above the control limit indicating a deviation, which became 
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even larger towards the end of the batch run, see Figure 33C. The contribution plots 

shown in Figure 33D are related to the selected faulty observations as marked in blue 

and orange squares in the score plot and MSPC charts. The contribution plots show 

that the absorption bands that gave higher contributions to Q were around 1750 and 

1900 nm related to the 1st overtone of CH and OH bonds. No clear trend was observed 

when comparing the contribution plots of the two observations for this batch 

suggesting that this deviation may have been caused by changes of heterogeneity or 

particle comminution of the pharmaceutical granules. 

During the tracking of the additional faulty batch BF2, several faulty observations were 

detected, see Figure 33F and Figure 33G. The faulty observations during the first 20 

minutes of batch time can be assigned to a few anomalous observations that might be 

related to the unusual higher initial moisture content and fast changes of granule 

heterogeneity sensed by the NIR probe. Except for these isolated situations, the batch 

followed satisfactorily the complete NOC trajectory reaching 100% of batch progress 

after approximately 60 min of batch time. This means that the batch reached the 

minimum moisture level of the NOC batches used to train the local MSPC models at 

the end of the process trajectory, see Figure 33F. However, this batch was left to 

overdry reaching moisture levels lower than the endpoint of the historical NOC batches 

used for model training. The consequence of this action is reflected by the 

continuously increasing 𝑚𝑖𝑛(𝑄𝑟) > 1 values in the MSPC chart (Figure 33F and 33G) 

towards the end of the process. The same can be observed looking at the bottom left 

of the score plot projections in Figure 33E. The 𝑄 contribution plots from the selected 

observations at the end of the batch run, shown in Figure 33H, indicated that the most 

dominant contribution is related to the water band at 1950 nm. When comparing both 

contributions plots, the systematic growth of the 𝑄 contributions indicates the 

continuing moisture content decrease. It is important to note that in a real industrial 

application, this batch would have been terminated once reached 100% of process 

progress. Nevertheless, this application has demonstrated the ability of the local 

MSPC models to detect such situations and that the real-time monitoring would have 

resulted in a correct batch endpoint detection, which would avoid energy waste and 

possible detrimental effects due to the excessive granule processing time. 

In summary, these results demonstrate the potential of this online MSPC methodology 

for batch process evolution without the requirement of batch synchronization. The 

tracking of the evolution of new batches does not require synchronization either. This 

methodology also works with naturally synchronized batch data, such as the distillation 

process described in section 3.1.3. The use of Q contribution plots is also helpful to 

identify the sources of process abnormalities based on the chemical information 

provided by the NIR signal. The proposed batch synchronization-free methodology 

makes the data analysis pipeline simpler and flexible and offers many advantages for 

real-time process monitoring, from the building of the reference MSPC models to the 

test of new batches. Thus, the designed methodology allows the model building with 

historical NOC process data acquired with different online sampling rates and 
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spanning evolution in different time (or process variable) ranges. The monitoring of 

new batches is also independent of the sampling rate used in the model building, which 

allows for changes in the sampling interval if required. Furthermore, the fact that the 

exam of the quality of new batch observations provides additionally a good indication 

of the process progress enables the potential use of this online tracking methodology 

for endpoint detection, providing a single tool to control both the evolution and the 

endpoint of the process. Although this methodology has been tested with NIR 

monitored processes, it can be adapted to deal simultaneously with the output from 

several sensor outputs in a sensor fusion scenario, such as presented in (de Oliveira 

et al., 2020). That would allow an integral control of the process evolution by combining 

the output from advanced sensors with other process data (temperature, flow, 

pressure, …). 
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SECTION II – Process monitoring using 

hyperspectral imaging. 
 

 

This section is focused on the development of a novel PAT tool for the assessment of 

heterogeneity during the monitoring of blending processes using hyperspectral images 

(HSI). 
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4.4 Blending process monitoring and heterogeneity assessment 

A new methodology for qualitative and quantitative assessment of heterogeneity 

during atline and inline monitoring of blending processes using hyperspectral images 

(HSI) is presented. The methodology is based on a first step of HSI unmixing that 

provides the pure distribution maps of the blending constituents as a function of 

blending time. These maps allow visualizing qualitatively the heterogeneity variation 

during the blending process. In the second step, these maps are used as seeding 

information for a subsequent variographic analysis to extract quantitative 

heterogeneity indices for blending quality assessment. This study resulted in two 

scientific publications. The first article (Publication VI) introduces this novel 

methodology and defines the heterogeneity indices using atline NIR-HSI data 

collected at different blending times of a pharmaceutical formulation. The second 

publication (Publication VII) extends the use of the variogram-based heterogeneity 

indices for the real-time monitoring of food and pharmaceutical blending processes 

using inline NIR-HSI. 

 

 

Publication VI. Rocha de Oliveira, R., de Juan, A. Design of Heterogeneity Indices 

for Blending Quality Assessment Based on Hyperspectral Images and 

Variographic Analysis. Analytical Chemistry (2020), 92: 15880–15889.  

DOI: 10.1021/acs.analchem.0c03241 

*Awarded with the 7th SIEMENS PAT Award for Young Scientists at EuroPACT 2021 

 

 

Publication VII. Rocha de Oliveira, R., de Juan, A. SWiVIA – Sliding window 

variographic image analysis for real-time assessment of heterogeneity indices 

in blending processes monitored with hyperspectral imaging. Analytica Chimica 

Acta (2021), 1180: 338852.   

DOI: 10.1016/j.aca.2021.338852 
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ABSTRACT: Heterogeneity characterization is crucial to define the quality of end products and to describe
the evolution of processes that involve blending of compounds. The heterogeneity concept describes both the
diversity of physicochemical characteristics of sample fragments (constitutional heterogeneity) and the
diversity of spatial distribution of the materials/compounds in the sample (distributional heterogeneity, DH).
Hyperspectral images (HSIs) are unique analytical measurements that provide physicochemical and spatial
information on samples and, hence, are ideal to perform heterogeneity studies. This work proposes a new
methodology combining HSI and variographic analysis to obtain a good qualitative and quantitative
description of global heterogeneity (GH) and DH for samples and blending processes. An initial step of image
unmixing provides a set of pure distribution maps of the blending constituents as a function of time that allows
a qualitative visualization of the heterogeneity variation along the blending process. These maps are used as
seeding information for a subsequent variographic analysis that furnishes the newly designed quantitative global
heterogeneity index (GHI) and distributional uniformity index (DUI), related to GH and DH indices,
respectively. GHI and DUI indices can be described at a sample level and per component within the sample.
GHI and DUI curves of blending processes are easily interpretable and adaptable for blending monitoring and
control and provide invaluable information to understand the sources of the abnormal blending behavior.

Blending process monitoring and control is an essential
operation in many industrial processes. Indeed, a good

blend is the necessary ground to ensure many other quality
attributes linked to physical and compositional properties of
manufactured products. Understanding blending means under-
standing heterogeneity, with all the complex aspects encom-
passed by this concept. The theory of sampling (TOS) by Gy
provided an excellent and renewed definition of heterogene-
ity.1,2 TOS distinguishes between constitutional heterogeneity
(CH) and distributional heterogeneity (DH). Whereas CH
focuses on the diversity of physical and chemical properties that
present individual fragments of the materials in a sample, DH is
focused on the quality of spatial distribution of the different
materials/compounds in the sample, that is, on how far they are
of presenting an even distribution. Because the DH concept is
very linked to spatial correlation, studying this heterogeneity
side requires looking at the properties of neighboring fragments
(increments).
Traditionally, blending was controlled by off-line analysis of

material increments taken every certain time or, more recently,
by on-line spectroscopic monitoring using diverse sensor
typologies that provide a single spectrum (or few spectra) per
sample.3−6 In most of these studies, a good blend implies that a
reference composition is achieved and gets stabilized in time.
Bulk sample properties are thus controlled, but the spatial
distribution side linked to a good blend is overlooked.
Nowadays, hyperspectral imaging (HSI) techniques work
attributing a spectrum to every individual pixel in the image
and, thus, connect chemical and spatial information of samples.

Hence, HSI are excellent measurements for a deeper study of
heterogeneity.7,8

The heterogeneity concept in TOS can be used to interpret
this kind of information in HSI. Indeed, different heterogeneity
aspects can be addressed focusing on the study of properties of
individual pixels or drawing the attention to properties of
neighboring pixels or neighboring pixel areas. It is very tempting
associating the first approach with the concept of CH and the
latter to the definition of DH. However, whereas looking at pixel
areas or neighboring pixels will provide a good indication of DH,
CH cannot be derived from the study of properties of individual
pixels because every pixel in an HSI may offer information on
one or more fragments of the material scanned. From now on
and to be accurate, we will use the term global heterogeneity
(GH) to design the heterogeneity information issued from the
independent exam of individual pixel properties, which reflects
both CH and DH, and the term DH to express the information
coming from the analysis of neighboring pixels or pixel areas.
Even ignoring the TOS formulation, some attempts to use

images to define the different heterogeneity aspects mentioned
can be found. Thus, GH has often been defined using histograms
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derived from pixel image intensities or pixel concentration
values issued from multivariate calibration models.9,10 Or,
approaches such as macropixel analysis, were connected to the
definition of DH by studying properties of pixel neighborhood
areas of different increasing sizes covering all scanned
images.11−14

Within the TOS context, variographic analysis has been
proposed to statistically study the influence of spatial correlation
in heterogeneity.1,2,15 A recent work has been published and
monitors blending by using variographic analysis based on large
field of view single spectroscopic measurements acquired as a
function of time on the material circulating on a conveyor belt.16

An attempt of using variographic analysis on HSI can be
encountered but is limited to extract and interpret variogram
parameters obtained after fitting the experimental variogram
with models inspired in geostatistical theory.17

In our work, we have designed quantitative indices of GH and
DH directly derived from the experimental HSI variograms and
easy to be interpreted. The full data analysis pipeline
incorporates the use of the multivariate curve resolution−
alternating least squares (MCR−ALS)method on the raw image
to compress HSI information and obtain the distribution maps
of the pure compounds in the sample analyzed.18−20 This step
allows defining GH and DH per sample and also individually per
compound, thus completing the heterogeneity description. The
distribution maps are the seeding information to obtain the so-
called GHI (global heterogeneity index) and the DUI
(distributional uniformity index), related to GH and DH,
respectively.When images are collected as a function of blending
time, GHI and DUI curves provide a very good tool to
understand the evolution of GH and DH along the blending
process and can be potentially used for end-point blending
detection or for blending control of end-products.
The indices designed are tested on simulated data and real in-

house blending runs of pharmaceutical products monitored by
NIR imaging. GHI and DUI curves have provided insight on the
quality of the blending evolution and on the detection and
characterization of blending faults at a sample and at a
compound level. Although the blending runs mimic a batch
process, the same methodology would apply to blending control
of continuous processes.

■ EXPERIMENTAL SECTION
A process mimicking the blending of a solid pharmaceutical
formulation was carried out using caffeine (CAF) and
acetylsalicylic acid (ASA) as active pharmaceutical ingredients
(APIs), both purchased at Sigma-Aldrich (a.r.), and sodium
starch glycolate, Explotab (EXP) as an excipient, donated by JRS
Pharma. Three batches were performed with API mass
proportions of 10:1, 1:1, and 1:10 (ASA/CAF), named B1,
B2, and B3, respectively. The mass fraction of EXP was kept at
15% in all batches. An approximate total mass of 0.8 g of the
formulation was weighed in a 2-halves cylindrical capsule (23
mm diameter × 5 mm height). Before starting the blending
process, an initial NIR HSI was collected at time = 0 s (t0) from
the capsule containing the three segregated ingredients. The
closed capsule was placed in a rotating device for mixing and a
total of 11 NIR images at cumulative blending times of 15, 30,
45, 60, 120, 180, 240, 300, 480, and 600 s, were recorded per
batch.
The images from the pharmaceutical mixture at each blending

time have been acquired with a pushbroom NIR image
acquisition system Specim FX17 by Spectral Imaging Ltd.,

Oulu, Finland, for industrial and laboratory use. The imaging
system consists of a hyperspectral camera and a 20 cm × 40 cm
scanning bed. From the raw signal provided by the camera,
reflectance and related absorbance spectra were calculated as
explained in Section 1 of the Supporting Information.
The camera frame rate was set to 35 Hz and the scanning bed

speed to 3.2 mm/s to keep an adequate aspect ratio of the image.
The FX17 sensor exposure time was set to 2 ms according to the
signal provided by the “white” reference to avoid saturated
signals. Spectra were recorded in the 900−1700 nm NIR
spectral range with a spectral resolution of 3.5 nm. The pixel size
in all images is approximately 0.1 × 0.1 mm2.
To study the reproducibility of the proposed heterogeneity

indices, several images were collected from the same sample with
different sensor exposure times in different days, see Section 4 of
the Supporting Information for detailed experimental descrip-
tion.

■ DATA TREATMENT
The data treatment is oriented to monitor the evolution of the
sample heterogeneity during a blending process. Below, the step
related to MCR−ALS analysis of blending images to obtain the
distribution maps of the pure ingredients of the formulation and
the subsequent use of thesemaps to obtain heterogeneity indices
based on variographic analysis per component and per sample is
described.

HSI Unmixing. Image Preprocessing.Before data analysis, a
squared area (150 × 150 pixels) from the center of each image
was cropped for further analysis, which represents a sample area
of ca. 15 × 15 mm. The NIR spectra of the image were
preprocessed using Savitzky−Golay first derivative (second
order polynomial and window size of five points)21 for baseline
correction. See Figure S1 in the Supporting Information.

Multivariate Curve Resolution−Alternating Least Squares.
Image unmixing was performed with MCR−ALS, which
provides the iterative decomposition of the preprocessed
hyperspectral data (D) into concentration profiles, from which
distribution maps can be derived (matrix C), and pure spectra
(ST) of the sample constituents. Although a HSI dataset can be
visualized as a three-dimensional (3D) data cube, where two
dimensions (x and y) are the pixel coordinates and the third is
the spectral dimension (λ), the data cube is unfolded into a two-
dimensional (2D) matrix D with rows (x × y pixels) and
columns (λ) that is decomposed according to the bilinear model
in eq 118,20,22

D CS ET= + (1)

where D is the data matrix containing the preprocessed NIR
pixel spectra and C and ST are the matrices with the
concentration and spectral profiles of the pure components in
the samples, respectively. E contains the variance not explained
by the bilinear model, related to the experimental error. After the
MCR−ALS resolution of the HSI dataset, the pure distribution
maps of the image constituents can be obtained by folding back
the stretched concentration profiles in C to recover the original
2D spatial structure of the image (see Figure 1).
The same bilinear model of MCR−ALS holds for multiset

analysis, which consists of the simultaneous analysis of multiple
images.19,20,23,24 In this case, multiset structures D are built
appending the submatrices Di linked to the pixel spectra of the
images collected in the different blending steps and three
additional matrices with spectra coming from images of the pure
ingredients to help in the unmixing analysis, as shown in Figure
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1. The decomposition of the multiset structure using eq 1
provides a single matrix ST of pure spectra, valid for all the
images analyzed, and a matrix C, formed by as many Ci
submatrices as images in the data set. The profiles in each of
theseCi submatrices can be appropriately folded back to recover
the related distribution maps of the images recorded at the
different blending times, see Figure 1.
The MCR−ALS algorithm requires an initial estimate of

either C or ST matrices to start the iterative optimization. In this
work, ST was estimated based on the selection of the purest pixel
spectra25 from the matrixD. The constrained ALS calculation of
C and ST was performed until convergence was reached.18−20

The constraints used were normalization of pure spectra in ST

and non-negativity in the concentration profiles in C.
The correspondence among species constraint, which sets

presence/absence of components in the different images, was
applied to the pure component images in order to decrease
ambiguity in the MCR solutions and provide more accurate
results19 (see Figure 1). TheMCR analysis was carried out using
an in-house GUI developed under MATLAB and related
routines.26

Design of Heterogeneity Indices Based on Vario-
graphic Analysis of Images. Heterogeneity can be very well-
studied with variograms. A variogram displays the evolution of
the variance as a function of a lag (expressed in time or distance
units). In a variogram, the variance values are estimated by
comparing pairs of observations separated at different lags.1,2,15

Variograms can be easily adapted to explore correlation
phenomena in 2D images (or 2D derived maps from 3D HSI)
and, if needed, in 3D images formed by three spatial coordinates.
For 2D image maps, experimental variograms are calculated
comparing properties of pixel pairs separated a certain lag using
the following equation

V h
N h

c x h c x( )
1
2

1
( )

( ) ( )
i

N h

i i
1

( )
2∑= · [ + − ]

= (2)

where V(h) is the variance associated with the lag (h), which is
found as half of the average of the squared differences of allN(h)
pairs of measured pixel values c(xi + h) and c(xi) separated by a
lag distance (h). Note that eq 2 expresses variance in absolute
units. If the results need to be expressed in relative terms, the
expression must be divided by the square of the average c value
for all pixels in the image analyzed.
The variogram represents the variance estimated by the

comparison of pixel pairs along the image as a function of the lag

distance among the pixels compared. In this work, the V(h)
values of image variograms were calculated using concentration
values (c) extracted from distribution maps obtained from
MCR−ALS and taking the lag distance in both vertical and
horizontal directions of the square image as depicted in Figure 2.

Figure 2A,B displays the pairs of pixels compared to calculate
V(1) and V(2), variances associated with a lag h = 1 and h = 2,
respectively. Figure 2C shows the complete variogram obtained
once V(h) values are calculated for all lags from 1 until the
maximum lag distance, which is set to half the number of pixels
of the squared image side, that is, 75 pixels in this study.
A representative shape for a variogram obtained from a 2D

image is shown in Figure 2C. When a moderate level of GH
exists, typical from pharmaceutical or alimentary mixtures,
neighboring pixel pairs, with small lag h, are expected to present
more similar properties than pixel pairs far away from each
other; therefore, variance values will be smaller for low lag
distances and will increase as the lag does, until a stabilization is
reached, which indicates that correlation among pixel pairs does
not exist anymore. The extension of the increasing part of the
variogram is called the range and represents the lag distance in
which there is correlation between the pixel pairs compared.
Beyond that distance, there is no correlation anymore and the
variance values get very similar to each other. The range defines
the extension of the spatial correlation within the image and,
therefore, relates to the DH. The sill is the maximum variance in
a variogram, although technically in increasing variograms is
often computed as the average of variance values.2 The sill can
be used as an estimate of the GH of the sample material.
In this work, the 2D distribution maps from MCR−ALS have

been chosen for variogram calculations because heterogeneity
can be estimated at individual component and at a sample level.
However, the same approach could use as initial information
predicted pixel (c) values obtained from multivariate calibration
models, pixel intensities from a specific spectral band, global

Figure 1. MCR−ALS analysis of an image multiset, where x and y are
spatial pixels and λ represents the spectra wavelengths.

Figure 2. Representation of the pixel pairs used for the variance
calculation in lag distance (a) h = 1 and (b) h = 2. (c) Representative
variogram showing the extension of the correlation part, range, and the
sill, linked conceptually to the variance in the absence of correlation.
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pixel intensities of all spectral range scanned, or any other type of
measurement that represents a 2D map of the specific material
or property to be analyzed.
To illustrate how variographic analysis can be used to study

heterogeneity, Figure 3 shows the procedure followed to extract

heterogeneity indices from two distribution maps related to real
images at different blending times obtained in this work. Thus,
Figure 3A,D show the distribution maps of the excipient,
Explotab, at the beginning and in the middle of a blending batch,
respectively. In Figure 3A, the excipient was not yet uniformly
mixed, as seen by large clumps with high (in red) or very low
concentration (in blue) of the substance. In Figure 3D, the
excipient was found to be better mixed with the other
ingredients, as shown by the small clumps present in the
distribution map and the narrower range in the pixel
concentration values. Figure 3C and 3F show the variograms
(in blue) related to maps in Figure 3A and 3D, respectively. In
Figure 3C a continuously increasing variogram is obtained, with
a range beyond the maximum lag distance used. On the other
hand, the variogram in Figure 3F shows a shorter range, around
35 pixel distance. There is also a clear difference in the sill of both
variograms, with the largest values found for the variogram
related to themap in Figure 3A, at the beginning of the blending,
where the variance among pixel concentration values is larger.
From a qualitative point of view, it can be concluded that both

GH, linked to the sill of the variogram, and DH, linked to the
range, are higher for the map in Figure 3A than for that in Figure
3D. However, there is a need for a quantitative reference
indicating how far from perfect mixing, that is, minimum DH,
the material of each map is. To set this ideally mixed reference,
the pixels of each map were randomized, as seen in Figure 3B
and 3E for the maps in Figure 3A and 3D, respectively. These
randomized maps have a double advantage: (a) the GH of the
real material is preserved, that is, the pixel concentration values
are the same as for the real map, and (b) there is a complete lack
of correlation among pixel concentration values, that is, the
situation that would happen when perfect mixing is achieved and
no DH is present. Figure 3C and 3F show the variograms of the

randomized maps (in red) in Figure 3B and 3E, respectively. As
expected, flat variograms with steady variance values are
obtained for all lag distances h because the lack of correlation
makes that neighboring pixels show concentration values as
similar as those shown by pairs of pixels very distant from each
other.
Looking at the variograms of the randomized maps, the sill of

the flat variogram obtained from the randomized map in Figure
3B is higher than the map in Figure 3E because the variation in
pixel concentration values is higher at the beginning of the
blending process, that is, many pixels have very high or very low
concentration values, whereas when the ingredients are better
mixed, the pixel concentration values get more similar. This fact
connects in a straightforward way with the expected decrease of
GH during blending.
In addition, comparing the variograms of the original maps (in

blue) with the related variograms of the randomized maps (in
red), it can be observed that the shape of the real variogram gets
closer to the shape of the flat variogram as blending progresses,
that is, the two variograms are more similar at the middle of the
process (Figure 3F), when the range for the real variogram gets
shorter and variance stabilizes at earlier lags, than at the
beginning of the blending (Figure 3C). This observation
connects with the expected decrease of DH during blending.
Based on the previous observations of the variographic

analysis of images with different degree of mixing, two
heterogeneity indices are proposed using information that can
be extracted from the real and randomized variograms obtained
from a component distribution map, namely:

a) The GHI: estimated from the sill, that is, the average of
the variance for all lags of the flat variogram from
randomized maps. Actually, the sill of the flat variogram is
an approximate estimation of the global variance of all
pixel concentration values in the image.27 Hence, GHI can
be easily interpreted as the variance (absolute or relative)
of pixel concentration values in the image.

b) The DUI: estimated by calculating the ratio of the area of
the variogram obtained from the real distribution map to
the area of the flat variogram derived from the related
randomized map

A
B

DUI =
(3)

where A is the blue striped area under the variogram for the real
map and B is the red striped area under the variogram for the
randomized map (see Figure 3C,F).
The DUI can vary between 0 and 1 and allows quantifying the

variation of DH based on variographic analysis. Experimental
variograms far from their related flat horizontal variogram, as in
Figure 3C, will give lowDUI values, indicating highDH. Instead,
experimental variograms close to its randomized map variogram
provide DUI values close to 1 indicating that themixture has low
DH. In this case, the DUI values for the maps in Figure 3A and
3D are 0.55 and 0.9, respectively, meaning that 55 and 90% of
ideal mixing is reached, respectively. It is relevant to note that the
DUI value changes depending on the extent of the lag scale, that
is, looking at Figure 3D,F, it is easy to see that if the lag scale had
a limit lower than 75, the DUI values would be lower and if the
images and related variograms had extended until a longer lag
scale limit, the DUI values would be smaller. This means that the
lag scale should adjust to the spatial scale level of heterogeneity
that needs to be studied. Far from being a disadvantage, this

Figure 3. Distribution map of EXP at the beginning (A) and in the
middle (D) of a blending process (the colorbar refers to the MCR-
derived pixel concentration values in the maps). (B,E) are the
randomized maps from pixels in (A,D), respectively. (C) Overlapped
variograms from maps in (A), blue curve, and (B), red curve. (F)
Overlapped variograms from maps in (D), blue curve, and (E), red
curve. Striped blue and striped red areas are the areas under the real
map variogram curves and the randomized map variogram curves,
respectively.
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means that, if needed, the DH index can be studied at different
spatial scale levels.
Both GHI and DUI indices can be obtained from variograms

of individual components, but also total indices can be
calculated for several selected components or all components
of the formulation together. In this case, the indices are
estimated from the total variogram obtained by averaging the
variograms of the individual components using the following
equation

V h V h( )
1
nc

( )
j

jT
1

nc

∑=
= (4)

whereVT(h) is the variance at lag h for the total variogram, Vj(h)
the variance at lag h for the variogram of component j and nc is
the total number of components considered in the calculation.
In this work, the proposed heterogeneity indices have been
calculated using the distribution maps obtained at different
times of each blending process per component and per total
formulation.
The evolution of these indices has been used to follow the

progress of the blending process and understand faults related to
it.

■ RESULTS AND DISCUSSION
Simulated Systems. For a better understanding of the

heterogeneity indices proposed, the approach has been tested in
two systems that mimic the evolution of the distribution map of
an individual compound from a binary mixture during blending.
In system I (see maps in Figure 4A), it is assumed that the pixel
size is equal to the fragment size of the compound. The blending
simulation is carried out so that the fragments of the compound
of interest only change position, but the pixel concentration
keeps invariant (meaning that every pixel contains the
compound or not). Top, middle, and bottom lines in Figure
4A indicate situations where the compound of interest have a

bulk abundance of 5, 50, or 95% in the sample. The color code in
the maps is red for pixels with 100% abundance of the
compound and dark blue when the abundance is 0%. A certain
amount of noise has been added to the concentration values (see
Section 2 of the Supporting Information for more details on the
simulation).
Figure 4B shows the evolution of the DUI curves for the maps

in Figure 4A. Note that the increase of the DUI index matches
perfectly well the change in the spatial distribution of the
compound of interest (in red). The closer the maps to a uniform
distribution, the highest the DUI index. In all three systems, DUI
values very close to one (ideal mixing) are found when the map
is shown at r = 125 or higher. It is also interesting to note that
DUI curves when the compound of interest is at a 5% of
abundance or 95% of abundance are almost identical. This
clearly proves that the DUI index, as mentioned in the data
treatment section, only relates to variations in the distributional
pattern of compounds, not to their concentration level (it is a
concentration-independent index). Bearing this in mind, the
initial maps at 5% of abundance and 95% of abundance show an
identical spatial pattern, with a big 95% area with similar
concentrations (either low at the 5% abundance map or high at
the 95% abundance map) and a small 5% zone different from the
rest. From a spatial point of view, the initial situation when the
abundance of the compound of interest is 50% is worse than the
previous ones because two big different regions in the map are
present; hence, the lower initial DUI value.
Figure 4C shows GHI indices calculated in relative scale. As

mentioned in the data treatment section, this index is calculated
from the sill of the variogram of the randomized map of the
image. The reason why the GHI index remains invariant during
all blending processes in Figure 4A is due to the nature of the
blending simulation. Remember that in this case, mixing was
simulated by changing the pixel positions in the map, but not
their concentration values. Hence, the variance of the pixel
concentration values in the randomized maps at all blending

Figure 4. Simulated system I. (a) Simulatedmaps beforemixing, r = 0 and at different blending steps until r = 250 for a bulk abundance of compound of
interest equal to 5% (top), 50% (middle), and 95% (bottom); (b) DUI and (c) GHI curves calculated using the proposed variographic analysis of the
generated maps for all steps. Circles represent the heterogeneity indices related to the maps shown above.
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stages, represented by the sill of the variogram, is identical
because the pixel concentration values are the same (see the
invariance of the histograms of the distribution maps in Figure
S4 of the Supporting Information). Note that the GHI value
derived from the variogram sill is practically identical to the
variance of the pixel concentration values of the distributionmap
studied, as shown in Figure S4 of the Supporting Information.
Because GHI is given here in relative terms, the GHI is higher
when the compound of interest is minor and decreases as its
abundance increases.
System II shows the scenario where the pixel size can enclose

several fragments of the material. As a consequence, when
blending progresses, the fragments of the compound of interest
change position, but a single pixel can contain fragments of the
two different compounds in the binary mixture and, hence, the
pixel concentration of the compound of interest can acquire
different values from 0 to 100% depending on the proportion of
fragments present in the pixel. As in system I, top, middle, and
bottom lines in Figure 5A indicate situations where the
compound of interest have a bulk abundance of 5, 50, or 95%
in the sample (see Section 2 of the Supporting Information for
more details in the simulation).
It is important to note in maps of Figure 5A that not only the

distributional pattern gets more uniform as blending progresses,
but also the pixel concentration range is reduced (see the
evolution of the histograms of the distributionmaps in Figure S5
from the Supporting Information). These two phenomena
reflect in the DUI and GHI curves, respectively.
Figure 5B shows the DUI curves for the blendings in 5A and

they are very similar to those shown in system I (Figure 4B)
because the modification in distributional pattern of the
blending has been done in the same manner. Again, curves for
5 and 95% compound abundance are very similar and differ from
the 50% compound abundance blending.
GHI curves in Figure 5C show a clear change with respect to

those in Figure 4C. Because blending causes that the pixel

concentration range narrows, the variance associated with pixel
concentration values, reflected by the sill of the variograms of the
randomized maps, decreases and so does the GHI index. Note
again that the GHI values derived from the variogram sill agree
with the variances of the pixel concentration values of the
distribution maps studied, as shown in Figure S5 of the
Supporting Information. The decrease in these relative GHI
indices happens for the three blendings studied, but the decay
can be more clearly seen when the compound of interest is in a
minor proportion.
The increase of the DUI curve and the decrease of the GHI

curve is the behavior expected for real blending processes
monitored by imaging when mixing proceeds in a correct way.
Deviations from this behavior are indications of blending
problems in the formulation studied or in individual
compounds.

Real Blending Processes. The real blending processes
studied correspond to the scenario simulated in system II, where
the pixel size is clearly bigger than the fragment size of the
different materials in the formulation.
Note that each of the images recorded provides a number of

pixel spectra large enough to derive reliable statistical indicators
and, besides, covers a sample area slightly higher than a pill size
(15 × 15) mm2. This means that the lag scale in the variograms
will adjust to the spatial level of heterogeneity that needs to be
studied.
As mentioned in the Data Treatment section, the study of the

real blending processes first requires an unmixing step to obtain
the pure distributionmaps of the compounds in the formulation,
followed by the computation of the GHI and DUI curves
associated with the formulation and with each of their individual
compounds.

Unmixing of NIR-HSI Data and Qualitative Evaluation
of Blending Evolution. NIR HSI unmixing by MCR−ALS
was carried out on a multiset structure containing a total of 36
preprocessed images, structured as a column-wise augmented

Figure 5. Simulated system II. (A) Simulated maps before mixing, r = 0 and after every 25 mixing steps interval until r = 250 for a bulk abundance of
compound of interest equal to 5% (top), 50% (middle), and 95% (bottom); (B) DUI and (C) GHI curves calculated using the proposed variographic
analysis of the generated maps for all steps. Circles represents the heterogeneity indices related to the maps shown above.
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matrix. The multiset structure analyzed was formed by the
preprocessed images of the three batches B1, B2, and B3, at 11
blending times each, and the three images of the pure
ingredients (ASA, CAF, and starch, EXP). The pure resolved
spectral profiles of the mixture formulation ingredients are
shown in Figure S6. The evolution of the blending process can
be qualitatively assessed by observing the MCR−ALS pure
component distributionmaps from theNIRHSI. Figures S7−S9
in the Supporting Information show the evolution of the
distribution maps of the three ingredients, CAF, ASA, and EXP,
at the 11 blending times for batch B1 (10:1ASA/CAF), B2,
and B3, respectively.
Figure 6 shows combined RGB maps overlaying the

information of the three pure component maps (red for CAF,
green for EXP, and blue for ASA) for batches B1, B2, and B3 in
the first, second, and third row of the figure, respectively. In the
blending evolution of batch B1 (10:1ASA/CAF), the RGB
map at t0 shows the segregated ingredients before blending
started. The succeeding maps, t15 and t30, show the decrease of
the segregation level, but still some clumps of pure ingredients
are visible. After consecutive blending steps, from t45 onward, all
three components were visually more evenly distributed in the
imaged area. For batch B2, t0 shows the segregated ingredients
and a decrease of the segregation level is observed in distribution
maps from consecutive blending times. However, at long
blending times, the ingredients start to segregate, probably due
to overmixing, as can be observed by the visible large clumps of
different ingredients in the last two maps, at t480 and t600. Last,
batch B3 (1:10ASA/CAF) starts with the segregated situation
at t0 and a certain blending improvement in the immediate
blending times. However, from blending time t120 and beyond,
an increase of segregation was observed mainly because of the
formation of large granules of pure CAF, the major ingredient of
this formulation. It is also interesting to note that the segregation
behavior is different in every component. Thus, when visualizing
maps from batches B2 and B3, clumps are generally associated
with CAF (in red) and starch (in green), whereas ASA (in blue)
seem to show amore even distribution (see maps in Figures S3−
S5 for more clarity).
From a qualitative point of view, it can be observed that the

blending quality decreases from batch B1 to B2, being B3 the
worst blended batch. It is also seen that blending quality is
compound-dependent. These different situations will be
quantitatively confirmed using the heterogeneity indices
proposed in this work.
Blending Process Monitoring with Image Variogram-

Derived Heterogeneity Indices. In this section, the assess-
ment of blending quality using the proposed indices related to
GHI and DUI is presented.

First, a description of the blending quality of the formulation
for the three batches is provided. Thus, Figure 7A shows the per

sample heterogeneity indices GHI (left plot) and DUI (right
plot) obtained from the total variograms (see eq 4) taking into
account all formulation ingredients in the blendings. The
evolution of the quantitative heterogeneity indices confirms the
qualitative interpretation pointing out that batch B1 had a good
blending evolution, whereas abnormal blending behaviors were
detected in batches B2 and B3.

Figure 6. Combined RGB maps with overlaid pure component distribution maps obtained with MCR−ALS for batches B1 (top row), B2 (middle
row), and B3 (bottom row). RedCAF, greenEXP, and blueASA.

Figure 7. (A) Per sample GHI and DUI curves for blending of batches
B1, B2, and B3. Inset plot zooms per sample GHI values after t0. (B)
GHI and DUI curves per component for blending batches B1, B2, and
B3. Left plots, GHI curves. Right plots, DUI curves. Note that some per
component GHI values are outside y-axis scale at the beginning of the
process.
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Thus, observing the per sample GHI curves in Figure 7A (left
plot), a rapid drop of GHI is observed right after the blending of
all batches started. That was an expected behavior considering
that the formulation ingredients were completely segregated in
the capsule before the start of the blending process. Per sample
GHI kept decreasing for all batches until 60 s of blending time,
when all batches reached a GHI, expressed in relative variance,
below 0.13. After t60, GHI stabilized for batch B1, but batches B2
and B3 showed an increasing trend, more visible and erratic for
B3, see inset plot in Figure 7A (left plot). Per sample GHI at the
end of each blending were 0.1, 0.18, and 0.26 for batches B1, B2,
and B3, respectively.
Per sample DUI curves, Figure 7A (right plot), confirmed the

visual interpretation of the spatial component distribution seen
in maps of Figure 6B. Whereas the DUI curve had stabilized for
batch B1 after the first minute of blending, a decreasing trend
was observed for batches B2 and B3, with the most erratic
behavior linked again to batch B3. The increase of segregation in
the formulation ingredients for blends B2 and B3 shown in
Figure 6B is reflected by the low DUI values obtained at the end
of the blending. Indeed, the DUI value for batch B3 at t600 is
almost as low as before the blending started at t0.
The per sample DUI values obtained at the end of each

blending at t600 were 0.94, 0.77, and 0.62 for batches B1, B2, and
B3, respectively, meaning that the batch material reached 94, 77,
and 62% of ideal mixing in the three batches.
To complement the heterogeneity description per formula-

tion for all three batches in Figure 7A,B shows the per
component heterogeneity indices for all batches studied,
estimated as described in the data analysis section. In Figure
7B, the GHI curves for all compounds of batch B1 showed the
same behavior as the formulation GHI curve, defined by a
decrease and stabilization of GHI values. The higher GHI values
obtained for CAF are related to its low concentration level in the
B1 formulation, which resulted in a higher relative variance. The
DUI curves of the different components of batch B1 showed that
as the blending proceeded, theDHdecreased and, consequently,
DUI values increased for all components. Indeed, after 200 s of
blending time, the DUI curves stabilized with a value circa 0.95
for all components of the formulation in B1. Both GHI and DUI
curves show the expected evolution for a good blending behavior
(as happened in Figure 5 for the simulated system II).
Figure 7B (middle row) shows GHI and DUI curves of batch

B2 at the left and right plots, respectively. In this case, although
the increasing trend of GHI after t60 was observed for all
ingredients, slightly higher changes were associated with CAF
and ASA. Regarding the DUI curves obtained per component in
batch B2, Figure 7B shows that the decreasing trend of the DUI
curve for the total formulation seen in Figure 7A was clearly
associated only with CAF and EXP (the more even spatial
distribution of ASA can be clearly seen in the individual
distribution maps of this compound in Figure S8). Thus, while
the DH of ASA kept stable and showed steady DUI values
around 0.88 during most of the blending process, CAF and EXP
decreased from a DUI value roughly equal to 0.9 at t60 to a value
lower than 0.75 at t600. This increase of DH, quantitatively
represented by the decrease of the DUI value, matches the visual
qualitative interpretation of CAF and EXP maps of batch B2 in
Figure 6B.
Finally, for batch B3, Figure 7B (bottom left) shows that the

GHI curve stabilized for the ASA component, although the value
of the index remained high because of its low concentration
level. Thus, the irregular behavior of the sample GHI curve for

batch B3 seen in Figure 7A is mainly due to CAF, with a steady
increasing tendency, and EXP, with an erratic evolution reaching
a maximum GHI value at t300. Figure 7B (bottom right) shows
the DUI curves for the three components in batch B3. Although
an even spatial distribution is not fully achieved by any
component, the segregation tendency is much more clearly
associated with CAF and EXP than with ASA (see separate
distribution maps of this compound in Figure S9 for further
clarification). Indeed, the lowest DUI values at the end of batch
B3 are obtained for CAF and EXP, even though these are the two
major ingredients of this formulation. The clear irregular and
decreasing tendency of the DUI curves of CAF and EXP
matches the emergence of large clumps of these two compounds
in their distribution maps at long blending times, particularly
visible at t600 in red for CAF and in green for EXP, as seen in
Figure 6 (bottom).
There are some interesting additional remarks linked to the

plots observed. GHI values can be expressed in absolute or
relative variance units. When linked to pixel concentration
variation, GHI values in absolute variance scale would need
maps issued from a calibration-based model, for example, PLS,
to obtain a useful interpretation. GHI values in a relative scale
allow working with maps derived from calibration-free method-
ologies, such as MCR. When working with GHI values in a
relative scale, it should be reminded that high relative variance
values may just appear because a minor compound is studied.
This effect is clearly seen in GHI curves of ASA (in blue), the
compound that tends to have the best blending in all batches,
where the magnitude of GHI values increases from B1 to B2 to
B3, matching the decreasing content of this compound in the
three batch formulations. Therefore, interpretation should not
be focused only on the GHI value, which is concentration scale-
dependent, but on the evolution tendency of GHI, that is,
whether it gets stabilized during blending or presents an
increasing or irregular tendency.
This is not the case for DUI values, which only refer to the

spatial distribution pattern of compounds. In this case,
compounds present in different concentration levels may
reach very similar and equally good DUI values when blending
is correct (see the case of the DUI curves of ASA, CAF, and EXP
in batch B1, where the ratio ASA/CAF is 10:1). DUI curves, as
mentioned before and proven in the simulated blendings, do not
suffer from scale-dependency and can be interpreted looking
both at the DUI values obtained and at the shape of the curve.
As seen throughout this work, the good performance and easy

interpretability of the heterogeneity indices proposed has been
proven in simulated and real blending systems. From an
analytical point of view, the robustness of the quantitative values
of the indices proposed has also been tested and is described in
detail in Section 4 of the Supporting Information. To do so,
images from the same sample showing a mixture of the same
composition as B1, collected at different exposure times and in
different days have been acquired. The per sample and per
component values of the GHI andDUI indices show a very good
reproducibility, as seen in Figures S10 and S11 of Section 4 in
the Supporting Information. It is interesting to note that DUI
indices are particularly stable because they are obtained from
area ratios between variograms of real and randomizedmaps and
all variability contributions other than the distributional pattern
of the material are cancelled out. In the case of GHI, satisfactory
values are obtained with slightly bigger fluctuations in minor
compounds than in major compounds, as expectable in any
analytical parameter.
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To conclude, both GHI and DUI indices are needed to
describe properly the blending behavior because they focus on
global and DH, respectively. When blending evolution is good
for all sample constituents, DUI curves reaching high and stable
values tend to go with GHI curves that also remain low and
stable, as happens in batch B1. However, many other situations
can be encountered where there is no synchronicity between the
evolution of GHI and DUI curves and strong variations in DUI
values do not lead to clear changes in GHI values or vice versa, as
seen in batches B2 and B3. Likewise, a complete heterogeneity
description should join a per sample and a per component
description because the different sample constituents do not
necessarily show the same heterogeneity pattern.

■ CONCLUSIONS

HSI followed by image unmixing and variographic analysis
provides an excellent combination to describe the global
heterogeneity and DH in samples and the dynamic evolution
of these attributes in blending processes. Indeed, a first visual
qualitative description of heterogeneity can be extracted from
the distribution maps retrieved by MCR−ALS, whereas the
quantitative estimation of GH and DH is achieved through the
proposed GHI and DUI, respectively.
The design of the GHI and DUI indices allows heterogeneity

descriptions at a sample and component level. The assessment of
blending evolution using per sample heterogeneity indices is
appropriate to see the overall process evolution and to detect
possible abnormal behaviors. Per sample GHI and DUI values
can also be adopted as quantitative criteria to define blending
quality or blending end-point by setting threshold values that
need to be reached to stop a blending process, for example, a
desired relative variance level for GHI and/or a preset
percentage of ideal mixing for DUI. Although these indices
have been tested in batch blending processes, their use can be
directly transferred to monitoring and control of continuous
blending operations.
The use of unmixing methods on the collected images

provides maps that allow a per component description of
heterogeneity through GHI and DUI indices that reflect
appropriately the individual behavior of the sample or blending
constituents. This individual description of heterogeneity offers
additional advantages, such as a higher flexibility in blending
monitoring and control protocols, for example, if there is only a
single or some critical components in a blending process that
need to be controlled, and contributes to a better understanding
of the sources of abnormal global blending behaviors.
In general, the methodology proposed provides a good

qualitative and quantitative description of heterogeneity for any
kind of sample and for monitoring and control of processes that
involve heterogeneity variations, such as blending operations.
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SWiVIA e Sliding window variographic image analysis for real-time
assessment of heterogeneity indices in blending processes monitored
with hyperspectral imaging
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� Novel PAT tool for real-time image-
based blending quality assessment.

� Heterogeneity indices are continu-
ously obtained from image vario-
graphic analysis.

� Indices are linked to distributional
(DUI) and global (GHI) heterogeneity.

� Heterogeneity DUI and GHI curves
allow blending process understand-
ing and control.
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a b s t r a c t

Controlling blending processes of solid material using advanced real-time sensing technologies tools is
crucial to guarantee the quality attributes of manufactured products from diverse industries. The use of
process analytical technology (PAT) tools based on chemical imaging systems are useful to assess het-
erogeneity information during mixing processes. Recently, a powerful procedure for heterogeneity
assessment based on the combination of off-line acquired chemical images and variographic analysis has
been proposed to provide specific heterogeneity indices related to global and distributional heteroge-
neity. This work proposes a novel PAT tool combining in situ chemical imaging and variogram-derived
quantitative heterogeneity indices for the real-time monitoring of blending processes. The proposed
method, so called sliding window variographic image analysis (SWiVIA), derives heterogeneity indices in
real-time associated with a sliding image window that moves continuously until the full blending time
interval is covered. The SWiVIA method is thoroughly assessed paying attention at the effect of relevant
factors for continuous blending monitoring and heterogeneity description, such as the scale of scrutiny
needed for heterogeneity definition or the blending period defined to set the sliding image window.
SWiVIA is tested on blending runs of pharmaceutical and food products monitored with an in situ near-
infrared chemical imaging system. The results obtained help to detect abnormal mixing phenomena and
can be the basis to establish blending process control indicators in the future. SWiVIA is adapted to study
blending behaviors of the bulk product or compound-specific blending evolutions.
© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The blend quality of solid materials is key to guarantee the

* Corresponding author.
** Corresponding author.

E-mail addresses: rodrigo.rocha@ub.edu (R. Rocha de Oliveira), anna.dejuan@ub.
edu (A. de Juan).

Contents lists available at ScienceDirect

Analytica Chimica Acta

journal homepage: www.elsevier .com/locate/aca

https://doi.org/10.1016/j.aca.2021.338852
0003-2670/© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/
).

Analytica Chimica Acta 1180 (2021) 338852

Results and Discussion 

175 

  



quality attributes of manufactured products by industries such as
pharmaceutical, food, plastic, and ceramic [1e3]. Lack of blend
quality affects not only the uniformity of the product composition,
but other physical and chemical properties of the final product. In
parallel to the intense development of computational modeling
methods devoted to understand the mechanisms involved during
mixing [4e6], the blending research field needs the development of
process analytical technology (PAT) including the use of advanced
real-time sensing technologies and multivariate analysis tools [7,8]
to properly interpret the blending evolution. Different advanced
real-time sensors combined with PAT tools have been developed
recently for the efficient optimization, monitoring and control of
blending processes [9e13]. However, in most of these studies, the
sensor provides a single-point spectrum permeasurement ignoring
the spatial distribution of the blending material. Some de-
velopments have been proposed to tackle this limitation of local
probe measurements by using several spectroscopic probes
attached at different positions of the blender vessel [14] or working
with imaging sensors [15e17]. Imaging sensors offer the advan-
tages of increasing the mass of material probed and, most impor-
tantly, are able to provide information on the spatial distribution of
the blending material.

Among the different PAT imaging options for blending moni-
toring, there is a growing interest in the use of hyperspectral im-
aging (HSI) techniques. Specially, push-broom near-infrared
hyperspectral image (NIR-HSI) systems, offering a fast image
acquisition, are deemed suitable for on-line monitoring in indus-
trial environments [18]. Hyperspectral images, also called chemical
images, are formed by a large number of spectra, each of them
associated with an individual sample pixel. In this way, they con-
nect chemical and spatial information of the measured sample and
provide excellent information to study the heterogeneity evolution
in mixing processes.

Two types of heterogeneity information can be extracted from
chemical images, the global heterogeneity (GH), related to the in-
dependent exam of individual pixel properties, and the distribu-
tional heterogeneity (DH), that expresses the information coming
from the analysis of neighboring pixels or pixel areas, linked to the
evenness in the spatial distribution of the different materials
forming a blend. Classical assessment of GH information has often
been defined using histogram-derived parameters from pixels of
the chemical image [19,20]. Different strategies have been pro-
posed to assess the DH from chemical images, based on the study of
the domain size of clumps of pure material in the mixture [21,22],
texture analysis [23], macropixel analysis [24] or variographic
analysis [25]. Recent works have defined quantitative DH indices
based on some of the strategies mentioned above for off-line
blending monitoring or for the analysis of end products [25e27]
that could be potentially extended to real-time monitoring of
blending processes.

In this study, we propose a new PAT tool for real-time moni-
toring of blending processes combining an in situ push-broom NIR-
HSI system with a suitable data analysis pipeline to continuously
provide variogram-derived GH and DH heterogeneity indices [25]
that depict adequately the blending evolution. A first step, based on
the use of the non-negativity-constrained least squares (FNNLS)
algorithm [28], is used to compress and transform in real-time the
initial HSI information into distribution (concentration) maps
related to each of the compounds in the blending process. These
distribution maps are the input information for the proposed
SWiVIA (Sliding Window Variographic Image Analysis) method.
SWiVIA works using a fixed size sliding window that moves across
the increasing maps obtained during blending. The map area
covered by the window is used to derive the variogram-related GH
and DH indices related to a particular blending time. Every time the

sliding window moves one point ahead in blending time, a new set
of heterogeneity indices is obtained until the full blending time
interval is covered. The SWiVIA method is used to continuously
generate the variogram-derived heterogeneity indices GHI (Global
Heterogeneity Index) and DUI (Distributional Uniformity Index),
related to GH and DH, respectively [25]. The compound maps, ob-
tained from the in-line push broom NIR-HSI system and the related
SWiVIA-derived heterogeneity indices, organized in GHI and DUI
curves, provide a very good tool to understand the evolution of GH
and DH along the blending process. As described in a previous
work, GHI and DUI indices can describe the blending evolution per
component or per total mixture.

The proposed method is tested on several blending runs of
pharmaceutical and food products performed in an in-house
rotating blending device monitored with an in situ NIR chemical
imaging system. First, a description of the effect of the scale of
scrutiny and the blending time covered by the sliding window on
the evolution of GHI and DUI curves is provided. Afterward, the
SWiVIA-derived GHI and DUI curves obtained from several
blending runs are described. From them, differences in blending
behavior among runs and among compounds can be clearly seen
and detection of de-mixing, an undesired blending-related phe-
nomenon that can be induced by excessive blending [29,30], is also
shown.

Although the blending runs were carried out using a small-scale
blending device, the same methodology can be applied to in-line
monitoring of batch or continuous industrial-scale blenders and
can be easily adapted to the seeding information provided by other
machine vision systems. The PAT tool proposed can be potentially
used for the detection of blending completion in batch blending
processes, feedback control of continuous blending processes, the
characterization of new blending devices, or the study of the
blending behavior of new formulations.

2. Experimental

2.1. Materials

To demonstrate the applicability of the proposed methodology
for continuous monitoring of blending processes, several blending
batches of solid material were studied in this work. The materials
present in the mixtures to be blended consisted of pharmaceutical
compounds, food products and plant seeds with diverse physical
properties, such as particle size, particle shape or density. Consid-
ering that the seeds used are edible, the materials were organized
into two main categories:

A) Food materials: Rice grits (RG), ground coffee (GC), quinoa
seeds Chenopodium quinoa (QS) and common poppy seeds
Papaver rhoeas (PS), all commercial products.

B) Pharmaceutical compounds: Caffeine (CAF) and acetylsali-
cylic acid (ASA) from Sigma-Aldrich, a.r., citric acid (CA) from
Merck, and sodium starch glycolate (SSG) from JRS Pharma.

Information about bulk density and particle size of the materials
are shown in Table 1 below.

2.2. Blending batches

Ten blending batches were carried out using binary and ternary
mixtures of the materials described above, trying to reflect com-
binations of materials with different physical properties. Table 2
summarizes the information about the composition and experi-
mental settings used in the blending runs carried out in this work.

Each blending run was carried out in a lab-scale horizontal
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rotary blender, which consisted of a 40-mL glass vial (h ¼ 95 mm
and O.D. ¼ 27 mm) attached directly to a stepper motor that
enabled rotation of the vial around its longitudinal axis with a
constant speed. The stepper motor was controlled with the aid of a
microcontroller and stepper motor driver connected to a PC
through an in-house developed control interface. This system was
mounted on an in-house-built 3D printed stand attached to the NIR
camera system. The position of the vial was adjusted so that the
bottom part was 7 cm above the NIR camera objective lens, see
Fig. 1.

The mixtures for the blending batches were prepared by intro-
ducing separate horizontal layers of each material inside the vial.
The volume of the initial mixture of all segregated solid ingredients
in a batch amounted to approximately 20 mL, leaving sufficient
space for the material to freely move inside the vial during the
blending run. Once all ingredients of the batchwere introduced, the
vial was capped and attached to the stepper motor. The blending
experiment started right after the NIR acquisition system was
initialized until the total blending time set, see Table 2. All blending
runs were performed at a rotational speed of 25 rpm, i.e. one

Table 1
Properties and picture with 1 mm reference scale of the material used to prepare the blending runs.

Category Material Bulk density ðg mL�1Þ Particle size (mm) Picture (1 mm scale)

Food Ground coffee (GC) 0.350(0.003)a <0.5c

Rice grits (RG) 0.763(0.007) 1b

Poppy seeds (PS) 0.616(0.008) 1b

Quinoa seeds (QS) 0.75(0.02) 2.3b

Pharma Acetylsalicylic acid (ASA) 0.78(0.01) 1b

Caffeine (CAF) 0.77 (0.02) <0.5c

Citric acid (CA) 0.87(0.04) 1b

Sodium starch glycolate (SSG) 0.817(0.006) <0.106d

a Standard deviation from triplicate measurements of bulk density in parenthesis.
b Approximate average particle size as determined by image based particle size analysis.
c Particle size was too small to be determined by the image based particle size analysis.
d Particle size through 140 mesh (min. 99%). Provided by JRS Pharma certificate of analysis.
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rotations takes 2.4 s.

2.3. In-line NIR hyperspectral image acquisition system

An NIR hyperspectral image acquisition system was used to
continuously collect hyperspectral data during the blending
experiment. The system consisted of a pushbroom NIR camera
(Specim FX17 by Spectral Imaging Ltd., Oulu, Finland) that collects
hyperspectral images in the NIR spectral region. Three halogen light
bulbs were used as NIR irradiation source. The system setup
allowed the collection of hyperspectral data in the diffuse reflec-
tance mode, as shown in Fig. 1. In every frame, the pushbroom
camera acquired a line of 640 NIR pixel spectra, formed by 224
spectral channels covering the 935e1720 nm spectral range.

Before each blending experiment, “dark” and “white” reference
spectra were recorded in order to convert raw sensor data into
reflectance and consecutively to absorbance spectra. “Dark” refer-
ence refers to the signal provided by the sensor background noise
and was obtained by averaging the signal of 100 frames with the
camera shutter closed. The white reference was obtained by scan-
ning a vial filled with barium sulfate powder, a highly reflective
material used to set the 100% reflectance reference. Vials filled with

the pure materials of the blending mixture were also scanned to
obtain pure average reference spectra of the blending components
in the same conditions as spectra from the blending run.

The integration time of the NIR measurements was set in the
range of 1e3 ms to avoid saturated sensor signals. The camera
frame rate or the number of line scans per second was set to 10 Hz
or 303 Hz depending on the blending run, see Table 2. The images
acquired from blending runs collected with a frame rate of 10 Hz
had a pixel size of 2.5 mm and for runs collected with 303 Hz,
0.1 mm. The complete data acquisition settings for each blending
run are shown in Table 2.

3. Data treatment

The data treatment section is focused on the description of the
steps to obtain the real-time evolution of heterogeneity indices
during blending batches. The full flowchart associated with the
data treatment is displayed in Fig. 2. As can be seen in Fig. 2, the first
step describes the preprocessing of raw image data and the con-
struction of distribution maps for each component of the mixture
during the blending process. After that, the continuous extraction
of variogram-derived heterogeneity indices from the distribution
maps is explained.

3.1. Hyperspectral data preprocessing and generation of
distribution maps

Data description. During the real-time monitoring of the
blending process with the NIR-HSI system, every HSI data frame
provided a line of 640-pixel spectra, where each pixel is formed by
absorbance values of the 224 spectral channels in the NIR range.
The final image size depended on the total number of frames
collected, associated with the frame rate and total blending time.

Data preprocessing. The raw HSI data should be preprocessed
for further analysis. Typical push broom NIR cameras present few
dead sensor signals, also called bad sensor pixels [31]. The positions
of the camera bad pixels were found using a “white” reference
image scanned previously to run the blending experiments. In the
system used in this work, the scanned line of pixels is sized
(640 � 224), i.e., 640 spectra with 224 spectral channels ¼ 143360
sensor elements in the FPA detector. From those, only 35 dead
sensor elements (“bad sensor pixels”) distributed in five clumps in
the detector array were found. The signal at each bad pixel detector
position was discarded and replaced by an interpolated value from
neighboring sensor pixels in the spectral direction in all subsequent
scanned hyperspectral data. A shape-preserving piecewise cubic
interpolation was the method used for this purpose. Subsequently,
pixels from the edges of the scanned linewere discarded because of
some image artifacts, such as out of focus pixels and presence of the
3D printed plastic support used to attach the vial to the stepper

Table 2
Description and experimental parameters (blending time and NIR image acquisition) of the blending runs analyzed.

Category Batch ID Relative composition Total blending time (min) Frame rate (Hz) Integration time (ms)

Food BF1 Coffee:Rice grits (1:1) 5 10 3
TF1R1 Poppy:Coffee:Quinoa (1:1:1) 5 303 2
TF1R2 Poppy:Coffee:Quinoa (1:1:1) 5 303 2
TF2R1 Poppy:Coffee:Rice grits (1:1:1) 5 303 2
TF2R2 Poppy:Coffee:Rice grits (1:1:1) 5 303 2

Pharma BP1 ASA:Caffeine (1:1) 5 10 3
BP2 ASA:CitricAcid (1:1) 15 10 2.9
TP1R1 ASA:Citric acid:Starch (1:2:1) 5 303 1.2
TP1R2 ASA:Citric acid:Starch (1:2:1) 5 303 1.2
TP2 ASA:Citric acid:Starch (1:10:1) 15 10 2.9

Fig. 1. Experimental setup. Rotary blender device formed by the vial (V) with material
mixture and stepper motor (M). The NIR hyperspectral image acquisition system was
formed by the NIR camera (C) and the light source (L).
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motor. From the 640 pixels/line provided by the camera sensor, at
least 500 pixels were kept for further analysis. Typical raw NIR
spectra baseline variation, as shown in Fig. S1A of the Supporting
Information (SI), was corrected using Savitzky-Golay first derivative
(second-order polynomial and window size of nine points) [32]
followed by spectral normalization using the Euclidean norm.
Fig. S1B of the SI shows the spectra after preprocessing.

Generation of distribution maps with FNNLS. The fast non-
negativity least squares (FNNLS) algorithm was used to generate
distribution maps for each component of the mixture using the
preprocessed hyperspectral data collected during the blending
experiments and the pure spectral signatures of the compounds
involved in the blending. These signatures were obtained as the
average of spectra of pure compound NIR images. FNNLS is a fast
algorithm implementation of the non-negativity-constrained

linear least squares regression [28]. This algorithm is applied on
every line of preprocessed pixel spectra taking as a basis the
bilinear model for spectroscopic data presented in eq. (1),

D¼CST þ E (1)

where Dðx�lÞ contains the x spectra in a pixel line, Cðx�kÞ is the
matrix of concentration profiles for the k components of the
blending run and STðk�lÞ is the matrix of the known pure spectra
signatures of the blending components.

Fig. 3A illustrates the FNNLS generation of concentration pro-
files, Ct1, using the first scanned line of preprocessed pixel spectra,
Dt1, and the matrix of pure spectral signatures, ST , for a three-
component system. Each column in matrix Ct1; related to one of
the species of the blending will be part of the related distribution

Fig. 2. Flowchart associated with the steps described in the data treatment section.
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map. This step is repeated for every new frame of hyperspectral
data obtained during the blending monitoring and the concentra-
tion profiles in the C matrix are arranged to form pure distribution
maps for each component of the mixture. Fig. 3B shows the dis-
tributionmaps obtainedwith FNNLS for each species after scanning
f frames from t1 to tf .

The distribution maps generated by FNNLS can only provide
real-time qualitative visual information about the heterogeneity of
the mixture during the blending process. In order to find quanti-
tative heterogeneity information during the process, a continuous
extraction of heterogeneity indices from the distribution maps
using variographic analysis is proposed in this work. In the calcu-
lation of the heterogeneity indices, the distribution maps are used
as such when the pixel size is bigger than the particle size of all
compounds in the mixture (images collected at frame rate 10 Hz).
Instead, when the pixel size is smaller than the particle size of a
particular compound (images collected at frame rate 303 Hz), a
binned version of the distribution map, where the pixel size is
approximately equal to the particle size, is used. The binning factor
can be easily deduced looking at the particle size of materials in
Table 1.

3.2. Continuous extraction of heterogeneity indices using a sliding
window variographic image analysis (SWiVIA)

Variographic analysis has been recently proposed to extract
heterogeneity indices from distribution maps coming from NIR
hyperspectral images [25]. A variogram shows the evolution of the
variance as a function of a lag distance. Variograms can be easily
adapted to analyze 2D images or distribution maps such as those
generated with the FNNLS algorithm (see Fig. 3B). The variance

values from image variograms are estimated by comparing prop-
erties of pixel pairs separated by a certain lag, in both horizontal
and vertical directions, using the following equation:

VðhÞ¼1
2
$

1
NðhÞ

XNðhÞ

i¼1

½cðxi þ hÞ � cðxiÞ�2 (2)

where VðhÞ is the variance found as half of the average of the
squared differences of all NðhÞ pairs of measured pixel values
cðxi þhÞ and cðxiÞ; separated by a lag distance ðhÞ. In this work, the
variance values VðhÞ were calculated using the concentration
values ðcÞ extracted from the distribution maps obtained by FNNLS.
Note that the image generated during the blending experiment has
one spatial dimension linked to the pixel line and another one
related to the blending time dimension. This relationship between
the spatial and blending time variables will be used to understand
the evolution of the blending process.

The suitable combined use of the variogram that comes from the
real distribution map (showing the real mixing situation) together
with the flat variogram that is obtained when the concentration
values of the real map are shuffled to provide a randomized map
(displaying the reference for the randomized mixture) is the basis
to derive two heterogeneity indices: the distributional uniformity
index (DUI), related specifically to the distributional heterogeneity
of the material, i.e., the evenness of the spatial distribution of the
material, and a global heterogeneity index, designed GHI, linked to
constant variance value (sill) of the flat variogram of the random-
ized map (more detail on how these indices are calculated is given
later on in this section).

In this work, these variogram-derived heterogeneity indices are
used to continuously follow the blending process. For this purpose,
a method based on sliding window variographic image analysis
(SWiVIA) is proposed. The SWiVIA method extracts the variogram-
derived heterogeneity indices from a submap defined by a sliding
window that moves every time one pixel line ahead until the full
map collected during the blending process is covered, as shown in
Fig. 4.

Fig. 4A shows the distribution map in grayscale where dark and
white pixels represent low and high concentration of the material,
respectively. The blending process evolution of the material is
shown from left to right in the map, starting at time t1 and finishing
after collecting f lines of pixels at time tf. Bands of segregated ma-
terial are observed at the beginning of the process fading away as
new lines of pixels are obtained mimicking the kind of distribution
map obtained in the blending processes performed with a rotary
blender in this work.

The sliding window sized ðx�wÞ is delimited by the number of
pixels ðxÞ of the scanned line and the width ðwÞ of the sliding
window. Therefore, the first full sliding window is obtained oncew
lines of x pixels are collected as delimited by the red rectangle in
Fig. 4A, covering from t1 until tw. Then, the related heterogeneity
indices can be calculated from the image inside this first window.
Fig. 4B shows the two indices, GHI and DUI, from the image inside
the window at tw. After the next line of pixels is recorded, at twþ1,
the window slides to the right including this new line and dis-
carding the oldest pixel line inside thewindowat t1, as delimited by
the green rectangle in Fig. 4A. Hence, new variogram-derived
indices are calculated for this new window and plotted next to
the previous point in Fig. 4B. This procedure is repeated for every
new line of pixel recorded during the blending process allowing the
real-time representation of the heterogeneity evolution until the
last line is scanned at tf. The last window and its related hetero-
geneity indices are shown in magenta in Fig. 4A and B, respectively.

At this point, all necessary steps displayed in the workflow

Fig. 3. (A) FNNLS generation of concentration profiles from the first scanned line of
hyperspectral data after preprocessing. (B) Distribution maps generated by FNNLS for
each component of the mixture during the blending process after scanning f frames
(pixel lines) from t1 to tf .

R. Rocha de Oliveira and A. de Juan Analytica Chimica Acta 1180 (2021) 338852

6

Chapter 4 

180 

  



presented in Fig. 2 have been described. Note that the computation
time needed to handle every new line of pixel spectra, from pre-
processing until providing a new set of GHI and DUI values may go
from 0.06 s (if no binning is required) to 0.01 s if a binning of 5 � 5
pixels is used. This means that the approach is suitable to provide
indices in real-time even if a high frame rate is used to monitor the
process.

The SWiVIA method described above can be used to follow the
evolution of a blending process based on the heterogeneity curves
presented in Fig. 4B for each individual component of the mixture,
per component indices. However, per total mixture indices can also
be calculated for several selected components or all components of
the mixture together as described elsewhere [25]. A weighted per
total mixture index can also be used taking into account the nominal
concentration of each blending component.

For a deeper understanding of the effect of the choice of some
parameters on the SWiVIA results, it is important to describe in
detail how the two variogram-derived heterogeneity indices are
calculated from a sliding window. Fig. 5A displays a real distribu-
tion map generated by FNNLS from poppy seeds at the beginning of
the TF2R2 blending run. The dashed green rectangle delimits the
sliding window from which the variogram showed in Fig. 5B (blue
line) was calculated using eq. (2). The GHI value displayed in Fig. 5B
by the flat red line is a very good approximation of the flat vario-
gram obtained from the randomized map, as designed in Ref. [25].
To save computational cost for online blending monitoring, the GHI
is here estimated from the variance of the pixel concentration
values inside the window, conceptually identical to the sill of the
flat variogram. The DUIwas estimated by calculating the ratio of the
area of the variogram obtained from the windowmap (striped blue
area) to the area of the flat variogram (striped red area), see Fig. 5B.
The more evenly distributed the material is, the more similar the
real variogram to the variogram of the randomized map (or to the
line defined by the GHI index) will be. For a perfect mixture, the DUI
value will be equal to 1.

The value of the heterogeneity indices calculated from the
submap delimited by the sliding windowmay vary according to the
following SWiVIA parameters:

a) Window size: The size of the sliding window influences the
value of both heterogeneity indices, since the related map
studied can cover more or less blending time range. Thewindow
size needs to be sufficiently long to provide a good appreciation
of the blending state at a certain blending time, but not exces-
sively long to avoid that the indices derived are affected by too
old observations that may cause some delays on the perception
of the real evolution of the blending progress. Variation in
window size may affect the evolution of both GHI and DUI
indices. Fig. 5A shows the three window sizes (related to 2.4, 4.8
and 12 s of blending time) that will be studied in this work to
address the effect of this parameter.

b) Maximumvariogram lag ðhmaxÞ: The hmax parameter limits the
distance in which pairs of pixels are compared and, therefore,
defines the scale of spatial scrutiny defined to study the distri-
butional heterogeneity. Reference scale for the hmax values (5,
12.5 and 25 mm) can be seen inside the distribution map in
Fig. 5A. The variogram plot in Fig. 5B clearly shows the effect of
changing this parameter in the DUI index obtained. Indeed,
limiting the lag scale of the variogram at the different hmax

values, the related DUI value changes significantly. Looking at
Fig. 5B, it is easy to see that for small hmax the DUI value is
smaller than for large hmax because of the different ratios be-
tween the two areas used to derive the index. This means that
the maximum lag scale should be adjusted to the spatial scale of
scrutiny sought for the problem of interest to obtain useful re-
sults. Changes in maximum variogram lag do not affect the GHI
index since it is a constant parameter estimated as the variance
of all pixel concentration values inside the full window studied.

The choice of these two parameters is process-dependent and
provides a flexible framework to adapt the blending monitoring to
different spatial scales of scrutiny and higher or lower blending
time resolution.

3.3. Software

The NIR-HSI data measurements were recorded using data

Fig. 4. Representation of the continous extraction of variogram-derived heterogeneity indices from a blending distribution map using the sliding window variographic image
analysis (SWiVIA) method. (A) distribution map and the sliding window with width, w, at time tw (first window), twþ1 and tf. (B) heterogeneity indices (DUI and GHI) calculated for
each image inside the sliding window as a function of the blending time.
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acquisition software (Specim Lumo, Spectral Imaging Ltd., Finland).
Data analysis was performed basically with in-house scripts for
FNNLS and the heterogeneity index derivation and PLS_Toolbox 8.7
(Eigenvector Research, USA) for data preprocessing running on
MATLAB R2020b (Mathworks, USA).

4. Results and discussion

4.1. Study of SWiVIA parameters effect on heterogeneity curves

For demonstration of the influence of the two SWiVIA param-
eters, i.e. window size (w) andmaximum lag distance (hmax), on the
variogram-derived heterogeneity indices, different combinations of
these parameters were tested for the analysis of the same distri-
bution map.

Fig. 6 shows the DUI curves generated with the different com-
binations of the SWiVIA parameters for the poppy seeds (PS) dis-
tribution map from batch TF2. For a better interpretation, the
results are shown only for the first 100 s of blending run. Fig. 6A
shows the heterogeneity curves obtained when varying themoving
window size (w ¼ 2.4, 4.8 and 12) with a fixed hmax ¼ 12.5 mm.
Fig. 6B shows the DUI curves obtained varying the maximum lag
distance (hmax ¼ 5, 12.5 and 25 mm) with fixed w ¼ 4.8 s. Addi-
tionally, Fig. 6C shows two PS submaps covering blending times
from 13 s to 15 s and from 73 s to 85 s of batch TF2, which are
related to the dotted vertical lines placed in Fig. 6A and B. Also, note
that the reference scales for bothw and hmax parameters are shown
in Fig. 6C.

In general, the heterogeneity curves generated with the
different SWiVIA parameters show a good blending evolution of PS
for the first 100 s of this batch run (see Figs. 6A and 6B). The lowDUI

values at the beginning of the process reflect the initial segregated
material as shown in Fig. 6C, top distribution map. As blending
progresses, a steady increase of the DUI value is observed until its
stabilization and maximum distributional uniformity is reached
after approximately 85 s of the blending run. The bottom map of
Fig. 6C shows how PS is more uniformly distributed when the DUI
curve stabilized at approximately 85 s. The effect of each individual
parameter on the DUI curves is described below.

Fig. 6A shows that the three DUI curves obtained using different
window sizes start and end at similar DUI values, approximately at
0.4 and 0.9, respectively. The DUI values are associated with the last
blending time in the map window studied. Therefore, the longer
the window size, the higher the number of past scanned lines
included in the map window used to calculate the related hetero-
geneity indices. Since the indices shown in Fig. 6A all come from full
map windows, different starting times are observed in the DUI
curves of Fig. 6A. When using too long window sizes, the global
evolution of the DUI curve suffers from a time delay, as shown in
Fig. 6A for w ¼ 12 s. Such a delay comes from the higher weight of
past observations (less mixed) in the index derivation. If the win-
dow size is too long, the situation of goodmixing or the detection of
blending faults may be slower than required. However, although a
short window may detect faster variations on heterogeneity, if too
short, it may be very sensitive to small variations resulting in a high
amplitude oscillation of the DUI curve. As a conclusion, the window
selected should have an adequate size to avoid the time delays in
the description of the blending evolution associated with too long
windows, but needs to include sufficient information to avoid the
presence of too local blending phenomena that can hinder the
visualization of the global blending trend when too short windows
are selected. The same effect of the window size in the GHI curves

Fig. 5. Reference scale for the different parameter settings for the SWiVIA method. (A) Poppy seeds distribution map representing 12 s of blending time at the beginning of batch
TF2R1 and the reference scale for moving window size (2.4, 4.8 and 12 s) and maximum lag (5, 12.5 and 25 mm). (B) Map variogram in blue and global variance reference line in red
from the sliding windowwith size equal to 4.8 s represented by the dashed green rectangle in (A) and the DUI values calculated for each maximum lag reference. (For interpretation
of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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was observed as seen in Fig. 6A top panel. In this work, SWiVIA-
derived heterogeneity indices built with w ¼ 4.8 s were found to
be suitable for the application studied, since smooth DUI curves
with no time delays were obtained. Thus, this value was fixed to
study the effect of the hmax on the generation of DUI curves.

Fig. 6B shows the DUI curves generated with the three different
hmax studied. Increasing DUI curves with no time delay among them
were obtained when using different hmax. However, as described in
the data treatment section, the larger the hmax value, the larger the
DUI value obtained. In this case, DUI values for the reference time
t15s are 0.29, 0.54 and 0.75 for hmax of 5, 12.5 and 25 mm, respec-
tively, and at t85s, DUI values of 0.85, 0.93 and 0.97 relate to hmax of
5, 12.5 and 25 mm, respectively. This confirms that different DUI
values are obtained according to the scale of spatial scrutiny
selected, consequently changing the interpretation of the results

during the monitoring of a blending process. Indeed, when the
scale of scrutiny is set to cover large spatial areas, the blending
process would be considered complete earlier. For instance, if the
blending endpoint for the DUI curves shown in Fig. 6B is set to DUI
limit of 0.9, that is, 90% of the ideal mixture, different endpoints are
achieved according to the hmax used. In this case, for the PS blending
evolution in batch TF2, the endpoint is reached after approximately
45 s for a hmax ¼ 25 mm, after 80 s for hmax ¼ 12.5 mm, and did not
reach the endpoint for hmax ¼ 5 mm. The selection of the hmax
parameter will depend on the particle size of the materials mixed
(very small hmax parameters are not suitable for materials with big
particle size) and on the degree of spatial precision required for
heterogeneity estimation, which may be higher in products where
an insufficient blending has more critical effects. As mentioned
before changes in hmax do not affect the GHI index.

Fig. 6. GHI and DUI curves after the application of SWiVIA in the poppy seeds distribution map from batch TF2R2. (A) GHI (top) and DUI (bottom) curves using different sliding
window sizes (w ¼ 2.4, 4.8 and 12 s) with fixed maximum lag (hmax ¼ 12.5 mm) for DUI calculation. (B) DUI curves using different maximum lag (hmax ¼ 5, 12.5 and 25 mm) with
fixed w ¼ 4.8 s (C) Distribution maps from time 3 s to time 15 s (top) and from time 73 se85 s (bottom), reference scale for hmax and w SWiVIA parameters are shown.
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Because of the direct influence of the SWiVIA parameters on the
generated heterogeneity indices, the selection of both parameters
is of great importance and must be adjusted according to the
quality requirements defined by the application of interest. In this
work, the SWiVIA parameters were set to w ¼ 4.8 s and
hmax ¼ 12.5 mm to generate the heterogeneity indices curves used
for monitoring all blending runs.

4.2. Real-time monitoring of blending processes with SWiVIA-
derived heterogeneity indices

In this section, the general results for the real-time monitoring
of the blending runs studied in this work are presented based on
the application of the SWiVIA approach and its derived heteroge-
neity indices. First, the general use of SWiVIA is described to study
the blending evolution per component and/or per total mixture using
the heterogeneity indices proposed. An additional specific section
is also used to show how the proposed approach detects de-mixing,
an undesired blending-related phenomenon that was observed in
this study and has been reported in practice.

4.3. General application of SWiVIA for the real-time monitoring of
blending processes

The results of the continuous monitoring of two replicate food
batches TF1R2 and TF1R1 using the SWiVIA method are shown in
Fig. 7A and Fig. 7B, respectively. Mid and bottom plots show the
evolution of the DUI and GHI indices, respectively, for every
component in the mixture. The top plot shows combined RGB
submaps overlaying the pure component distribution maps (PS in
red, GC in green, and QS in blue) generated by FNNLS at selected
time ranges.

The evolution of blending run TF1R2 and submaps used to
calculate the indices at 5 s, 20 s and 290 s are shown in Fig. 7A. The
top left plot shows the mixture distribution submap window (4.8 s)
immediately before reaching 5 s of the blending time. This submap
clearly shows the initial high segregation level as seen by the
different layers of segregated materials at the beginning of the
process. The next submap in Fig. 7A shows that the segregation
level decreased after 20 s of blending time, but still some diffuse
layers of clumped material were visible, mainly for GC and QS.
Finally, all three components were visually more evenly distributed
at the end of the blending run, as shown in the last submap, after
290 s. The quantitative heterogeneity indices generated by the
SWiVIA method reflected the visual qualitative observation
described above. The component DUI curves for batch TF1R2 show
that the PS reached high and stable DUI values faster than the other
two compounds. This can be visualized by the high slope of PS DUI
curve (red curve in Fig. 7A mid panel) at the beginning of the
blending run and the more even spatial distribution of the red
component as seen in the submap at 20 s (top panel in Fig. 7A).
Even though unique component DUI curves evolution were
observed at the beginning of TF1R2 blending run, all three com-
ponents reached the same level of spatial distribution after
approximately 75 swith an average DUI value of 0.9. The component
GHI curves for batch TF1R2, bottom panel of Fig. 7A, shows that all
three curves started with high GHI values. This high variance at the
beginning of the blending run is related to the large number of
pixels with very high and very low concentration values in the
areas with the presence and absence of the segregated material,
respectively. Like the DUI curves, the GHI values changed signifi-
cantly during the first minute of the TF1R2 blending run. However,
because this index represents only the relative variance of the
concentration values within the submap, independently to the
spatial distribution, the GHI curves reached to a stabilization at

different times than for DUI curves. In this case, the GHI curves for
PS and GC reached a stable and similar GHI value after approxi-
mately 40 s of blending time with a slightly variation around
GHI ¼ 0.2 during the rest of the blending run. On the other hand,
the GHI of the QS reached a steady GHI ¼ 0.4 after the first minute
of the process.

The per component heterogeneity curves for blending run TF1R1
are shown in Fig. 7B together with the combined RGB submaps at
5 s, 25 s and 290 s. Similar behavior at the beginning of this batch
was observed when compared to batch TF1R2; however, after the
first minute of the blending run, only PS reached the DUI level of 0.9
as shown in Fig. 7B (red curve in the mid panel). The other two
components, GC and QS, reached a stabilization of the DUI curve,
but with a lower DUI level around 0.7. This can also be visualized in
the submap at 290 s, while PS (in red) was evenly distributed, the
green (GC) and blue (QS) horizontal bands indicates their poor
blend because of the accumulation to each side of the rotating vial.
The per component GHI curves for batch TF1R1, Fig. 7B bottom
panel, show the low relative variance for PS with GHI values below
0.2 after 60 s of blending time, with higher GHI values for GC and
QS.

The results of the continuousmonitoringwith the heterogeneity
curves for both replicate batches show the expected natural evo-
lution of the blending process, that is, increasing DUI curves and
decreasing GHI curve with blending evolution. Although blending
runs TF1R1 and R2 had the same mixture composition, clear dif-
ferences in the evolution of the heterogeneity curves were
observed. This same behavior was observed for the other replicated
batches studied in this work, as shown in Figs. S2 and S3 for food
batches TF2R1 and TF2R2, respectively, and in Figs. S4 and S5 for
pharmaceutical batches TP1R1 and TP1R2, respectively (see SI).
This unique heterogeneity evolution for each batch indicates that
specific continuous monitoring of each blending run is required to
ensure blending quality.

The per component GHI and DUI heterogeneity indices obtained
for all the compounds in a blending process can also be combined
to obtain single per total mixture GHI and DUI indices, respectively.
Two batches studied in this work were chosen to show how per
total mixture indices can be used to see in a global manner the
continuous monitoring of a blending run.

The first situation corresponds to the blending monitoring of a
binarymixture. In this case, it is usual that the blending distribution
pattern for one component is complementary to the other. Indeed,
when looking at the distribution maps of a binary mixture, such as
for batch BP1 shown in Fig. 8A, we can see this behavior for the
combined submaps of CAF (red) and ASA (green) at the different
blending times (5 s, 50 s and 290 s). This results in DUI curves
evolving with very similar shape and scale for both compounds, see
Fig. 8B (top panel); the same situation happens for GHI curves, but
with different variance scale, see Fig. 8B (bottom panel). Thus, the
mixing evolution of batch BP1 using the SWiVIA-derived per total
mixture heterogeneity indices (GHI and DUI) is shown in Fig. 8C.
Both curves indicated that the pharmaceutical binary blending run,
BP1, mixed properly during the total blending time. The batch
followed the regular blending pattern, starting with DUI <0.4 and
GHI >0.8 for the initial individual layers (submap at 5 s) and ending
with stable DUI > 0.8 and GHI < 0.1, as can be seen in the even
distribution of CAF and ASA at 290 s in the top right panel of Fig. 8A.

Often, the mixture to be blended can include major and minor
compounds that contribute differently to the bulk heterogeneity.
Here, the ternary pharmaceutical batch, TP2, is used to exemplify
the use of weighted total mixture heterogeneity indices. The batch
TP2 is formed by a mixture of the pharmaceutical compounds ASA,
CA and SSG, where the content of CA was tenfold of the ASA and
SSG, see Table 2. Therefore, this nominal concentration values were
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used for the calculation of the concentration-weighted total mixture
heterogeneity indices. Such a strategy avoids that very minor
compounds, which can show an expected high heterogeneity, in-
crease artificially the heterogeneity associated with the global
formulation. Fig. 9A shows the combined RGB distribution submaps
at 5 s, 100 s and 700 s of the TP2 blending runwith ASA in red, CA in
green and SSG in blue. Fig. 9B shows the component SWiVIA-
derived heterogeneity indices and Fig. 9C the concentration-
weighted total mixture heterogeneity indices for the same

blending run.
At the beginning of batch TP2, the initial layers of segregated

ingredients are shown in the submap at 5 s in Fig. 9A, where the
relative larger extension of the major compound CA, in green, can
be seen. The blending evolution of this batch reached the highest
and steady distributional homogeneity after approximately 100 s of
the blending timewith weighted per total mixture DUI values above
0.95 (see the submap at 100 s in Fig. 9A and the DUI curve in Fig. 9C
for a better illustration). The weighted total mixture GHI, however,

Fig. 7. SWiVIA-derived heterogeneity curves for the continuous monitoring of replicate batches TF1R2 (A) and TF1R1 (B). Top panel shows the combined RGB submaps overlaying
the pure component distribution submaps (poppy seeds (PS) in red, ground coffee (GC) in green and quinoa seeds (QS) in blue) for selected reference times. Mid and bottom panels
show the DUI and GHI curves, respectively. Selected reference times are indicated by the vertical dotted lines. (For interpretation of the references to colour in this figure legend, the
reader is referred to the Web version of this article.)
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stabilized faster reaching to variance values below 0.1 after only
20 s of the blending time, see Fig. 9C. From time 300 s and forward
the decreasing total mixture DUI curve show that a de-mixing
process occurred. This phenomenon is described with more detail
in the following section.

The use of the SWIVIA-derived per total mixture indices are
helpful to see the overall evolution of the blending process based
on the average or concentration-weighted average based on the
concentration of all components of the mixture. The control of the
blending end-point can be established using the combination of
total mixture GHI and DUI indices, using predefined blending
completion threshold values associated with heterogeneity quality
specifications or using thresholds derived from the study of his-
torical batches having achieved a satisfactory blending. Such a use
of the total mixture GHI and DUI indices would save blending time
and would avoid problems associated with excessive blending, as
described below.

4.4. De-mixing phenomenon

Attempting to ensure a perfect mixed product, industrial
blending operations may “overblend” their mixtures. This practice
increases energy and labour costs, and may induce a de-mixing or
segregation of the blended material [2]. In this work, the SWiVIA
approach allowed the visualization of the de-mixing phenomenon
based on the GHI, and most clearly, the DUI indices during the
continuous monitoring of some blending runs. Because of the
small-scale system, the main factors that induced the de-mixing
process in this work were the differences in particle size, density

among the materials and the circular blender design used.
Fig. 10A shows the heterogeneity curves and distributions maps

at 5 s, 134 s and 290 s of BF1 blending run formed by GC (red) and
RG (green). The results indicated that the two ingredients followed
a good blending evolution during the first half of the blending run.
The initial layers of material shown in the submap at 5 s started
with a DUI ¼ 0.3 and gradually were mixed reaching a maximum
DUI levels above 0.8 after approximately 2 min after the start of the
blending run. This moderately even distribution can be visualized
in the submap at 134 s of Fig. 10A (top panel). Despite the contin-
uous decreasing GHI curve, the DUI curves show that the de-mixing
process has taken place during the second part of this blending run.
After reaching the maximum distribution at 134 s, the two com-
pounds started to agglomerate reaching lower DUI values around
0.6 at the end of BF1 blending run. The result of this de-mixing
process can be clearly visualized in the submap at 290 s, Fig. 10A,
where large clumps of GC (red) and RG (green) can be seen at the
top part and bottom part of the blending map, respectively. Note
that top and bottom part of themap correspond to the left and right
side of the mixing vial. In this context, this kind of segregation
could happen if the axis of the rotary blender is slightly tilted. GC
and RG, showing clear differences of density and particle size, could
be prone to show this de-mixing pattern.

Another example of de-mixing phenomenon was the pharma-
ceutical batch BP2 as shown in Fig. 10B, formed by ASA (red) and CA
(green). In this case, the DUI curves show that the initial layers of
the two ingredients (see submap at 20 s) fade away during the first
minute of the blending run and, after that, the blending improves at
a slow pace reaching maximum values of DUI ¼ 0.95 after 2 min, as

Fig. 8. Results for the continuous monitoring of batch BP1. (A) Combined red and green submaps overlaying the pure component distribution submaps acetyl salicylic acid (ASA) in
red and caffeine (CAF) in green. (B) Component SWiVIA-derived heterogeneity curves, GHI (top) and DUI (bottom) and (C) Total mixture heterogeneity curves, DUI (blue) and GHI
(orange). Selected reference times are indicated by the vertical dotted lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web
version of this article.)
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shown by the even distribution in the submap at 128 s. Afterwards,
the excessive blending slowly induces the de-mixing of the two
ingredients, the red component accumulating on top of the map
and the green component at the bottom. This phenomenon can be
visualized through the steady decreasing DUI curves reaching
minimum values below 0.6 at the end of the run and the horizontal
bands of segregatedmaterial present in submap at 887 s in Fig. 10B.
The GHI curves also reflected the de-mixing behaviour of this batch,
as shown by the gradually increasing relative variance after 2 min
of blending run.

Looking back at the component heterogeneity curves of the
blending run TP2 shown in Fig. 9B (top panel), an interesting de-
mixing process can be visualized. During this run, as mentioned
before, the blend reached the maximum distributional homoge-
neity after approximately 100 s of the blending time. After this,
despite of the steady DUI curves for about 2 min, the overblending
caused the de-mixing of ASA and CA reaching at the end of the run
DUI levels of approximately 0.8 and 0.6, respectively. The SSG,
however, kept with the same elevated DUI level during the rest of
the blending run. In this example, where more than two com-
pounds participate in the blending, it is clearly seen that the
blending pattern of every compound is not necessarily the same
and that the de-mixing process does not need to involve all
blending components in a mixture. A slight de-mixing also
happened at the end of batches TF2R2 and TP1R1, as shown in the
SWiVIA derived heterogeneity curves in Figs. S4 and S5 of the SI,
respectively.

Regarding the blending performance, it seems that differences

among physical properties of the particles of the materials to be
blended, including shape, size or density may derive in a blending
worsening. In this work, the limited number of batch runs and
blending materials was not sufficient to extract solid conclusions
regarding the influence of materials geometry in blending. How-
ever, it seems that materials with spherical shape, such as PS, tend
to provide a better mixing and fine particles with easy tendency to
agglomerate, such as CAF and SSG, offer worse blending and are
more prone to de-mixing in general.

It is important to note that the de-mixing process is always
competing against the blending process. Due to the complex
mechanisms involved in the mixing of particulate material and to
the unavoidable differences linked to slight variations in the
feeding and nature of the initial materials and in the blender
operation, the required time to reach the endpoint of the blending
process is not reproducible and specific control per each individual
blending run should be carried out.

5. Conclusions

The combination of in situ acquired chemical images and the
SWiVIA method allow a real time continuous heterogeneity
assessment in blending processes. In fact, distribution maps
generated from the imaging system provide visual qualitative
heterogeneity information, while quantitative heterogeneity in-
formation is achieved via the proposed SWiVIA-derived global
heterogeneity index (GHI) and distributional uniformity index
(DUI) curves.

Fig. 9. Results for the continuous monitoring of batch TP2. (A) Combined RGB submaps overlaying the pure component distribution submaps with acetyl salicylic acid (ASA) in red,
citric acid (CA) in green and sodium starch glycolate (SSG) in blue. (B) Component SWiVIA-derived heterogeneity curves, GHI (top) and DUI (bottom). (C) weighted total mixture
heterogeneity curves, DUI (blue) and GHI (orange). Selected reference times are indicated by the vertical dotted lines. (For interpretation of the references to colour in this figure
legend, the reader is referred to the Web version of this article.)
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The methodology proposed can be tailored to process-specific
conditions related to the degree of spatial scrutiny sought to
study distributional heterogeneity and to the resolution time
required to describe the blending evolution. The SWiVIA-derived
GHI and DUI curves allow the description of heterogeneity at
component level or total mixture level. The total mixture indices are
suitable to see the overall evolution of the blending process and, if
an abnormal behavior is detected, component indices can be used to
understand the component or components responsible for the
detected problem. The approach proposed provides a good quali-
tative and quantitative description of heterogeneity for any kind of
blending run and allows detection of abnormal blending behavior,

such as the de-mixing process, usually related to overblending.
There are many potential applications of the developed meth-

odology, such as the characterization of the mixing behavior of new
blending devices or mixture formulations, the use of GHI and DUI
indices to define quality control limits for end-point blending
detection (in batch blending processes) or for continuous quality
control (in continuous operations that involve heterogeneity vari-
ations, such as blending, granulation, tableting, etc.). Finally, it
should be added that the input information required by this
methodology is not limited to that provided by hyperspectral image
platforms, but can be extended to other kinds of machine vision
systems and, in general, to any kind of instrumental technique that

Fig. 10. SWiVIA-derived heterogeneity curves for the continuous monitoring of batches and combined red and green submaps overlaying the pure component distribution submaps
for (A) batch BF1 with ground coffee (GC) in red and rice grits (RG) in green and (B) batch BP2 with acetyl salicylic acid (ASA) in red and citric acid (CA) in green. Vertical dotted lines
show time reference of the submaps. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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can provide spatially resolved responses.
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4.4.1 Methodology to assess heterogeneity from HSI 

The characterization of heterogeneity during a blending process is crucial to ensure 

the quality consistency of end products in diverse industrial sectors. HSI’s are unique 

analytical measurements that provide physicochemical and spatial information on 

samples and, hence, are ideal to perform heterogeneity studies. Two types of 

heterogeneity information can be extracted from chemical images, the global 

heterogeneity (GH), representing the scatter associated with  individual pixel 

properties, and the distributional heterogeneity (DH), linked to the evenness in the 

spatial distribution of the different materials forming a blend. This thesis proposes a 

new methodology combining HSI and variographic analysis to obtain a good 

qualitative and quantitative description of both heterogeneity aspects from samples 

and blending processes. This methodology consists of two steps, namely: 

Step 1. Extraction of distribution maps from HSI. Hyperspectral image unmixing 

provides a set of pure distribution maps of the sample constituents. This allows a 

qualitative visualization of the heterogeneity variation during a blending process for 

each component of the mixture. These maps are used as seeding information for the 

variographic derivation of heterogeneity indices. 

Step 2. Derivation of heterogeneity indices from distribution maps. Variographic 

analysis of these distribution maps gives quantitative heterogeneity indices to study 

the variation of both GH and DH during a blending process. 

Below, each of these steps is described in detail. Specificities applied to adapt the 

methodology to discontinuous atline HSI monitoring and to continuous inline blending 

monitoring are also described. 

Step 1. Extraction of distribution maps from HSI 

The extraction of the pure component distribution maps during blending process 

monitoring was carried out using two strategies for hyperspectral image unmixing, 

selected according to the type of HSI process monitoring, i.e. atline (Publication VI) or 

inline (Publication VII). 

For the atline monitored blending process described in section 3.2.1, different images 

at specific blending times were acquired and the extraction of the distribution maps 

from the NIR-HSI data was carried out using the multiset extension of the MCR-ALS 

algorithm. The multiset structure contained the multiple images recorded at different 

blending times for a blending run plus the images of the pure ingredients of the 

pharmaceutical formulation, as shown in Figure 34. As a result of the MCR analysis, 

a single set of pure spectral signatures of the compounds in the blending are obtained 

and their related set of distribution maps as a function of the blending time. Figure 35 

shows the maps obtained by MCR-ALS for two blending batch processes where 

caffeine, CAF, starch, EXP, and acetylsalicylic acid, ASA, are mixed. The sequence 
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of maps as a function of blending time is displayed using combined RGB maps 

overlaying the information of the three MCR-ALS resolved compounds (red for CAF, 

green for EXP, and blue for ASA). 

 

Figure 34 MCR−ALS analysis of  an image multiset, where x and y are spatial pixels and  λ represents  

the spectra wavelengths, reproduced f rom (Rocha de Oliveira and de Juan, 2020). 

 

 

Figure 35 Combined RGB maps with overlaid pure component distribution maps obtained with 
MCR−ALS for two atline monitored pharmaceutical blending runs with dif ferent API mass proportions 
of  10:1 and 1:10 (ASA/CAF) for the blending runs in (A) and (B) respectively . Red – CAF, green – EXP, 

and blue – ASA, reproduced f rom (Rocha de Oliveira and de Juan, 2020). 
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The maps of the blending batch in Figure 35A demonstrate that the evolution of this 

blending run can be qualitatively assessed through the visualization of the combined 

distribution maps at each blending time. At t0, before blending started, the segregated 

ingredients can be visualized in the RGB map. Although a significant reduction in 

segregation can be observed when looking at the succeeding maps at t15 and t30, some 

clumps of pure ingredients are still visible. Then, from t45 onwards, all three 

components were visually more evenly distributed in the imaged area. In contrast to 

the good blending represented in Figure 35A, the blending batch shown in Figure 35B 

presents a deficient blending behavior, clearly visible from blending time t120 and 

beyond, where the initial blending worsens due to an increase of segregation 

associated with the formation of large granules of pure CAF (in red). 

 

Figure 36 FNNLS generation of  concentration maps f rom scanned lines of  pixel spectra. The f irst step 
involves preprocessing, which is followed by the FNNLS generation of  distribution lines used to build 
the distribution maps (bottom) by concatenating the distribution lines one af ter the other for each 

component. 



Chapter 4 

194 

In the context of a blending process monitored inline with an HSI system, as described 

in section 3.2.2, the fast non-negativity least squares (FNNLS) algorithm was used to 

provide the pure component distribution maps. In this context, the iterative modus 

operandi of MCR-ALS was not suitable to derive distribution maps in real-time. FNNLS 

is a fast algorithm implementation of the non-negativity-constrained linear least 

squares regression (Bro and Jong, 1997). In the context of a blending process 

monitored inline with a pushbroom NIR-HSI system, FNNLS works by taking every line 

of pixel spectra, 𝐃, and the pure spectral signatures of the blending compounds, 𝐒𝐓, 

obtained as the average of spectra of pure compound NIR images, to obtain a 

distribution line, 𝐂, of the components involved in the blending process. The calculation 

takes as a basis the bilinear model for spectroscopic data (𝐃 = 𝐂𝐒𝐓 + 𝐄) and the 𝐂 line 

is calculated under non-negativity constraints. This step is repeated for every new line 

of pixel spectra obtained during the blending monitoring and the concentration lines in 

the 𝐂 matrix are arranged to form pure distribution maps for each component of the 

mixture during the complete blending process, as shown in Figure 36. 

Similar to the atline monitored process, the pure component distribution maps can be 

used for qualitative visualization of the blending process. In this case, FNNLS allows 

real-time and continuous qualitative heterogeneity assessment during the process. 

Figure 37 shows some RGB snapshots overlaying the pure component distribution 

submaps generated by FNNLS at different stages of a three-component blending run 

of food material. Every submap covers a blending time window of five seconds. The 

distribution submaps show how the initial highly segregated material, covering the first 

5 s of blending, gets gradually mixed until the three components are visually more 

evenly distributed at the end of the blending run, after almost three minutes of blending 

time, as shown in the last snapshot. 

 

Figure 37 Combined RGB submaps overlaying the pure component distribution submaps (poppy seeds 
(PS) in red, ground cof fee (GC) in green and quinoa seeds (QS) in blue) obtained with FNNLS during 
a blending run. Submaps show three dif ferent 5 s time windows of  the blending process. The time 

displayed corresponds to the end time of  the related submap , reproduced f rom (Rocha de Oliveira and 

de Juan, 2021a). 

The distribution maps generated by MCR-ALS or FNNLS only provide qualitative 

visual information about the heterogeneity of the mixture during the blending process. 

To find quantitative heterogeneity information from these maps, a new methodology 

based on the use of variographic analysis is described in the next step. 
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Step 2. Derivation of heterogeneity indices from distribution maps 

Either for atline or inline monitored processes, the assessment of quantitative 

heterogeneity information linked to global heterogeneity (GH) or distributional 

heterogeneity (DH) from the distribution maps is carried out using variographic 

analysis. A variogram is the graphical representation of the evolution of variance as a 

function of a lag (expressed in time or distance units). 

In the variographic analysis of distribution maps, the variance values are estimated by 

comparing the concentrations of pixel pairs separated at different lags, in both the 

horizontal and the vertical direction of the image, using the following equation: 

𝑉(ℎ) =
1

2
·

1

𝑁(ℎ)
∑ [𝑐(𝑥𝑖 + ℎ) − 𝑐(𝑥 𝑖

)]2

𝑁(ℎ)

𝑖=1

 (17) 

where 𝑉(ℎ) is the variance associated with lag (ℎ), found as half of the average of the 

squared differences of all 𝑁(ℎ) pairs of pixel concentration values, 𝑐(𝑥𝑖 + ℎ) and 𝑐(𝑥𝑖), 

separated by a lag distance (ℎ). In this thesis, the variance values 𝑉(ℎ) were 

calculated using the concentration values (𝑐) extracted from the distribution maps, but 

any other pixel property could be used for a variographic analysis. 

 

Figure 38 Variogram (right) issued f rom a distribution map (lef t) where complete mixing has not been 

achieved. 

Figure 38 shows a typical variogram shape issued from a distribution map where 

complete mixing has not been achieved. In this instance, pairs of close pixels have 

more similar concentrations than pixel pairs far away from each other, which is seen 

because the variance at low lags is smaller than when the lag increases. This 

phenomenon is linked to the presence of distributional heterogeneity because the 

material is not evenly distributed. From a certain distance (range) and on, the variance 

stabilizes and there is no spatial correlation among pixel properties anymore. The 

value of the stabilized variance (sill) is related to the scatter among the pixel 
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concentration values of the full map, linked to the global heterogeneity of the material. 

These ideas will be used to derive quantitative GH and DH indices. 

 

Figure 39. Lef t, distribution map of  starch obtained with MCR-ALS f rom a blending time of  the atline 

monitored blending process. Middle, randomized map f rom pixels in the lef t plot. Right, overlapped 
variograms f rom the real map, blue curve, and randomized map, red curve. Blue and red striped areas 
are related to the areas below the real and randomized maps variogram curves, res pectively, 

reproduced f rom (Rocha de Oliveira and de Juan, 2020). 

To understand how a variographic analysis can be used to extract global heterogeneity 

(GH) and distributional heterogeneity (DH) information from a distribution map, Figure 

39 shows on the left a distribution map from starch obtained using MCR-ALS from an 

atline monitored blending process. The variogram related to this map is depicted as a 

blue curve in Figure 39 (right plot). Since a high level of DH still exists, i.e., a big clump 

of material is seen at the bottom of the map, variance values are smaller for low lag 

distances and increase as the lag does, until variance stabilization is reached, see 

Figure 39 (right plot). Figure 39 (middle plot) shows a randomized map obtained 

shuffling the pixel concentration values of the real starch map (in the left). This 

randomized map has the same GH as the real map because the pixel concentration 

values are identical, but it is an excellent reference for the ideal mixing, with no DH, 

since the distribution of the material is uniform. Because there is a complete lack of 

spatial correlation among pixel concentration values in the randomized map, a flat 

variogram with steady variance values for all lag distances is obtained, as depicted by 

the red flat curve in Figure 39 (right plot). The suitable use of the variogram from the 

real distribution map (showing the real mixing situation) and the flat variogram of the 

related randomized map (displaying the reference for the ideal mixture) helps to obtain 

the two heterogeneity indices related to GH and DH described below. 

i. The Global Heterogeneity Index (GHI). Related to GH, it is estimated as the 

average of the variance for all lags (sill) of the flat variogram from the randomized 

map. The GHI is mathematically identical to the variance of all pixel concentration 

values in the distribution map and can be interpreted in absolute or relative terms.  

ii. The Distributional Uniformity Index (DUI). Related to DH, it is estimated as the ratio 

of the area of the variogram from the real distribution map to the area of the flat 

variogram from the related randomized map, DUI = A/B. In Figure 39 (right plot), 

A is the blue striped area under the variogram for the real map and B is the red 
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striped area under the variogram for the randomized map. DUI values can vary 

between 0 and 1. When variograms from real distribution maps are far from their 

related flat horizontal variogram, i.e., when mixing is deficient and the spatial 

correlation among pixel properties extends a long distance, low DUI values are 

obtained, indicating high DH. On the other hand, maps that have real variograms 

very similar to their randomized map variograms provide DUI values close to 1 

indicating that the mixture has low DH and the distribution of the material is almost 

uniform. In the case of the map shown in Figure 39, the DUI value is 0.55, meaning 

that 55% of the ideal mixing has been reached. 

Both GHI and DUI indices can be obtained from variograms of individual components 

(per component), but also pooled indices can be calculated for several selected 

components or all components of the blending formulation together (per sample or 

total mixture). In this case, the total indices are estimated by averaging the variograms 

of the individual components. Weighted averages based on concentrations can also 

be used. Figure 40 shows both GHI (left) and DUI (right) indices calculated from the 

distribution maps for the atline monitored blending batch shown in Figure 35A. The 

plots show the evolution of GHI and DUI indices during the blending run per 

component (top plots) and per total mixture (bottom plot), taking into account all 

formulation ingredients in the blending run. 

 

Figure 40 Per component GHI (top lef t) and DUI (top right) indices calculated f rom the distribution maps 

for each component of  the blend formulation for the atline monitored blending run shown in Figure 35A. 
Total mixture indices, GHI (bottom lef t) and DUI (bottom right). Note that some per component GHI 
values are outside the y-axis scale at the beginning of  the process, reproduced from (Rocha de Oliveira 

and de Juan, 2020). 
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The evolution of the quantitative heterogeneity indices in Figure 40 reflects the 

qualitative interpretation from Figure 35A, as discussed before. The rapid drop of GHI 

observed right after the start of the blending run indicates the fast reduction of 

scattering among pixel concentration values when changing from a completely 

segregated state at t0 to a point where the pixel concentration values are more similar 

and stable, about one minute of blending time (t60). Note that relative variances were 

used to calculate the GHI values; therefore, high GHI values are obtained for caffeine 

(CAF) since it has a low concentration in this blending run formulation (see Figure 40 

top left). When studying the DH looking at the per component DUI curves (Figure 40 

top right), it can be observed that as blending progressed DH decreased and, 

consequently, DUI values increased for all components. Indeed, after 200 s of 

blending time, the DUI curves stabilized for all components of this blending run at 

values higher than 0.9. Both GHI and DUI curves for the total mixture show the 

expected evolution for a good global blending behavior (see Figure 40,bottom plots). 

 

Figure 41 Representation of  the continuous extraction of  variogram-derived heterogeneity indices f rom 

a blending distribution map using the sliding window variographic image analysis (SWiVIA) method. (A) 
distribution map and the sliding window with width, w, at time tw (f irst window), tw+1 and tf. (B) 
heterogeneity indices (DUI and GHI) calculated for each map inside the sliding window as a function of  

the blending time, reproduced f rom (Rocha de Oliveira and de Juan, 2021a). 

These variogram-derived heterogeneity indices can also be used for continuous 

blending processes monitored inline with an HSI system. For this purpose, and to 

adapt to the continuously increasing distribution maps, a Sliding Window Variographic 

Image Analysis (SWiVIA) method has been proposed in this thesis. The SWiVIA 

method extracts the variogram-derived heterogeneity indices from a submap defined 
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by a sliding window that moves every time a pixel line ahead until the full map collected 

during the blending process is covered, as shown in Figure 41. To mimic the kind of 

distribution map obtained during an inline monitored blending process, Figure 41A 

shows a simulated distribution map in grayscale where dark and white pixels represent 

low and high concentrations of the material, respectively. The blending process 

evolution of the material is shown from left to right in the map, starting at time t1 and 

finishing after collecting f lines of pixels at time tf. Bands of segregated material at the 

beginning of the process fade away as mixing progresses, as reflected by the pixel 

lines acquired at longer blending times. 

The sliding window, sized (𝑥 × 𝑤), is delimited by the number of pixels (𝑥) of the 

scanned line and the width (𝑤) of the sliding window. Therefore, the first full sliding 

window is obtained once 𝑤 lines of 𝑥 pixels are collected, as delimited by the red 

rectangle in Figure 41A, covering from t1 until tw. Then, the related heterogeneity 

indices (GHI and DUI) can be calculated from the submap inside this first window. 

Figure 41B shows the two indices, GHI and DUI, from the map inside the window 

finishing at tw. After the next line of pixels is recorded, at tw+1, the window slides to the 

right including this new line and discarding the oldest pixel line inside the window at t1, 

as delimited by the green rectangle in Figure 41A. Hence, new variogram-derived 

indices are calculated for this new window and plotted next to the previous point in 

Figure 41B. This procedure is repeated for every new line of pixel recorded during the 

blending process allowing the real-time representation of the heterogeneity evolution 

until the last line is scanned at tf. The last window and its related heterogeneity indices 

are shown in magenta in Figure 41A and Figure 41B, respectively. This method can 

be used to generate heterogeneity curves based on indices related to each component 

(per component) or for several selected components or all components of the mixture 

together (per total mixture) as previously described. 

The values of the heterogeneity indices calculated from the submap delimited by the 

sliding window may vary according to the following SWiVIA parameters: 

- Window size (𝒘): The size of the sliding window influences the value of both GHI 

and DUI heterogeneity indices since the related submap studied can cover a 

shorter or a longer blending time range. The window size needs to be sufficiently 

long to provide a good appreciation of the blending state at a certain blending time, 

but not excessively long to avoid that the indices derived are affected by too old 

observations that may cause some delays on the perception of the real evolution 

of the blending progress. Variation in window size may affect the evolution of both 

GHI and DUI indices. 

- Maximum variogram lag (𝒉𝒎𝒂𝒙): The ℎ𝑚𝑎𝑥   parameter limits the distance in which 

pairs of pixels are compared and, therefore, defines the scale of spatial scrutiny 

defined to study the distributional heterogeneity. The selection of this parameter 

will depend on the particle size of the materials mixed (very small ℎ𝑚𝑎𝑥  parameters 

are not suitable for materials with big particle size) and on the degree of spatial 
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precision required for heterogeneity estimation, which may be higher in products 

where an insufficient blending has more critical effects, such as pharmaceutical 

blends. Changes in ℎ𝑚𝑎𝑥   affect only the DUI index. 

 

Figure 42 Reference scale for the dif ferent parameter settings for the SWiVIA method. (A) Poppy seeds 

distribution map representing 12 s of  blending time at the beginning of  a food blending batch and the 
reference scales for moving window size (2.4, 4.8 and 12 s) and maximum lag (12.5 and 25 mm). (B) 
Map variogram in blue and global variance reference line in red f rom the sliding window with size equal 

to 4.8 s represented by the dashed magenta rectangle in (A) and the DUI values calculated for each 
maximum lag reference. (C) DUI curve obtained with the SWIVIA method for the f irst 100 s of  a food 
blending batch using dif ferent window sizes and f ixed hmax = 12.5 mm , reproduced f rom (Rocha de 

Oliveira and de Juan, 2021a). 

The choice of these two parameters is process-dependent and provides a flexible 

framework to adapt the blending monitoring to different spatial scales of scrutiny and 
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higher or lower blending time resolution. Thus, the effect of each parameter on the 

interpretation of heterogeneity curves should be studied beforehand. 

To understand the effect of these two parameters on the SWiVIA results, Figure 42A 

displays a real distribution map generated by FNNLS from poppy seeds (PS) at the 

beginning of a food blending run. Reference scales for window size and maximum 

variogram lag, ℎ𝑚𝑎𝑥 , are also displayed. The reference scale related to the ℎ𝑚𝑎𝑥  

parameter is shown inside the distribution map in Figure 42A for ℎ𝑚𝑎𝑥  values of 12.5 

and 25 mm. The variogram plot in Figure 42B clearly shows the effect of changing this 

parameter in the DUI index obtained. Indeed, limiting the lag scale of the variogram at 

25 mm or 12.5 mm, the related DUI value changes significantly from 0.7 to 0.5, 

respectively. For small ℎ𝑚𝑎𝑥 , the DUI value is smaller than for large ℎ𝑚𝑎𝑥  because of 

the different ratios between the two areas used to derive the index. This means that 

the maximum lag scale should be adjusted to the spatial scale of scrutiny sought for 

the problem of interest to obtain useful results. The GHI index is not affected by this 

parameter since it is a constant parameter estimated as the variance of all pixel 

concentration values inside the full window studied. 

The reference scale for different window sizes (related to 2.4, 4.8 and 12 s of blending 

time) can be seen in Figure 42A. The DUI curves shown in Figure 42C were calculated 

using the different windows sizes and a fixed hmax = 12.5 mm and represent the 

evolution of the DUI values for the PS component during the first 100 s of a food 

blending run. The DUI values are associated with the last blending time in the map 

window studied. Therefore, since the indices shown in Figure 42C all come from full 

map windows, different starting times are observed in the DUI curves depending on 

the window size. The three DUI curves obtained using different window sizes start and 

end at similar DUI values, approximately at 0.4 and 0.9, respectively, and all show a 

good blending evolution. It is important to note that the longer the window size, the 

higher the number of past scanned lines included in the map window used to calculate 

the related heterogeneity indices. Therefore, when using too long window sizes, the 

global evolution of the DUI curve suffers from a time delay, as shown in Figure 42C 

for w = 12 s. Such a delay comes from the higher weight of past observations (less 

mixed) in the index derivation. If the window size is too long, the situation of good 

mixing or the detection of blending faults may be slower than required. However, 

although a short window may detect faster variations on heterogeneity, if too short, it 

may be very sensitive to small and very local variations resulting in a high amplitude 

fluctuation of the DUI curve. In general, the window selected should have an adequate 

size to avoid the time delays in the description of the blending evolution associated 

with too long windows and the presence of local blending phenomena that can hinder 

the visualization of the global blending trend when too short windows are selected. 

Although not shown, the same effect of the window size can also be observed on the 

GHI curves. Since smooth heterogeneity curves with no major time delays were 

obtained, the SWiVIA-derived heterogeneity indices built with w = 4.8 s were found to 

be suitable for the applications studied. 
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Because of the direct influence of the SWiVIA parameters on the generated 

heterogeneity indices, the selection of both parameters is of great importance and 

must be adjusted according to the quality requirements defined by the application of 

interest. In this thesis, the SWiVIA parameters were set to w = 4.8 s and hmax = 12.5 

mm to generate the heterogeneity indices curves used for the inline monitoring of all 

blending runs. 

4.4.2 Use of heterogeneity indices for blending process understanding 

In this subsection, general comments on the results obtained for the real-time 

monitoring of the blending runs studied in this thesis are presented based on the 

application of the SWiVIA approach and its derived heterogeneity indices. Special 

attention is paid to the effect of the physical properties of the materials in their blending 

behavior and to the description of demixing phenomena. 

The SWiVIA results for the continuous monitoring of two replicate food batches of a 

blending of poppy seeds (PS in red), ground coffee (GC in green) and quinoa seeds 

(QS in blue), TF1R2 and TF1R1, are shown in Figure 43A and Figure 43B, 

respectively. Mid and bottom plots show the evolution of the DUI and GHI indices, 

respectively, for every component in the mixture. The top plot shows some snapshots 

with the combined RGB submaps overlaying the pure component distribution maps 

generated by FNNLS at selected time ranges. 

The evolution of blending run TF1R2 and submaps used to calculate the indices at 5 

s, 20 s and 290 s are shown in Figure 43A. The top left plot shows the mixture 

distribution submap window (4.8 s) immediately before reaching five seconds of the 

blending time. This submap clearly shows the initial high segregation level as seen by 

the separate layers of blending materials at the beginning of the process. The next 

submap in Figure 43A shows that the segregation level decreased after 20 s of 

blending time, but still some diffuse layers of clumped material were visible, mainly for 

GC and QS. Finally, all three components were visually more evenly distributed at the 

end of the blending run, as shown in the last submap, after 290 s. The quantitative 

heterogeneity indices generated by the SWiVIA method reflect the visual qualitative 

information observed in the selected submaps. The per component DUI curves for 

batch TF1R2 show that PS reached high and stable DUI values faster than the other 

two compounds (red curve in Figure 43A mid panel). This matches the more even 

spatial distribution of the red component, already seen in the submap at 20 s (top 

panel in Figure 43A). However, all three components reached the same level of even 

spatial distribution after approximately 75 s with an average DUI value of 0.9. 
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Figure 43 SWiVIA-derived heterogeneity curves for the continuous monitoring of  replicate batches 
TF1R2 (A) and TF1R1 (B). Top panel shows the combined RGB submaps overlaying the pure 

component distribution submaps (poppy seeds (PS) in red, ground cof fee (GC) in green and quinoa 
seeds (QS) in blue) for selected reference times. Mid and bottom panels show the DUI and GHI curves, 
respectively. Selected reference times are indicated by the vertical dotted lines , reproduced f rom 

(Rocha de Oliveira and de Juan, 2021a). 
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The per component GHI curves for batch TF1R2, in the bottom panel of Figure 43A, 

show that all components started with high GHI values. This high variance at the 

beginning of the blending run is related to the presence of a large number of pixels 

with very high and very low concentration values in the areas with the presence and 

absence of the segregated material, respectively. Like the DUI curves, the GHI values 

changed significantly during the first minute of the TF1R2 blending run. However, 

because this index represents only the relative variance of the concentration values 

within the submap, independently of the spatial distribution, the GHI curves reached a 

stabilization at different times than for DUI curves. In this case, the GHI curves for PS 

and GC reached a stable and similar GHI value after approximately 40 s of blending 

time with a slight variation around GHI = 0.2 during the rest of the blending run. On 

the other hand, the GHI of the QS reached a steady GHI = 0.4 after the first minute of 

the process. 

Similar behavior at the beginning of the replicate TF1R1 blending run was observed 

as shown in Figure 43B. However, after the first minute of the blending run, only PS 

reached the DUI level of 0.9 as shown in Figure 43B (red curve in the mid panel). The 

other two components, GC and QS, reached a stabilization of the DUI curve, but with 

a lower DUI level around 0.7. This can also be visualized in the submap at 290 s, 

where PS (in red) is evenly distributed, while the green (GC) and blue (QS) 

components show a poor blend, seen through the accumulation to each side of the 

submap. The per component GHI curves for batch TF1R1, Figure 43B bottom panel, 

show the low relative variance for PS with GHI values below 0.2 after 60 s of blending 

time, with higher GHI values for GC and QS. This poor blending behavior can be 

related to the fact that the rotary blender (glass vial) used to carry out the blending 

process could be slightly tilted in this run. This probable deficient blending setup can 

be aggravated by the large differences in physical properties of QS and GC such as 

shape, density and particle size that might have further contributed to this improper 

blending. 

The overall results for the continuous monitoring of both replicate blending batches 

using the heterogeneity curves show the expected natural evolution, that is, increasing 

DUI curves and decreasing GHI curve with blending evolution. Although blending runs 

TF1R1 and R2 had the same mixture composition, clear differences in the evolution 

of the heterogeneity curves were observed. This reveals that any blending run should 

be monitored inline to guarantee final product quality. 

As a general trend linked to the blending performance, i t seems that differences 

among physical properties of the particles of the materials to be blended, including 

shape, size or density may derive in a blending worsening. In this thesis, the limited 

number of batch runs and blending materials was not sufficient to extract solid 

conclusions regarding the influence of materials geometry in blending. However, it 

seems that materials with a spherical shape, such as PS, tend to provide a better 

mixing and materials formed by fine particles with an easy tendency to agglomerate 
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offer worse blending and are more prone to de-mixing in general. It is important to note 

that the de-mixing process is always competing against the blending process. Due to 

the complex mechanisms involved in the mixing of particulate material and to the 

unavoidable differences linked to slight variations in the feeding and nature of the initial 

materials and the blender operation, the required time to reach the endpoint of the 

blending process is not reproducible and specific control per each blending run should 

be carried out. 

Additionally to the variations in blending behaviour that can be encountered among 

batch replicates and among components of the same batch, another problem that 

arises when performing blending processes is the de-mixing phenomenon. De-mixing 

or segregation can be induced when the blended materials are “overblended”, i.e., 

mixed for an excessive blending time. In this thesis, the SWiVIA approach allowed the 

visualization of this phenomenon based on the GHI, and most clearly, the DUI indices 

during the continuous monitoring of some blending runs. The main factors that induced 

the de-mixing process in this work were the differences in particle size, density among 

the materials and the modus operandi of the single-axis rotatory blender used. 

As an example of the de-mixing phenomenon, Figure 44 shows the results of the 

pharmaceutical blending run, TP2. Three combined RGB submaps at 5 s, 100 s and 

700 s are shown at the top of Figure 44 related to the mixture formed by acetylsalicylic 

acid (ASA) in red, citric acid (CA) in green and sodium starch glycolate (SSG) in blue. 

As expected, the initial layers of segregated ingredients are present at the beginning 

of the process, as shown in the submap at 5 s. The blending evolution of this batch 

reached the highest distributional homogeneity for all ingredients after approximately 

100 s of the blending time, as can be observed by the DUI curves and the related 

distribution map in Figure 44. Despite the steady DUI curves for the following couple 

of minutes, the “overblending” caused the de-mixing of ASA and CA reaching at the 

end of the run DUI levels of approximately 0.8 and 0.6, respectively. Indeed, in the 

submap at 700 s, more accumulation of the red compound is seen at the bottom 

whereas the green compound dominates at the top. The SSG, however, kept the same 

elevated DUI level during the rest of the blending run. In this example, where more 

than two compounds participate in the blending, it is seen that the blending pattern of 

every compound is not necessarily the same and that the de-mixing process does not 

need to involve all blending components in a mixture. In this context, this kind of 

segregation could have happened if the axis of the rotary blender was slightly tilted. 

Also, ASA and CA showing clear differences in particle shape and size when 

compared to SSG, were possibly more prone to show this de-mixing pattern (see 

Table 1 in section 3.2). 
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Figure 44 SWiVIA-derived heterogeneity curves for the continuous monitoring of  pharmaceutical 

material blending batch TP2 (second and third middle plot) and combined RGB submaps overlaying 
the pure component distribution submaps for acetyl salicylic acid (ASA) in red, citric acid (CA) in green 
and sodium starch glycolate (SSG) in blue (top plot). Per component SWiVIA-derived heterogeneity  

curves and weighted total mixture heterogeneity curves, DUI (blue) and GHI (orange) (bottom plot), 

reproduced f rom (Rocha de Oliveira and de Juan, 2021a). 

A good measure to prevent the demixing phenomenon seen in Figure 44 would have 

been setting a total mixture DUI threshold value (displayed in magenta in the bottom 

plot) to set the blending endpoint. In this way, blending would have been terminated 

after approximately two minutes with all ingredients evenly distributed, and the 

demixing phenomenon would have not taken place. In general, prevention of demixing 

phenomena can be achieved adopting process control models based on the 

monitoring of the presented GHI and DUI heterogeneity indices. Many possible 

modalities of endpoint control can be envisaged. Thus, the control of the blending 

endpoint can be established using the combination of total mixture GHI and DUI 

indices, using predefined blending completion threshold values associated with 

heterogeneity quality specifications, or using thresholds derived from the study of 

historical batches having achieved a satisfactory blending. The possibility to obtain 

DUI and GHI indices associated with every blending component can also point out to 
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select a critical component, e.g., an active principle of interest in a pharmaceutical 

formulation, as the key factor to set the blending endpoint. GHI and DUI indices can 

be used separately or be joined in desirability functions. In any of the forms described 

above, the use of heterogeneity indices for endpoint detection is an excellent potential 

approach to save blending time and avoid demixing problems associated with 

excessive blending. 
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The general conclusions of this thesis are divided into two blocks, related to Sections 

I and II of Chapter 4. 

Process monitoring, modeling and control using spectroscopic probes and 

process sensors 

1. Process modeling of batch process data has been shown to be an essential tool 

for process understanding and an excellent way to compress complex spectral 

information into a small number of interpretable profiles. The different strategies 

used for process modeling allowed process understanding using global abstract 

PCA components, useful to define process trajectories, or using physicochemical 

meaningful MCR-ALS components for a more complete process description. PLS 

models have also helped to describe in real-time the evolution of key parameters 

along the processes investigated. Compressed MCR-ALS, PLS and other 

multivariate model outputs have been used alone or in combination with other 

process variables as input information for the development of data fusion-MSPC 

models. The batch process trajectories obtained by PCA have been the seeding 

information for the development of online MSPC models for tracking process 

evolution in non-synchronized batch processes. 

2. PCA-based multivariate statistical process control (MSPC) models are adaptable 

to handle diverse batch process data for different purposes. In this thesis, we have 

used different batch data configurations for MSPC model construction. Batch-wise 

augmented multisets have been used to build MSPC models for synchronized 

batch data, whereas variable-wise augmented multisets have been shown to be 

adaptable to handle both non-synchronized and synchronized batch data for 

different purposes. 

3. When using synchronized batch data, multiple batches can be organized in a 

batch-wise augmented structure. Based on this kind of structure, offline MSPC 

models have been proposed using the complete batch information to test whether 

new complete batches followed the normal operating conditions (NOC) or not. In 

this context, the influence of the input information in the performance of the MSPC 

models has been tested. In general, information derived from full NIR spectra has 

been seen to be more useful for process control than univariate sensors, e.g., NIR 

spectra collected in a distillation towards a temperature distillation profile. MSPC 

models were also better when using compressed spectral information, as selected 

spectral ranges, PCA scores or MCR-ALS concentration profiles, than when using 

the raw full spectra. Finally, narrowing the process region used to the range where 

more process evolution was seen, e.g., the steep zone in a distillation curve vs. the 

use of the full curve where flat regions are also incorporated, helped for a better 

discrimination between on- and off-specification batches. 

4. For synchronized batches and batch-wise augmented multisets, new online batch 

MSPC approaches for real-time tracking of process evolution have been proposed. 
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The different strategies tested were based on: a) the construction of a local MSPC 

model for each individual process observation point; b) building local MSPC 

models considering a fixed size moving window (FSMW-MSPC) covering the 

current and few past process observation points; and c) building evolving MSPC 

models, where local PCA models were built with an increasing window of 

observations covering all points since the beginning of the process until the current 

observation. The study carried out has shown that online Q control charts were 

performing correctly for any of the strategies tested in the example of the distillation 

batches. When using Dstat control charts, local models made on individual 

observations were shown to be very sensitive to detect process disturbances, but 

were prone to false alarms. Evolving MSPC models avoided false alarms, but failed 

to detect small faults or detected them with a certain delay because of the high 

weight of correct past observations in the model. Finally, the FSMW-MSPC model 

surmounted the limitations of the two previous approaches, i.e., it was less local 

than the individual observation model, but also less affected by past observations 

because a limited window of observations was used in every model. As a 

consequence, FSMW-MSPC models could successfully detect faulty observations 

and correctly identify NOC observations without incurring false alarms. 

5. MSPC strategies apt to deal with synchronized and non-synchronized batch data 

have been designed to control process evolution and to detect batch completion 

(endpoint). For both purposes, variable-wise augmented data configurations have 

been used. In addition, information coming from different sensor and model outputs 

have been integrated using mid-level data fusion strategies. 

6. Endpoint detection MSPC models were applied to two NIR-monitored real 

industrial pilot-scale batch processes. In the fluidized bed drying process, a single 

NIR-based endpoint MSPC model was developed. In a high-temperature multi-

step polyester production process, two endpoint MSPC models were designed to 

flag when each of the two steps of the polyester reaction was complete. The 

implementation of this PAT tool benefited both process applications by ensuring 

final product quality consistency, saving time and energy and avoiding waste 

generation during production. 

7. New data fusion strategies to develop MSPC models using the combination of 

outputs from multivariate models, e.g., PLS predictions or MCR-ALS profiles, 

issued from the same sensor measurement or the combination of these model 

outputs with other process sensor outputs, e.g. temperature, have been proposed. 

These strategies were demonstrated to improve the ability of MSPC charts to 

detect batch endpoint by increasing the contrast among NOC and faulty 

observations compared to MSPC models based only on the preprocessed spectra. 

Similar conclusions were obtained when these DF-MSPC models were used for 

online MSPC. By using these data fusion strategies, the diagnostic of process 

upsets gets also more interpretable because the model outputs used provide more 
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specific information about the process than compressed abstract scores. Besides, 

it has also been shown that the possible combinations of sensor and model 

outputs are very diverse and can easily adapt to tailor the DF-MSPC model to 

control specific process information of interest. 

8. A novel synchronization-free methodology for online batch MSPC has been 

introduced in this thesis. This methodology is based on a first step related to 

process modeling of NOC batch trajectories using PCA on a variable-wise 

augmented multibatch data matrix. NOC process trajectories from different 

batches overlap with each other in the reduced PCA score space, even if they start 

and end in different points because of the lack of synchron ization. This idea is used 

to build local MSPC models using information from clusters of score observations 

covering the complete global process trajectory. To test new batch observations, 

they are projected in all local MSPC models. If a new observation shows a Q value 

below the control limit in one or more local MSPC models, the process evolves 

correctly; if none of the models provides acceptable Q values, the process starts 

deviating from the normal evolution expected. For observations in control, 

additional information about the batch progress along the NOC trajectory can also 

be achieved. This new methodology circumvents the problem of batch alignment 

in non-synchronized batch processes, which is a delicate operation that can easily 

induce artifacts in MSPC models. 

Process monitoring using hyperspectral imaging 

9. A new methodology to characterize heterogeneity in material blends from 

hyperspectral image (HSI) information has been proposed. Inspired by the 

heterogeneity concept defined in the theory of sampling (TOS) by P. Gy, two 

heterogeneity aspects are described using chemical images: the global 

heterogeneity (GH), related to the scatter among the properties of individual pixels, 

and the distributional heterogeneity (DH), related to the evenness in the spatial 

distribution of the different materials forming a blend, extracted from the analysis 

of neighboring pixels or pixel areas. This methodology has proven valuable to study 

heterogeneity from samples in blending processes monitored atline or inline with a 

pushbroom NIR-HIS system, but it is easily extendable to handle information 

collected using other kinds of hyperspectral images or machine vision devices. 

10. A first qualitative description of the heterogeneity evolution in blending processes 

has been carried out by the extraction of pure component distribution maps using 

image unmixing methods on the image information obtained during the full blending 

run. MCR-ALS and FNNLS have been the unmixing methods of choice for 

processes monitored with atline and inline NIR-HSI, respectively. The evolution of 

the distribution maps with the blending time provides rich information about GH 

and DH and enables a visual interpretation of the blending progress associated 

with each of the compounds in the blend formulation . Besides, these distribution 

maps are the seeding information to derive quantitative heterogeneity indices. 
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11. Two quantitative and easily interpretable heterogeneity indices have been 

proposed in this thesis: a global heterogeneity index (GHI) related to GH and a 

distributional uniformity index (DUI) related to DH. Both GHI and DUI are extracted 

from the variographic analysis of the compound distribution maps. The designed 

indices can be used to study the blending behavior of each compound in the 

mixture or be combined in a pooled index for heterogeneity assessment of the total 

blend formulation. The versatility and efficiency of this methodology have been 

demonstrated in atline and inline blending process monitoring using the pushbroom 

NIR-HSI system. 

12. For continuous inline blending monitoring, a methodology called SWiVIA (Sliding 

Window Variographic Image Analysis) has been designed to estimate GHI and DUI 

values in real-time, an essential asset to use these indices in real industrial 

environments. SWiVIA has shown to be tunable to adapt the blending monitoring 

at different blending time resolutions and different scales of spatial scrutiny, 

according to the nature and specifications of the blend formulation investigated. 

13. SWiVIA has been used to follow several real blending processes using mixtures of 

materials with diverse physical properties, mainly related to food and 

pharmaceutical formulations. The GHI and DUI curves derived as a function of the 

blending time have allowed perceiving easily blending variations linked to the 

nature of the compounds blended and also differences in behavior among replicate 

blending batches. Although fully conclusive results could not be obtained, physical 

parameters such as particle size, shape or density have a clear influence on the 

blending behavior. Another relevant information easily detected using the SWiVIA 

approach is the presence of de-mixing phenomena during a blending process, 

seen with clear drops in the DUI curve after reaching a maximum, that may affect 

some or all compounds. 

14. The risk to incur in demixing phenomena and the possibility to save blending time 

suggests the use of DUI and GHI indices, per component or per total blend 

formulation, to set univariate or multivariate statistical process control charts to 

detect blending endpoint. This would safeguard the final product quality, reduce 

costs related to unnecessary long blending times and avoid material “overblend” 

which can lead to the de-mixing phenomenon. 
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