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EGSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Electrical Ground Support Equipment

EMSR . . . . . . . . . . . . . . . . . . . . . . . . . . .Electrical Scanning Microwave Radiometer

ENR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Excess Noise Ratio

ESA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .European Space Agency

ESTAR . . . . . . . . . . . . . . . . . . Electronically Steered Thinned Array Radiometer

ESTEC . . . . . . . . . . . . . . . . . . . European Space Research and Technology Centre



xx Acronyms

FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Field Programmable Gate Array

FWF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Fringe-Washing Function

GeoSTAR . . . . . . Geostationary atmospheric sounder Steered Thinned Array
Radiometer

GPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Global Positioning System

HIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Horizontal polarisation Input Port

HUT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Helsinki University of Technology

HUT-2D . . . . . . . . . 2-dimensional aperture synthesis radiometer of LST/HUT

IEEC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Institut d’Estudis Espacials de Catalunya

IF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Intermediate Frequency

IIQI . . . . . . . . . . . .Complex correlation obtained with nominal real correlations

IPPC . . . . . . . . . . . . . . . . . . . . . . . . Intergovernmental Pannel for Climate Change

IV-3B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Image Validation test 3B

LICEF . . . . . . . . . . . . .LIght Cost Effective Front-end (the receivers of MIRAS)

LICEF-1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . LICEF receiver of first generation

LICEF-2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . LICEF receiver of second generation

LST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Laboratory of Space Technology

MDPP-3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . MIRAS Demonstrator Pilot Project 3

MIRAS . . . . . . . . . . .Microwave Imaging Radiometer using Aperture Synthesis

NDN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Noise Distribution Network

NIR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Noise Injection Radiometer

PC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Personal Computer

PMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Power Measurement System

RF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Radio Frequency



xxi

QQIQ . . . . . . . .Complex correlation obtained with redundant real correlations

SAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Small Airborne MIRAS

SMOS . . . . . . . . . . . . . . . . . . . . Soil Moisture and Ocean Salinity Mission of ESA

TEC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Total Electron Content

TOA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Top Of the Atmosphere

UPC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Universitat Politècnica de Catalunya
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Chapter 1

Introduction

Many scientists throughout the world are studying the human induced climate
change. This climate change is primarily due to the massive and continuous Studying the

global climate
changeemission of greenhouse gases into the atmosphere, which are changing its chem-

ical composition. In 2001 the Intergovernmental Panel for Climate Change
(IPCC) published the third Assessment Report [1], where the work of the scien-
tific community on climate research was collected, showing the scientific basis
of the human induced climate change. This report also states that more obser-
vations are needed in order to address the remaining gaps in information and
understanding. The measurement and monitoring of Soil Moisture and Ocean
Salinity at global scale are crucial variables that will further improve the under-
standing of climate monitoring, weather and extreme events forecasting [2].

It is well known that ocean currents regulate our climate through the transport Ocean Salinity

of heat together with important water masses. The Gulf stream transports heat
through surface water from the equator to higher latitudes. This water cools
during its way to the North increasing its density. Furthermore, evaporation
will increase the surface salinity, increasing also its density. At a certain density
the surface water will sink to the deep ocean. The water masses will return to
the equator at the bottom of the ocean. This is known as thermohaline cir-
culation. Additionally, ocean surface salinity is also related to net evaporation
(evaporation-precipitation) and thus an indirect measurement of precipitation
over the ocean. Sea surface salinity is thus a key variable for studying and
modelling ocean circulation and precipitation, which is an important indicator
for climate change. [3]

Soil Moisture is a key variable in the water cycle. It changes with time and Soil Moisture
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is governed by different factors such as the amount of precipitation, evaporation
or absorption by the vegetation cover. The properties of the soil determine the
amount of water that can be stored determining also plant growth and thus
food supplies. Soil moisture is also a key parameter for climate as it influences
temperature, evaporation and vegetation in its close environment. [4].

The Soil Moisture and Ocean Salinity Mission (SMOS) of the EuropeanSMOS mission

Space Agency (scheduled 2007) is devoted to measure these two key parame-
ters. The single instrument of this mission is the MIRAS (Microwave Imaging
Radiometer using Aperture Synthesis), a new kind of instrument devoted to
Earth observation. It is a thinned Y-shaped array with 21 elements per arm.
With this technique a large synthetic aperture antenna with relative low weight
can be obtained. This novel technique has been selected in order to fulfil both
criteria ground resolution (35-50km) and revisit time (3 days). The ground
resolution is obtained using the synthetic aperture, which results in a narrower
synthetic main beam of the antenna. The small revisit time is obtained with a
broad observation swath, obtained with the imaging properties of MIRAS.

Similar instruments to MIRAS have already been used for radio astronomy
but in that case only sources with a narrow angular size (stars and galaxies)
were observed. In the case of MIRAS, the Earth is an extended source of
thermal radiation, which almost fills up the complete field of view of MIRAS.
The consequence of it is that the calibration techniques developed for radio
astronomy may not be used in the SMOS mission [5].

This thesis is mainly focused to experimentally test several calibration tech-Focus of the
thesis niques and to prove the imaging properties of MIRAS. A second part is devoted

to the polarimetric mode of MIRAS and its capability to improve its perfor-
mance.

This thesis was started thanks to a two year grant (from summer 2000 toWork at ESTEC

summer 2002) at the ESTEC centre of the European Space Agency in the
Netherlands. During this time the first experimental campaigns aimed to test
calibration methods and imaging capabilities of MIRAS were done. In these so
called image validation tests a first MIRAS prototype was used. The planning,
preparation, execution and data processing for different tests was done. The
capability of the calibration methods was demonstrated, showing also in which
direction further research should be undertaken in order to refine them. The
imaging properties of MIRAS were also demonstrated with the measurement of
its impulsional response. The most important results are presented here.

At the ESTEC centre theoretical work and simulations on polarimetric in-
terferometry have also been done. This research contributed to the formulation
of the polarimetric visibility function and the definition of the polarimetric op-
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eration mode of MIRAS. Up to that time only the dual polarimetric operation
mode had been defined. The dual mode of operation has the disadvantage of
presenting non-invertible zones on its field of view, while the polarimetric mode
solves this problem being invertible all over the field of view.

After the two years stage at ESTEC, the thesis was continued at the Labora- Work at HUT

tory of Space Technology (LST) of the Helsinki University of Technology (HUT)
for three months (August 2002 to October 2002), as an invited researcher. There
the HUT-2D interferometric radiometer, an airborne demonstrator instrument
for MIRAS, was being constructed. The experience gained in the previous cam-
paigns was shared with the HUT-2D team and the calibration methods were
tested in a different instrument, confirming the previous results.

In February 2003 this thesis was continued at the Institut d’Estudis Espa- Work at IEEC

cials de Catalunya (IEEC) under a research contract of the Spanish ministry of
research 1. There the effect of Faraday rotation on MIRAS was studied. A solu-
tion for compensating it was proposed, making use of the polarimteric operation
mode of MIRAS.

The thesis was continued at IEEC, designing and manufacturing the Electri-
cal Ground Support Equipment (EGSE) of an airborne demonstrator of MIRAS,
known as SAM (Small Airborne MIRAS). This work was done for ESA.2 This
instrument implements the complete calibration scheme with two-level noise in-
jection, which is a refinement of the calibration schemes used in previous MIRAS
prototypes. Preliminary experimental results of this novel calibration technique
are also presented in this thesis.

1.1 Thesis Structure

This thesis has been structured in the following way. An introduction is given Thesis structure

in chapter 1. Chapter 2 includes a brief historical summary of interferometric
radiometers. Also the basic concepts of radiometry and a review of the inter-
ferometric equations upon which MIRAS is based are given.

Chapter 3 presents the calibration techniques of MIRAS. The equations that
are used to calibrate MIRAS can be found. Chapter 4 is devoted to present the
experimental validation of the calibration equations so as to asses their per-
formance and propose advantages and drawbacks. The presented experimental
results are

1Spanish research project number: EPS2001-4523-PE
2ESA contract number: 15138/01/NL/SF (CCN5)
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- The most important calibration results of the Image Validation Campaigns
done at Dwingeloo with the first MIRAS prototype.

- The most important calibration results with the HUT-2D segment.

- Preliminary results on calibration using SAM , which includes a compre-
hensive calibration procedure based on the results of the previous theo-
retical and experimental work.

The next two chapters are dedicated to polarimetry. Chapter 5 describes
the polarimetric mode of MIRAS and demonstrates that it is superior respect
to the dual mode of MIRAS with respect to the invertibility of the modified
brightness temperature in the complete field of view. Chapter 6 follows with a
proposal to correct the Faraday rotation using the polarimetric mode of MIRAS.
In chapter 7 the conclusions are given.



Chapter 2

Interferometric Radiometry
(IR) for Earth Observation

This chapter is aimed to briefly review the past, present and future of radiome-
ters. It starts with the origins of radiometry and the evolution of the different
sensor types, arriving to the most sophisticated ones, under which MIRAS,
object of this thesis, can be found.

The chapter continues with an introduction to radiometry, followed by the
review of interferometric equations which describe the fundamentals of MIRAS
operation.

2.1 Past, Present and Future Interferometric
Sensors

The fundamental equations of radiometry, where the blackbody emission equation History of
radiometryis deduced, date back to the early 20th century. However, the firsts measure-

ments were not done until the 1930s by Karl Jansky, while he was investigat-
ing the origin of interferences in radio voice transmission. With the 20.5MHz
antenna that he built he discovered the radio emission of the centre of the
galaxy [6].

The first one to build a radio telescope was Grote Reber in 1937. It was
constructed in his backyard and at his own expense while working full time for a First radio

telescoperadio company. It consisted of a parabolic reflector of 9.5m diameter and a radio
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receiver at the focus (about 6m above the reflector). He succeeded in making
measurements at 160MHz [7] and making the first radio map of the galaxy. After
the Second World War, with the technological legacy of radar development and
with the incentive of Reber’s results, radio astronomy experienced a spectacular
growth.

In the Netherlands, under the leadership of Oort, a radio telescope with a
dish of 25m came into operation in Dwingeloo in 1956. It operated at L-band and
contributed to discovering the size, distribution and motion of neutral hydrogen
in the Milky Way. At that time it was the largest radioastronomy antenna.
Figure 2.1 shows the radio telescope together with a prototype of MIRAS during
the Image Validation campaigns.

The use of arrays to improve the angular resolution came with the use of

Figure 2.1: Dwingeloo 25m diameter radio telescope with MIRAS prototype in
the front during the image validation campaigns of MIRAS.
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the Mills Cross. Each arm of the cross produced a fan beam in the sky. By
multiplying the two arms a pencil beam was formed. The beam could be steered
in the sky by adjusting the phasing of the elements in each arm.

The use of aperture synthesis techniques was the solution to improve the Aperture
synthesisangular resolution avoiding much larger real aperture antennæ. An example of

it is the Westerbork Synthesis Radio Telescope (WSRT), which was designed
and built in the 1960s. It came into operation in the 1970s and was for over a
decade the most powerful. It is an east-west oriented linear array of fourteen
dish antennæ with 25m diameters each (see figure 2.2). It makes use of the
earth-rotation synthesis technique to increase its angular resolution.

The natural evolution of interferometric arrays was to go a step further from
1-dimensional arrays to 2-dimensional. The maximum exponent of it is the Very
Large Array (VLA) [8] in New Mexico, USA, which became fully operative in
1980. It consists of 27 dish antennæ with a diameter of 25m each. They are
arranged in a Y-shaped configuration to give a resolution of an antenna 36km
across, as seen in figure 2.3. The main advantage over earth-rotation synthesis
radio telescopes like WSRT is that it did not need 24 hours to measure all the
baselines.

At the beginning, radiometry was used to study extraterrestrial radio sources. Observing the
EarthIt is in 1958 when the first paper with microwave radiometric measurements of

terrestrial materials appears [9]. Straiton et al. present the results for measure-
ments of water, grass, gravel, among others at 4.3mm wavelength.

Similar to the technological evolution of the instruments used to explore ex-
traterrestrial radio sources, radiometric earth observation has also experienced
the transition from real aperture instruments to more sophisticated 2-dimensional
interferometric sensors, passing through 1-dimensional ones.

Planetary observation with space borne radiometers starts with the radiome- Observations
from Spaceter on board Mariner2 which gave the first close observations of Venus in 1962.

The first radiometer measurements of the Earth were taken from the Soviet
Cosmos 243 satellite in 1968. The Electrical Scanning Microwave Radiome-
ter (EMSR) systems on board Nimbus5 and Nimbus6 (1970s) are of great im-
portance in space borne radiometry as they gave the first synoptic images of
microwave emission of the Earth [10]. Radiometric systems have been used ex-
tensively up to the present providing useful information for obtaining physical
parameters or contributing to the calibration of other sensors.

In general, space borne real aperture radiometer systems have a poor spa-
tial resolution (order of kilometres) as their resolution is proportional to the
aperture size of the antenna (order of meters) and they are far away from the
Earth (hundreds of kilometres). A solution for obtaining larger antennæ for
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Earth observation radiometric sensors is aperture synthesis, which was proposed
by Ruf et al.[11, 12] in 1988. The result of it was the Electronically Steered
Thinned Array Radiometer (ESTAR). Unfortunately, its airborne demonstra-
tor instrument never succeeded in having a space borne version. Nevertheless,
this first interferometric radiometer prototype provided extensive results (see for
instance, [13, 14]), which proved the concept to be a promising new technique.

ESTAR is an L-band interferometric radiometer, designed for remote sensing1-D
interferometry
from Space of soil moisture. Real aperture antennæ (linear arrays of horizontally polarised

Figure 2.2: Westerbork radio interferometer. Courtesy of ASTRON,
http://www.astron.nl. Photo: Harm Jan Stiepel.

http://www.astron.nl
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Figure 2.3: The Very Large Array in New Mexico. Image: NRAO/AUI/NSF.
http://www.nrao.edu

dipoles) determine the resolution along-track, while aperture synthesis is used
to obtain resolution across-track. The real antennæ are spaced at integer mul-
tiples of one-half wavelength, obtaining seven unique baselines plus one at zero
spacing. The resolution of the synthetic beam is about ±4.5◦ (between first
nulls), while the resolution along-track at the 3dB point is about 9◦ [15]. A
new version of ESTAR, called 2D-STAR, which does aperture synthesis in two
dimensions and can measure in horizontal and vertical polarisations, is being
developed [16].

The launch of the Soil Moisture and Ocean Salinity (SMOS) mission of 2-D
interferometry
from SpaceESA is planned for early 20071. This opportunity mission aims at obtaining soil

moisture and ocean salintiy maps at global scale. The revisit time will be 3 days
and the best achievable spatial resolution 35-50km. The observations will be
done at L-band (1400-1427MHz); therefore, in order to have the desired ground

1See http://www.esa.int

http://www.nrao.edu
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Figure 2.4: Artist’s impression of MIRAS. Image: ESA, http://www.esa.int

resolution a large and heavy antenna would have to be used in space. This
problem has been overcome by using the Microwave Imaging Radiometer using
Aperture Synthesis (MIRAS), a 2-dimensional Y-shaped interferometer, which
synthesises a large aperture with many small antennæ, reducing its physical
size and weight. Figure 2.4 shows an artist impression of MIRAS and it can be
observed that the arrangement of the antennæ is similar to the VLA. In MIRAS,
however, the spacing between antennæ is much smaller in order to reduce in part

http://www.esa.int
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aliasing and to broaden the useful alias-free field of view. This thesis focuses on
two aspects of this MIRAS instrument: its calibration procedure and its fully
polarimetric operation.

Future interferometric radiometers for earth observation have also been pro-
posed. An instrument that uses a similar approach as MIRAS, but at much
higher frequencies (50GHz) is GeoSTAR [17]. It would be placed at geostation-
ary orbit and used for atmospheric sounding.

2.2 Principles of Radiometry

The particles of every solid body are in constant vibrational motion respect to Definition of
Temperaturetheir mean position, involving an fixed amount of energy. The energy of each

particle may be transferred to its neighbouring particle, changing its vibration
states. The former will be now in a vibrational state with less energy, while the
latter will have increased the energy of its vibrational state. The mean energy
within the body will remain the same, as it has just been transferred from one
particle to another one, being the temperature a measure of the mean vibrational
energy within a body. In liquids or gases not only vibrational motion is present,
furthermore rotational or kinetic energy is present, including the temperature
concept also these kinds of energy.

The exchange of temperature of a body with its surroundings can happen Energy exchange

in different ways. The simplest is exchanging the vibrational energy with its
surrounding directly. Imagine a cup of hot tea. The tea particles (mainly
water) have high kinetic energy as they are hot. They exchange their energy
with the neighbouring particles transferring thus part of their energy to the cup
particles. These vibrate now at higher vibrational levels, than before, while the
water particles vibrate now with less, energy, The cup heats up, while the tea
cools down. This kind of temperature exchange is known as dissipation.

At absolute zero temperature the exchange of energy between particles of
a material is zero. All atoms are in its fundamental vibration state without
exchanging energy among them.

Another kind of energy exchange is thermal emission. When the average
vibrational energy after a collision between two particles is less than the average
kinetic energy before it, the remaining energy is emitted as electro-magnetic
energy, balancing out the energy budget. The hotter a body, the more energy
will be involved in the collisions and thus, more electro-magnetic radiation will
be emitted.

Electro-magnetic fields can travel long distances without being absorbed
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as in the case of vacuum. When this radiation incides on another body, it
will induce its particles to absorb the electric energy and transform it again to
vibrational energy. Energy will have been transfered from one body to another
one. Alternatively this electric fields, could be captured by an antenna and its
intensity measured. This process of measuring the thermally emitted electro-
magnetic fields is known as Radiometry. It may be used for instance, to measure
remotely the physical temperature of a body, by measuring the intensity of the
emitted radiation.

In general, a part of the radiation incident upon the surface of a body (solidBlackbody
definition or liquid) is absorbed and the remainder is reflected. A blackbody is defined as

an ideal body which does absorb all the incident radiation.2 A blackbody is thus
an ideal absorber. Blackbodies have also the property of being ideal emitters,
as otherwise they would heat up infinitively, while absorbing more energy than
emitting.

A general description of the processes that are involved in the emission ofPlanck’s
radiation law thermal radiation can be found in [18] The spectrum and amount of radiation of

a blackbody are related to its physical temperature through Planck’s radiation
law given by

Bf =
2hf3

c2

(
1

ehf/kT − 1

)
(2.1)

with

Bf = Blackbody spectral brightness, [Wm−2sr−1Hz−1]
h = Planck’s constant= 6.63× 10−34[J s]
f = Frequency, [Hz]
k = Boltzmann’s constant= 1.38× 10−23[J K−1]
T = Absolute Temperature of the body, [K]
c = Speed of light=3× 108[m s−1]

The spectral brightness is the amount of energy radiated in a second, per square
meter, per stereo radian and per Hertz. Figure 2.5 shows the spectral brightness
as a function of frequency, for different temperatures of the blackbody.

In the microwave frequency range Planck’s radiation law can be simplifiedRayleigh-Jeans
Law by using the approximation

ex − 1 =
(

1 + x+
x2

2
+ . . .

)
− 1

≈ x for x� 1
2The term blackbody has been taken from the fact that a body that absorbs all visible

radiation appears to our eyes as black.
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Figure 2.5: Planck’s radiation-law curves.

For the case where hf/kT � 1 equation (2.1) can be approximated with the
Rayleigh-Jeans Law

Bf =
2f2kT

c2
=

2kT
λ2

(2.2)

The relationship between the physical temperature of the blackbody and the
emitted power can obtained computing the available power of an antenna which
has been placed inside a blackbody enclosure.

Pbb =
1
2
Ar

∫ f+∆f

f

∫∫
4π

2kT
λ2

Fn (θ, φ) dΩdf (2.3)

Pbb is the available power at the antenna terminals, the factor 1
2 appears because

the antenna measures only in one polarisation, Ar is the effective aperture of the
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antenna and Fn (θ, φ) is the normalised radiation pattern. For an increment of
frequency ∆f where Bf is kept almost constant the equation can be rewritten
as

Pbb = kT∆f
Ar

λ2

∫∫
4π

Fn (θ, φ) dΩ (2.4)

and knowing that ∫∫
4π

Fn (θ, φ) dΩ = ΩP =
λ2

Ar
(2.5)

where ΩP is the antenna pattern solid angle. Equation (2.4) becomes

Pbb = kT∆f (2.6)

Equation (2.6) is of great importance in microwave radiometry as it shows a
direct relationship between the physical temperature T of a blackbody and the
emitted power Pbb.

A blackbody in fact an ideal abstraction of reality. Real bodies do not absorbBrigthness
temperature and
emissivity all the incident power. They absorb just one fraction of it and absorb the rest.

They are called grey bodies. The brightness temperature TB (θ, φ) of a material
is defined as

TB (θ, φ) = e (θ, φ)T (2.7)

where 0 ≤ e (θ, φ) ≤ 1 is the emissivity. The brightness temperature of a grey
body expresses its emission properties (with angular dependence) compared to
blackbody. That is, the equivalent brightness is the temperature that the grey
body would have, it was a blackbody radiating the same amount of power. The
brightness temperature is always smaller or equal to its physical temperature.
The emissivity expresses how close to a blackbody the material is: the higher
the emissivity the closer is the behaviour to a blackbody.

The emissivity e is related to the reflectivity r through

e+ r = 1 (2.8)

being the reflectivity the quotient between the reflected power on a surface and
the incident power onto it.

The basic concept of a radiometers consist of a real aperture antenna, a tuneElemental
radiometer radio receiver and a power detector, as shown in figure 2.6. The antenna cap-

tures the RF-power emitted by the observed material, a low noise RF amplifier
increases the power of the acquired noise signal. The bandpass filter selects the
desired band ∆f , which is then down converted at the mixer. The signal is
amplified again before being detected by a square law detector. Finally a low
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Figure 2.6: Basic arquitecture of a total power radiometer.

pass filter is used to average the obtained voltage, which is proportional to the
system noise temperature. In a total power radiometer we have that the output
voltage is proportional to the system noise temperature

Vout = kTsysB (2.9)

being Tsys = TA + TR, with TA the equivalent noise temperature captured by
the antenna, TR the receiver noise temperature and B the bandwidth of the
receiver. The sensitivity of such a radiometer is given by

∆T =
Tsys√
Bτ

=
TA + TR√

Bτ
(2.10)

where τ is the time constant of the low pass filter after the square law detector.

2.3 Principles of Interferometry

The operation principles of a radiometric interferometer like MIRAS have been
thoroughly revised in [19, 20] and are summarised in this section. In the previous
section it has been said that radiometry deals with the measurement of the power
of emitted radiation. Interferometry additionally deals with the measurement
of the phase information of this radiation. Usually this is done by computing
the cross-correlation between the signals acquired by two or more antennæ.

Let us have two antennæ placed on the xy-plane of the Σ reference frame Elemental
voltagespointing towards the z axis as it is shown in figure 2.7. The electric field ex-

pressed in the Σ′ reference frame d~E (t; θ′, φ′) radiated by an elemental surface
da in the (θ′, φ′) direction induces an elemental voltage dvv (t) at the output of
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Figure 2.7: Elemental interferometer setup.

the vertical antenna probe. This voltage is given by

dvv (t) =

√
λ2

0

4π
Gv

0F
v
n (θ, φ) L̂v

e(θ, φ) · d~E (t; θ′, φ′) (2.11)

if the antenna is connected to a matched load. Gv
0 is the maximum power gain,

F v
n (θ, φ) the normalised voltage radiation pattern and L̂v

e (θ, φ) the effective
length vector of the vertical antenna probe, the last two computed for the (θ, φ)
direction.

The vertical (and horizontal) effective length unit vector are taken following
Ludwig’s third definition [21]

L̂v
e = sin (φ+ nπ) θ̂ + cos (φ+ nπ) φ̂ (2.12)

L̂h
e = − cos (φ+ nπ) θ̂ + sin (φ+ nπ) φ̂ (2.13)



2.3 Principles of Interferometry 17

where the nπ term represents sign ambiguity. In [20] is is shown that this sign
ambiguity causes no problem in the complete mathematical development and it
is thus irrelevant.

Directions (θ, φ) and (θ′, φ′) are the same but expressed in different frames.
The first one in the antenna frame, the second one in the emission frame. Thus,
(θ′, φ′) will be replaced by (θ, φ) as follows as they represent the same physical
direction. r represents the distance between any elemental surface and any
antenna of the array. This distance may be expressed in the antenna frame or
in the emission frame having r = r′.

The antenna voltage at the output of the vertical and horizontal antenna Antenna
voltagesprobes induced not only by an elemental surface element, but by the whole

scene is obtained by the integral sum of elementary voltages.

vv (t) =
∫

all dvv

dvv (t) =

√
λ2

0

4π
Gv

0

∫
all (θ,φ)

F v
n (θ, φ) L̂v

e(θ, φ) · d~E (t; θ, φ)

(2.14)

vh (t) =
∫

all dvh

dvh (t) =

√
λ2

0

4π
Gh

0

∫
all (θ,φ)

Fh
n (θ, φ) L̂h

e (θ, φ) · d~E (t; θ, φ)

(2.15)

If we now compute the cross-correlation between the antenna voltages of two Cross-correlation
of antenna
voltagesdifferent antennæ denoted with i and j, at polarisations p and q respectively we

have that
Γvp

i vq
j
(τ) =

〈
vp

i (t)vp
i
∗ (t− τ)

〉
(2.16)

can be written, taking into account equations (2.14) and (2.15), as

Γvp
i vq

j
(τ) =

λ2
0

4π

√
Gp

0,iG
q
0,j

∫
all (θ1,φ1)

∫
all (θ2,φ2)

F p
n,i(θ1, φ1)F

q∗
n,j(θ2, φ2)〈[

L̂p
e(θ1, φ1) · d~E (t; θ1, φ1)

] [
L̂q

e(θ2, φ2) · d~E∗ (t− τ ; θ2, φ2)
]〉

(2.17)

where (θ1, φ1) and (θ2, φ2) represent two different directions in the observed
scene.

Since thermal noise generated at different source points is uncorrelated the
double integral of (2.17) reduces to a single integral

Γvp
i vq

j
(τ) =

λ2
0

4π

√
Gp

0,iG
q
0,j

∫
all (θ,φ)

F p
n,i(θ1, φ1)F

q∗
n,j(θ, φ)〈[

L̂p
e(θ, φ) · d~E (t; θ, φ)

] [
L̂q

e(θ, φ) · d~E∗ (t− τ ; θ, φ)
]〉

(2.18)
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The projections of the incident electric field d~E along the effective length unit
vectors can be written as

dEp
i (t; θ, φ) ≡ L̂p

e (θ, φ) · d~Ei (t; θ, φ) (2.19)

dEq
j (t; θ, φ) ≡ L̂q

e (θ, φ) · d~Ej (t; θ, φ) (2.20)

and (2.18) can be further simplified with

Γvp
i vq

j
(τ) =

λ2
0

4π

√
Gp

0,iG
q
0,j∫

all (θ,φ)

F p
n,i(θ1, φ1)F

q∗
n,j(θ, φ)

〈
d~Ep

i (t; θ, φ) d~Eq∗
j (t− τ ; θ, φ)

〉
(2.21)

The distance from any particular source point to the two antennæ is desig-
nated with ri and rj respectively. The path difference rij will then be

rij = ri − rj (2.22)

and the electric field at one antenna can be expressed in terms of the field on
the other antenna (for the same polarisation) with the corresponding delay

dEp
j (t; θ, φ) = dEp

j

(
t+

rij
c

; θ, φ
)

(2.23)

The assumption that the separation of the antennæ d is much smaller than the
distance of the radiometer to the source r

d� r (2.24)

allows us to make use of the paraxial approximation. This assumption justifies
to use the same r2 term for all receivers in the denominator for the propagation
losses of the electric field, which is implicitly expressed in (2.23). In the phase, it
allows to treat the incidence field on both antennæ and originated at the same
source point as being parallel rays. The assumption of (2.24) is true, as the
antenna separation is of the order of centimetres, while the distance from the
radiometer to the source, the earth in a space born mission, is of the order of
hundreds of kilometres.

The cross-correlation inside the integral of (2.21) becomes the polarimetric
correlation function of the electric field〈

dEp
i (t; θ, φ) dEq∗

j (t− τ ; θ, φ)
〉

=

=
〈
dEp

i (t; θ, φ) dEq
i

(
t− τ + rij

c ; θ, φ
)〉

= ΓdEpdEq

(
τ − rij

c ; θ, φ
)

(2.25)
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and thus (2.21) can be rewritten as

Γvp
i vq

j
(τ) =

λ2
0

4π

√
Gp

0,iG
q
0,j

∫
all (θ,φ)

F p
n,i(θ1, φ1)F

q∗
n,j(θ, φ)ΓdEpdEq

(
τ − rij

c
; θ, φ

)
(2.26)

In this development it is implicitly assumed that the polarisation frame of the
antenna probes is the same as polarisation frame at emission. This is not true in
general. A conversion between the emission polarisation frame and the antenna
polarisation frame has to be applied to the electric fields. As this is part of the
thesis it has been omitted in this introductory part, but included in chapter 5.
For the time being it is enough to related the correlation of antenna (or receiver)
voltages to the electric fields at the antennæ. In chapter 5 the conversion from
the antenna frame to the emission frame is explained.

The mutual coherency matrix is expressed in terms of the polarimetric cross-
correlations of the infinitesimal electric field with[

Jij (τ)
]
≡

[
Jij

hh (τ) Jij
hv (τ)

Jij
vh (τ) Jij

vv (τ)

]
=

[
Γij

dEhdEh (τ) Γij
dEhdEh (τ)

Γij
dEhdEh (τ) Γij

dEhdEh (τ)

]
(2.27)

since[
Γij

dEhdEh (τ) Γij
dEhdEh (τ)

Γij
dEhdEh (τ) Γij

dEhdEh (τ)

]
=

〈
dEh

i (τ)
dEv

i (τ) dEh
i (t− τ) dEh

i (t− τ) ∗
〉

(2.28)
The coherency matrix of the fields emitted by a grey body in a 1Ω medium
impedance is given by [20]

[J (τ)] =
kTph

λ2
0

da
r2

δa (τ) [e] (2.29)

where k = 1.38 × 10−23J/K is the Boltzmann constant, Tph is the physical
temperature, da is the emitting infinitesimal element of area, r is its distance to
the radiometer, δa (τ) is the analytic delta function and [e] is the polarimetric
spectral emissivity matrix

[e] =
[

eH (θ, φ) eHV (θ, φ)
eV H (θ, φ) eH (θ, φ)

]
(2.30)

The cross-correlation between receiver voltages can now be rewritten as

Γvp
i vq

j
(τ) =

λ2
0

4π

√
Gp

0,iG
q
0,j

∫
all (θ,φ)

F p
n,i(θ1, φ1)F

q∗
n,j(θ, φ)Jpq

(
τ − rij

c
; θ, φ

)
(2.31)
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and using the polarimetric emissivities as

Γvp
i vq

j
(τ) =

k

4π

√
Gp

0,iG
q
0,j

∫ π/2

0

∫ 2π

0

F p
n,i(θ, φ)F q∗

n,j(θ, φ)

·Tph (θ, φ) epq (θ, φ) δa

(
τ − rij

c

)
sin θdφdθ (2.32)

where the following solid angle relation has been used

dΩ = sin θdφdθ =
da
r2

(2.33)

The polarimetric cross-correlation of the antenna voltages in the domain of
direction cosine coordinates is

Γvp
i vq

j
(τ) =

k

4π

√
Gp

0,iG
q
0,j

∫∫
ξ2+η2≤1

F p
n,i(ξ, η)F

q∗
n,j(ξ, η)

·Tph (ξ, η) epq (ξ, η)√
1− ξ2 − η2

δa

(
τ − uξ + vη

f0

)
sin ξdηdθ (2.34)

with

ξ = sin θ cosφ η = sin θ sinφ (2.35)

being the direction cosines and

u ≡ xj − xi

λ0
(2.36)

v ≡ yj − yi

λ0
(2.37)

the baseline component in the plane of the antenna, normalised to the centre
wavelength.

The brightness temperature introduced in section 2.2 can be extended to itsPolarimetric
Brightness
Temperature polarimetric formulation with

T pq
B (ξ, η) = Tph (ξ, η) epq (ξ, η) (2.38)

where the superscripts pq denote the polarisation state. According to its def-
inition Th

B and T v
B are real numbers representing the brightness temperature

in the vertical and horizontal polarisations. Thv
B and T vh

B are complex cross
polarisation brightness temperatures. The matrix of polarimetric brightness
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Figure 2.8: Single-channel receiver configuration.

temperature is Hermitian, as is the case with the polarimetric emissivity ma-
trix. Finally, the cross-correlation of receiver voltages can be written as

Γvp
i vq

j
(τ) =

k

4π

√
Gp

0,iG
q
0,j

∫∫
ξ2+η2≤1

F p
n,i(ξ, η)F

q∗
n,j(ξ, η)

·
T pq

B (ξ, η)√
1− ξ2 − η2

δa

(
τ − uξ + vη

f0

)
sin ξdηdθ (2.39)

Equation (2.39) relates the cross-correlation of antenna voltages with the
brightness temperature of the scene T pq

B . The cross-correlation between voltages
at the output of two receivers will be deduced now. Figure 2.8 shows the block
diagram of a receiver. It consists of a polarisation switch, which is used to
elect the horizontal or the vertical probe of the antenna and connect it to the
amplifier-filter. The signal is the down-converted at the mixer. The amplifier
block includes the gain and filtering characteristics of the receiver.

The voltage input response h (t) of the amplifier-filter block is assumed to
be effectively band limited in f1 ≤ |f | ≤ f2. The bandwidth of the receiver
i, Bi, is defined in terms of a noise equivalent bandwidth, which accomplishes
Bi < f2 − f1. The transfer function of receiver i Hi (f) is expressed as

H (f) = αiHn,i (f) (2.40)

where αi is its maximum amplitude and Hn,i (f) is the normalised transfer
function.

The local oscillator frequency fLO is assumed to be identical for all receivers.
A double side band conversion is assumed for the purpose of the derivation of
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the visibility function, which implies that the local oscillator frequency is equal
to the centre frequency: fLO = f0.

Being v (t) the voltage at the antenna probe, u (t) the voltage after the
amplifier-filter block and s (t) the voltage after down conversion we can write

u (t) = h (t) ∗ h (t) (2.41)
s (t) = u (t) e−j2πf0tejΦ (2.42)

where h (t) is the voltage impulse response of the amplifier-filter circuit, and
f0 = FLO and Φ are the local oscillator frequency and phase. (2.42) can be
expressed using its equivalent low-pass signal with respect to f0 with

s (t) = ũ (t) e−jΦ (2.43)

showing that the output of the of the receiver s (t) is the equivalent low-pass
signal ũ (t) with respect to the local local oscillator frequency f0, of the output
of the amplifier-filter circuit, except for the the local oscillator phase term.

We can now compute the cross-correlation between the output voltages ofCross-correlation
of receiver
voltages receivers i and j with

Γsisj
(τ) =

〈
si (t) s∗j (t− τ)

〉
(2.44)

and using (2.43) yields
Γsisj

(τ) = Γũiũj
(τ) (2.45)

where it has been used that the local oscillator frequency and phase is the same
for both receivers. The cross-correlation between the outputs of the amplifier-
filter circuit is related to that of their inputs through

Γuiuj
(τ) = Γvivj

(τ) ∗Rhihj
(τ) (2.46)

The cross-correlation between the analytic signals of the voltage impulse re-
sponses hi (t), hj (t) can be expressed in terms of the cross-correlation of their
real impulse responses hi (t), hi (t) with

Rhihj (τ) = 2Rhihj (τ) ∗ δa (τ) (2.47)

This is used, after inserting (2.39) into (2.46) to obtain the cross-correlation
function between the voltages at the output of the amplifier-filter circuit

Γup
i uq

j
(τ) =

k

8π

√
Gp

0,iG
q
0,j

∫∫
ξ2+η2≤1

F p
n,i (ξ, η)F p∗

n,i (ξ, η)

·
T pq

B (ξ, η)√
1− ξ2 − η2

Rhihj

(
τ − uξ + vη

f0

)
dξdη (2.48)
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which can be further developed using (2.45) and

Γũiũj
(τ) = Γuiuj

(τ) e−j2πf0τ (2.49)

Rhihj
(τ − τ0) e−j2πf0τ = Rh̃ih̃j

(τ − τ0) e−j2πf0τ0 (2.50)

to yield the cross-correlation between receiver voltages

Γsp
i sq

j
(τ) =

k

8π

√
Gp

0,iG
q
0,j

∫∫
ξ2+η2≤1

F p
n,i (ξ, η)F p∗

n,i (ξ, η)

·
T pq

B (ξ, η)√
1− ξ2 − η2

Rh̃ih̃j

(
τ − uξ + vη

f0

)
e−j2π(uξ+vη)dξdη (2.51)

where h̃i (t) and h̃j (t) are the equivalent low-pass signals with respect to f0 of
the analytic impulse response functions.

Since
Rh̃ih̃j

(τ) = R̃hihj (τ) (2.52)

with Rh̃ih̃j
(τ) being the equivalent low-pass signal with respect to f0, of R̃hihj

(τ),
the cross-correlation of receiver voltages becomes

Γsp
i sq

j
(τ) =

k

8π

√
Gp

0,iG
q
0,j

∫∫
ξ2+η2≤1

F p
n,i (ξ, η)F p∗

n,i (ξ, η)

·
T pq

B (ξ, η)√
1− ξ2 − η2

R̃hihj

(
τ − uξ + vη

f0

)
e−j2π(uξ+vη)dξdη (2.53)

The cross-correlation function R̃hihj
(τ) can be normalised to its maximum

value

R̃hihj (τ) =
∫ ∞

0

4Hi (f + f0)H∗
j (f + f0) ej2πfτdf

≤ 4
√
BiBjαiαj (2.54)

where Bi, Bj are the noise-equivalent bandwidth and αi, αj the voltage gain
of each receiver. The normalised function r̃hihj

(τ) is called fringe-washing
function and it is

R̃hihj
(τ) ≡ 4

√
BiBjαiαj r̃hihj

(τ) (2.55)

Finally, assuming lossless antennæ, where the antenna gain can be expressed
in terms of its solid angle Ω

G0 =
4π
Ω

(2.56)
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the cross-correlation of receiver voltages can be rewritten using (2.55) as

Γsp
i sq

j
(τ) =

2k
√
BiBjαiαj√
Ωp

i Ω
q
j

∫∫
ξ2+η2≤1

F p
n,i (ξ, η)F p∗

n,i (ξ, η)

·
T pq

B (ξ, η)√
1− ξ2 − η2

r̃hihj

(
τ − uξ + vη

f0

)
e−j2π(uξ+vη)dξdη (2.57)

If τ = 0 is taken, then we talk of the visibility function expressed in KelvinVisibility
Function

V pq
ij (u, v) ≡ 1

2
1

k
√
BiBjαiαj

Γsp
i sq

j
(0) (2.58)

and we have that

V pq
ij (u, v) =

∫∫
ξ2+η2≤1

T pq
mod (ξ, η) r̃hihj

(
−uξ + vη

f0

)
e−j2π(uξ+vη)dξdη (2.59)

withModified
Brightness
Temperature

T pq
mod (ξ, η) =

F p
n,i (ξ, η)F p∗

n,i (ξ, η)√
Ωp

i Ω
q
j

T pq
B (ξ, η)√

1− ξ2 − η2
(2.60)

being the modified brightness temperature, represents the correlation between
the signals of two receivers, i and j, as a function of their position in the (u,v)
plane. Equation (2.59) shows a Fourier Transform relationship between the
visibility function V pq

ij (u, v) and the brightness temperature map T pq
B , modified

by the normalised antenna pattern F p
n,i (ξ, η), F q∗

n,j (ξ, η), the fringe-washing

function r̃hihj and the obliquity factor
(
1− ξ2 − η2

)− 1
2 .

Equation (2.59) tells us how a broad field of view interferometer like MIRAS
has to be. In first place, it is obvious that the antenna patterns F p

n,i (ξ, η),
F q∗

n,j (ξ, η), will have a broad main beam in order to have information of all
desired directions (ξ,η) at the visibility function. In second place and not so
obvious is the effect of the fringe-washing function r̃hihj

(
−uξ+vη

f0

)
. All the

directions (ξ,η) or antennæ positions (u,v), for which the fringe-washing function
vanishes, will have a negligible influence on the visibility function. That means,
that the shape of the fringe-washing function determines the direction at which
the interferometer will not be blind. Imagine for instance an interferometer for
which the transfer functions Hi (f) have a very broad band. From (2.54) we
know that the fringe-washing function will be narrow and thus, it will attenuate
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very much the noise signals inciding on the antenna with a large angle respect
to bore sight. Thus, in order to have a broad field of view interferometer, the
fringe-washing function cannot be narrow.

Alternatively, if we have the same receivers, but we separate them very much
from each other, a noise signal inciding onto them with a direction close to bore
sight, may not be detected as the relative delay between the signals at antenna
i and j is larger than the correlation time of the fringe-washing function. Thus,
if a large array is desired (to increase the spatial resolution, for instance) the
fringe-washing function cannot be narrow either.

It must be pointed out, that the formulation of visibility function described
above is the one that has been used during this thesis. A more advanced de-
scription of the visibility function, which includes the effect of the thermal noise
of each receiver coupled through the antennæ has been recently presented [22].

As a last comment, equation (2.59) gives the ideal visibilities as those mea-
sured by noiseless, error free receivers. The next chapter will present the impact
in this equation of different real receiver parameters, which will result in the need
for calibration. Once the receiver parameters are estimated and extracted from
the measured visibility (calibration) an estimation of equation (2.59) is available

V̂ pq
ij (u, v) =

∫∫
ξ2+η2≤1

T̂ pq
mod (ξ, η) r̃hihj

(
−uξ + vη

f0

)
e−j2π(uξ+vη)dξdη (2.61)

and an estimation of the brightness temperature T̂ pq
B (ξ, η) is then obtained by

inverting by any method equation (2.61).
The following chapters will be devoted to the calibration process: experi-

mental validation and calibration performance assessment.
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Chapter 3

Calibration Methods in IR

In the previous chapter we have seen the visibility function for ideal receivers. Error Model

In this chapter the modelling of the receiver errors is presented. The error model
used for calibrating a MIRAS baseline is [23, 24](

µijreal

µijimag

)
=

= gigj r̃ (0) [Q]
(
<
=

{∫∫
ξ2+η2≤1

T̂ pq
B (ξ, η) r̃nij

(ξ, η) e−j2π(uijξ+vijη)dξdη
})

+
(
µijroff

µijioff

)
(3.1)

being µijreal
and µijimag

the real and imaginary parts of the measured normalised
correlations of receiver voltages, gi and gj the gain parameters expressed as

gi =
√

TAi

TAi + TRi
(3.2)

gj =

√
TAj

TAj + TRj
(3.3)

with TA and TR the antenna and receiver temperatures of receivers i and j. The
fringe-washing function at the origin is

r̃ (0) = gije
j(θi−θj+θij) (3.4)
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where gij is the amplitude term of the fringe-washing function, θi, θj are the
separable phase errors of receivers i and j and θij is the non separable phase
error. The normalised fringe-washing function is expressed as

r̃nij
(ξ, η) = r̃ij (ξ, η) r̃ (0)−1 (3.5)

The quadrature error matrix is

[Q] =

 cos
(

θqj

2 − θqi

2

)
sin

(
θqj

2 − θqi

2

)
− sin

(
θqj

2 + θqi

2

)
cos

(
θqj

2 + θqi

2

)  (3.6)

The model of a baseline is presented in figure 3.1. Two receivers are shown.
Four different inputs can be selected by the polswitch of each receiver. In the U-
position the power of an matched load, internal to each receiver, can be selected;

Figure 3.1: Schematic diagram of a baseline composed by two receivers and the
noise distribution network used for internal calibration purposes. The definition
of the magnitudes is given in section 3.1
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Background

H(f)

H(f)

Figure 3.2: Measurement of the impulsional response of a baseline.

H and V positions select the horizontal an vertical antenna probes, respectively;
while the C-port is used to inject correlated noise into both receivers forming
a baseline. This noise is generated by a noise source and fed into the receivers
through a Noise Distribution Network (NDN). The NDN together with the
noise source is called CAlibration System (CAS). The schematic shows the main
magnitudes involved in the calibration process. Of particular importance are the
definition of the planes at which calibration takes place. The calibration plane
will be at the C input port of the receivers (CIP), which will then be translated
to the antenna input port (HIP or VIP) during antenna measurements.

The subject that must be measured in an interferometer like MIRAS is the Impulsional
responsereceiver pair known as baseline. The calibration of a baseline could be done

by measuring its impulsional response. Therefore a punctual source should be
available at bore sight and at the far field of the antenna. This situation is
described in figure 3.2. The figure shows a receiver pair that feed their out-
put signals to a correlator unit, which computes the complex cross-correlation
between the received signals. A point source is located at bore sight of the
antennas and far away enough so that the incident wave has a plane wave front.
Thus the punctual noise source is located in the far field of the antennas. In
such a situation exact replicas of the noise signal emanating from the punctual
noise source arrive in phase at the receivers. In the case of ideal and identical
receivers the signals at the output of the receivers have not been distorted and
continue being in phase. The correlator unit computes then the cross correlation
between these signals, which coincides with the autocorrelation of the signal as
both replicas are identical. Thus a correlation maximum is obtained.

In the case that the receivers are not ideal, the signals in each of the receivers
will suffer different delays, the coherent demodulation will be non ideal in both



30 Calibration Methods in IR

receivers and some noise will be added due to the noise factor of the receivers.
All these factors and others that have not been described yet will make that the
resulting cross-correlation of the signals differs from the ideal one.

This calibration approach has some disadvantages. The first one is the avail-
ability of a point source which is close to an ideal one. A radiating antenna could
be used as point source. But this possibility is not practical in radiometric sys-
tems as any radiation in the protected radiometry bands is forbidden. Thus
only natural targets as sun, moon or radiating galaxies could be used. These
have the drawback that they are neither isolated nor controlled. Other radia-
tion sources close to the desired one would difficult the calibration, as the overall
radiation captured by the receivers would include all radiation available in the
field of view of the antennas. This is described in figure 3.2 as Background.

Another factor which makes unfeasible this calibration approach in the
SMOS mission is the fact that the receiver antennas have a broad field of view.
In the situation of figure 3.2 the baseline would be calibrated for the bore sight
direction. Differences in the antenna patterns should be calibrated for each di-
rection, implying thus a measurement for each direction.. This is known as the
G-matrix method. It is obvious that making a calibration for each direction is
a time consuming procedure and it is thus not feasible for a 2-D space borne
interferometer like MIRAS. Moreover, the G-matrix should be recalculated pe-
riodically in order to track and correct system drifts due to temperature, aging,
etc.

Other calibration methods have been proposed which separate the effect ofNoise injection
calibration the antenna patterns from the receiver errors. The principle of these methods

are shown in figure 3.3. The plane wave front which enters the receivers has now
been generated with a microwave noise source connected to a balanced power
dividing network, with equal phase in each of the output branches. These signal
replicas are fed into the receivers after the antennas, using an additional input
connector. A microwave switch is used to select this calibration port C or the an-
tenna ports V (vertical) and H (horizontal) polarisation. This microwave switch
is called polswitch. In this way the baseline errors (quadrature errors, in-phase
errors and receiver noise temperature), may be calibrated independently of the
antenna. The antenna patterns must be measured separately in an anechoic
chamber in order to correct for them.

The next sections go into deeper detail on noise injection methods proposed
for calibrating MIRAS.
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Figure 3.3: Noise injection principle for baseline calibration.

3.1 Single Power Noise Injection

The baseline calibration methods proposed in [25, 26] are the ones that have
been tested during the first part of this thesis. The basic principle of these
calibration methods conisists in injecting correlated and uncorrelated noise into
the receivers. The measured correlations are used to obtain the correlation
offset, receiver quadrature errors, in-phase baseline error and amplitude errors.
Additionally, a method for correcting the correlation offset introduced by non-
ideal A/D converters [27, 28] has also been tested. These methods are reviewed
in this section.

Figure 3.4 shows the block diagram for a single baseline. It consists of a Baseline
descriptionpair of LICEF receivers. These are total power radiometers with digitised in-

phase and quadrature outputs. The polswitch at the input of the receivers
allows to select one of four possible input signals. Horizontal (H) and vertical
(V) polarisation antenna probes are selected when measuring a scene. The
(C) port is used for correlated noise injection measurements, where the same
replica of noise is injected into both receivers of a baseline. The (U) port is
used to have uncorrelated noise at the input of both receivers. In this case the
polswitch selects the noise signal generated by a matched load at the input of
the receivers. As the thermal noise is generated by different loads, the noise
signals at the input of the receivers are uncorrelated.

Let’s call the signal at the input of the receivers sm(t), where the subindex
m is related to each receiver. The noise signals are filtered by the frontend filter
and amplified by the receiver before reaching the mixer. This is represented in
the figure by Hm(f), which takes into account the end-to-end receiver frequency
response. It is assumed that all the receiver noise is added to the signal at this
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Figure 3.4: Simplified block diagram of a single baseline.

RF stage. The receiver noise of receiver m is called nm(t).
The downconversion takes place at the mixer, where the bandpass signal

sm(t) + nm(t) is separated into its in-phase and quadrature components. A
diode detector gives the PMS voltage of the receivers, which is proportional to
the equivalent noise power at the input of the receiver. In-phase and quadrature
components of the bandpass signals are then sampled at a rate of 55.84MHz
and quantised with a single bit. If the signal is positive it is coded with a one,
if it is negative with a zero. Finally, the DIgital COrrelator System (DICOS)
computes the cross-correlations of the baseline.

As shown in [28], if the A/D conversor presents an offset, this translates intoA/D offset

correlation errors. A method to measure and correct this offset was proposed
in [27]. Experimental results have been first presented during this thesis [29, 30]

As the A/D conversor offset is present in the correlations independently
of what signal (H-pol, V-pol or calibration) was demodulated by the receiver it
must be always removed at first from all the measured correlations. The method
is explained in section 3.4.

Once the A/D conversor offset has been removed a residual offset may beResidual offset

present in the correlations. The origin of this residual offset may be found in the
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cross-coupling between receivers. The signal from one receiver may couple to
the neighbouring receiver. When both output signals of the receivers are cross-
correlated a residual correlation value will be present. The way of measuring
this residual offset is to inject uncorrelated noise into the baseline receivers. This
is achieved by selecting the U port of the LICEF receivers, which is connected
to a matched load inside each receiver (figure 3.1). This thermal noise shows
zero cross-correlation, because it has been generated at different loads. Thus,
any correlation value will be due to the cross-coupling effect. Note that during
this U-calibration, the antennas are not connected to the receivers, thus, any
possible cross-couping through the antennas, during the measurement of a scene
will not be calibrated.

Up to this point offset errors have been taken into account. The next step Quadrature
erroris to calibrate the phase errors. The downconversion can have two possible

errors, quadrature and in-phase error. The quadrature error of each receiver
is the angular difference between the demodulated in-phase and quadrature
components, respect to the ideal 90◦. The quadrature error of each receiver can
be estimated with

µimqm
= − sin θqm

(3.7)

where µqmim is the cross correlation between the in-phase and quadrature com-
ponents of receiver m and θqm is the quadrature error of receiver m. [26]

The in-phase error is the phase difference between the two demodulated in- In-phase error

phase signals of one baseline. Equation (3.8) and (3.9) show the relationship
between the correlation at the input of the receiver (or ideal correlation for ideal
receivers) and the correlations at the output of the receivers [25, 26](

µii

µqi

)
= g̃mn

[
cos(αmn +Qmn) sin(αmn +Qmn)
− sin(αmn +Q′mn) cos(αmn +Q′mn)

](
VRe

VIm

)
(3.8)

(
µqq

µiq

)
= g̃mn

[
cos(αmn −Qmn) sin(αmn −Qmn)
sin(αmn −Q′mn) − cos(αmn −Q′mn)

](
VRe

VIm

)
(3.9)

where the baseline gain factor g̃mn has been included.1 Equation (3.8) corre-
sponds to the solution when using the µii and µqi correlations; equation (3.9)
to the redundant case with µqq and µiq.2

1The gain factor is explained later in this section.
2Sub-indices m and n have been dropped from the measured normalised correlations µimin ,

µqmin , µqmqn and µimqn for simplicity in the notation. The first signal corresponds always
to receiver m, while the second signal corresponds to receiver n, yielding the notation µii,
µqi, µqq and µiq for the measured normalised correlations.
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The normalised correlations on the right side of the equation, VRe and VIm

represent the real and imaginary part of the measured normalised correlations
if the receiver would be noiseless and with no phase errors, that is, at the input
of the receiver. The angular terms are

αmn = θn − θm − θmn (3.10)

Qmn =
1
2
(θqn − θqm) (3.11)

Q′mn =
1
2
(θqn + θqm) (3.12)

with θm, θn and θqm, θqn being the phase and quadrature errors of the receivers
and θmn the phase difference introduced by the Fringe-Washing Function (FWF)
of the baseline.

From any of equations (3.8) or (3.9) the in-phase error of the baseline αmn

can be estimated. Therefor it is necessary to know the correlation at the input
of the receiver. With a correlated noise injection measurement, where the pol-
switch of the receivers in connected the the C input port, this is possible. In the
ideal case were perfectly correlated noise is injected into the baseline VRe = 1
and VIm = 0 and equations (3.8) and (3.9) can be inverted. In [25] it is pro-
posed to use theses equations for many baselines at once and then invert them
numerically in order to obtain the in-phase errors αmn for many baselines at
the same time. This approach has the advantage of having an over determined
system.

In [26] the value of αmn is obtained from one single baseline analytically, for
the ideal case where VRe = 1 and VIm = 0. In this situation equations (3.8)
and (3.9) simplify very much due to the VIm being zero. The value for the
in-phase error is given by

tanαmn =
µqi cosQmn + µii sinQ′12
µqi sinQmn − µii cosQ′12

(3.13)

tanαmn =
µiq cosQmn + µqq sinQ′12
µqi cosQ′mn − µii sinQ12

(3.14)

where equation (3.13) is nominal correlations and equation (3.14) for the re-
dundant ones. This method has been used during the Image Validation Tests
described in the experimental part of this thesis.
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In appendix A equations (3.8) have been solved analytically for αmn without
any restriction for the value of the input correlation VRe, VIm, allowing thus to
calibrate the in-phase and quadrature errors with any arbitrary input correla-
tion. The only obvious exception is for the case when VRe = VIm = 0, that is,
when no correlated noise is present at the input of the receivers.

Continuing with the baseline calibration, the remaining parameter to be Gain factors

obtained from equations (3.8) or (3.9) is the gain factor

g̃mn = gc
mg

c
ngmn (3.15)

with

gc
m =

√
TC

TC + TRm

(3.16)

gc
n =

√
TC

TC + TRn

(3.17)

being TC the correlated noise temperature and TRm
, TRn

the receiver noise
temperatures. gmn is the non-separable error term due to the FWF.

When an antenna measurement is being done, the gain factor is

g̃mn = gmgngmn (3.18)

with

gm =

√
TA

TA + TRm

(3.19)

gn =

√
TA

TA + TRn

(3.20)

being TA the antenna temperature and TRm , TRn the receiver noise temper-
atures. The antenna temperature TA has been assumed to be equal for both
receivers. Note that the gain factor during noise injection calibration is not
directly required. What is needed indeed is the gain factor during antenna mea-
surement in order to be able to invert equations (3.8) or (3.9) during antenna
measurements.

If two consecutive measurements of the PMS are done, one for the noise
injection measurement NCm and another for the antenna measurement NAm ,
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we can take the quotient of both yielding

Ym =
NCm

NAm

=
kB (TC + TRm)BmGm

kB (TA + TRm
)BmGm

=
TC + TRm

TA + TRm

=
TC

TA

(
gm

gc
m

)2

(3.21)

The gain factor during antenna measurement can thus be estimated with

gmgngmn = gc
mg

c
ngmn

TA

TC

√
YmYn (3.22)

showing that only the Y ratio has to be measured in order to obtain the gain
factor during antenna measurement. The values for TC and TA are measured
with a dedicated Noise Injection Radiometer (NIR). A consequence of this is
that the antenna temperature TA is assumed to be the same for all receivers,
including the NIR. The product gc

mg
c
ngmn can easily obtained from (3.8) during

noise injection when VRe = 1 and VIm = 0 obtaining

g̃mn =
µii

cos (αmn +Qmn)
= − µqi

sin (αmn +Q′mn)
(3.23)

When the redundant correlations are used the gain factor can be obtained with

g̃mn =
µqq

cos (αmn −Qmn)
= − µiq

sin (αmn −Q′mn)
(3.24)

In appendix A an expression is deduced for obtaining g̃mn for any arbitrary
input correlation VRe, VIm.

The previous equations assume that the correlation at the input of the re-NDN effect on
gain parameters ceivers is ideal, that is, VRe = 1, VIm = 0. This would be the case for a lossless

NDN with equal phase shift at each output branch. If this is taken into account,
the relationship between the gain factors during calibration and during antenna
measurement of equation (3.22) is rewritten as [26]

gmgngmn = gc
mg

c
ngmn

TA

(Tref − T )) |S0m|S0n|
√
YmYn (3.25)

being S0m and S0n the S-parameters from the input port of the NDN to the
m and n output ports, Tref the injected temperature into the NDN and T the
physical temperature of the NDN and the receivers. It is assumed that S0m and
S0n have the same phase.



3.2 NDN Effect on Calibration 37

3.2 NDN Effect on Calibration

In the previous section 3.1 the calibration parameters for the single power noiseObtaining of
calibration
parameters for
any input
correlation

injection method were obtained. This was done assuming that the correlation
at the input was the ideal correlation value VRe = 1, VIm = 0. The effect of the
NDN on the amplitude of the correlations was taken into equation (3.25). The
effect of the phase of the phase at the correlations was not taken into account, as
it was still assumed that the imaginary part of the input correlations, VIm = 0.
Another calibration approach would be to assume that the input correlations
were different from its ideal value. In such an approach the calibration equations
would also be (3.8) and (3.9), but now VRe and VIm might take any value. It
is possible to solve these two equations for the in-phase error αmn and the gain
factor g̃mn from the measured correlations µii, µqi, µqq, µiq and the correlations
at the input VRe, VIm.

The in-phase error can be obtained with

tanαmn =
vT Aµiiqi

vT Bµiiqi
(3.26)

where A and B are two by two matrices with angular terms, v = (VRe, VIm)>

and µiiqi = (µii, µqi)
>. while the gain factor is obtained with

g̃2
mn =

µii + µqi + 2µiiµqi sin (Q′mn −Qmn)
(V 2

Re + V 2
Im) cos2 (Q′mn −Qmn)

(3.27)

Please refer to appendix A for further details.
This approach assumes that the correlation at the input of the receivers is Computation of

the correlation
at the inputknown. In order to know these exact correlation values Bosma’s noise theory [31]

may be used, which states that the correlation and power of the noise waves
emerging from a passive network can be predicted, provided its s-parameters are
known and the power and correlation of the noise waves entering the network
are also known. In appendix B it is shown how the correlation of the noise
signals emerging from the NDN can be computed. These correlation values
could then be used in equations (A.13) or (A.18) to obtain the in-phase error of
the baseline and in (A.29) to obtain its gain factor.

3.3 Two Level Noise Injection

Experimental results have presented in this thesis [29, 32, 33] and in [34] show
that the single noise injection calibration approach gives good results to estimate
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the calibration phase terms. However, this is not the case relating the amplitude
calibration. The two main problems are:

• The offset given by the diode detector is not calibrated.

• It is required to estimate the absolute correlated noise injected via the
NDN, including the contribution of the the NDN losses.

The calibration method proposed in [35, 36] uses the block diagram of figure 3.1.Two power level
injection
calibration The figure shows two receivers, which can select their input signals through the

polswitch. Correlated noise is generated by the noise source and it is distributed
to the receivers through the NDN. This noise source can generate two different
noise temperature levels TS1 and TS2. The LICEFs output the in-phase and
quadrature signals, which are cross correlated at the complex correlator. The
PMS output voltage of the LICEFs is also available. An attenuator L at the
PMS path of the receiver can be switched between two different values. Quadra-
ture and in-phase errors are calibrated the same way as in single power level
noise injection.

In [36] it is found that the so-called calibrated visibility can be written as

V̂ij =

√
Tsysi

Tsysj

Gij
Mij (3.28)

where, Tsysi
= Tai

+Tri
is the system temperature, TAi

the antenna temperature
and Tri the receiver noise temperature referred to the antenna phase centre,
Gij is the fringe-washing function at the origin and Mij is the quadrature-
corrected normalised correlation. The baseline is amplitude calibrated once the
instrumental amplitude error term Hij is known:

Hij =
1

|Gij |

√
Tsysi

Tsysj
(3.29)

The four-points calibration technique, as proposed in [37, 35], is used toFour point PMS
calibration. calibrate the PMS and it is based on a linear model of the diode response. The

measured voltage out of the PMS when an equivalent system temperature Tsys

is present at system input (port C of the switch receiver i, figure 3.1), is given
by

Vi = Voffi
+GiTsysi

(3.30)

where now Tsysi = Texti + Tri , with Texti being the noise temperature injected
into port C of the switch through the NDN. Voff is a voltage offset of the
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PMS circuit, G is the gain in V/K. Remember that within the single power
calibration this voltage offset was not taken into account. The PMS of receiver
i is calibrated once the unknown parameters Voffi and Gi are estimated. Note
that in such cases where only differential knowledge of Texti is required, the
term Tri

is irrelevant.
The PMS is fully calibrated once the parameters Voffi

, Gi and TRi
have

been obtained. In order to estimate these parameters two different noise powers
levels are injected into the receiver TC1i and TC2i with TC1i < TC2i . TC1i is
known as warm noise, while TC2i as hot noise. Additionally the overall system
gain can be switched between two values Gi and Gi/Li, by adding an attenuator
in the IF part of the receiver [37]. It can be assumed to be noiseless because
it is at the IF stage. In total four measurements are done combining the two
input temperatures with the two attenuation values

V1i = Voffi +Gi(TC1i + TRi) warm, no attenuation (3.31)
V2i = Voffi +Gi(TC2i + TRi) hot, no attenuation (3.32)

V3i = Voffi +
Gi

Li
(TC1i + TRi) warm, with attenuation (3.33)

V4i = Voffi +
Gi

Li
(TC2i + TRi) hot, with attenuation (3.34)

Note that, by this method, the PMS will be calibrated at the plane where the
calibration temperatures TC1i

and TC2j
are known. In this case this is the C

plane. Therefore, in measurement mode, a plane translation must be performed
from the calibration plane C to the antenna plane. When the polswitch is in
antenna position (for instance in H), the PMS voltage is VHi

and the estimated
system temperature at the C plane is obtained through

TC
sysHi

=
VHi

− Voffi

V2i − V1i

(TC2i − TC1i) (3.35)

where the offset voltage can be obtained from the PMS measurements with

Voffi
=

V2iV3i − V1iV4i

(V2i
− V4i

)− (V1i
− V3i

)
(3.36)

In order to generate the warm temperature TC1i it is possible to use the U
source (matched load). The hot temperature TC2i

is obtained using the noise
source of the CAS. In this case the equivalent system temperature at the plane
C when the switch is in H position can be written as

TC
sysHi

=
VHi − Voffi

V2i
− V1i

(
TS |Si0|2 − TU + ∆T[s],Tph

)
(3.37)
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where TU is the physical temperature of the matched load at the U port, TS is
the temperature of the hot noise source connected to port “0” of the NDN and
Sk0 is the s-parameter from the noise source and the “k” port of the NDN. The
term ∆T[s],Tph

stands for the noise contribution of the NDN itself. It depends
on its physical temperature and the uncertainty in the measurement of its S-
parameters. As it is readily seen, this approach has significant sources of error
since uncertainty in the measure of the different terms are uncorrelated and add
in a quadratic sense. The relative calibration overrides these problems.

As shown in figure 3.1, both the hot and the warm temperatures are syn-Relative
amplitude
calibration thesised by a common external noise source. That is, two equivalent noise

temperatures TS1 (warm) and TS2 (hot) are delivered to port “0” of the NDN
(fig. 3.1). Theses temperatures are measured by the NIR, giving the equivalent
external temperatures at NIR plane TNS1 and TNS2 (port “1” of the NDN).
The equivalent external temperatures at the calibration plane of the receiver
units (ports “i” and “j” of the NDN) are TC2i

, TC2j
, TC1i

and TC1j
. However,

it must be taken into account that the NDN is a lossy network which introduces
additional temperature terms related to its physical temperature. In a general
sense, the equivalent system temperatures at ports “1” and “i” of the NDN
when the hot temperature is injected are given by:

TC2
sysi

= TS2|Si0|2 + Tri
+ ∆T[s],Tph

(3.38)

TN2
sysi

= TS2|S10|2 + TrNIR
+ ∆T ′[s],Tph

(3.39)

where the ∆T and ∆T ′ terms are the contribution of the NDN due to its physical
temperature [38] and Tri and TrNIR

are the equivalent receiver temperatures at
the calibration planes. Taking into account a similar expression for TS1, now
TC

sysHk
can be written as

TC
sysHi

=
VHi

− Voffi

V2i − V1−i
|Si0|2 (TS2 − TS1) (3.40)

and, as a function of NIR measured temperatures

TC
sysHi

=
VHi − Voffi

V2i − V2i

|Si0|2

|S10|2
(
TN2

sysi
− TN1

sysi

)
(3.41)

where the dependence with the physical temperature of the NDN has been
removed due to the different approach. Finally, in order to get the system
temperature at antenna H phase centre, in horizontal mode, a plane translation
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is performed.

TH
sysHi

=
VHi

− Voffi

V2i − V2i

|Si0|2

|S10|2
|SLCi

|2

SLHi |2ηHi

(
TN2

sys − TN1
sys

)
(3.42)

where SLCi
and SLHi

are the switch S-parameters of receiver i for the C and
H paths, respectively, and ηHi

is the antenna ohmic efficiency in horizontal
mode. The same procedure can be applied to receiver j so as to retrieve the
system temperatures Tsysi

and Tsysj
which are required to obtain the calibrated

visibility (eq. 3.28).
Now, the fringe-washing term Gij in equation (3.28) can also be obtained

by the two-level noise injection procedure (see figure 3.1). The correlated tem-
perature TC1ij (referred to ports C of receivers i and j ) when the noise source
is in warm mode is given by (eq. (22a) in [38]):

TC1ij = Si0S
∗
j0TS1 +

N∑
n=1

SinS
∗
jnTrn − Tph

N∑
n=0

SinS
∗
jn (3.43)

In this case, since the contribution of the NDN to TC1ij must be removed,
its physical temperature has to be monitorired and the absolute value of its
S-parameters must be known. However, a robust estimation of Gij can be
obtained by making two measurements at two different correlated temperatures
(hot and warm). In this case, equation (3.28) yields the complex correlation
temperatures

TC1ij =
1
Gij

√
TC1

sysi
TC1

sysj
MC1

ij (3.44)

TC2ij
=

1
Gij

√
TC2

sysi
TC2

sysj
MC2

ij (3.45)

Subtracting one equation from the other, arranging terms and taking into ac-
count that the equivalent temperatures of the noise source are measured by the
NIR as

TN2
sys − TN1

sys = |S10|2 (TS2 − TS1) (3.46)

and equation (3.43)

TC2ij − TC1ij = Si0S
∗
j0 (TS2 − TS1) =

Si0S
∗
j0

|S10|2
(
TN2

sys − TN1
sys

)
(3.47)
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the fringe-washing term at switch C input plane is obtained as

GC
ij =

|S10|2

Si0S∗j0

MC2
ij

√
TC2

sysi
TC2

sysj
−MC1

ij

√
TC1

sysi
TC1

sysj

TN2
sys − TN1

sys

(3.48)

where the dependence on the physical temperature Tph has been removed. More-
over, taking into account (3.40)

TC2
sysi

=
V2i

− Voffi

V2i
− V1i

|Si0|2

|S10|2
(
TN2

sys − TN1
sys

)
(3.49)

TC1
sysi

=
V1i

− Voffi

V2i
− V1i

|Si0|2

|S10|2
(
TN2

sys − TN1
sys

)
(3.50)

the fringe-washing amplitude term can be written as a function of the measured
PMS voltages

GC
ij =

MC2
ij

√
(V2i − Voffi)

(
V2j − Voffj

)
−MC1

ij

√
(V1i − Voffi)

(
V1j − Voffj

)√
(V2i

− V1i
)
(
V2j

− V1j

) |Si0||Sj0|
Si0S∗j0

(3.51)
giving a very robust estimated of Gij , as it does only depend on PMS linearity
and measured quadrature corrected correlations. Note that the fringe-washing
function is measured at plane C, since the LICEFs are calibrated at this plane.

3.4 A/D Offset Correction Method

The visibilities are obtained by cross-correlating complex signals. Complex cor-A/D offset
correction relations can also be performed as a combination of two real-signal correla-

tions [19]. If the nominal correlations are used (IIQI)

Vmn = 2Γimin
+ j2Γqmin

(3.52)

and if the redundant (QQIQ) correlations are used

Vmn = 2Γqmqn
+ j2Γimqn

(3.53)

Figure 3.5 shows how a cross-correlation of two real signals is performed in
MIRAS including additional correlations for A/D offset correction with 1&0s.
In figure 3.5 the real signals are sampled fulfilling the Nyquist rate and are then
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coded with one bit. If the sample of the signal is positive it is coded with 1
otherwise with 0. As the comparator in the is not ideal a small offset a in the
comparator will exist. Thus we will have as coding rule

X =
{

1 if x > a
0 otherwise (3.54)

The same is valid for the comparator in the other branch where we have a
comparator offset b.

Y =
{

1 if y > b
0 otherwise (3.55)

These sequences of ones and zeros are then correlated by counting coincidences
of bits in the two branches. In [27] it is shown that the obtained correlations
are related to the correlation of the real signals µ = Rxy(0) by

E{XY } =
1
2

+
1
π

arcsinµ− 1√
1− µ2

(µX2
01 + µY 2

01 − 2X01Y01) (3.56)

A/D

A/D
X

Y

x(t)

y(t)

E{X0}

E{XY}

E{Y1}

E{Y0}

E{X1}

Baseline Correlators

1 0

Figure 3.5: Real Signal Correlation with 1&0 correlations for A/D calibration.



44 Calibration Methods in IR

where E{XY } is the correlation between the digital sequencesX and Y obtained
with the digital correlator

E{XY } =
Number of coincidences

Number of observed samples
(3.57)

and

X01 =
E{X0} − E{X1}

2
(3.58)

Y01 =
E{Y 0} − E{Y 1}

2
(3.59)

E{X0} and E{Y 0} are the number of zeros in the X and Y sequences and
E{X1} and E{Y 1} the number of ones, all normalised by the total number of
observed samples. It has to be noted that the total number of observed samples
equals the sum of ones and zeros. Equation (3.56) is transcendental and thus µ
cannot be isolated, but its value can be obtained by numerical methods.

In the ideal case where the offset is negligible (a, b → 0), equation (3.56)
reduces to the ideal case as presented in [39].

E{XY } =
1
2

+
1
π

arcsinµ (3.60)



Chapter 4

Experimental Validation of
Calibration Methods

4.1 Sun Image Validation Tests

A series of Image Validation Tests for MIRAS have been done, in order to vali- Image Validation
testdate different calibration, technological and image generation aspects. A small

prototype of MIRAS radiometer has been used with only two LICEF-1 receivers.
Instead of measuring all the baselines at once with many receivers, they have
been measured with one single pair of receivers that have been moved to all the
positions of the array consecutively. The scene that has been observed was a
delta type image, with only a bright (hot) spot on a dark (cold) background in
order to be able to measure the impulsional response of the system. A natural
scene consisting of the bright Sun and the cold sky was used. The Sun served
as the delta of the image, as the angular resolution of the prototype instrument
was far worse than the angular size of the Sun. In other tests the Moon was
used as the punctual source in order to measure a less brighter source than the
Sun. Table 4.1 shows a summary of the tests that have been done. All these
tests were done at ASTRON/NFRA1 premises in Dwingeloo, the Netherlands
and carried out during my stage at ESTEC, ESA.

Here only the results for the Sun test of IV-3B are presented; a complete
report on all the Image Validation campaigns is given in [29]. This Sun imaging
test was named Test 02. It gave the best results as several technical problems

1ASTRON/NFRA: Netherlands Foundation for Research in Astronomy
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Table 4.1: Image validation test campaign summary

Name Date Measurement Successful
IV-1 3/09 - 6/09 2001 Sun Image Yes
IV-3 24/2 - 1/03 2002 Moon Image No

IV-3B 23/3 - 26/3 2002 Sun Image Yes
Sun Fringes Yes
Moon Image No
Moon Fringes No

of the initial campaigns were solved or reduced. Some of the most important
problems were interference from the digital lines to the radiometer antennas,
receiver failure due to cold ambient temperature or simply strong rain and wind.

4.1.1 Experiment Setup

Figure 4.1 shows the experiment concept. A Y-shaped structure, with 9 elementsExperiment
Setup per arm and a spacing of 20cm (0.94λ) between elements, placed on a tripod

has been used to support the two LICEF-1 receivers. The receivers were moved
from one position to the next along the arms of the array in order to measure all
the baselines. In this way the measurement of a complete scene took between
2 and 3 hours depending on the number of measured baselines and the chosen
correlation time. During this interval the Sun changed its position in the sky
and thus no correct image of the Sun could be obtained if this was not taken
into account. To correct for the Sun movement, a rotation of the array aroundSun Tracking

its vertical axis in steps of 1.5◦ has been performed. In this way the Sun was
kept inside the synthetic lobe of the antenna for all baseline measurements.
It has to be noted that the experiments were done close to noon, when the
Sun’s elevation is almost constant and therefore only a correction in azimuth
was necessary. Ground planes from position one (the closest to the centre of the
array) up to position eight were available in order to reduce back lobe radiation.

In the presented test, a MIRAS of eight elements per arm was implemented,
resulting in 213 baseline measurements. The arm A of the array was pointing
in the opposite direction to the Sun. In this way the imaged Sun would appear
in the centre of an alias zone and not at the edge of it. This was chosen so, to
prevent from possible unknown effects in the transition part between alias zones.
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LICEF
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11.30h

14.00h

Sun Track
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Arm B

Figure 4.1: MIRAS pointing towards zenith when imaging the Sun.

The tracking of the Sun movement was done according to table 4.2, where the
position of the sun was computed previously using [40]. Each position represents
an angular increment of 1.5◦. Figure 4.2 shows how this tracking kept the
synthetic beam pointing to the Sun. There the sky hemisphere is projected on
the ξ, η plane. The unit circle represents the horizon; its aliases are also shown.
The synthetic main beam for each tracking position of the array is shown by
the small circles. The line with dots represents the path of the sun along the
sky. The sun is pointed by the synthetic main beam in each tracking position.
Figure 4.3 shows in a single picture the azimuth of the Sun and the tracking
angle. It can be seen that this azimuth tracking follows almost perfectly the
azimuth change of the sun.

The electrical setup is shown in figure 4.4. A common clock generator was Electrical setup

connected to both receivers in order to demodulate the acquired signals coher-
ently. The clock was also connected to the correlator. During calibration corre-
lated noise was injected into the LICEF-1 receivers. This noise was generated
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Figure 4.2: Sun tracking for Test 02 of IV-3B.
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Figure 4.3: Sun azimuth and tracking for Test 02 of IV-3B.
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Table 4.2: Tracking position and time for Test 02 of IV-test 3B.

Tracking Position Time Tracking Position Time
1 11:05 21 12:44
2 11:10 22 12:48.5
3 11:15 23 12:53
4 11:20 24 12:57
5 11:25 25 13:01
6 11:30 26 13:05.5
7 11:35 27 13:10
8 11:40 28 13:15
9 11:45 29 13:20
10 11:50 30 13:24.5
11 11:55 31 13:29
12 12:00 32 13:34
13 12:05 33 13:39
14 12:10 34 13:43.5
15 12:15 35 13:48
16 12:19.5 36 13:54
17 12:24 37 14:00
18 12:29 38 14:05
19 12:34 39 14:10
20 12:39

by a noise source (ENR in the figure) and distributed to the receivers through
a Noise Distribution Network (NDN). The digitised in-phase and quadrature
signals (DI & DQ) of the receivers were fed into the correlator unit DICOS-3.
The resulting correlations were saved with a PC. In parallel, the PMS of the
LICEF-1’s and the physical temperatures of the receivers were measured with a
data acquisition unit. The PMS signal is an output voltage proportional to the
input power to the receiver. This signal is generated by passing the input signal
through a quadratic detector and then filtering it with a 0.641Hz low-pass filter.
For measuring the physical temperature one thermocouple was attached to each
of the receivers. PMS and temperature data were stored in another PC. The
data was processed after all measurements had been taken.

A picture of the array is shown in figure 4.5. The control computers were
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Figure 4.4: Electrical setup for the image validation tests.

placed inside a van, which acted as a Faraday cage, in order to reduce inter-
ferences to the LICEF-1 receivers. This is shown in figure 4.6. Table 4.3 sum-
marises the tasks that have been carried out in order to prepare and perform
the tests and the post processing of the acquired data.

The procedure of the test consisted in doing calibration measurements at theTest procedure

beginning and at the end of the experiment; the antenna measurements were
done in between both calibrations. Figure 4.7 shows the PMS measurements of
the Sun measurement Test 02. Calibration measurements at the beginning and
at the end can be clearly distinguished from antenna measurements in between.
Correlated and uncorrelated noise measurements can be observed. During the
antenna measurements it can be seen that the PMS was very stable, despite
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Figure 4.5: Image validation test 3B setup, MIRAS prototype with 9 elements
per arm

Figure 4.6: Image validation test 3B auxiliary instrumentation setup inside a
van
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Table 4.3: Tasks performed during the image validation tests

Task Description
Planning The general setup and needed resources for

making the test were identified.
Date selection and track-
ing

Code development and simulation on the Sun
position and tracking requirements for keep-
ing the Sun inside one synthetic beam.

Supporting structure The supporting structure was designed to
meet sub-millimetre bending requirements.

PMS and temperature ac-
quisition

The PMS and temperature acquisition sys-
tem was designed and implemented, using a
data acquisition unit and writing the appro-
priate program.

Logistics The logistic aspect of the campaign was man-
aged.

Experiment coordination
and execution

The experiment was carried out, coordinat-
ing baseline selection, baseline measurement
and Sun tracking.

Data processing software The data processing software responsible of
calibrating the measurements and generating
the modified brightness temperature image
was done.

Data processing The processing of the data and evaluation of
the results was carried out.

the small peaks corresponding to the moments where the receivers were moved
to a new baseline position. It was measured in H-polarisation only. The single
power noise injection method was used to calibrate the Image Validation data.
Only slight variations were done in order to adapt the method to the specificity
of the test. Calibration and antenna measurements consisted in 100 and 20
measurements of 300ms respectively, which were averaged before any correction
on the measurements were done.

4.1.2 A/D Converter Offset Calibration

The selected image for the experiment was a 2D delta type image. All theA/D offset
correction
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Figure 4.7: PMS sequence for Sun measurement Test 02 of IV-3B.

measured complex correlations should present a similar amplitude, but a differ-
ent phase. Thus an origin centred circumference should be observed when all
measured complex correlations were plotted in the complex plain. Representing
the measured correlations in the complex plane is a useful way to observe the
baseline calibration method.

Figure 4.8 shows the raw correlations plotted in the complex plain. Two
circumferences can be observed, one belonging to the IIQI correlations (blue
circles), while the second one to the QQIQ correlations (green crosses). The
former are called nominal correlations while the latter redundant correlations.
However, the measured correlations do not give a circle centred at the origin
due to the presence of an offset. This offset in the correlations is due to the non
ideal A/D converters in the LICEF-1 receivers. This non-ideality introduces an
offset in the measured correlations. After applying the 1&0 correction method
described in section 3.4 and in [27, 30], the offset can be totally corrected for.
No other source of repeatible correlation offset was observed, which should be
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Figure 4.8: Raw correlations for the Sun imaging test Test 02.

corrected with the uncorrelated noise injection. Figure 4.9 shows that now the
correlation circles are centred at the origin. It can also be appreciated that to
each nominal correlation there is the corresponding redundant correlation with
a similar value.

4.1.3 Phase-Error Calibration

Once the A/D induced offset in the correlations has been compensated for, the
quadrature and in-phase errors are corrected using the equations of section 3.1
or [25, 26]. A slight modification has been made to this method in order to be
able to evaluate the effect of the Noise Distribution Network on the retrieved
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Figure 4.9: Offset corrected correlations for the Sun imaging test Test 02.

phase errors.
Figure 4.10 shows the setup of the noise injection during calibration. The

noise generated by a noise source is fed into a passive network and then further
on to the C-input of both receivers. The noise signals at the receivers input
have suffered a phase shift β1 and β2 due to the branches 1 and 2 of the NDN.
The phase difference between the signals of receivers 1 and 2 will be now Phase errors

α21 = (θ2 + β2)− (θ1 + β1)− θ12 (4.1)

as the phase shift introduced by the NDN adds directly to the phase shift intro-
duced by the receivers. The angular term in the first parenthesis corresponds
to the phase shift suffered by the signal, which passes the second branch of the
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Figure 4.10: The Noise Distribution Network (NDN) introduces a phase error
and an amplitude error during calibration if it is not well balanced.

NDN and the second LICEF. The second parenthesis corresponds to the phase
shift suffered by the signal passing through the first branch of the NDN and the
first LICEF. The α21 term can be estimated directly by using equation (3.13)
or (3.14) of section 3.1, as if the NDN did not add any phase shift and the phase
error was only due to the baseline.

During an antenna measurement, the NDN will not be present and thus the
phase shifts β2 and β1 will not apply. Only the phase shifts θ2, θ1 and θ12 are
of interests. A method for getting rid of the NDN induced phase shifts is the
following.

If a new correlated noise measurement is done, but the output ports 1 andNDN swapping

2 of the NDN are now swapped and connected to the opposite LICEF-1, a new
equation does apply for the phase shifts

α′12 = (θ2 + β1)− (θ1 + β2)− θ12 (4.2)

Note that in (4.2) the phase errors β1 and β2 due to the NDN have now changed
their sign with respect to (4.1). Combining the two in-phase measurements
yields

1
2
(α12 + α′12) = θ2 − θ1 − θ12 (4.3)

1
2
(α12 − α′12) = β2 − β1 (4.4)
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Table 4.4: Error on the retrieval of the in-phase error of the noise distribution
network compared to the network analyser measurement.

Measurement ∆β (Error)
II/QI Start −0.15◦

II/QI Stop 0.26◦

QQ/IQ Start 0.26◦

QQ/IQ Stop −0.696◦

that is, we can separate the contribution to the phase error of the NDN from
that of the LICEF-1’s. Equation (4.4) gives the phase difference between the
two paths of the NDN. Equation (4.3) gives the in-phase error only due to the
receivers, which applies to every baseline measurement, when we are looking
through the antenna.

When calibrating a baseline measurement, the in-phase error that should be
taken into account is

αcal
12 =

1
2

(α12 + α′12) (4.5)

Table 4.4 shows the error between the retrieved phases of the NDN with
the procedure described previously and the phases measured with the network
analyser. This can be used to evaluate the accuracy of the in-phase error cal-
ibration. A calibration at the beginning of the experiment and another one at
the end were done. For both cases the difference is below one degree.

The in-phase error stability was also studied. For the the noise injection
measurements 100 correlations of 300ms each were done. The in-phase error
was estimated for each of these measurements. The results for the correlated
noise measurement ccorr1 are shown in figure 4.11. The same was done for
three baseline chosen by random (A2-B6, B4-C1 and C7-A3 ).Now 20 correlation
measurements of 300ms each were taken. Figure 4.12 shows the in-phase error
obtained from baseline measurement C7-A3. Both measurements show a certain
degree of phase jitter, but it is much less in the case of correlated noise injection,
about 1◦, while the baseline measurement has a phase jitter of about 4◦. An
explanation for that may be found in the fact the correlated noise measurement
is done with much more power, leading to larger amplitudes of the correlations,
which results in a better phase stability.

The long term stability of the in-phase error was also studied. The in-phase
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Figure 4.11: Phase error estimation for correlated noise injection 1
(100× 300ms).
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Figure 4.12: Phase error estimation for baseline C7-A3. (20× 300ms)
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Table 4.5: In-phase error for beginning and end calibrations

In-phase error IIQI QQIQ
αmnbegin

138.65◦ 138.59◦

αmnend
188.06◦ 188.09◦

error at the beginning and end calibrations were obtained. Table 4.5 shows
the obtained in-phase errors α12 for nominal (IIQI) and redundant correlations
(QQIQ). The results show that very similar values were obtained for both corre-
lation types, but they also show an important change in the in-phase error. Its
value changed about 50◦ during a period of about two hours. This in-phase error
drift can already be observed in the short time stability results of figure 4.11,
besides the phase jitter a clear drift on the measured correlation phase can be
observed. This drift of the in-phase error has been taken into account during
calibration. The in-phase error that has been used to calibrated each individual
baseline has been obtained from making a linear interpolation of the beginning
and end value of α12 and taking into account the time that passed between the
calibration events and the baseline measurement. This improved the Sun image
notably, making the synthetic main beams very sharp, as will be shown later.

4.1.4 Amplitude Calibration

The last step to be applied in the single-power noise-injection calibration-method Amplitude
calibrationis the calibration of the amplitude of the measured baselines. In MIRAS a

dedicated noise injection radiometer (NIR) measures the antenna temperature
corresponding to the observed scene. Unfortunately, in the MIRAS prototype
used during the image validation tests this device was not available. Thus, the
antenna temperature TA had to be estimated in another way. For that the
PMS output of the receivers was used. The calibration of the PMS response
was done as a typical linear response calibration, measuring two points of the
straight line.

v = mTC
in + b (4.6)

where TC
in corresponds to the equivalent noise temperature injected into the port

C and v to the obtained PMS voltage. m and b are the calibration parameters
that have to be estimated. During the injection of correlated noise through the
C-port for the measurement of the phase errors of the receivers the PMS voltage
was also measured. In that measurement also the input noise temperature to
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the receivers was known. This was the so called hot measurement. A second
measurement using the internal matched load connected to the U-port of the
LICEF-1, was also done. As this load was at ambient temperature it is referred
to as warm measurement.

With this consideration a hot temperature, corresponding to the correlated
noise injection and a warm temperature corresponding to the uncorrelated noise
injection have been used as reference points to estimate as a first step the PMS
response at the C-port.

The signal paths from the different input ports to the input switch are phys-Input switch

ically different in LICEF-1. Thus, the model for the input part of the receivers
of figure 4.13 has been used. The figure shows the input switch, which is con-
sidered ideal, i.e., with equal behaviour for each channel of the switch, and a
lossy line from the input ports of the receiver to the switch. The attenuation of
these lines is different for each port.

Ideal Switch

Ω50

C

H

V

CL

VL

HL

Calibration
Plane

to LICEF

Figure 4.13: Ideal input switch model for LICEF-1.

During calibration port C is used and thus, in principle, the calibration is
only valid for this port. With hot and warm noise injections into port C the
parameters m and b of equation (4.6) are obtained. The warm noise injection
was in fact done by connecting the switch to the U-position where a matched
load is directly connected to the switch. This is equivalent to connect a matched
load at the C-port, when the whole system (loads and lossy line) is at the same
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physical temperature.
But during the scene measurement the switch is connected to the port H

and the previous calibration is useless if the different attenuations of the lines
at the C-port and the H-port are not taken into account. Thus the following
calibration curve is valid for the antenna port H

v = m′TH
in + b′ (4.7)

where now TH
in is the equivalent input temperature at port H and v the corre-

sponding measured voltage. m′ and b′ are the calibration parameters of port
H.

The calibration parameters of port C, m and b can be related to the cali-
bration parameters of port H, m′ and b′. During noise injection into port C we
can compute the equivalent noise temperature at the input plane of the switch.
This is given by

Tswitch =
TC

in

LC
+
LC − 1
LC

T0 (4.8)

where Tswitch is the equivalent noise temperature at the input of the switch (in
figure 4.13 indicated as Calibration Plane), TC

in is the injected noise temperature
at port C, LC is the attenuation of the line that goes from port C to the switch
input and T0 is the physical temperature of the line.

A similar equation can be written for port H, when this port is selected by
the input switch

Tswitch =
TH

in

LH
+
LH − 1
LH

T0 (4.9)

being Tswitch the equivalent noise temperature at the input of the switch, TH
in

the antenna temperature fed into port H, LH the attenuation of the line between
port H and the switch and T0 the physical temperature of the line.

Combining equations (4.8) and (4.9) yields

TC
in

LC
+
LC − 1
LC

T0 =
TH

in

LH
+
LH − 1
LH

T0 (4.10)

Using (4.6) and making some operations the result

TH
in =

LH

LC

(
v − b

m

)
− LH

LC
T0 + T0 (4.11)

is obtained. This equation can be rewritten as

v = m
LC

LH
TH

in +mT0 −m
LC

LH
T0 + b (4.12)
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From this equation can be seen that only the ratio LH/LC between the
attenuations of both lines has to be known and not their absolute values, in
order to obtain the equivalent temperature injected in port H, with a calibration
corresponding to port C. Furthermore, the calibration parameters m′ and b′ are
related to m and b by

m′ = m
LC

LH
(4.13)

b′ = b+mT0(1−
LC

LH
) (4.14)

These results say that any calibration plane can be used for the PMS calibration,
provided the ratio between attenuations of the calibration plane to the input
port for the C and H ports is known. The inconvenient of these results are
that the uncertainty in the estimation of LC/LH is multiplied by the physical
temperature T0 ≈ 300K, resulting in a higher uncertainty in the estimation of
b′.

In practice it will be much easier to define a calibration plane just at the
switch plane (see figure 4.13) and relate all the measurements to that plane.
Another approach is to put the calibration plane at the H-port. In this way
the additional attenuation of the transmission line of port H can be supposed
equal to zero as it will be included in the calibration, while the additional
attenuation of port C will be LC/LH , making the computations easier. The
factor LC/LH describes the additional attenuation in port C of the receiver
respect to a calibration plane defined at port H.

Figure 4.14 shows a typical PMS response curve and its calibration points,
related to the calibration plane at port H. Thus the warm and hot temperature
points shown in the figure do not correspond to the injected temperature into
port C, but to this injected temperature transformed to the calibration plane
of port H.

The amplitude response of LICEF-1 receivers have been measured for all
input ports. The gain difference between ports C and H has been assumed to
be only due to the different attenuations of the input lines. In this case the
values were LC1/LH1 = 0.94dB and LC2/LH2 = 0.85dB.2

A refinement of this PMS calibration method has also been done to take intoTemporal
interpolation of
PMS account drifts of the instrument during time. A PMS calibration has been done

before starting to measure all the baselines (at t = t0) and after having done all

2These values were obtained from the mean value of the amplitude responses (C and H
channels) in the 8-27MHz band of the LICEF’s.
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the measurements (t = t1), obtaining thus

vPMS0 = m0Tin + b0 (4.15)
vPMS1 = m1Tin + b1 (4.16)

The subindex 0 means calibration at the beginning and 1 calibration at the end.
When the PMS voltage corresponding to an antenna temperature measurement
has been done, also the time of measurement has been recorded (t = tA). The
antenna temperature for begin (TA0) and end (TA1) has been be obtained from
the previous equations and finally a linear interpolation taking into account the
measurement time has been done.

TA = TA0 +
tA − t0
t1 − t0

(TA1 − TA0) (4.17)

This is the estimation of the antenna temperature that has been used in this
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Figure 4.14: PMS calibration curve example, with hot and warm calibration
points, typical measurement interval and antenna temperature measurements
for the sky.
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image validation test, due to the absence of a NIR.
The amplitude calibration equations of [25, 26] given in section 3.1 were

used to fully calibrate the measured correlations, obtaining the result which is
presented in figure 4.15. It should be remarked that at this point the nominal
and redundant correlations got scattered respect to each other. This is an
indicator that the amplitude calibration is not good enough. This will get
clearer when the absolute value of the sun brightness temperature is estimated.
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Figure 4.15: Totally calibrated correlations for the Sun imaging test Test 02.

4.1.5 Fringe-Washing Function

The normalised fringe-washing function (FWF) for the LICEF receiver pair
has been measured, (although the obtained results have not been used for theFWF shape
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Figure 4.16: Schematic diagram for the fringe-washing function measurement
setup.

image processing). This has been done using the correlated noise injection
measurement at the beginning of the experiment. The schematic diagram of
the setup is shown in figure 4.16. The DICOS-3 correlator performs correlations
simultaneously at τ = 0 (punctual), tau = +T (early) and τ = −T (late), being
T = 1/55.84MHz one time lag. With these three correlation measurements the
fringe-washing function can be estimated using the three delay method [41, 42].
This method consists in adjusting a sinc function to the modulus of the fringe-
washing function and a 2nd degree polymonial to its phase.

|r̃ij | ≈ A · sinc [B (τ − C)] (4.18)
arg (r̃ij) ≈ Dτ2 + Eτ + F (4.19)

with

D =
[
φT + φ−T

2
− φ0

]
1
T 2

(4.20)

E =
φT − φ−T

2
1
T

(4.21)

F = φ0 (4.22)

Note that during the calibration, the phase error introduced by the NDN is
also calibrated as it would be part of the receiver. Similarly happens to the
amplitude factor introduced by the NDN, but this does not represent a problem
since the normalised and not the absolute fringe-washing function is measured.

Figure 4.17 shows the measured fringe-washing functions obtained for the
IIQI correlations and the QQIQ correlations. The fringe-washing function has
been measured for the two possible positions of the NDN, the nominal and
the one swapping both output channels and connecting them to the opposite
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Figure 4.17: Measured (3 delay method) fringe-washing functions.

receivers. The obtained results show that there is no dependence in the position
of the NDN, but that there is a slight difference when the fringe-washing function
is measured with the nominal (IIQI) correlations or the redundant ones (QQIQ).
The exact values for A, B, C, D, E and F are given in table 4.6. The only
important difference can be found for parameter D when comparing the result
using the nominal or redundant correlations. This is due to the fact that we are
estimating the quadratic term of the phase and the phase itself behaves very
linearly, inducing thus an important error in the estimation of D.

The estimated fringe-washing functions have been compared to the ones of
figure 5 of [42]. There the front-end filter-response of exact the same LICEF’s
has been used to compute the fringe-washing function with

|r̃ij | =
1√
B1B2

∫ ∞

−f0

H1,n(f)H2,n(f)ej2πfτdf (4.23)

The coincidence between both results is very good.
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Table 4.6: Fringe-washing function estimation parameters

Parameter Swap 1 IIQI Swap 1 QQIQ Swap 2 IIQI Swap 2 QQIQ
A† 1.0053 1.0011 1.0083 0.9989
B [MHz] 19.597 19.551 19.590 19.558
C [ns] 2.8802 1.3115 2.8799 1.3135
D [kHz/ns] −0.765 −9.4872 −0.6346 −9.6375
E [kHz] −394.39 −322.37 −357.10 −322.94
F [deg] 0 0 0 0

† Note that some values for A are larger than one, because the FWF has been normalised

by its value at the origin. In figure 4.17 the FWF have been scaled down in order to have a

maximum value of 1.

4.1.6 Sun Image

Once all the baselines have been calibrated obtaining the visibilities, the modi- Brightness
temperature
imagingfied brightness temperature of the measured scene in the direction cosine domain

(ξ, η) plane was obtained with a DFT3

T̂ (ξ, η) = ∆s
∑

k

w(uk, vk)V (uk, vk)ej2π(ukξ+vkη) (4.24)

where the summation over k is the summation for all the measured visibilities,
w(uk, vk) is the apodisation window, Vk = V (uk, vk) are the visibility samples
and uk, vk are the points where the visibility function has been sampled. ∆s =
d2
√

3/2 is the area of the grid’s elementary cell and d the spacing between
antenna elements.

The Blackman appodisation window has been used in the results presented
here. The window has circular geometry around the origin of the (u,v) plane
and is given by

w(u, v) = 0.42 + 0.5 cos
(
π

ρ

ρmax

)
+ 0.08 cos

(
2π

ρ

ρmax

)
(4.25)

with
ρ2 = u2 + v2, ρmax =

√
3NELd (4.26)

being NEL the maximum number of elements per arm, d the spacing between
elements and u, v the coordinates of the baseline.

3DFT stands for Discrete Fourier Transform
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Figure 4.18: Modified brightness temperature with Blackman apodisation win-
dow for the Sun imaging test Test 02.

Figure 4.18 shows the absolute value of the modified brightness temperature
of the Sun image generated with the Blackman apodisation window. The axesImaging with

Blackman
window correspond to the (ξ,η) plane, being the area inside the unity circle a projection

of the sky hemisphere. The unity circle corresponds to the horizon, while the
other circles are the aliases of the horizon. The real sun image is the one at
the lower side of the image at the position were it was expected to appear.
The other two suns are only alias images. The main lobe is defined clearly and
even the secondary lobe structure can be seen although not perfectly. Even at
the horizon a small increment of the modified brightness temperature can be
appreciated. The same can be seen at the aliases of the horizon.
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Figure 4.19: Modified brightness temperature with rectangular apodisation win-
dow for the Sun imaging test Test 02.

If a rectangular apodisation window is used, instead of Blackman, the sec- Imaging with
rectangular
windowondary lobe structure gets much defined, as the secondary lobes are higher and

narrower. This also makes that the horizon signature to be a narrower as with
the Blackman window generate image. This is shown in figure 4.19.

Making a zoom of the alias free zone of Blackman window generated image Alias free sky
imageit can be seen that the modified brightness temperature of the sky is below 20K

(see figure 4.20)4. Some variations on the modified brightness temperature can

4In fact, using the most up to date formulation of the visibility function [22] the modified
brightness temperature for the sky zone should be negative as it is proportional to Tsky −
Tr ≈ −200K, being Tr the receiver noise temperature. This was not known at the time of
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Figure 4.20: Modified brightness temperature (alias free zone) with Blackman
apodisation window for the Sun imaging test Test 02.

be observed. The reason for that may be found in the secondary lobes of the
horizons, which enter the alias free field of view of the centre of the image. Note
also that during the experiment the sun was tracked with an azimuthal rotation,
keeping the sun within the same synthetic beam all the time, but blurring the
rest of the image, as other parts of the image were not tracked. This originates a
blurring of the other parts of the image and thus some unpredictable undulations
may appear there.

the experiment and thus the absolute value of the brightness temperature was plotted and
interpreted.
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Figure 4.21: Modified brightness temperature (main beam) with Blackman
apodisation window for the Sun imaging test Test 02.

The main beam, corresponding to the real sun (Blackman window) can be Sun main beam

appreciated in figure 4.21, where it is very clearly shown. The shape of it
is almost perfectly circular indicating that calibration procedures have been
successful. Because the sun is practically a point source for the synthesised
antenna, the sun image can be used to obtain a good estimate the synthesised
beam width. Its measured size at 3dB using the Blackman apodisation window
is 5.7◦ × 10◦, which is in good accordance with the theoretical beam of 5.5◦ ×
9.7◦. [33].

Around the main lobe six secondary lobes should appear (as can be seen in
the simulated main lobes of figure 5.4(b) of page 113). The measurement shows
them also, although some of them appear completely blurred.
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4.2 HUT-2D Segment Calibration

During a three month stage at the Laboratory of Space Technology (LST) of the
Helsinki University of Technology (HUT) from August to October 2002 research
on the calibration of the HUT-2D radiometer was done. The design of HUT-2D
is based on segments consisting of four receivers. Several four-receivers segments
are joined to give the complete HUT-2D instrument. This research consisted
basically in performing calibration tests with the first four-receivers segment of
the HUT-2D synthetic aperture radiometer [43, 44] and investigate new ways
to improve its performance.

The HUT-2D radiometer is a synthetic aperture radiometer based on the
same concept as MIRAS. It was designed to be a prototype aircraft demonstra-
tor of the technology to be used during the SMOS mission. Thus, the same
calibration techniques as the ones designed for the MIRAS radiometer are used
in HUT-2D. The principal differences are their shapes (MIRAS has three-arm
Y-shape, while HUT-2D has U-shape), receiver spacing and bandwidth, but
conceptually they are the same.

4.2.1 Experiment Setup

The first manufactured four-receiver segment was tested. Figure 4.22 showsHUT-2D
experiment
setup the schematics of the setup with the four-receivers segment. Each of the four

receivers had on the top of it two patch atennæ at horizontal and vertical po-
larisations. Four input signals could be selected for each receiver (C, U, H,
V). This was done controlling the input switch of each receiver. C port was
used to inject correlated noise to the receivers, which had been generated with
a noise source (ENR) and then distributed to each of the receivers using the
passive noise distribution network (NDN). U port was connected to an inter-
nal matched load at ambient temperature. Using this port uncorrelated noise
was injected into each receiver. Finally, H and V ports were connected to the
horizontally and vertically polarised antennas of each receiver, respectively. C
and U ports should be used during calibration of the baselines, while H and V
during antenna measurements.

The digitised I and Q signals of each receiver is input into the correlator
unit, which computes the correlations between all receiver pairs. A computer
reads this data and stores the correlations.

With these four receivers, named 1 to 4, six different baselines could be
formed, namely, (1-2), (1-3), (1-4), (2-3), (2-4) and (3-4). This allowed to test
the calibration procedures not only on one receiver pair, as was done in the
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Figure 4.22: Schematic of the HUT-2D segment used to validate calibration
procedures.

Dwingeloo experiments, but to test them directly for six different baselines.

4.2.2 A/D Converter Offset Calibration

Uncorrelated noise was injected into the four receivers, with the aim of proving A/D offset
calibrationthe 1&0 A/D offset correction technique from [27, 30] with this new hardware.

The results are shown below.
Figure 4.23 shows the measurement of the complex correlation of uncorre-

lated noise for baseline 1-2. The ideal correlation value is thus zero, but due to
finite integration time some additive noise will be present in the measurements.
Thus, a cloud of measurements close to zero (with its mean value equal to zero)
is expected. The offset of the sampling comparators has artificially been put
different to zero by adjusting the voltage at one input of the comparator, and
this translates to an offset in the correlation value as can be seen in the figure
(with a crosses). After applying the offset correction method the cloud (with
circles) moves to the origin confirming that the method is able to correct the
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Figure 4.23: Offset correction for baseline 1-2 with unbalanced sampling com-
parators.

correlation offset due to non ideal A/D converters.

Figure 4.24 shows the correlations when the offset voltage of the A/D con-
verters has been adjusted very close to zero for baseline 1-2. It can be observed
that in that case the correlations have no offset (with crosses) and that after ap-
plying the corrections (with circles) the measured values remain the same, that
is, the 1&0’s method does not act when there is not offset. This results comple-
ment the previous ones, confirming that it is a robust method for compensating
the effect of A/D comparator offset on the measured correlations.
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Figure 4.24: Baseline 1-2, when no offset is present 1&0 correction has no effect.

4.2.3 Quadrature Error Calibration

Many calibrations have been done in order to check the time stability of the Quadrature
error stabilityinstrument. 13 different noise injection calibrations have been performed during

one hour, one every 5 minutes. Each calibration consisted in 60 measurements
with a correlation time of 1000ms. Each of the 60 measurements has been used
as a calibration and from this results mean values and standard deviation have
been obtained.

The results of the calibration using the method described in [26] are pre-
sented. Table 4.7 shows the quadrature error results when the correlation be-
tween I and Q signals of a single receiver are used. The measured standard
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Table 4.7: Quadrature error during stability test using CAS-D method (mean
value).

RX: 1 2 3 4
Meas.
CAL01 2.28◦ 13.42◦ 8.77◦ 3.68◦

CAL02 2.29◦ 13.43◦ 8.78◦ 3.70◦

CAL03 2.29◦ 13.43◦ 8.78◦ 3.71◦

CAL04 2.29◦ 13.43◦ 8.78◦ 3.71◦

CAL05 2.30◦ 13.43◦ 8.78◦ 3.71◦

CAL06 2.29◦ 13.43◦ 8.78◦ 3.71◦

CAL07 2.30◦ 13.43◦ 8.78◦ 3.71◦

CAL08 2.29◦ 13.43◦ 8.78◦ 3.70◦

CAL09 2.29◦ 13.43◦ 8.78◦ 3.71◦

CAL10 2.29◦ 13.43◦ 8.79◦ 3.71◦

CAL11 2.29◦ 13.43◦ 8.78◦ 3.70◦

CAL12 2.29◦ 13.43◦ 8.78◦ 3.71◦

CAL13 2.29◦ 13.43◦ 8.78◦ 3.71◦

deviation in the retrieval of the quadrature error is 0.01◦ for all cases.
The quadrature errors have also been estimated using the method described

in [25], equation (16), where in-phase errors and quadrature errors are retrieved
simultaneously from the noise injection measurements using numerical methods.
The results for the quadrature error of the receivers are presented in table 4.8
It can be clearly seen that the mean value is almost constant. The standard
deviation of the retrieved quadrature errors is 0.02 degrees for almost all cases
except two where it is 0.03.

This low standard deviation for both cases shows that the calibration method
is very precise for obtaining the quadrature error of the receivers and that the
receivers are very stable in the period of one hour and in a stable ambient.

4.2.4 In-Phase Error Calibration

The in-phase errors have been also estimated using [25] for the four-receiverIn-phase error
stability segment, using the same measurements as for the quadrature error calibration.

13 different noise injection calibrations have been performed during one hour,



4.2 HUT-2D Segment Calibration 77

Table 4.8: Quadrature error retrieval using [25] during stability test (mean
value).

RX: 1 2 3 4
Meas.
CAL01 2.29◦ 13.37◦ 8.80◦ 3.77◦

CAL02 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL03 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL04 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL05 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL06 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL07 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL08 2.30◦ 13.38◦ 8.81◦ 3.79◦

CAL09 2.30◦ 13.39◦ 8.81◦ 3.80◦

CAL10 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL11 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL12 2.30◦ 13.39◦ 8.81◦ 3.79◦

CAL13 2.30◦ 13.39◦ 8.81◦ 3.80◦

one every 5 minutes. Each calibration consisted in 60 measurements with a
correlation time of 1000ms. Each of the 60 measurements has been used as a
calibration and from this results mean values and standard deviation have been
obtained. The in-phase errors retrieved for the four receivers are presented in
tables 4.9. Also for the in-phase error retrieval it can be seen that the standard
deviation is very small (0.03 degrees), showing that the proposed calibration
method is very precise for obtaining the in-phase and quadrature method. The
results also show that the receivers have a very stable in-phase error, when they
are in a stable environment.

4.2.5 Phase-Calibration as a Function of Injected Power

Injecting high-power correlated noise improves the calibration of the phase er-
rors of the baselines, as the signal to noise ratio is increased, but it also demands
a higher dynamic range to the receivers in order to handle the high power. Thus,
a series of calibrations with different input power levels have been done in order
to evaluate which is the best power range to be used during calibration. For
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Table 4.9: In-phase error during stability test (mean value).

RX: 1 2 3 4
Meas.
CAL01 0.00◦ 0.75◦ 31.09◦ -12.38◦

CAL02 0.00◦ 0.83◦ 31.09◦ -12.33◦

CAL03 0.00◦ 0.73◦ 31.08◦ -12.31◦

CAL04 0.00◦ 0.77◦ 31.09◦ -12.30◦

CAL05 0.00◦ 0.66◦ 31.05◦ -12.33◦

CAL06 0.00◦ 0.68◦ 31.03◦ -12.35◦

CAL07 0.00◦ 0.73◦ 31.02◦ -12.35◦

CAL08 0.00◦ 0.74◦ 31.01◦ -12.35◦

CAL09 0.00◦ 0.80◦ 31.02◦ -12.34◦

CAL10 0.00◦ 0.78◦ 31.01◦ -12.32◦

CAL11 0.00◦ 0.78◦ 30.98◦ -12.32◦

CAL12 0.00◦ 0.82◦ 30.99◦ -12.30◦

CAL13 0.00◦ 0.87◦ 31.01◦ -12.29◦

Table 4.10: Attenuator values for phase-calibration

Name Attenuation [dB] Temperature [K]
LA 0 2838
LB 0.872 2376
LC 2.997 1571
LD 6.016 932
LE 10.166 541
LDE 16.182 357
LBCDE 20.051 321

50Ω ∞ 296
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every configuration about 120 measurement with a correlation time of 500ms
have been done. The results shown here have been obtained with the method
described in [25], where in-phase and quadrature errors are retrieved simulta-
neously.

The different powers levels were obtained by placing different attenuators
between the noise source and the input of the noise distribution network. The
attenuation values and the corresponding power at the output of the noise distri-
bution network are shown in table 4.10. All attenuators were measured precisely
with a network analyser. In one case also a load at ambient temperature was
connected to the noise distribution network, which is equivalent to have an
infinite attenuation if the load is at the same temperature as the network.

Tables 4.11 and 4.12 show the mean value and the standard deviation of In-phase error as
a function of
powerthe in-phase error for the same measurements, respectively. The temperature

column refers to total injected temperature to the receivers. The complete
S-parameters matrix of the NDN should be known in order to calculate precisely
the correlation temperature injected into the receivers. It can be observed
that the mean value of thein-phase error is rather constant when relatively
high power is injected into the receivers, but the standard deviation shows an
increase in uncertainty in the in-phase error estimation when the injected power
is decreased. Note that it is very high when no correlated noise is injected, that
is, for the infinite attenuation case. This is in accordance with theory, as in
that case no correlated noise is present, and thus, the estimation of the in-phase
error is not possible.

Table 4.11: In-phase error as a function of input power (mean value).

RX: 1 2 3 4
Tin [K]
2838 0.00◦ 1.74◦ 30.25◦ -17.20◦

2376 0.00◦ 1.54◦ 30.47◦ -16.83◦

1571 0.00◦ 1.39◦ 30.57◦ -16.81◦

932 0.00◦ 1.34◦ 30.78◦ -16.43◦

541 0.00◦ 1.09◦ 31.37◦ -15.90◦

357 0.00◦ 0.34◦ 32.56◦ -14.84◦

321 0.00◦ -0.46◦ 25.45◦ -19.71◦

296 0.00◦ -4.55◦ 31.74◦ -13.83◦
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Table 4.12: In-phase error standard deviation as a function of input power.

RX: 1 2 3 4
Tin [K]
2838 0.00◦ 0.02◦ 0.02◦ 0.03◦

2376 0.00◦ 0.02◦ 0.02◦ 0.02◦

1571 0.00◦ 0.03◦ 0.03◦ 0.04◦

932 0.00◦ 0.04◦ 0.04◦ 0.04◦

541 0.00◦ 0.06◦ 0.07◦ 0.07◦

357 0.00◦ 0.26◦ 0.23◦ 0.26◦

321 0.00◦ 0.60◦ 0.57◦ 0.52◦

296 0.00◦ 24.06◦ 21.55◦ 19.81◦

As in-phase and quadrature errors have been retrieved simultaneously, theQuadrature
error as a
function of
power

obtained quadrature error is also very noisy when few power is injected (see
tables 4.13 and 4.14). The error in the in-phase error estimation is distributed
between the in-phase error and the quadrature error. This would have not
happened if the quadrature error would have been retrieved independently from
the in-phase error, using the cross-correlations of the I and Q signals of the same
receiver [26]. The standard deviation in the quadrature error is below 0.6◦ for
all cases,except for infinite attenuation.

These results indicate that quadrature errors should be estimated indepen-
dently from in-phase errors, as they can be obtained directly in measurement
mode. In this way, quadrature error estimations are made independent from
noise injection temperature. In fact, quadrature errors can be estimated indi-
vidually for each single measurement. In-phase errors, show a high tolerance to
noise injection power, as their standard deviation is only affected severely for
very low power noise injections. Thus, the injected noise power will be limited
by the dynamic range of the receivers.
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Table 4.13: Quadrature error as a function of input power (mean value)

RX: 1 2 3 4
Tin [K]
2838 2.39◦ 13.66◦ 8.91◦ 3.68◦

2376 2.39◦ 13.65◦ 8.90◦ 3.67◦

1571 2.38◦ 13.63◦ 8.90◦ 3.66◦

932 2.38◦ 13.65◦ 8.90◦ 3.65◦

541 2.38◦ 13.66◦ 8.90◦ 3.63◦

357 2.45◦ 13.73◦ 8.89◦ 3.61◦

321 2.40◦ 13.70◦ 8.81◦ 3.66◦

296 6.21◦ 22.79◦ 13.65◦ 1.20◦

Table 4.14: Quadrature error standard deviation as a function of input power

RX: 1 2 3 4
Tin [K]
2838 0.02◦ 0.02◦ 0.02◦ 0.02◦

2376 0.02◦ 0.02◦ 0.02◦ 0.02◦

1571 0.02◦ 0.02◦ 0.02◦ 0.02◦

932 0.03◦ 0.03◦ 0.03◦ 0.02◦

541 0.06◦ 0.06◦ 0.05◦ 0.04◦

357 0.23◦ 0.21◦ 0.18◦ 0.15◦

321 0.53◦ 0.51◦ 0.47◦ 0.37◦

296 36.86◦ 39.75◦ 38.00◦ 13.68◦
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4.2.6 PMS Calibration

The PMS response of the HUT-2D four element segment has also been measured
for all eight channels (4× I/Q). The results of these measurements are presented
as follows.

Warm & Cold Calibration

The PMS response of the HUT-2D receivers has been measured using the setupHUT-2D PMS
calibration shown in figure 4.25. Two different input powers were injected through the port

C of the receivers. The first input power was generated with a matched load
at ambient temperature connected to the C-port. The second input power was
generated connecting through a cable a matched load at the boiling temperature
of liquid nitrogen (77K). The attenuation of the cable has been measured to be
L = 0.06dB. The injected power can thus be computed with

Tin =
Tcold

L
+
L− 1
L

T0 (4.27)

The output power of the receivers was measured with a calibrated power meter.
The PMS calibration curve was modelled with

Pout = k (TR + Tin)B (4.28)

being k = 1.38×10−23 the Boltzman constant, TR the receiver noise temperature
and B = 7.42MHz the bandwidth of the receivers.

RX
L

Z0
Tcold

PcoldRX

Z0
Twarm

Pwarm

a.) b.)

Figure 4.25: a.) Warm measurement setup. b.)Cold measurement setup.
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Figure 4.26 shows the PMS response of receiver one for the I and Q channels.
The measured receiver noise for all eight channels is between 283 K and 307 K
depending on the channel. The receiver noise temperatures for the I and Q
channels of a single receiver can vary as much as 11 K. The obtained gain
in the measurements is between and 92.3dB and 94.6dB, which is well inside
specification.
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Figure 4.26: PMS responses of receiver 1, with warm & cold calibration.

4.3 Cold Correlated Noise Injection

The calibration of phase-errors consists of injecting correlated noise into the
receivers and measuring the output correlation. Correlated noise is generated
with a noise source, which gives equivalent hot noise. Injecting cold noise also
gives correlated noise at the input of the receivers, but with less power than
when using hot noise. This has been tested and positive results have been
obtained.
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4.3.1 Cooled Load Method

The cold noise injection has been done by connecting a matched load to theCold correlated
noise input of the NDN and cooling it down to 77K with liquid nitrogen. Another

way to have an equivalent cold load is to connect an antenna to the input port
of the NDN and point this antenna to the sky, in order to catch only the deep
sky radiation. In this way the equivalent noise temperature at the input of the
NDN is around 5K (Sky temperature).

The results when injecting cold noise generated with a cooled down load
are presented first. The in-phase errors are shown in figure 4.27. About 200
calibration-measurements with a correlation time of 4000ms were done. The
retrieved in-phase errors can be clearly distinguished. Their standard deviation
is below 0.9 degrees for all four receivers. The results for the quadrature error are
shown in figure 4.28. The standard deviation for the quadrature error retrieval
is below 0.8 degrees for each receiver, a little bit better than for the in-phase
errors. The results shown in the figures correspond to the results obtained using
the calibration approach of [25].

Another measurement that has been done consisted in making calibrations
while the load at the input of the receiver heated up slowly from 77 K to
ambient temperature. Figure 4.29 shows the modulus of the phase-calibrated
output correlation, while the amount of correlated noise at the input of the
receiver decreases. The correlation time for the measurements was 4000ms. It
can be clearly observed that when the difference between injected and physical
temperatures Tref − Tphy approaches zero, so do the correlations, confirming
Bosma’s noise theory [31]. Equation (46) in chapter three of [26], which ex-
presses Bosma’s theory in a scalar way is repeated here

µC
ij = r̃ij (0) ej(φi0−φj0)·

· |Si0||Sj0| (Tref − Tphy)√
|Si0|2Tref + Tphy (1− |Si0|2) + TRi

√
|Sj0|2Tref + Tphy (1− |Sj0|2) + TRj

(4.29)

with φi0 and φj0 being the phase of the S-parameters of the NDN between port
o and ports i and j, Tref the noise temperature at the input of the NDN, Tphy

the physical temperature of the NDN and TRi and TRj the equivalent noise
temperatures input from the receiver into the NDN at ports i and j. This
measurement shows the high sensitivity of the instrument.
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Figure 4.27: Retrieved in-phase error for cold noise injection.
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Figure 4.28: Retrieved quadrature error for cold noise injection.



86 Experimental Validation of Calibration Methods

0 100 200 300 400 500 600
0

1

2

3

4

5

6

7

8

9
x 10−3

Measurement Sample

P
ha

se
 C

or
re

ct
ed

 C
or

re
la

tio
n 

M
od

ul
us

Heating up of the matched load

12
13
14
23
24
34

Matched Load
at 77K      

Liquid Nitrogen
completely     
evaporates     

Matched Load    
heats up slowly 

Figure 4.29: The correlation modulus decreases when the cold load at the input
of the NDN heats up slowly.

4.3.2 Deep Sky Noise Injection

In order to improve the phase calibration with cold noise a method for injecting
much colder noise into the input of the receivers has been setup. It consists in
connecting the input port of the NDN to a horn antenna which is pointing to
the sky. The equivalent temperature of the sky is around 2.7 K, if only cosmic
noise is measured. Main lobe efficiency and the effect of surrounding buildings,
the Sun, the clouds and other uncontrolled aspects may increase the equivalent
antenna temperature. Figures 4.30 and 4.31 show the results that have been
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obtained for the phase-calibration using this method. The quadrature error is
rather stable, but not the in-phase error. This can be due to many factors. The
first one being possible interference caught by the antenna. This interference
shows up in the measured correlations and has an effect on the computation
of the in-phase errors. Another effect can be the non ideal matching of the
antenna. This has an effect on the phase of the correlation at the input of the
receivers as can be seen from equation (B.6) in appendix B. From this results it
is clear that the use of an antenna to generate cold noise for phase-calibration
of HUT-2D is not a reliable method. Maybe for a space-borne interferometer
like MIRAS this solution would be feasible as its environment might be better
controlled being the instrument in space. In any case it seams a less reliable
method than injecting noise conventionally as it depends on an uncontrollable
environment. A solution for injecting cold noise in a space-borne instrument
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Figure 4.30: Retrieved in-phase error for cold sky noise injection.
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would be to have a matched load attached to a heat-sink at the cold side of the
satellite, in order to cool it down much below the physical temperature of the
NDN.
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Figure 4.31: Retrieved quadrature error for cold sky noise injection.
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4.4 Effect of a Receiver Failure on the Calibra-
tion

During calibrated noise injection one single noise source is injecting noise to a
group of several receivers, through a passive power dividing network known as
Noise Distribution Network (NDN). The value in amplitude and phase of the
injected noise depends of

• Equivalent noise temperature of the noise source

• S-parameters of the NDN

• Physical temperature of the NDN

• Equivalent noise temperature injected by the receivers into the NDN

• Matching of all devices connected to the input/output ports of the NDN

as it is shown in [31] and reviewed in appendix B. A receiver failure could have
as a consequence that its matching to the NDN suffers an important change.
After failure it could present an open or short circuit to the NDN. This could
happen, for instance, if the polswitch at the input of the receivers gets damaged.

In order to study this effect the setup shown in figure 4.32 has been used. Receiver failure
experimentFigure 4.33 shows the schematics of the setup. Correlated noise is injected

into a HUT-2D four receiver segment, through the NDN. In fact, only three
receivers of the four available are used. Instead of the fourth receiver, a phase
shifter ended with an open circuit is connected to the NDN. This simulates the

"Failed" Receiver

Radiometer Segment

Phase Shifter

Open Circuit
NDN

Correlator

Control PC

Figure 4.32: Experiment setup for measuring the effect of a receiver failure.
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Figure 4.33: Experiment schematics for measuring the effect of a receiver failure.

failure in a controlled manner. The phase of the open circuit can be adjusted
with the phase shifter.

The experiment consisted in calibrating the in-phase errors of the three work-
ing receivers with [26], for an extended set of phases of the simulated short cir-
cuit. In fact, during the experiment an open circuit was used instead of a short
circuit, but this makes no difference, as only a 180◦ phase shift, which can be
compensated by the phase shifter, differentiates them both. The phase of the
simulated short circuit has covered the complete range of 360◦ in steps of 10◦

(from 50◦ to 410◦). The retrieved phase errors are shown in figure 4.34 with red
crosses. In fact, the figure shows the excursion of the phase errors, as its mean
values has been subtracted. It can be noticed, that there is a clear dependence
of the phase of the short circuit connected to the NDN.

The phase of the correlation at the input of the receivers has been computed
using equation (B.7). Therefore it was necessary to measure the S-parameters of
the NDN, the matching of the connected devices to the input/output ports, the
physical temperature of the NDN and the equivalent injected temperature of the
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Figure 4.34: Experimental and predicted change of the phase errors due to
receiver failure (Receivers 2 & 3).

noise source. The equivalent noise temperature of the receivers was assumed to
be equal to the physical temperature of the NDN. The predicted phase excursion
of the correlations at the output of the NDN before entering the receivers are also
shown in figure 4.34 with a blue line. It can be observed that the calibration
phase and predicted noise injection phase follow each other almost perfectly.
Looking carefully at the results one can appreciate that predicted and measured
phases are shifted 10◦ respect to each other, exactly the separation between
measurements, which indicates that there has been a confusion when saving the
experiment data.

This experiment demonstrates that Bosma’s noise theory [31] may be used
with confidence for calibration purposes of MIRAS. It also shows that the in-
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phase error calibration procedure is very precise because predicted and measured
excursions follow each other. The third result is that it shows that a receiver
failure may have effects in the in-phase error estimation of all receivers connected
to the same noise source. Notice that the phase excursions are very high, 7◦ and
23◦ for receivers two and three respectively, showing the potential importance
of receiver failure on the calibration of the receivers. It has to be noted that
the isolation between output ports of the used NDN was rather bad (≈ 18dB)
compared to the transmission value from the input port to any output (≈ 23dB).
With better isolation between output ports the effect of a receiver failure is
minimised. This can be deduced developing (B.7). These experimental results
confirm the simulations of [38].

4.5 SAM Calibration

In this section preliminary results on the four-point two-level baseline calibra-
tion are presented [35, 36, 37]. These measurements were done using the MIRAS
Demonstrator Pilot Project 3 (MDPP-3) hardware of ESA, during its manufac-
turing and test phase. This project consists in the development of an airborne
MIRAS prototype, known as SAM (Small Airborne MIRAS). Therefor previ-
ously manufactured hardware has been modified in order to be capable of imple-
menting the two level noise injection calibration method, as it is the case with
the LICEF-2 receivers, or the DICOS-2 correlator. In the case of the LICEF-2
receivers the attenuator at the IF stage has been implemented by changing the
gain of the mixer by switching its power supply between two different voltages.
The modifications of DICOS-2 consisted in changing the control of the polswitch
signals, in order to be able to put the polswitch of all receivers to C or U position
during calibration.

The Electrical Ground Support Equipment (EGSE) has been designed andSAM EGSE
description manufactured at IEEC for ESA, under subcontract with EADS-CASA División

Espacio5, who manufactures the antenna array itself. The aircraft that will
fly this prototype is the Skyvan of the Laboratory of Space Technology of the
Helsinki University of Technology. It consists of a power supply box, known
as Boltzmann, a control electronic box, know as Kelvin, and a GPS receiver to
timestamp all measurements. The control block has been implemented with an
FPGA. This part makes the low level control of SAM. Figure 4.35 shows the
block diagram of control part of the designed and manufactured EGSE. Also

5Space Division of EADS-CASA company.
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Figure 4.35: Diagram of the control block of the EGSE of SAM.

auxiliary electronic boards have been designed. A laptop is used as the man-
machine interface to send commands to the EGSE and to store the collected
data. Figure 4.36 shows the manufactured EGSE of SAM. More information
about the EGSE can be found in [45, 46].

The two-level calibration method test and data processing have been per-
formed with the support of the UPC remote sensing group. The setup consisted
of two LICEF receivers forming a baseline, the modified DICOS-2 correlator,
the SAM EGSE and the CAS shown in figure 4.37. Correlated noise of two
different power levels could be injected to the LICEFs using the attenuated and
the non-attenuated paths of the NDN. The gain of the LICEFs could also be
switched between two values, by activating the equivalent attenuator at the IF
stage of the receivers. All these options were selectable directly from the EGSE.
The LICEFs were distinguished from each other by a coloured sticker (green
and white) at its radome.

The four PMS measurements described in section 3.3 were done. Two for Four point
amplitude
calibrationhot noise injection (with and without attenuator) and two for warm noise in-
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Figure 4.36: EGSE of the Small Airborne MIRAS (SAM).

LICEF

LICEF
MDPP−3
EGSE

CMN−1

DICOS−2

PMS2

PMS1Power splitter
Attenuator

LAPTOP

SwitchENR

CAS

Figure 4.37: Setup for the four point calibration experiment.
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jection, (also with and without attenuator). The hot and warm injected powers
into the LICEFs were measured with a noise figure meter before starting the
experiment. The injected temperatures are shown in table 4.15. The PMS volt-
age measurements for both receivers are given in figure 4.38. The four points
measurement sequence can be clearly appreciated. It can be clearly observed

Table 4.15: Warm and hot temperatures injected into the LICEF during the
four points PMS calibration

Receiver 1 (green) Receiver 2 (white)
HOT 1851K 1764K

WARM 355K 358K

Figure 4.38: PMS voltages of the four points measurement.
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Figure 4.39: Ones and zeros unbalance in correlation units.

that the PMS voltage when the attenuator is on (steps three and four), is much
lower for the white receiver than for the green receiver. This indicates a much
higher attenuation value for receiver two than for receiver one.

The calibration procedure has been tested with this measurements. The
correlation measurements were 100ms long. As a first step the one-zero unbal-A/D offset

correction ance due to the A/D offset has been measured. It can be seen in figure 4.39. The
correlation results are given in correlation units (1cu = 1× 10−4). As expected,
the lower the input power, the higher is the unbalance from equation (3.58).
This is especially the case for the white LICEF during the warm noise injection
with internal attenuation.

The quadrature error has also been retrieved from cross-correlation betweenQuadrature
error correction the in-phase and quadrature signal of the same receiver using equation (3.7)

(see figure 4.40). This measurement reveals the known problem of LICEF-2
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Figure 4.40: Quadrature error for both LICEF-2 receivers.

Figure 4.41: Amplitude of the quadrature corrected correlation |Mij |.



98 Experimental Validation of Calibration Methods

Figure 4.42: Phase of the quadrature corrected correlation arg(Mkj).

receivers, where the quadrature error is dependent on the input power due to
the characteristics of the mixer inside the LICEFs. These results strengthen
the importance of equation (3.7), where the quadrature error is calibrated indi-
vidually for each measurement independently of the calibration or observation
mode.

The amplitude of the quadrature corrected normalised correlation is shown
in figure 4.41. Two distinct amplitudes can be observed, corresponding to the
two injected power levels. Its phase is presented in figure 4.42. An important
phase jitter can be observed. This problem is intrinsic to the LICEF-2 receivers
and was already observed in previous measurements with this equipment [34].

The amplitude of the fringe-washing termGC
ij , obtained from equation (3.51),

is shown in figure 4.43. As the NDN S-parameters had not been measured, it
has been assumed in (3.51), that Si0 = Sj0 = 1. The measurements for the
phase of GC

ij are given in figure 4.44.
Measurements aimed at measuring the stability of the receivers were alsoReceiver

stability
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Figure 4.43: Amplitude of the fringe-washing term |GC
ij |.

Figure 4.44: Phase of the fringe-washing term arg(GC
ij).
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done. Correlated noise was injected into both LICEF receivers during one hour.
Figures 4.45 and 4.46 show the amplitude and phase of the quadrature corrected
correlations Mij . The variation in amplitude of the mean value is only about
30cu over 7400cu, which corresponds to a variation of 0.4%. The phase of the
quadrature corrected correlations does also show the phase jitter of the receivers,
superimposed to a soft drift of 10◦, which shows a more stable behaviour to the
end of the test.

Finally, the shape of the fringe-washing function has also been measuredFWF shape

using the three delay method [41, 42], which has been shown in section 4.1.5.
The amplitude is presented in figure 4.47, while the phase can be observed in
figure 4.48.

Equation (3.36) has been used to obtain the voltage offset Voffi . The gain
Gij has been obtained from (3.51), assuming that Si0 = Sj0, while the receiver

Figure 4.45: Amplitude stability of the quadrature corrected correlations |Mkj |.
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Figure 4.46: Phase stability of the quadrature corrected correlations arg(Mkj).

noise temperature has been estimated with

TRi =
(V2i

− V4i
)TC1i

− (V1i
− V3i

)TC2i

(V1i − V3i)− (V2i − V4i)
(4.30)

as the injected temperatures TC1i and TC2i have been measured with the noise
figure meter. The results are shown in table 4.16. Gain and voltage offsets and
attenuations are realistic values. Although attenuation for receiver two is much
higher than expected it does fully agree with the PMS measurements. Receiver
noise temperature is too low for both receivers, especially for receiver two. The
measurements seem to indicate that some saturation effect is present at the
lower side of the PMS scale and that the receivers will have to be overhauled.

These preliminary tests have shown that the measurement and data acqui-
sition subroutines developed to control SAM perform as expected. Storage and
data formats are also compatible to the data processing subroutines. Extensive
functionality test, based on the hardware and calibration subroutines presented
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Figure 4.47: Amplitude measurement of the fringe-washing function.

Figure 4.48: Phase measurement of the fringe-washing function.
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Table 4.16: Four points PMS calibration results

Receiver 1 (green) Receiver 2 (white)
Voff 31.7mV -7.8mV
G 0.323mV/K 0.404mV/K
TR 97.6K 39.9K
L† 4.414 20.64

† The attenuation is given in linear scale.

so far, are now foreseen in the frame of the MDPP-3 project, at EADS-CASA
laboratories, to take into account all baselines of SAM in order to perform the
last hardware tuning, prior to start with the airborne experimental campaign.
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Chapter 5

Polarimetric Mode of
MIRAS

The fully polarimetric mode of a broad field of view 2D-interferometer has
been formulated. It consists in measuring the cross-correlation of antenna pairs
which have different polarisation vectors. In the dual-polarisation mode the
cross-correlations between two equally polarised antennas are measured; one
time for both antennas in H-polarisation and another time for both antennas
V-polarisation; in that way two modified brightness temperature maps of the
scene are obtained, HH and VV. In the fully polarimetric mode also the cross-
correlation between differently polarised antennas is measured, obtaining from
each scene four temperature maps: HH, VV, HV, VH. This has been explained
comprehensively in [19, 20].

In this document the polarimetric Visibility function is expressed as

Vpq
ij (u, v) =

kBBα
2

2π
·∫∫

ξ2+η2≤1

G(ξ, η)
T pq

B (ξ, η)√
1− ξ2 − η2

r̃h(−uξ + vη

f0
)e−j2π(uξ+vη)dξdη (5.1)

where i,j refer to the receiver number, p,q to its polarisation status (vertical
or horizontal), G(ξ, η) is the antenna pattern gain, T pq

B the modified brightness
temperature for a specific receiver antenna polarisation, r̃h is the fringe-washing
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function and

u = (xj − xi)/λ0 (5.2)
v = (yj − yi)/λ0 (5.3)

with (x,y) describing the position of the antenna elements in array. The modified
temperature T pq

B cannot be seen as a real brightness temperature when the
polarisation for both antennas are different (hv or vh). It is only a way to
use the same notation for hh, vv, hv, vh correlations, expressing their cross-
correlation.

5.1 Pixel to Antenna Frame Conversion

When observing a scene from an antenna, the (h,v) polarisations of the antennaPixel to antenna
frame conversion will not match the (H,V) polarisations of the patch on ground. The (H,V)

ground-polarisation signals will get mixed at the antenna (h,v) polarisation.
Correlating the antenna signals (h,v) will lead to a mixture of the modified
brightness temperatures also.

Let eV and eH be the differential fields components radiated by a pixel in
V and H polarisations. They generate the total field

~E = eVV̂ + eHĤ (5.4)

It has to be noted that all the parameters on this equation depend on the
observed direction, but this has been omitted for simplicity. The vertical and
horizontal components of the electric field in the polarisation of the antenna can
be expressed by

Ev = v̂ · (eVV̂ + eHĤ) (5.5)

Eh = ĥ · (eVV̂ + eHĤ) (5.6)

where v̂ and ĥ are the unity effective lengths vector of the v and h polarisation
of the antennas for a given direction

v̂ = sin(φ+mπ)θ̂ + cos(φ+mπ)Φ̂ (5.7)

ĥ = − cos(φ+mπ)θ̂ + sin(φ+mπ)Φ̂ (5.8)

following Ludwig’s third definition [21]. It has to be noted from the above
expressions that the unity effective length vectors v̂ and ĥ are expressed as a
rotation by an angle φ of the frame determined by θ̂ and φ̂.
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Equations (5.5) and (5.6) can be written in matrix notation(
Eh

Ev

)
=

[
A B
C D

](
EH

EV

)
(5.9)

with

A = ĥ · Ĥ (5.10)

B = ĥ · V̂ (5.11)
C = v̂ · Ĥ (5.12)
D = v̂ · V̂ (5.13)

The polarisation frame of the incident radiation coming from the Earth (Ĥ,V̂ )
can also be expressed as a rotation of the reference frame (θ̂,φ̂). In this case the
rotation angle is defined as Φ. If Faraday rotation is present the polarisation
axes suffer an additional rotation ∆Φ. The polarisation of the wave originated
on the ground can be written as

V̂ = sin(Φ + ∆Φ + nπ)θ̂ + cos(Φ + ∆Φ + nπ)Φ̂ (5.14)

Ĥ = − cos(Φ + ∆Φ + nπ)θ̂ + sin(Φ + ∆Φ + nπ)Φ̂ (5.15)

If the parameters of equations (5.10) to (5.13) are computed following result is
obtained

A = D = cos(Φ + ∆Φ− φ+ lπ) (5.16)
B = −C = − sin(Φ + ∆Φ− φ+ lπ) (5.17)

Computing the correlation of the antenna polarisation hh, hv, vh and vv
yields.

Thh
B (ξ, η)
Thv

B (ξ, η)
T vh

B (ξ, η)
T vv

B (ξ, η)

 =


A2 AB AB B2

−AB A2 −B2 AB
−AB −B2 A2 AB
B2 −AB −AB A2



THH

B (ξ, η)
THV

B (ξ, η)
TV H

B (ξ, η)
TV V

B (ξ, η)

 (5.18)

The brightness temperatures on the left correspond to the antenna frame, the Invertibility with
full-pol mode
v.s. dual modeones on the right to the brightness temperatures of the source frame. The

transformation can be expressed as

[M(ξ, η)] =


A2 AB AB B2

−AB A2 −B2 AB
−AB −B2 A2 AB
B2 −AB −AB A2

 =


m1

m2

m3

m4

 (5.19)
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where m1, m2, m3 and m4 are the row vectors which form [M ]. It can be
easily seen that the transform matrix [M ] is invertible as its inverse is itself
transposed

det [M ] = 1 (5.20)

[M ] [M ]> = [I] (5.21)

If only the vv and hh polarisations for a dual polarimetric mode are mea-
sured and the cross-correlations HV and V H on ground are negligible it can be
seen [19] that the system(

Thh
B

T vv
B

)
=

[
A2 B2

B2 A2

](
THH

B

TV V
B

)
(5.22)

is non invertible for some directions in space. From that point of view the fully
polarimetric mode is better than the dual polarimetric mode.

5.2 Full Polarimetry with a Dual Channel
Interferometer

In a dual channel interferometric radiometer each receiver consist of two identi-Implementation
of the full-pol
mode cal channels to measure the h and v polarised signals, as can be seen in figure 5.1.

In a single channel interferometric radiometer like MIRAS the h and v signals
can be selected through a switch, but only one can be measured at the same
time. Because of this reason it is also impossible to measure all four needed cor-
relations hh, hv, vh and vv between two receivers at the same instant. It canSwitching

sequence be shown that with a sequence of 4 steps all four correlations can be measured
for an interferometer consisting of 2 receivers. Figure 5.2 shows the switching
sequence for a single baseline. In that case as each receiver has two possible
positions (h,v) and there are two receivers the total number of combinations is
four and thus, four steps are needed. This can be extrapolated to an array of
more receivers [47].

This switching scheme is valid if the observed scene does not change during
the whole switching sequence. This is not the case for MIRAS, as it is moving
along its orbit and thus, the observed part of the Earth changes with each new
snapshot. This has been studied for the case of the MIRAS baseline.
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Figure 5.1: Dual and single channel configurations for interferometric radiome-
ters.
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Figure 5.2: Switching sequence in polarimetric interferometric radiometer of
two elements, using T as correlator integration time.
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5.3 Full Polarisation Radiometry with Single
Channel Receivers

The 4-step sequence shown in Figure 5.3 is used to generate the four baseline
sets hh, hv, vh and vv, from which the polarimetric brightness temperature
matrix is derived.

During Step-1 of the switching sequence the complete set of vv–baselines is Motion blurring

obtained, as all receivers are connected to their v–probe (see Figure 5.5). Of
concern in this case is the minimum integration time to avoid blurring due to
the movement of the satellite along the orbit. A blurring of the system impulse
response can be appreciated if the integration time is too long. A simulation
has been carried out to show such a blurring effect for a nadir-pointed MIRAS
flying at 755 km altitude when the integration time is τ = 3.6 s, as an example.
A point source has been simulated at bore sight with the satellite speed heading
along the η direction cosine axis. Being the angular resolution of the sensor
some 2o and the ground speed 7 km/s, the sub-satellite points moves 25 km
over the integration time, that is, as much as the spatial resolution itself. This
causes the main lobe to suffer distortion, stretching in the same direction as
the velocity vector, as is presented on Figure 5.4(a). The same happens to the
secondary lobes.

The elemental integration time of SMOS is τ = 1.2 s and has been chosen
to avoid the blurring just described. Figure 5.4(b) presents the result of the
same scenario as Figure 5.4(a) but this time for the SMOS integration time
of τ = 1.2 s. It can be appreciated that the blurring diminishes considerably
when reducing the integration time, to the point of making the distortion of the
synthesised beam negligible.

Figure 5.6 shows Steps 2, 3 and 4 of the polarimetric switching sequence.
At each one of the steps, just one third of the baselines of the hh, hv and
vh–visibility stars are generated obtaining after the three steps three complete
baseline sets. Looking in detail into Figure 5.6, it can also be seen that in a single
step some of the baselines are measured for different polarisation combinations,
for example hv and vh. This is due to the three redundant receivers placed
along each inner arm extensions, in the central part of the array. This redundant
receivers help not only to achieve polarimetric operation, but also to introduce
redundancy in the baseline measurements.

The switching through Steps 2, 3 and 4 has to happen altogether in one Main beam
distortionsingle integration period τ =1.2 s, in order to fulfill the same blurring criterion

as for Step 1. As a first approach, each step is given one third of the integration
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τ

1 2 3 4

τ
VV HH, HV,VH

(a) Without interlacing of combined polarimetric measurements.

τ

1

τ
VV HH, HV,VH

2 34 2 2 2333 4 4 4

(b) With interlacing.

τ

1 2 3 4

τ
VV HH, HV,VH

τ

1' 2' 3' 4'

τ
HH VV, HV,VH

(c) Alternating polarisation concept to achieve equi-sensitivity.

Figure 5.3: MIRAS polarimetric mode switching sequences.
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Figure 5.4: Blurring of the Tvv impulse response due to satellite motion (along
η).
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time, i.e. τ/3 = 0.4 s, as depicted in Figure 5.3(a). However a second distortion
effect of the synthesised beam has to be taken into account for the images
produced during Steps 2 through 4 as explained next. Let us take the case of
Thh as an example. The necessary baselines are acquired during the three steps
2, 3 and 4, while the observed scene changes from one step to the next due to
the satellite motion relative to ground. Consequently the baselines acquired in
different steps correspond to visibility samples of different images. When joining
them together to generate a map of brightness temperature, the resulting image
is distorted.

To illustrate such distortion in the images generated from Steps 2 through 4
of the polarisation sequence following the scheme in Figure 5.3(a), the same sim-
ulation scenario as for Step 1 has been run. The integration time corresponding
to each step is 0.4 s. Figure 5.7(a) is the reconstructed Thh image showing a
distorted synthesised beam and secondary lobe pattern. The distortion is due
to the fact that there is an inconsistency in the measured baselines.

In order to reduce this baseline inconsistency, an interlacing of Steps 2, 3Interlacing

and 4 is proposed. The switching sequence is the one shown on Figure 5.3(b)

(a) All receivers switch to v–
polarisation.

u

v

VV
HV
VH
HH

(b) Corresponding visibility map. All baselines
are vv.

Figure 5.5: Step 1 of MIRAS’ polarimetric mode.
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u

v

VV
HV
VH
HH

(a) Step 2: left arm in v–polarisation; others in h.

u

v

VV
HV
VH
HH

(b) Step 3: right arm in v–polarisation; others in h.

u

v

VV
HV
VH
HH

(c) Step 4: centre arm in v–polarisation; others in h.

Figure 5.6: Steps 2, 3 and 4 of MIRAS’ polarimetric mode. All baselines hh,
hv and vh can be obtained with this switching scheme.
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for an interlacing depth of 4, meaning that Steps 2 through 4 are repeated
four times within the elemental integration time τ . A new simulation has been
performed with the same scenario as before. Obviously the observation time
for each step slot is now shortened by one fourth, i.e. 0.1s instead of 0.4s
(without interlacing) and every 0.3s a complete baseline set is produced for
each polarimetric brightness temperature (hh, hv and vh). This way, all the
baselines have information of the scene from the beginning, through the middle
and until the end of the elemental integration time. The simulation result for Thh

is presented on Figure 5.7. The shape of the impulse response for Thh resembles
very much that of Tvv, obtained in Step 1 and shown in Figure 5.4(b). Both
impulse responses are almost equal for practical purposes.

One consideration on sensitivity is worthwhile. As seen from Figure 5.3(a),Sensitivity
consideration over a period of 2τ the integration time for vv is τ , while it is τ/3 for hh, hv

and vh. If the polarisations are reversed on the next 2τ–period, then the total
integration time over 4τ is 4τ/3 for vv and hh and half of this (2τ/3) for hv and
vh. But as it has been shown in [20] the cross visibilities hv and vh are hermitic
of each other and can therefore be combined, leading to an effective integration
time of 4τ/3, the same as for vv or hh. The sensitivity of the vertical, horizontal
and complex cross brightness temperatures in the MIRAS polarimetric mode is
thus the same. The 4τ–switching sequence with alternating polarisations is
shown on Figure 5.3(c), where interlacing has been omitted only for clarity
reasons.

At this point it has to be recalled that MIRAS is an imaging radiometer
with a broad field of view. Thus, each ground patch on the Earth is seen in
many snapshots, at each one with a different incidence angle. The retrieval of
the physical parameters is done using the polarimetric brightness temperature
of the same ground patch measured for different incidence angles. It is therefore
possible and interesting to avoid measurements with high noise level, as they
would not add useful value to the whole sequence of measurements. This is what
the switching sequence with alternating polarisation of Figure 5.3(c) achieves.

5.4 Multi-angular Fully Polarimetric Pixel
Processing

In order to gain some experience and to try to validate the above described pro-Fully
polarimetric
mode simulator cedure to measure fully polarimetric brightness temperatures some simulations

have been performed. Figure 5.8 shows the structure of the small simulator that
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Figure 5.7: Blurring of the Thh impulse response as a function of interlacing for
SMOS integration time τ = 1.2 s (satellite motion along η, scale in dB).
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Figure 5.8: Fully polarimetric mode simulator scheme.

has been built. The procedure described in this picture is only for one ground
pixel, when it is seen in different snapshots from the satellite. Figure 5.9 shows
the Earth as it is seen from the satellite. The Earth horizon is clearly identified
in the picture. The so-called dwell lines are the lines that a point on Earth
follows in the field of view as the satellite moves along its orbit.

The simulator consists of 2 parts, the Instrument Model and the Surface
Model. The former is the part drawn above the discontinuous line, the latter
the part below in figure 5.8. The Pixel Selection Block computes the position on
the field of view of MIRAS at which the pixel on ground will be seen for different
snapshots, obtaining a list of pixel observations. A spherical non-rotating Earth
and no satellite yaw-steering has been supposed for this computation. With
that information and the satellite’s tilt angle the incidence angle for each pixel
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observation is computed in the next block (Incidence Angle for Each Satellite
Position Block). The incidence angle data is necessary to generate the H and
V brightness temperatures on Earth. This data is generated by the Surface
Model of the simulator. Once the true brightness temperature on Earth has
been computed the ground to antenna brightness temperature conversion of
section 5.1 is done (H/V at Antenna Block). The instrument is modelled tak-
ing into account the antenna switching procedure of section 5.3 (Polarimetric
System Operation Block). Noise is also added to the ideal antenna tempera-
tures. No calibration procedure has been implemented in the simulator. Once
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Figure 5.9: Earth as seen from MIRAS (of 21 elements per arm, spacing of 0.83λ,
orbit height of 758km and tilt angle of 25◦) in the directing cosine domain.
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the observed antenna brightness temperature have been obtained the retrieved
ground brightness temperatures are computed. A multi-angular data processing
of the obtained ground brightness temperatures is performed for the humidity
retrieval. The derived physical parameters are compared with the original ones.

From equation (5.18) it is possible to obtain the fully polarimetric temper-
ature set (Thh

B (ξ, η), Thv
B (ξ, η), T vh

B (ξ, η), T vv
B (ξ, η)) at the antenna, for any ob-

served pixel. The 4-steps switching sequence of section 5.3 (figure 5.3, page 112)
implies that not all 4 temperatures at the antenna can be measured at the
same time. The simulator takes this into account and computes the tempera-
tures on Earth for every of the 4 steps (THH

B (ξi, ηi), THV
B (ξi, ηi), TV H

B (ξi, ηi),
TV V

B (ξi, ηi)) with i = 1, 2, 3, 4. The temperatures at the antenna are also com-
puted for each step. The combination of steps 2, 3 and 4 in order to obtain the
hh, hv and vh temperatures at the antenna is simulated by taking the mean
value of the temperatures during the 3 steps

T
hh

B =
1
3

4∑
k=2

Thh
B (ξk, ηk) (5.23)

T
hv

B =
1
3

4∑
k=2

Thv
B (ξk, ηk) (5.24)

T
vh

B =
1
3

4∑
k=2

T vh
B (ξk, ηk) (5.25)

As the vertical antenna temperature is obtained in a single step

T
vv

B = T vv
B (ξ1, η1) (5.26)

In matrix form this can be written as
T

hh

B

T
hv

B

T
vh

B

T
vv

B

 =


0 0 0 0
0 0 0 0
0 0 0 0

m4
1




THH
B (ξ1, η1)
THV

B (ξ1, η1)
TV H

B (ξ1, η1)
TV V

B (ξ1, η1)

 +

1
3

4∑
k=2


m1

k

m2
k

m3
k

0 0 0 0




THH
B (ξk, ηk)
THV

B (ξk, ηk)
TV H

B (ξk, ηk)
TV V

B (ξk, ηk)

 (5.27)
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In this equation it can be seen clearly that T
vv

B is obtained in the first switching
step and T

hh

B , T
hv

B and T
vh

B are obtained as a combination of the temperature
for hh, hv and vh of steps 2, 3 and 4. In a simplified manner we can write

t = [M1]T1 +
1
3

4∑
k=2

[Mk]Tk (5.28)

where t refers to the temperatures at the antenna, Tk the temperatures on
ground for steps k, [Mi] are the transform matrices and the sub-indices indicate
the corresponding step. It has to be noted that [M1] is zero except in the fourth
row as it takes only into account the vv polarisation at the antenna and [Mk]
for k = 2, 3, 4 is zero in the fourth as it does not take into account the vv
polarisation.

If the integration time is short enough, so that the position of the observed
pixel does not change very much during one integration time, and the brightness
temperatures on Earth can be considered constant the previous equation can
be simplified yielding

t = [MA]TA + [MB ]TB (5.29)

It is clear that [MA] = [M1], TA = T1, Tk = TB for k = 2, 3, 4 and [MB ] =
[M3]. In this case the subindex 3 has been chosen as the matrix for the third
switching step is the best approximation for the matrices of steps 2 and 4. If the
temperatures on Earth TAand TB do not change very much as the incidence
angles are very similar (differences of the order of tenth of degree) from one
measurement to the next one, we can take them as equal

T = TA = TB (5.30)

obtaining
t = ([MA] + [MB ])T = [M ]T (5.31)

The brightness temperature on Earth can be estimated with

T̂ = [M ]′ t + n = [M ]′ ([MA] + [MB ])T + [M ]′ n (5.32)

where the noise of the instrument has been taken into account with n and having

[M ]′ = [M ]−1 =


m1

3

m2
3

m3
3

m4
1


−1

(5.33)
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Figure 5.10: The retrieval of THH performance with the switching sequence
approximations.

This matrix is not the ideal frame conversion matrix from the beginning as it
takes into account that the vv measurement at the antenna has been taken in
the first switching step, while the other three measurements have been taken
approximately in step 3. As the ideal and the real [M ] are very similar no
problems are expected.

The above described procedure has been simulated for a specific groundSimlation results

radiation signature and for a specific satellite setup, very similar to the SMOS
baseline. The noise of the radiometer has been fixed to zero. Figure 5.10 shows
the original simulated brightness temperature on Earth (solid line), and the ones
obtained after programming the above expressions (dots). It can be seen that
only very small difference between both values are obtained, justifying thus the
above approximations. The data corresponds to the dwell line at 0km from the
sub-satel.lite track.
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When adding some noise according to the receiver model described above, it
can be also seen that the retrieval of the ground temperatures gives good results.
It can be also verified that the physical parameter retrieval seems feasible from
the data presented in the following pictures. In figure 5.11 it is presented the
original simulated and the retrieved temperatures on ground for HH and VV
correlations. The noisy measurements follow perfectly the original temperature
curve. From that curve a multi-angular processing of the temperatures to obtain
the physical parameters seems totally feasible.

The retrieval of the physical parameters has also done, but only for one
case. Thus it is not significant, but can give some idea about the capabilities
of the method. Many simulations for several types of terrain and many noise
realisations should be performed.

Dwell-lines at 0 km, 216 km and 389 km from the sub-satellite track have
been simulated. The error in the retrieval of soil moisture was 1% for the 0 km
dwell-line (36 incidence samples) and 2% for the 216 km dwell-line (32 incidence
samples). No result could be obtained to for the 389 km dwell-line as only 8
incidence samples were on this line. This result is not conclusive at all, but
indicates that at the border of the field of view it will be more difficult to obtain
good results.

In figure 5.12 the original HV and VH temperatures are shown with their
obtained results. The original temperatures HV and VH are supposed zero for
any incidence angle. The result of the simulation shows that the noisy measured
temperatures are also aligned to the zero Kelvin line.

The antenna temperatures Thh and Tvv (and also Thh, Tvv) may have dif-
ferent values for the same incidence angle on Earth. This can happen when a
pixel on Earth is seen twice (in different measurements) with the same incidence
angle, but in a different location in the field of view. In that case the transform
[M ] of equation (5.19) is different for both observations and thus the resulting
antenna temperatures are different. Figure 5.13 shows this.

Another interesting result is to observe the temperatures at the antenna.
The simulations show clearly that even being the ground temperatures equal to
zero for THV = 0 and TV H = 0 the pixel to antenna transformation makes Thv

and Tvh different to zero when measured at the antennas. These antenna tem-
peratures can even be negative, as they don’t represent any physical equivalent
temperature. These can be seen in figure 5.14.
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(a) THH ground temperature.
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(b) TV V ground temperature.

Figure 5.11: Retrieved THH and TV V temperatures on ground with noisy re-
ceiver in fully polarimetric mode.
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(a) HV Ground Temperature.
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(b) VH Ground Temperature.

Figure 5.12: Retrieved THV and TV H temperatures on ground with noisy re-
ceiver in fully polarimetric mode.
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Figure 5.13: Thh and Tvv temperatures at the antenna.
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Figure 5.14: Thv and Tvh temperatures at the antenna.



Chapter 6

Faraday Rotation
Correction Method applied
to MIRAS

6.1 Introduction

Faraday rotation is an important issue to be taken into account in earth ob-
serving space borne L-band radiometers as it may have a non-negligible effect
on the retrieved physical parameters. This has been studied by other authors
for ocean surface salinity [48, 49]. Different authors have proposed methods
to compensate or measure the effect of Faraday rotation. In [50] a method
that consists in measuring only the H and V polarisations in the antenna frame
has been proposed. The sum of those two components corresponds to the first
Stokes parameter, which is independent of the Faraday rotation. In [51], under
the assumption that the ground emission is zero for the third and fourth Stokes
parameters, and using polarimetric measurements it is shown how the actual
Faraday rotation can be estimated. In [52] both previous methods are discussed
and compared.

An original idea of this thesis is the alternative approach to those above that
uses polarimetric measurements and assumes that the cross-correlation between
H and V on ground is zero. As it is shown in the literature this assumption is
valid for specific targets at L-band [53]. Instead of computing analytically the
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Faraday rotation, we obtain the vertical and horizontal brightness temperatures
by searching a polarisation basis that makes the cross-polarisation equal to
zero. That is equivalent to diagonalising the measured brightness temperature
coherency matrix. How this method might be used in the SMOS is has also
been studied.

6.2 Mathematical Background

Let the analytic field being emitted by an element of surface on ground beRotation of
brightness
temperature
matrices

dẼ =
(
dEH

dEV

)
(6.1)

with dEH and dEV the electric field components in the horizontal and vertical
polarisation frame on ground. Its coherency matrix is described through

[JHV ] =
〈(

dEH

dEV

) (
dEH dEV

)∗〉 =

=
[

JHH JHV

JV H JV V

]
(6.2)

where<>means expectation. In [20] it is shown that the electric field (dEX dEY )>

at the antenna probes X,Y which define the polarisation frame of the antenna
is related to the emitted field (dEH dEV )> through a rotation matrix. This
matrix includes the geometric rotation which arises when antenna and ground
frames are not aligned, as well as the effect of the effective length of the antenna
when the radiation does not incide the antenna from bore sight. An additional
rotation angle will be present due to the Faraday rotation introduced by the
ionosphere. The relationship between the emitted and inicident electric fields is
then (

dEX

dEY

)
= [R]

(
dEH

dEV

)
(6.3)

where the rotation matrix [R] is the product of two rotation matrices, the first
one describing the rotation due to the geometry [RG] and the second one de-
scribing the Faraday rotation [RF ]

[R] = [RG] [RF ] =

=
[

cosψ − sinψ
sinψ cosψ

] [
cos ∆Φ − sin∆Φ
sin∆Φ cos ∆Φ

]
(6.4)
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being ψ the rotation angle due to geometry and ∆Φ the Faraday rotation. From
the above equations the coherency matrix at the antenna frame can be written
as

[JXY ] = [R] [JHV ] [R]> (6.5)

In [20] the proportionality between coherency matrix and antenna temperatures
is written as

[JHV ] =
kBTph

λ2
0

da

r2
δa(0) [eHV ] =

kB

λ2
0

da

r2
δa(0) [THV ] (6.6)

where kB = 1.38 × 10−23J/K is the Boltzmann’s constant, Tph is the physi-
cal temperature, da is the element of radiating area, r is the distance to the
radiometer, δa(0) is the analytic delta function evaluated at zero, [eHV ] is the
polarimetric spectral emissivity matrix and [THV ] is the polarimetric brightness
temperature matrix. Using this proportionality property equation (6.5) can be
rewritten as

[TXY ] = [R] [THV ] [R]> (6.7)

and polarimetric brightness temperatures can be used directly.

6.3 Faraday Rotation Compensation

In order to invert equation (6.7) it is necessary to know the rotation matrix Diagonalisation
of the brightness
temperature
matrix

[R]. The first rotation due to geometry [RG] can be deduced from the position
and attitude of the satellite and the observed point on earth. The rotation
due to the Faraday rotation is not known, as it depends on the actual Total
Electron Content (TEC) at the time of measurement. Thus an additional TEC
measurement would be necessary to invert (6.7).

However, for the special case where the radiation on ground has no cross-
polarisation between H and V it is not necessary to know the TEC. The tem-
perature matrix [THV ] is diagonal (THV = TV H = 0) and equation (6.7) is
a simple diagonalisation equation. Thus the inversion of the coherency matrix
[TXY ] reduces to the computation of its corresponding diagonal matrix [54].
As an important consequence the Faraday rotation needs not to be estimated
using a TEC measurement, in order to obtain the coherency matrix on ground,
furthermore Faraday rotation can be estimated from the obtained [R] matrix
with

[RF ] = [RG]> [R] (6.8)

as [RG] is obtained from the geometry of the observation.
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The diagonalisation process takes advantage of the polarisation state of the
wave to find a polarisation reference frame that does not show cross-correlation
between orthogonal channels. The eigenvalues describe the power in each po-
larisation of the wave on ground.

The assumption of no cross-polarisation between H and V channels can be
accepted at L-band when observing the ocean. Experimental results show that
the cross-polarisation is below 0.2K for the complete azimuth range at a wind
speed of 11m/s and at an incidence angle of 45◦ [53], while the instrumental
sensitivity of the inverted temperatures is of the order of 3-4K (see section 6.5.3).
When observing a terrestrial scene this is not true at least for ploughed and crop
fields [55]. Fortunately for the SMOS mission azimuthal dependence may cancel
out due to the large pixel size (30-50km).

The impact of an existing cross-polarisation on the diagonalisation method
has been studied. It means that the coherency matrix [THV ] is not diagonal
and has the form

[THV ] =
[

THH THV

THV
∗ TV V

]
(6.9)

Note that the off-diagonal elements are complex conjugates of each other.
Now we diagonalise the coherency matrix at the antenna [TXY ], taking into

account that the original coherency matrix on ground has the from (6.9). The
eigenvalues of [TXY ] are the same as from [THV ] because they are related
through a similarity transformation (6.7) [54]. It is easy to prove that the
eigenvalues of [THV ] will be

λ1,2 =
THH + TV V

2
∓√

(THH −TV V )2 + 4|THV |2
2

(6.10)

From this expression it can be seen that the estimated brightness temperatures
will be

T̂HH = λ1

T̂V V = λ2

and will correspond to THH and TV V respectively when the term THV is zero
(ideal case). The accuracy of the diagonalisation procedure when applied to
non-ideal targets can be obtained by taking the difference between the ideal
temperatures THH , TV V and the estimated temperatures T̂HH , T̂V V . From
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equation (6.10) it can be seen that a worse case accuracy will be obtained
when TV V = THH (normal incidence) and it will be equal to |THV |. For
|THV | ≈ 0.5K at 45◦ incidence angle and TV V ≈ 115K, THH ≈ 65K the
accuracy will be better than 5mK.

This result can be further improved if we notice that the imaginary part of
THV corresponds to the fourth Stokes parameter (disregarding a proportionality
factor) and that the fourth Stokes parameter is invariant to rotation. The
imaginary part of equation (6.7) corresponds uniquely to the contribution of
Im{THV }. It can be easily shown that the imaginary parts at both sides of
the matrix equations are equal, showing the invariant property of the fourth
Stokes parameter. Thus the imaginary part can be directly separated from this
equation. The new resulting equation would be now

Re{[TXY ]} = [R]Re{[THV ]} [R]> (6.11)

6.4 Effect of the Atmosphere

Now the emission and absorption effects of the atmosphere are addressed. Ab- Atmospheric
effectssorption by the atmosphere of the ground radiation is modelled by a reduction

of the amplitude of the radiated fields. Up welling emission by the atmosphere is
expressed with an additive electric field, while down welling emission is reflected
on the earth’s surface and propagates then through the attenuating atmosphere
to the sky. These effects have been modelled with(

dE′
H

dE′
V

)
=

(
dEAH

dEAV

)
+

a

([
γH 0
0 γV

](
dEDH

dEDV

)
+

(
dEH

dEV

))
(6.12)

where (dE′
HdE

′
V )> is the total electric field at the top of the atmosphere ex-

pressed in the ground frame, (dEHdEV )> is the field emitted by the ground,
a is a factor which models attenuation (0 ≤ a ≤ 1), (dEAH

dEAV
)> is the up

welling emission from the atmosphere and (dEDH
dEDV

)> is the down welling
atmospheric emission. Finally, γH and γV are the Fresnel reflection coefficients
for horizontal and vertical polarisations. It has been assumed, that if the surface
emission matrix is diagonal it is also reasonable to think that so will be its scat-
tering matrix. Therefore, the Fresnel reflection coefficients have been used to
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model the reflection of the down welling atmospheric emission on earth. Substi-
tuting this new field vector into (6.7), the polarimetric brightness temperature
[TXY ] at the antenna frame yields

[TXY ] =

[R]
(
[TAHAV

] + a2 ([THV ] + [ΓHV ] [TDHDV
])

)
[R]> (6.13)

where [THV ] is the temperature matrix of the ground radiation and [TAHAV
] is

the temperature matrix of the up welling atmospheric emission, [TDHDV
] is the

down welling atmospheric emission and [ΓHV ] = diag(|γH |2, |γV |2) is a diagonal
matrix modelling the reflection on earth of the down welling atmospheric emis-
sion. The coherency matrices of the atmospheric up and down welling emission
will also be diagonal matrices. Thus, the overall emission at the top of the atmo-
sphere will have a diagonal coherency matrix and the diagonalisation procedure
can be used to invert equation (6.13). In this case the eigenvalues (diagonal
elements) of the total temperature matrix will be the sum of powers of atten-
uated ground emission plus atmospheric up welling emission plus reflected and
attenuated down welling emission.

6.5 Simulation Results

6.5.1 General Overview

Several computer simulations have been done using the above expressions. The
goal is to see if this procedure can also be used in combination with MIRAS’
fully-polarimetric mode implementation [20].

The simulator computes the position of the satellite at any time and takesSimulation
description also into account the rotation of the earth. The chosen orbit during the simu-

lations has been the SMOS baseline configuration, a dawn-dusk orbit at 755km
height and with and array tilt of 32◦. No yaw-steering has been used in the sim-
ulations. In the simulator the satellite’s position at t = 0 is Lat.=0◦, Long.=0◦

(ascending orbit).
For each time instant the antenna frame and the local incidence frame are

calculated. These are used to reckon the incidence angle on ground from which
the brightness temperature on ground is obtained following a simple emission
model (using Fresnel’s reflection coefficients) for a flat dielectric surface [56]
with εr = 72.1 − j74.5, which is equivalent to a sea surface salinity of 38psu
at 20◦C using Blanch & Aguasca’s permittivity model for sea water [57]. At
this point also the effect of the atmosphere on the brightness temperature is



6.5 Simulation Results 133

taken into account following what has been explained in section 6.4 and the
absorption and emission models described in [58]. Therefore the U.S. Standard
Atmosphere, 1962 (without rain) has been used, which is also described in [58].
The rotation matrix due to the geometry [RG] can be computed with the known
antenna and ground frames.

To obtain the Faraday rotation the approach shown in [48] has been followed
and adapted to the needs of the MIRAS sensor. It consists in considering 400km
as the height of the ionosphere. The point where the emitted ground radiation
crosses the ionosphere in its path to the antenna has been reckoned. At this
point the Vertical Total Electron Content (VTEC) [59] and the geomagnetic
field [60] have been calculated. This leads to the Faraday rotation angle ∆Φ in
degrees that can be computed as

∆Φ ≈ 6950B(400) cos Θ sec ιV TEC (6.14)

where B(400) is the magnetic field in tesla, Θ is the angle between the ray path
and the magnetic field and ι is the angle respect to zenith. The geomagnetic
field has been computed for the 2002 epoch, while the ionospheric model has
been run for January 1st, 2002, at 6:00h UT.

Due to the broad field of view of MIRAS a pixel on earth may be observed
in many snapshots while the satellite moves along its orbit, each time with a
different incidence angle. The collection of all these observations is known as
dwell-line. Several simulations have been run for two selected pixels on earth:
(Lat.=0◦, Long.=0◦) and (Lat.=0◦, Long.=1◦). Their dwell-lines can be seen in
figure 6.1 which shows MIRAS’ field of view in the direction cosine domain. The
unit circle corresponds to the visible field of view, also known as sky horizon.
The ellipse in the centre of the image corresponds to the earth. The dotted
and dashed lines correspond to sky aliases and earth aliases respectively, which
appear during the image generation process [61]. The dashed-dotted ellipses
correspond to constant incidence circles on ground for 20◦ and 50◦ incidence
angles. The cross is the sub-satellite point.

A dwell-line that crosses the centre of the field of view consists of approx-
imately 60 measurements. This number arises from the fact that the satellite
observes a pixel when it’s incidence angle is in the range of 0◦ − 60◦. This
corresponds to an arc on the earth’s surface of about 9◦. Taking into account
the angular velocity of the satellite for the 755 km orbit, the pixel is in the field
of view during about 150 seconds. At 1.2s per snapshot and two snapshots to
obtain the complete polarimetric brightness temperature matrix with MIRAS
the above mentioned number of points per dwell-line is obtained.
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Figure 6.1: Dwell-lines of pixels (Lat.=0◦, Long.=0◦) and (Lat.=0◦, Long.=1◦).

6.5.2 Ideal Cases

The first simulation consisted in applying the diagonalisation inversion explainedIdeal
measurement above to each single snapshot. Implicitly this assumes that in each snapshot all

four elements of the coherency matrix of (6.7) can be measured. That would
be the case for an interferometric radiometer where each receiver is fully polari-
metric. No noise has been added to these simulated measurements. Figure 6.2
shows in a solid line the emitted radiation from ground (without atmospheric
effects) and in a dashed line the retrieved brightness temperatures at the top
of the atmosphere. An expected small increment of about 2K (not constant
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Figure 6.2: Emitted (ground) and inverted (Top Of the Atmosphere, TOA)
brightness temperature for an ideal polarimetric radiometer. The retrieved
brightness temperature at the top of the atmosphere is about 2K larger (not
constant over the whole incidence angle range) than the emission on ground
due to the atmospheric emission. Left: pixel (Lat.=0◦, Long.=0◦). Right: pixel
(Lat.=0◦, Long.=1◦).

over the whole incidence angle range) in the retrieved temperatures due to the
atmospheric emission and absorption of the atmosphere can be observed. It
should be noted that in each simulation presented in this paper the inversion
has been done until the brightness at the top of the atmosphere (TOA) has
been obtained (diagonalisation of (6.13)) as the correction of the atmospheric
effects is not the issue of this paper. To correct the atmospheric emission and
absorption it would be necessary to know the state of the atmosphere during
the measurement. The left-hand plot corresponds to the data of point (Lat.=0◦,
Long.=0◦) and the right-hand plot to the point (Lat.=0◦, Long.=1◦).
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The second simulation consisted in applying the antenna switching procedureIdeal MIRAS

of [20], which achieves a polarimetric operation of MIRAS using its dual po-
larised single-channel receivers. In that switching procedure each receiver is
connected to one specific antenna probe (H or V) in order to obtain the com-
plete set of polarimetric visibilities (HH,HV,VH,VV) in four switching steps. It
means that the four elements of the coherency matrix are measured at consecu-
tive instants, which causes some distorting effects. For instance, the brightness
temperature Txx at the antenna is measured in the first integration interval of
1.2s, the remaining Txy, Tyx and Tyy are measured all three in a second interval
of 1.2s. The interlacing of the polarimetric mode of MIRAS has also been taken
into account taking the mean value of measured brightness temperatures during
the integration intervals. During the simulation no visibilities have been com-
puted, assuming that the radiometer is ideal and that all systematic receiver
errors can be calibrated perfectly.

With the four polarimetric brightness temperatures the coherency matrix
has been built and inverted with the proposed diagonalisation method. Again
the atmospheric contribution has not been corrected for after diagonalisation
and thus the inverted temperatures present a slightly higher value than the
emitted ground temperatures. The incidence angle has been taken as the mean
incidence angle during the two integration intervals of 1.2s. Figure 6.3 shows the
retrieved brightness temperatures (with dots) compared to the ones obtained in
the first simulation (dashed line). The obtained values present a slight deviation
(0.2K or less hardly appreciable in the figure) from the ideal inversion due to
the fact that the polarimetric brightness temperatures have not been taken at
the same instant of time. The ground emission is shown in the figure with a
continuous line.

6.5.3 Realistic Cases

In the third simulation radiometric noise has been added to the brightness tem-Noisy MIRAS

peratures at the antenna, taking into account the effective integration time for
each polarimetric brightness temperature. The integration time to compute the
radiometric noise has been 1.2s for Tvv and thus 3 times longer than for the
other three brightness temperatures, as these have to share one integration in-
terval of 1.2s. The radiometric noise has been computed following [62] and [5].
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Figure 6.3: Emitted (ground), Ideal Inverted (TOA) brightness temperatures
plus inverted brightness temperatures (TOA) for a noiseless MIRAS in polari-
metric operation. Left: pixel (Lat.=0◦, Long.=0◦). Right: pixel (Lat.=0◦,
Long.=1◦).

The sensitivity in the field of view is

∆T (ξ, η) ≈ 4π
G(ξ, η)

√
1− ξ2 − η2

√
3

2
d2TA + TR√

Bτeff

αw
wol

αf

√
NV (6.15)

where d is the distance between antenna elements expressed in wave-lengths,
TA and TR are the antenna and receiver temperatures, the noise figure of the
receivers have been assumed to be F = 2dB, B is the receiver bandwidth,
τeff = τ/Q the effective integration time that takes into account the use of
1bit-2level digital correlators, being Q = 2.46 and τ = 1.2s (or τ = 1.2s/3
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Figure 6.4: Emitted (ground), Ideal inverted (TOA) brightness temperatures
plus inverted brightness temperatures (TOA) for a noisy MIRAS in polarimetric
operation. Left: pixel (Lat.=0◦, Long.=0◦). Right: pixel (Lat.=0◦, Long.=1◦).

depending on the snapshot), αw = 0.4517 as Blackman window is assumed in
the processing of the data, αlo = 1 for single side band receiver and αf = 1.11
as a rough estimation of the filter coefficient. G(ξ, η) is the receiver antenna
pattern and (ξ, η) the direction cosines. The element antenna pattern has been
approximated by G = G(0, 0) cos4 θ being G(0, 0) = 7.228 the receiver antenna
gain at bore sight. In the simulations instead of TA the corresponding brightness
temperatures Txx, Txy, Tyx and Tyy for each direction (ξ, η) have been used as
no estimation for the overall antenna temperature has been computed.

It should be noted from (6.15) that the pixels at the centre of the field of
view will be less noisy than the pixels at the border of it. In figure 6.1 it can
be observed that measurements at low incidence angles are taken twice, one
at the border of the field of view and the other one more centred. This is
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Figure 6.5: Brightness temperature estimation performance for noisy MIRAS in
polarimetric operation. Left: pixel (Lat.=0◦, Long.=0◦). Right: pixel (Lat.=0◦,
Long.=1◦). At low incidence angles the mean value has an offset.

reflected in figure 6.4 where the results of the inversion are shown. Some noisy
measurements at lower incidence angles can be observed.

A series of 100 simulations have been run in order to obtain an estimate Retrieval
performanceof the mean value and standard deviation of the retrievals. The results are

shown in figure 6.5. At low incidence angles when duplicate measurements were
available only the ones taken at the centre of the field of view have been used.
The standard deviation of the brightness temperature estimation is between 3-
4K in the incidence angle range from 20◦−40◦ and the corresponding error bars
have been drawn in the figure. There it can be seen that the mean value of the
estimation agrees very much with the temperatures at the antenna, except for
incidence angles below 16◦ approximately. This is explained as follows.

It should be noted that the diagonalisation matrix [R] of (6.13) is not unique,
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Figure 6.6: Brightness temperature estimation performance for noisy MIRAS
in polarimetric operation. Estimating first the VTEC gives better results for
low incidence angles. Left: pixel (Lat.=0◦, Long.=0◦). Right: pixel (Lat.=0◦,
Long.=1◦).

as both diagonal elements may swap their position depending on the rotation
angle used in the inversion. To distinguish between the H and V polarisations a
priori information can be used to assign the largest value to V as this is the nor-
mal case. But this decision may be wrong when the target is observed at small
incidence angles where H and V are very similar. In this situation the mea-
surement uncertainty is comparable to the difference between both brightness
temperatures. If this decision scheme is used anyway a small positive(negative)
bias of the retrieved brightness temperature for the V(H) polarisation at low
incidence angles appears.

A solution to avoid the bias at low incidence angles due to the polarisationVTEC
estimation ambiguity is presented next. From figure 6.5 it can be seen that the wave is
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relatively strongly polarised between 35◦ and 60◦ as the H and V temperatures
are rather different and it is thus this data that will be used to determine
the VTEC. In a first step the measured coherency matrix [TXY ] of (6.7) can
be corrected for the rotation matrix [R]. Then the Faraday rotation can be
estimated for these observations using (6.4). Once the Faraday rotation for
each measurement has been obtained the VTEC can be estimated from (6.14).
This VTEC value can then be used to estimate again the Faraday rotation but
at lower incidence angles, which in its turn is used to completely invert (6.7) for
small incidence angles. This assumes that the VTEC does not change during
the time it takes to make all the measurements and that it is constant over the
whole field of view. Figure 6.6 shows the estimation of the H and V brightness
temperatures, where for incidence angles below 16◦ the above described method
has been used. For the rest of incidence angles the diagonalisation procedure
has been used. It can be seen that the estimation is not anymore biased at
low incidence angles. Error bars are also shown in the figure. The standard
deviation of the simulated measurements is also between 3-4K.

6.6 Non ideal Antennas

In the previous analysis it has assumed that the antennas were ideal. Now Effect of the
antennæthe case of non ideal antennas is addressed, for the case of a zero baseline

interferometer, that is, a real aperture polarimetric radiometer.
Real antennas are not perfectly polarised, they show some degree of cross-

coupling between H and V probes. The electric fields at X and Y probes of a
real antenna can be related to the electric fields of an ideal antenna with(

dEx

dEy

)
=

[ √
1− a2 b

a
√

1− b2

](
dEX

dEY

)
= [P ]

(
dEX

dEY

)
(6.16)

where the upper case subscripts X and Y correspond to the electric field at
the ideal antenna, while the lower case subscripts x and y to the real antenna.
Note that the form of the [P ] matrix in equation (6.16) corresponds to the case
where the antenna is lossless. Thus only the cross-coupling between different
polarisations has been taken into account.

The coherency matrix of the acquired field can be easily computed and it is

[Jxy] = [P ] [R] [JHV ] [R]−1 [P ]∗> (6.17)

Note that now we don’t have a diagonalisation equation anymore, because
[P ]∗> 6= [P ]−1, as [P ] is not a rotation matrix. However, matrix [P ] can be
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rewritten as

[P ] =
[

cosα − sinβ
sinα cosβ

]
(6.18)

Angles α and β will be close to zero for a well manufactured antenna, as we
want [P ] to be close to the identity matrix. [P ] can further be expressed as

[P ] =
[

cos ρ − sin ρ
sin ρ cos ρ

] [
cos δ sin δ
sin δ cos δ

]
(6.19)

being

α = ρ+ δ (6.20)
β = ρ− δ (6.21)

(6.22)

Thus, [P ] can be separated into two matrices

[P ] = [Pρ] [Pδ] (6.23)

being [Pρ] a rotation matrix and [Pδ] a deformation matrix. [Pρ] describes
how the antenna frame is rotated respect to the ideal axes. [Pδ] describes how
the polarisations deviate from the ideal orthogonal state. If equation (6.16) is
rewritten

[Jxy] = [P ] [R] [JHV ] [R]−1 [P ]∗>

= [Pρ] [Pδ] [R] [JHV ] [R]−1 [Pδ] [Pρ]
−1 (6.24)

we see that it is not a diagonalisation equation, due to the influence of [Pδ].
Note that on the right hand side we don’t have its inverse, but the matrix itself.

A way of compensating the effect of [P ] would be simply to measure the
antenna in order to obtain its value and invert it before diagonalising. That is,
measure [Jxy], compute

[P ]−1 [Jxy] [P ]∗>
−1

= [R] [JHV ] [R]−1 (6.25)

and finally diagonalise the obtained matrix in order to get the eigenvalues of
[JHV ].

Another approach could try to invert using the diagonalisation method with-
out measuring [P ]. Therefore it is useful to know what would be the accuracy of
the obtained results. Equation (6.24) tells us that the eigenvalues of [Jxy] will
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be different from that of [JHV ], because it represent not related by a similarity
transform. Notice that on the right hand side of the product there is not the
inverse of [Pδ]. Let us see what will be the eigenvalues of [Jxy]. We assume that
the eigenvalues of [JHV ] are H and V . The eigenvalues of [Jxy] are the same as
the eigenvalues of

[Pδ] [JHV ] [Pδ] =
[

cos δ sin δ
sin δ cos δ

] [
H 0
0 V

] [
cos δ sin δ
sin δ cos δ

]
(6.26)

It has been taken into account that in (6.24) [R] does not change the eigenvalues
of [JHV ] because they are a similarity transform. The same happens with [Pρ].
The eigenvalues are computed straightforward yielding

λ1 =
V +H

2
+

1
2

√
(V +H)2 − 2V H (1 + cos 4δ) (6.27)

λ2 =
V +H

2
− 1

2

√
(V +H)2 − 2V H (1 + cos 4δ) (6.28)

If the antenna is perfectly orthogonal from the polarisation point of view, δ = 0
and thus the eigenvalues of equations (6.27) and (6.28) will be equal to the
emitted values H and V .

The conclusion that can be drawn is that the proposed Faraday rotation
correction method is robust to uncalibrated rotations of the antenna frame, but
it is not to non-orthogonal antenna probes. This first part of the conclusion is
obvious, as the proposed method is able to compensate any rotation between
the emission frame and the antenna frame. The second part means that special
care must be taken in the antenna design and manufacturing in order to assure
that both antenna polarisation axes are orthogonal.
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Chapter 7

Conclusions

This dissertation has tackled several aspects related to the calibration of MIRAS
and its polarimetric mode of operation. In a first introductory part, the funda-
mentals of radiometry and the basic interferometric equations upon which the
operation of MIRAS is based have been presented.

The thesis followed with a second part devoted to calibration aspects of
MIRAS. Single power and two power noise injection methods have been re-
viewed, as well as comparators offset calibration. These calibration methods
have been experimentally tested on different pieces of hardware.

The first experiments that were done with the LICEF-1 receiver and the
correlator system DICOS-3 demonstrated the robustness of the 1&0 comparator
offset correction. Quadrature and in-phase error calibration methods also proved
to be valid. On the contrary, it was shown that amplitude calibration needed a
further refinement. The shape of the fringe-washing function was also measured
with the three delay method, showing good coincidence with the predicted values
obtained from the front-end filter responses. The image validation test also
showed the imaging capabilities of MIRAS at off-bore sight directions, where
the impulsional response of MIRAS was measured. The obtained image showed
a clear main lobe, part of the secondary lobes and the sky horizon.

The tests done with the HUT-2D hardware re-confirmed some of the previous
results, particularly the 1&0 offset correction method and the quadrature and
in-phase error calibrations. It was further demonstrated that it is better to
obtain the quadrature error independently from the in-phase error as it yields
better results and does not depend on the injected power. The quadrature error
will thus be obtained from the self-correlation between in-phase and quadrature
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components of each receiver.
The calibration experiments injecting cold noise allowed to experimentally

confirm Bosma’s noise theory, where the correlation amplitude depends on the
difference between the injected temperature and the physical temperature of
the NDN. The receiver failure experiment did also experimentally confirm the
need of having a good isolation between the output ports of the NDN.

Preliminary results of the two-level noise injection method have also been
presented. The designed and manufactured SAM EGSE, with full capability of
implementing this novel calibration scheme, was used to calibrate a LICEF-2
receivers baseline using the DICOS-2 correlator. These preliminar results do re-
confirm again the previous knowledge in 1&0 offset compensation method, the
quadrature and in-phase error calibration, and they are the first experimental
validation of the two-level four-point calibration method.

In the third part of the thesis the non-invertibility of the dual polarisation
mode of MIRAS in some parts of its field of view has been tackled and a solution,
consisting in the proposal of the full-polarimetric mode of MIRAS, has been
given. It was shown that off-bore sight measurements result in a rotation of
the effective antenna polarisation frame. As the dual-polarisation mode does an
incomplete measurement of the polarisation state of the incident wave it is not
capable of inverting the measurements at some parts of the field of view (where
this rotation is equal to 45◦). The fully polarimetric mode solves this problem
by measuring the complete polarimetric brightness temperature matrix.

The interlacing scheme in the polarimetric mode of MIRAS has also been
proposed in this thesis in order to overcome the synthetic beam distortion that
appears when fully polarimetric measurements of a moving target with a single
channel interferometer like MIRAS are done.

The polarimetric mode of MIRAS has also opened the door to new calibra-
tion methods. In particular, a simple mathematical method has been proposed
for compensating the effect of the Faraday rotation, under the assumption that
the target does have a negligible cross-correlation between the horizontal and
vertical polarisations. The method consists of diagonalising the measured polari-
metric brightness temperature matrix (with the polarimetric mode of MIRAS)
obtaining the emitted power for the horizontal and vertical polarisations.
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7.1 Future Work

Future research lines can be found in the two directions this dissertation points
to, namely calibration related issues and polarimetric radiometry.

Related to the development of SAM, several measurement campaigns are
foreseen in the near future. Anechoic chamber tests with SAM are planned in
order to verify the two-level calibration method using natural targets. An open
air campaign devoted to image with SAM the night sky and the Milky Way is
expected to be done during 2005. After these tests, the array will be embarked
in the Skyvan aircraft of HUT and some demonstrator flights with SAM will
be done. The objective of these tests is to demonstrate SAM capabilities in
measuring the brightness temperatures for sea water, lake water and differently
moistured soil.

The polarimetric mode of MIRAS has not been tested yet. The availability
of SAM and the planned campaigns will be an excellent opportunity for making
the first polarimetric experiments with MIRAS.
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Appendix A

Calibration Equations

In this appendix the calibration equations for the single temperature noise in-
jection calibration are given.

In [26, 25] the equations relating the normalised equations at the output of Calibration
equationsthe receiver and the normalised correlations at its input are given as(

µii

µqi

)
= g̃mn

[
cos(αmn +Qmn) sin(αmn +Qmn)
− sin(αmn +Q′mn) cos(αmn +Q′mn)

](
VRe

VIm

)
(A.1)

(
µqq

µiq

)
= g̃mn

[
cos(αmn −Qmn) sin(αmn −Qmn)
sin(αmn −Q′mn) − cos(αmn −Q′mn)

](
VRe

VIm

)
(A.2)

where the baseline gain factor g̃mn has been included. Equation (A.1) corre-
sponds to the solution when using the µii and µqi correlations; equation (A.2)
to the redundant case with µqq and µiq.1

The normalised correlations on the right hand side of the equation, VRe

and VIm represent the real and imaginary part of the measured normalised
correlations if the receiver would be noiseless and with no phase errors, that is,
at the input of the receiver. The angular terms are

αmn = θn − θm − θmn (A.3)

1Sub-indices m and n have been dropped from the measured normalised correlations µimin ,
µqmin , µqmqn and µimqn for simplicity in the notation. The first signal corresponds always
to receiver m, while the second signal corresponds to receiver n, yielding the notation µii,
µqi, µqq and µiq for the measured normalised correlations.
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Qmn =
1
2
(θqn − θqm) (A.4)

Q′mn =
1
2
(θqn + θqm) (A.5)

with θm, θn and θqm, θqn being the phase and quadrature errors of the receivers
and θmn2 the un-separable phase term of the baseline.

A.1 Quadrature Error

The quadrature error of each receiver can be obtained by cross-correlating theQuadrature
error in-phase and quadrature signals of one receiver. If we say that m = n in equa-

tions (A.1) and (A.2) we have that we are computing the correlations between
signals of a single receiver. Thermal noise signals have always uncorrelated
in-phase and quadrature components, thus, VIm = 0 always, while VRe = 1.2

In such a case the equation can be simplified and the quadrature error can be
obtained from

µimqm
= − sin θqm

(A.6)

where µqmim
is the cross correlation between the in-phase and quadrature com-

ponents of receiver m [26].

A.2 In-phase error

The phase term αmn of the baseline can be determined from (A.1) in the caseIn-phase error

we use the IIQI correlations. Breaking up the matrix notation and writing down
the two equations we notice that taking the quotient of both we get rid of the
gain term g̃mn. This gain term will always be larger than zero. In fact, a gain
term equal to zero would mean that our receivers have an infinite noise factor,
which obviously would make any measurement impossible. The quotient yields

µii

µqi
=

VRe cos (αmn +Qmn) + VIm sin (αmn +Q′mn)
−VRe sin (αmn +Q′mn) + VIm cos (αmn +Qmn)

(A.7)

multiplying by both numerators we obtain get

− µiiVRe sin (αmn +Q′mn) + µiiVIm cos (αmn +Q′mn) =
µqiVRe cos (αmn +Qmn) + µqiVIm sin (αmn +Qmn) (A.8)

2Remember that these are normalised correlations.
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Using the trigonometric formulas for angle sums and operating we can separate
the in-phase terms from the quadrature ones yielding

sinαmn [−µiiVRe cosQ′mn − µiiVIm sinQ′mn + µqiVRe sinQmn − µqiVIm cosQmn] =
cosαmn [µiiVRe sinQ′mn − µiiVIm cosQ′mn + µqiVRe cosQmn + µqiVIm sinQmn]

(A.9)

The bracket on the left hand side of the equation can be re-written in a more
compact form like

−µiiVRe cosQ′mn − µiiVIm sinQ′mn + µqiVRe sinQmn − µqiVIm cosQmn =(
VRe VIm

) [
− cosQ′mn sinQmn

− sinQ′mn sinQmn

](
µii

µqi

)
=

(
VRe VIm

)
[B]

(
µii

µqi

)
(A.10)

while the bracket on the right hand side can be simplified with

µiiVRe sinQ′mn − µiiVIm cosQ′mn + µqiVRe cosQmn + µqiVIm sinQmn =(
VRe VIm

) [
sinQ′mn cosQmn

− cosQ′mn sinQmn

](
µii

µqi

)
=

(
VRe VIm

)
[A]

(
µii

µqi

)
(A.11)

yielding

sinαmn

(
vT [B]µiiqi

)
= cosαmn

(
vT [A]µiiqi

)
(A.12)

Putting all the terms with αmn at one side of the equation we finally obtain the
solution

tanαmn =
vT [A]µiiqi

vT [B]µiiqi
(A.13)

where we can obtain the in-phase error angle αmn from the measured correla-
tions, the correlations at the input of the receivers and the measured quadrature
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errors, being

[A] =
[

sinQ
′

mn cosQmn

− cosQ
′

mn sinQmn

]
(A.14)

[B] =
[
− cosQ

′

mn sinQmn

− sinQ
′

mn − cosQmn

]
(A.15)

vT =
(
VRe VIm

)
(A.16)

µiiqi =
(
µii

µqi

)
(A.17)

We can proceed in a similar way for the QQIQ correlations. In this case the
in-phase error is obtained with

tanαmn =
vT [C]µqqiq

vT [D]µqqiq
(A.18)

being

[C] =
[

sinQ
′

mn cosQmn

cosQ
′

mn − sinQmn

]
(A.19)

[D] =
[

cosQ
′

mn − sinQmn

− sinQ
′

mn − cosQmn

]
(A.20)

vT =
(
VRe VIm

)
(A.21)

µiiqi =
(
µii

µqi

)
(A.22)

A.3 Gain factor

The gain factor g̃mn can be obtained from equation (A.1). Therefore the matrixGain factor

containing the trigonometric terms has to be broken up into two matrices, one
containing only quadrature error term and a second one containing only in-phase
error terms. The matrix of equation (A.1) can be rewritten as[

cos(αmn +Qmn) sin(αmn +Qmn)
− sin(αmn +Q′mn) cos(αmn +Q′mn)

]
=[

cos(Qmn) sin(Qmn)
− sin(Q′mn) cos(Q′mn)

] [
cos(αmn) sin(αmn)
− sin(αmn) cos(αmn)

]
=

[MQ] [Mα] (A.23)
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being MQ the matrix containing the quadrature terms and Mα the matrix with
the in-phase terms. Thus equation (A.1) can be rewritten in a more compact
form as

µiiqi = g̃mn [MQ] [Mα]V (A.24)

The quadrature error matrix can be moved to the left hand side of the equation
yielding

[MQ]−1
µiiqi = g̃mn [Mα]V (A.25)

were [MQ]−1 can be computed easily

[MQ]−1 =
1

cos (Q′ −Q)

[
cosQ′ − sinQ
sinQ′ cosQ

]
(A.26)

The matrix equation (A.25) can be expressed as two equations. This gives

µii cosQ′ − µqi sinQ = g̃mn cos (Q′ −Q) [VRe cosα+ VIm sinα] (A.27)
µii sinQ′ + µqi cosQ = g̃mn cos (Q′ −Q) [−VRe sinα+ VIm cosα](A.28)

If both equations are squared and added together, after some simplification the
result for g̃mn is obtained

g̃2
mn =

µii + µqi + 2µiiµqi sin (Q′ −Q)
(V 2

Re + V 2
Im) cos2 (Q′ −Q)

(A.29)

Exactly the same result is obtained when equation (A.2) is used and proceeded
in the same way.

From the above equations (A.6), (A.13), (A.18) and (A.29), it can be seen
that all calibration parameters (quadrature errors, in-phase errors and gain
factor) of each baseline can be obtained, independently of the input correlation.
The quadrature error is obtained from the cross correlation between the in-phase
and quadrature signal of each receiver. This can be done for any input signal
it is not necessary to have noise injection, even for antenna measurements this
can be done.

The in-phase error of the baseline can be obtained from the measurements
(µiiqi or µqqiq), the estimated quadrature errors and the correlation of the noise
at the input of the receivers (VRe and VIm). This input correlation during noise
injection can be obtained using Bosma’s noise theory [31], which is revised in
appendix B.

Finally, the gain factor g̃mn of the baseline can be obtained from the mea-
surements (µiiqi or µqqiq), the estimated quadrature errors and the correlation
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of the noise at the input of the receivers (VRe and VIm). As for the in-phase
error the correlation at the input of the receivers during noise injection can be
obtained using Bosma’s noise theory.

Note that in-phase errors and gain factors can be obtained individually from
each other. This is coherent with their physical origin. The in-phase error is
caused by the phase of the local oscillator of the receiver, while the gain factor
is due to the receiver noise.

Note also that it is necessary to know the quadrature error of the receivers,
in order to be able to estimate the in-phase error and the gain factor. In fact, we
are observing a two dimensional signal (in-phase and quadrature components).
These components are orthogonal (zero cross-correlation between them) as the
signal has its origin in thermal noise. We are observing them with our demodu-
lated in-phase and quadrature components, which are not the same due to the
quadrature and in-phase errors. The quadrature error makes that we observe
the signal space in a non orthogonal basis and thus the space seems deformed.
This deformation has to be taken into account, and it is why the quadrature
error of the receivers appear in equations (A.13), (A.18) and (A.29). On the
contrary the phase error does only rotate the space without transforming it.
This is the reason why the in-phase error does not appear in equation (A.29).



Appendix B

Effect of the NDN on Phase
and Amplitude Calibration

Calibration in HUT-2D and MIRAS has been defined using a hot noise source at
the input of the Noise Distribution Network in order to inject correlated noise at
input the receivers. Bosma shows in his thesis [31] that correlated noise coming
out of a passive multi-port can be generated just by having its terminations
connected to matched loads at different physical temperature. The condition
for no correlation between the output signals is that the matched loads have to
be at the same physical temperature as the multi-port. Correlated noise can be
obtained with only one of the ports being at a different physical temperature,
higher or lower than the physical temperature of the network. Non-perfect
matching results also in correlated noise at the output of the multi-port.

B.1 Noise Correlation Matrix of Linear Passive
Multi-Ports

In this section Bosma’s approach is reviewed shortly to provide to the reader a
better insight of the problem.

A passive linear multi-port S, operating at a single frequency, or within a
narrow band, is perfectly described by its scattering matrix [S]. Its ports can
be connected to another passive linear multi-port Q defined by a scattering
matrix [Q]. Both multi-ports have N + 1 ports numbered from zero to N .
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Figure B.1 shows the multi-port S with its terminations connected to the multi-
port Q. The noise waves generated by the S network are described by the vector
X = (x0, x1, . . . , xN )>, being xj the output noise-wave amplitude of port j. The
correlation between these waves is described by the noise-wave power matrix [G]

[G] = XX× (B.1)

where × means conjugate transpose. It is clear that the matrix [G] is hermitian.
The noise waves generated by the Q network are equivalently described by
Y = (y0, y1, . . . , yN )>, being yj the output noise-wave amplitude of port j. The
correlation between the output noise-waves is given by

[H] = YY× (B.2)

[H] is also a hermitian matrix. The diagonals of [G] and [H] will be the power
that is output at each port. The off-diagonal elements represent the correlation
between the output noise of two different ports.

A reasonable assumption is to suppose that the noise waves generated by
the different multi-ports are uncorrelated as they have their thermal origin at
different circuits. Thus

XY× = 0 (B.3)

The noise waves A and B which transport energy between both multi-ports,
will be the sum of the output waves and the scattered waves by the multi-ports.

S

G

Q

HB

A
YX

Figure B.1: Linear passive multi-port S terminated with another linear passive
multi-port Q.
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This can be written as

A = Y + [Q]B (B.4)
B = X + [S]A (B.5)

The correlation between the incident A waves on the multi-port S can be com-
puted directly yielding the correlation matrix

AA× = ([I]− [Q] [S])−1([H] + [Q] [G] [Q]×)([I]− [S]× [Q]×)−1 (B.6)

where [I] is the identity matrix. Similarly for the B waves incident on the Q
multi-port its correlation matrix is

BB× = ([I]− [S] [Q])−1([G] + [S] [H] [S]×)([I]− [Q]× [S]×)−1 (B.7)

The correlation between the waves A travelling in opposite direction respect to
the B waves can also be computed directly obtaining

AB× = ([I]− [Q] [S])−1([Q] [G] + [H] [S]×)([I]− [Q]× [S]×)−1 (B.8)

It is clear from equations (B.6) to (B.8) that the correlation between the noise
waves travelling in both directions can be computed from the original correlation
of the source waves X and Y and knowing the scattering parameters of both
multi-ports.

The question that arises at this point is how the power and the correlation
of the source-waves can be computed. This problem has already been solved by
Bosma [31]. The internally generated noise-waves can be computed with

[G] = XX× = kBTphys [NS ] (B.9)

where kB is the Boltzmann constant, Tphys the physical temperature of the
multi-port (at constant temperature) and [NS ] the noise matrix of multi-port S
defined as

[NS ] = [I]− [S] [S]× (B.10)

If multi-port Q is at the same constant temperature

[H] = YY× = kBTphys [NR] (B.11)

with
[NS ] = [I]− [Q] [Q]× (B.12)
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R

L

Y
1-port

1-port

Figure B.2: Diagonal linear passive multi-port with scattering matrix [R] and
noise-wave power matrix [L].

Bosma defines also the diagonal multi-port. Its model is shown in figure B.2.
It consists in a series of 1-ports, which do not have any interaction among
them. The scattering matrix [R] of a diagonal multi-port is thus diagonal. The
elements of the diagonal are the matching of each port.

[R] = diag(ρi) (B.13)

with i = 0, . . . N . The noise distribution matrix of a diagonal port will be also
diagonal.

[NR] = [I]− [R] [R]× = diag(1− ρiρ
∗
i ) (B.14)

To reckon the noise-wave power matrix the physical temperature of each 1-port
can be taken into account, being thus, the noise-power matrix of a diagonal
multi-port

[L] = kB [T ] [NR] (B.15)

with

[T ] = diag(Ti) (B.16)

holding on its diagonal the equivalent noise temperatures of each port of R.
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B.2 NDN Model Using Bosma’s Approach

The NDN of the calibration system of HUT-2D is a linear passive network
that can be perfectly characterised by its scattering matrix [S]. Each port is
connected to a 1-port, the input of the NDN to the noise source and each output
port to a receiver. So the model of the diagonal multi-port can be used as the
termination of the NDN. The setup in that case can be seen in figure B.3.
In order to use Bosma’s expressions not only the scattering parameters of the
NDN have to be measured but also the ones of the diagonal multi-port R, that
is, the matching of the 1-ports forming the network R. Once both networks have
been characterised only the equivalent temperatures of the 1-ports forming the
network R have to be known. The equivalent temperature for port zero will be
the equivalent noise temperature provided by the noise source. The equivalent
temperature of the other ports will be their physical temperature.

R

L

Y
ENR

1-port

1-port
B

AS
X

G

0

N-1

N

Figure B.3: Noise distribution network connected to an equivalent diagonal
linear passive multi-port.



160 Effect of the NDN on Phase and Amplitude Calibration



Appendix C

Publications, Conferences
and Others

C.1 Papers

Ignasi Corbella, Francesc Torres, Adriano Camps, Andreas Colliander Manuel
Mart́ın-Neira, Serni Ribó, Kimmo Rautiainen, Nuria Duffo and Mercè Vall-
llossera: MIRAS End-to-End Calibration: Application to SMOS L1 Processor,
Transactions on Geoscience and Remote Sensing, vol. 43, no. 5, pp. 1126-1134,
May 2005.

Serni Ribó and Manuel Mart́ın-Neira: Faraday Rotation Correction in the Po-
larimetric Mode of MIRAS, Transactions on Geoscience and Remote Sensing,
vol. 42, no. 7, pp. 1405-1410, July 2004.

Manuel Mart́ın-Neira, Serni Ribó and Arturo Mart́ın-Polegre: Polarimetric
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40, no. 8, pp. 1755-1768, August 2002.

M. Mart́ın-Neira, P. Piironen, S. Ribó, E. Panaro, J. Font-Roselló, J. Mart́ı-
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of receiver errors on the radiometric resolution of large two-dimensional
aperture synthesis radiometers. Radio Science, 32(2):629–642, March-April
1997.

[24] Ignasi Corbella, Adriano Camps, Miguel Zapata, Fernando Marcos, Fran-
cisco Mart́ınez, Francesc Torres, Mercé Vall-llossera, Nuria Duffo, and
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