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Abstract

Global warming and climate change, mostly due to the increasing concentration of
greenhouse gases in the atmosphere, are producing devastating effects. Among the
different greenhouse gases, CO- is one of the mgjor contributors. It is expected that, asa
consequence of the ever increasing industry based on fossil fuel s burning, the atmospheric
amounts of CO» will till rise in the following decades. In that sense, severa research
groups have focused on different strategies to mitigate the CO. atmospheric
concentration. Among the different possibilities, an interesting strategy is CO-
valorization, which reduce the environmental impact related with carbon dioxide and, at
the same time, generate new value-added chemical s, thus offering an economic incentive
to CO. mitigation. In thisregard, Ni-based catalysts have emerged as promising catalysts
due to their relatively high activity at low cost. The am of the present doctoral thesisis
to study the CO. hydrogenation reaction for different well-defined models of Ni-based
catalysts through a theoretical multiscale approach.

First, we have studied the complete CO. hydrogenation reaction over the extended
Ni(111) surface and we have found that this surface produces CO rather than methane.
We suggest that the experimental observations of methane are not because of the Ni(111)
itself but rather because of other active Ni facets, the cooperation between different facets,
the support effect or the interfacial siteslying in between the metal and the support. We
have also studied the reverse water-gas shift reaction on a Ni/TiC model system. After a
careful inspection of the structural, electronic, magnetic and catalytic properties of
different Nin supported clusters we have chosen aNi4 cluster supported on TiC(001) asa
model system for a deeper study. Based on kinetic Monte Carlo simulations, we have
unveiled the boost of catalytic activity experimentally observed for the Ni/TiC system
with respect to the clean TiC(001) surface, which we attributed to a synergic effect
between the supported Ni cluster ant the TiC substrate in such away that H is produced
at the supported Ni cluster that further spillover to the TiC surface, where the
hydrogenation reactions occur. Interestingly, coverage effects reveal a mismatch on the
activity predictions from the density functional theory calculations and the kinetic Monte
Carlo results. Finally, we have studied in detail the CO, hydrogenation reaction on a Nis
cluster supported on CeO>(111). We have found that there is a synergic effect between
the two three-fold hollow sites of the Ni cluster, which defines the catalytic activity and



selectivity. Moreover, we have shown the important role of the inclusion of some Eley-

Rideal reactions on the final mechanism, activity and selectivity.
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I ntroduction

Chapter 1

| ntroduction

1.1. Motivation and outline of the doctoral thess

The global warming and climate change, mostly due to the increasing concentration of
greenhouse gases in the atmosphere, are producing devastating consequences for the
environment and life of many ecosystems which directly turnsinto a harmful impact on
human societies. Among the different greenhouse gases, CO. is one of the maor
contributors to the global warming and in the following years it is likely that the
atmospheric CO. amounts will still rise as a consequence of the ever-growing industry
system based on fossi| fuels burning. Even though this issue is on the agenda of several
governments which have claimed for the zero-carbon neutrality for the year 2050, one
cannot completely trust their statement. Therefore, as away to reverse this situation, CO-
valorization turnsto be alow-cost strategy to, at the same time, reduce the environmental
impact related to carbon dioxide and generate value-added chemical commodities. Thus,
this defines the main goal of the present doctora thesis: to contribute to understand how
catalysts, and in particular Ni-based catalysts, act at the atomistic level and how they
behave under real working conditions for several CO. conversion reactions. The gained
insights can guide experimentalists and are thought to be essential for rational catalyst

design.

The doctoral thesis is structured in 8 chapters. In Chapter 1 the problematic of
climate change and the importance of CO. conversion in order to reverse the actual
situation is introduced, along with a brief introduction of catalysis. In Chapter 2 an
overview of the theoretical framework and computational methods that are used on the
present thesis is briefly described. Thus, Chapter 2 starts by introducing gquantum
mechanics and the Schrddinger equation in Section 2.1. Next, Section 2.2 summarizes
the basis of Density Functiona Theory (DFT) and its practical implementation. In Section
2.3 the Trangition State Theory (TST) is introduced, which alows to compute thermal
rate constants of surface processes from the DFT data. Finally, in Section 2.4 the kinetic
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Monte Carlo (kMC) method is explained, which using the TST derived rate constants,
allows to smulate the time evolution of the system under real working conditions. The
description of the origina results starts in Section 3 with the study of the CO:
hydrogenation reaction over the Ni(111) surface by means of kMC simulations that are
carried out using the DFT data obtained also in this thesis. The study focuses on the
Ni(111) facet as this is the most stable one thus, likely to be abundant on large
nanoparticles, which requires a deep understanding on the mechanism that governs the
reaction on such surface. Chapter 4 deals with the study of the Reverse Water-Gas Shift
(RWGS) reaction catalyzed by TiC(001) and Ni/TiC(001) system, and it is divided in
three specific parts. The first part focuses on the structural, electronic and magnetic
properties of Ni clusters of different sizes and morphologies supported on the TiC(001)
surface, which isrequired for aproper conceptualization of the different possible models.
The next part focuses on the study of the CO, and H: activation for some of the previous
models and gives some insights about the potential of the models to capture the boost of
activity that is observed for Ni/TiC with respect to the bare TiC(001) surface. The last
part, consist on a thorough study of the RWGS reaction catalyzed precisely by the
Ni/TiC(001) and TiC(001) systems by means of kMC simulations based on DFT data
Taking benefit of the two previous studies a Ni4 cluster supported over TiC(001) is used
as the prototypical model to study the effect of the TiC support on the reactivity of Ni
small clusters. This last part reveals the reasons of the boost of activity observed for the
Ni/TiC system with respect to the bare TiC surface. In Chapter 5, we turn again our
interest on the CO> hydrogenation reaction to methane and study this reaction for the
Ni/CeO. system by means of kMC simulations using DFT data. In particular, the
Ni4/CeO2 model is selected to explain the reactivity under real working conditions. This
allowsusto unravel the main mechanism that governs the reaction and give someinsights
about the activity and selectivity patterns observed. Moreover, we also analyze the effect
of including some Eley-Ridea (ER) reactions, on the activity, selectivity and main
mechanism that drives the reaction. Finaly, the main conclusions of this doctoral thesis
are reported and alist of the publications that have come out from the following results

IS provided.



I ntroduction

1.2. Climate change and CO2 conversion

The Industrial Revolution process originated on the 18" century on USA and Western
Europe meant the transition from manual to machine manufacture on industriestriggering
numerous advances for the society while, at the same time, producing a dramatic, at that
time unexpected, environmental cost. This change in the goods production caused a
drastic increase of anthropogenic CO: as the result of the incessant burnt of fossil fuels
to provide the energetic requirements that industrial processes require. The amount of
atmospheric CO> determined from air extracted from ices of Greenland and Antarctica
was ~278 ppm in 1750, some years before the Industrial Revolution began.! Since 1958,
systematic measurements of atmospheric CO> began in the Manua Loa laboratory with a
first measurement of ~315 ppm that has drastically increased to a value of ~405 ppm in
2017, due to the ever-growing world energy demand. The severe increase of
anthropogenic CO: is extremely dangerous for the ecosystems as CO» is among the
different greenhouse gases the maor contributor to global warming and ocean
acidification.?® Moreover, it is expected that atmospheric CO. will be till rising in the
following years as unfortunately, satisfying the complete current world energy
requirements with only green energiesis till remote.*® Therefore, many efforts are being
addressed towards the catalytic CO, conversion into new value-added chemicals of
industrial interest such as CO, CH4, methanol or formaldehyde to name a few.5° This
strategy involves at the same time reduce the amounts of atmospheric CO» to generate

valuable energy carriers, thus creating acyclic energy economy.

In the past few decades, the Power-to-Gas (PtG) technology!''? has attracted
interest as a promising option to absorb and exploit surplus renewable energy to recycle
CO:z. The PtG concept is based on using the excess of renewable energies (i.e., excess of
wind or solar power) for the water splitting to further utilize the produced H> for CO2
hydrogenation toward different chemicals. The selectivity towards the desired chemical
can be tuned by the choice of the meta and support used for the catalytic CO-
hydrogenation. Among the different products that can be obtained, methanol,*8
methane!®-3? and CO,?433-% have gained increasing interest due to the various possible
applications either asfuels or in syngas processes. Both, methane and CO can be obtained
using Ni-based catalysts. These catalystsare of particular interest dueto itsrelatively high
activity and its economic viability in comparison to precious metals.3%4° Methane is

obtained after complete reduction of CO» viathe well-known Sabatier reaction (Eqg. 1.1),

3
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while CO isformed after partial CO- reduction viathe Reverse Water-Gas Shift reaction
(Eq. 1.2).

€O, + 4 H, » CH, + 2H,0 AHSysx = —165 kj /mol (1.1)
€O, + H, - CO + H,0 AHSog, = 41 kj /mol (1.2)

Both reactions include the same reactants, CO, and Ha, the RWGS reaction being
an intermediate step of the complete CO> hydrogenation to methane, meaning that both
reactions can coexist; for thisreason, it isdifficult to obtain the desired sel ectivity towards
one of the products. As one can seein Eg. 1.1, the Sabatier reaction is exothermic; thus,
favored at lower temperatures while higher temperatures would favor the RWGS
reaction. Nevertheless, one always prefersto work at mild conditions to reduce costs but
at the same time reach high activity and selectivity. Depending on the nature of the
support, shape and size of the Ni subnano clusters or nanoparticles, the metal-support
interactions and the working conditions used, it is possible to tune the selectivity towards
one of the desired products. For instance, Rodriguez et a.,® sudied the CO.
hydrogenation reaction over a series of M/TiC catalysts (M=Ni, Au, Cu) and observe a
high selectivity towards CO even working at moderate temperatures (i.e., 500 to 600K)
and pressures of 0.5 atm and 4.5 atm for CO. and Ha, respectively, which in principle
should benefit the CH4 formation. On the other hand, Zheng et a.?, studied the CO.
hydrogenation over three Ni/CeO, systems with different nanoparticles sizes and found
that smaller nanoparticles were more selective to CO and that larger nanoparticles present
superior CHs selectivity. These two examples exemplify how choosing different
conditions can modify the selectivity and catalytic activities. The understanding of the
atomistic properties that are responsible for the activity and selectivity of a specific
catalyst are essential for proper rationa catalyst design and become the core of the present

doctoral thesis.

1.3. A brief introduction on catalysis

Catalysis aims at accelerating the rate of achemical reaction by a substance, the catalyst,
that is neither consumed nor generated in the process. The term catalysis was coined by
the Swedish chemist Jons Jacob Berzelius in 1835 who wrote that by the term catalysis

he meant “the property of exerting on other bodies an action which is very different from

4
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chemical affinity. By means of this action, they produce decomposition in bodies, and
form new compounds into the composition of which they do not enter”.#* Some decades
later, Wilhelm Ostwald, who received the Novel Prize in Chemistry in 1909 for hiswork
on catalysis, chemical equilibria and reaction velocities, suggested that a catalyst was a
body that modifies the rate of a chemical reaction without changing the thermodynamic
equilibrium, introducing thermodynamics on the catalysis definition. Another great
contributor to catalysis was Paul Sabatier, who received the Nobel Prize in Chemistry in
1912 for his developments on the methods of cataytic hydrogenation. He formulated a
chemical theory of catalysisinvolving the formation of unstable chemical compounds as
intermediate species, which determined the direction and rate of the reaction.*
Nowadays, the IUPAC definition of catalyst is*“A substance that increases the rate of a
reaction without modifying the overall standard Gibbs energy change in the reaction” .4
In practice, a catalyst is a substance that modifies the reaction mechanism and produce

alternative paths with lower activation energies as shown in Figure 1.1.

without catalyst

Potential energy

Reactants

Products

Reaction coordinate

Figure 1.1. Schematic representation of a generic energy profile for a complex reaction. The blue line
represents the energy barrieries needed without the catalyst and the black line represents the different
energy barriersto surmount the possible e ementary steps when the reaction is catalyzed.

The catalyst interacts with the reactants in a specific way to produce some
intermediate species that ultimately lead to some products with the catalyst being
regenerated to its original form. Since reactants and products are the same for the
catalyzed and non-catalyzed reactions, the thermodynamics of the reaction is not
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modified while it modifies the kinetics of the chemical reaction. Catalysis can be
classfied as homogeneous catalysis, in which only one phase is involved, and
heterogeneous catalysis, in which the reaction occurs at or near the interface between
two phases. The presence of enzymes in some biologica reactions is aso a type of
catalysis.

Catalysis is fundamental in our daily life as it is involved at some point in the
processing of over 80% of all manufactured products.** However, the ever-growing
demand of products and the concomitant effect of chemica industry on the climate
change make paramount the exploration of new catalysts that represent a low
environmental and economic cost but at the same time with high conversions, activities
and selectivity. Therefore, a deep understanding of the principles of catalysis, hereafter
heterogeneous catalysis, are required for rational design of novel catalysts. This is the
challenge that several experimental and theoretical research groups are taking and
carrying out catalysis research. Unfortunately, from the experimental point of view, it is
extremely challenging to clearly understand why a given materia is very active or
selective towards the desired product and how it is affected by working conditions of
pressure and temperature. Intheend, thisiscrucial for arational design of novel catalysts.
Despite interesting advances in the use of experimental operando techniques*“8 that
allow monitoring in situ and under relevant working conditions the catalyst evolution, a
detailed experimental description of the active sites and dominant reaction pathsis till
out of reach. Therefore, a deep understanding of the catalytic performance is generaly
unfeasible without a clear guidance from theoretical modelling, ideally going from the
atomic and molecular level to the macroscopic regime. Quantum mechanical calculations
provide useful insights into the molecular reaction mechanism, such as the energetics of
the different adsorbates and transition states involved in the whole reaction. However,
this atomistic and static picture is sometimes not enough to really understand the time
evolution of the system under real working conditions. Therefore, in order to unravel the
dominant mechanisms and deeply understand the role of each specific site, elementary
step and intermediate one must couple the quantum mechanical calculations with kinetic
modelling techniques*->3. Note that theoretical investigations are based on modée
catalysts, normally idealized catalysts which, even being different from real catalysts,
allows one to reach a quite detailed understanding. The study of model catalysts by a
multiscale approach is precisely the goal of the present doctoral thesis.
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Chapter 2

Theoretical background

This chapter aimsto provide agenera overview of the theoretical framework behind the
present work and to outline the different computational methods used in this doctoral
thesis. The computational approaches employed in this work range from quantum
mechanics-based methods to kinetic modeling techniques such as Density Functional
Theory based cal culations and kinetic Monte Carlo simulations, respectively. The former
allows to study small to medium size systems containing up to hundreds of atomswith a
great level of detail, describing, for instance, theinteractions between the different species
and the support. The latter, taking benefit of the obtained DFT data and the appropriate
derivation of therma rate constants from Transition State Theory provides the time
evolution of the system aong with macroscopic observables under real catalytic

conditions.

2.1. The Schrddinger equation

The time-dependent Schrodinger equation® describes the electronic structure of matter at
a given instant (t) through its wave function denoted as ‘Pt(ﬁ, F) which depends on the
positions of nuclel and electrons described by vectors R and 7, respectively, and
parametrically on t. Even though a complete description of the system requires the
resolution of the time-dependent Schrddinger equation, for alarge number of problemsit

usually sufficesto consider the non-relativistic time-independent Schrodinger equation
AY (R,#) = E¥(R,7) (2.2)

where H is the Hamiltonian operator that after applying it to the system wave function
give thetotal system energy, E. The Hamiltonian is defined as the sum of the kinetic and

potential energy operators

P
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where T, and Ty are the kinetic energy of the electrons and the nuclei, respectively, 77,,
refers to the electron-electron repulsion, ¥y, stands for the nuclei-nuclei repulsion and
V. is the electron-nuclei interaction potential. To solve the Schrodinger equation, the
Born-Oppenheimer approximation is usually invoked.? This approximation assumes that
the nuclei velocity is much slower than that of the electrons as a consequence of the
considerable superior mass of nuclei compared to electrons. Thisimplies electronsto be
moving and almost instantly adapting to the field generated by the fixed nuclei at certain
positions. Within this approximation, fixing the nuclel positionsit is possibleto factorize

the total wave function onto its electronic and nuclear counterparts
LP(R' F) = LPel,R (F)\Pnuc (R) (2.3)

where ¥, » (7) is the electronic wave function which explicitly depends on the electrons

coordinates but parametrically on the nuclear coordinates and lPnuc(ﬁ) is the nuclear

wave function that depends only on the nuclear coordinates.

From the electronic wave function it is in principle possible to calculate the
electronic energy of the system (E,; z) after the resolution of the electronic Schrédinger

equation
ﬁel,RWel,R (77) = Eel,RLPel,R (77) (2-4)

where H,, ; isthe electronic Hamiltonian that can be defined grouping al the terms that

depend on the electrons(i.e., T,, V., and V,). Then, from the nuclear Hamiltonian (4,,,..)
it is possible to calculate the total energy of the system (E;,;) after solving the nuclear
Schrodinger equation

Hnuclpnuc(ﬁ) = (TN + VNN + Eel,R)Lpnuc(ﬁ) = Etotlpnuc(ﬁ) (2-5)

Solving EqQ. 2.4 and Eq. 2.5 provide a complete set of solutions either of electronic
states or of quantum states for the system of interest. In absence of electromagnetic
radiation, all chemical processes take place in the ground state and, consequently, most

approaches aim to provide accurate estimates of the ground state energy and properties.

In general, static electronic structure calculations within the Born-Oppenheimer
approximation neglect the nuclear kinetic energy (Ty) and combine the nuclear-nuclear

repulsion (Vyy), which is constant for a given nuclear position, with the electronic energy
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(Ee r). This magnitude corresponds to the potential felt by the nuclei and, unless
otherwise stated, congtitutes the ground state potential energy surface (PES) in which
nuclel can move. Overal, the PES defines the system total energy as a function of the
nuclel positions which is key as it defines the microscopic mechanisms governing
chemistry most often in the ground state but PES for excited states can al so be obtained.
Unfortunately, solving Eq. 2.4. isnot trivial and several approximated methods have been
proposed in the past years. These methods can be classified as two main groups:
wavefunction methods and Density Functional Theory methods.

2.2. Dendity Functional Theory

In density functional theory, the goa is to obtain the ground state electronic energy of a
system using the electron density (p(7)) instead of the wavefunction as done in
wavefunction methods. For an N electron system, the electronic wave function of a
system (W, (7)) is a function that depends on 4N variables (i.e., three spatial and one
spin coordinates per €lectron) while the electron density, p(¥), is afunction that depends
on three spatia coordinates only. The electron density corresponds to the probability of
finding any of the N electrons within the volume element d7 and it is defined as the
integral over the spin coordinates of all electrons and over all but one of the spatial

variables
P(F) =N f---fI‘P(szr_z), "‘:SNE))IZ ds,dr, -+ dsydry = §V=1|¢i(77)|2 (2.6)

where s;, 7; and ¢, (7) represent the projection on the z axis of the spin, the spatial
coordinates and the orbital of electron i, respectively. In chemistry, biology or material
science the systems under study contain many atoms and a huge number of electrons;
thus, a proper description of such large systems becomes prohibitive without DFT. This
is mainly the reason why the use of DFT is very popular in condensed-matter physics,

computational physics and computational chemistry.
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2.2.1. The Hohenberg and Kohn theorems

The DFT formalism that we know nowadays started in 1964 when Pierre Hohenberg and
Walter Kohn introduced two theorems that stablished the basis of the theory.® These two
theorems represent the pillars on which all modern DFT is erected:

1% theorem: “The external potential V,,.; (r) of a non-degenerate electronic state,

and hence the total energy, is a unique functional of p(r)”

2" theorem: “The ground state energy can be obtained variationally and the

density that minimizes the energy is the exact ground state energy”

The first theorem stablishes that the energy of the system can be calculated from

the electron density from aunigque externa potential

Elpl = [ p () Vexe (AT + Fyk[p] (2.7)

where, V., (¥) is the unique external potential (in practice that provided by the nuclei)
and Fyk[p] is the Hohenberg-Kohn functional consisting of a kinetic energy term T[p]
and an interaction term V,,.[p] accounting for the electron-electron repulsion. The
Hohenberg-Kong functiona is said to be universal as its form is independent of the

number of electrons and the position and charge of the nuclei.

The second theorem uses the variational principle to determine the exact ground
state energy. However, it isonly trueif the exact density functional is used. The problem
is that in any real application of DFT we are forced to use an approximation of the
functiona since the real form of the functional, even proven to exist, is still unknown.
We are then using an approximated rather than the exact functional so that the variational
principle does not hold anymore. For that reason, when doing DFT calculations it is

possible to obtain energies below the exact energy.

2.2.2. The Kohn-Sham equations

A year after Hohenberg and Kohn introduced the foundations of DFT, Kohn and Sham
presented an approach that provides a practical way to compute the ground state energy
from the electron density only.* They proposed that instead of using therea system of N

interacting particles, one can use a system of N non-interacting particles moving in an
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effective local potential (Vxs(7)) in such away that the electron density matches that of
the real system. Then, the wave function of the non-interacting system can be simply
expressed as a single Slater determinant build up from one electron orbitas, referred as
Kohn-Sham orbitals (¢X°). These are obtained after solving the Kohn-Sham set of
equations

RRSGIS () = | =32 + Vs ()P | 5 (7) = K595 () (28

which are similar to the Hartree-Fock equations but with V¢ (#) providing the potential
felt by the interacting set of electronsinstead of an average one. Hence, the final electron

density can be expressed as

p(®) = T |¢Fs ()| (2.9)

Once the electron density is known, in the Kohn-Sham formalism, the system

energy is expressed as
Exslpl = Z{V SiKS = Tkslp]l + fP(F)VKs(F)dF (2.10)

where Txs[p] stand for the Kohn-Sham kinetic energy (i.e., the electron kinetic energy of
the non-interacting system) and Vi (7) is the Kohn-Sham effective potential that can be
expressed as

Vies (1) = Vext (F) + Vee (7) + Vi () (2.11)

where V,,.: (1), V. () and V. (7) represent the external potential, the classical Coulomb
interaction between the electrons and the exchange-correlation potential, respectively.
Thelast term is defined as the functional derivative of Ex.[p] with respect to the electron
density and accounts for the difference of kinetic and internal interaction energies of the
true interacting many-body system from those of the non-interacting system. The exact
expression of the exchange-correlation functional is still unknown and has to be
approximated. Asin the Hartree-Fock equations, the ground state energy needs equations
to be solved self-consistently as the KS potential V() depends on the KS orbitals. As

amatter of fact, Vi (7) isthefunctional derivative of Ey (7).
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2.2.3. Exchange-correlation functionals

The central goal of modern DFT isto find an approximate enough form of the universa
functional. Accounting to balance between complexity and accuracy the different
functionals are classified by the so-called Jacob’ s L adder® being the last step in the ladder
the exact form of the universal exchange-correlation functional. The simplest
approximation is the Loca Density Approximation (LDA),® which assumes that the
density can be described as a homogeneous electron gas and locally Ex[p] depends only
on the electron density. This model is afairly good approximation for metals but fails on
atoms and mol ecul es that are usually characterized by arapid variation of densities across
the space. The next logical step to improve the LDA model is to use not only the
information about the density at a particular point, but also the gradient of the charge
density in order to account for the non-homogeneity of the true electron density. This
approximation is known as the Generalized Gradient Approximation (GGA),” which in
general, gives more accurate results than LDA functionals. Growing in complexity the
next family of functionals are named meta-GGA functionals. They are the second step to
go beyond LDA in the sense that they use information of the density, the gradient of the
density but they also introduce an approximate dependence on the Laplacian of the
dengity. Finally, the next family isknown as hybrid functional s and they are characterized
by mixing some non-local Fock exchange into the DFT exchange and correlation

functional.

In the present thesis, two different GGA functionas have been used namely the
PBE® and BEEF-vdW functionals.® The former has been well tested and it is one of the
most popular and used functionals in computational catalysis with very good balance
between computational cost and accuracy. For adsorption energies, the latter has been
shown to provide better agreement with the experimental data than other commonly used
functionals. Moreover, it includes non-local correlation but at the same time is

computationally more expensive and usually involves convergence problems.

2.2.4. Including dispersion

One of the most significant problems of modern DFT isthelack of dispersion forcesaso

known as van der Waals (vdW) forces which originate from instantaneous electron-
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electron interaction leading to terms involving induced dipole and higher order terms.
Thus, dispersion can be seen as an attractive interaction from the response of dynamical
correlations between fluctuating charge distributions. In order to account for such
interactions within DFT, different approaches have emerged during the past decades as
nicely reviewed by Klimes and Michaelides.'° The simplest solutionisto add adispersion

contribution to the conventional DFT energy
Eior = Eppr + Edisp (2.12)

where Eppr IS the total DFT energy computed with the desired exchange correlation
functional and E4;5,, Standsfor the dispersion interaction and can be empirically computed

as
ciB
Eqisp = —Xap f(rap, A, B) . (2.13)

where C#E are the dispersion coefficients that depend on the element pairs A and B, 7,5
is the intermolecular distance between the element pairs A and B and f(r45,4,B) isa
damping function that is equal to one for large r and decreases Ej;s, to zero or to a
constant for small . Grimme and coworkers!'*3 following the above-mentioned scheme
devel oped the DFT-D approach which after parametrization producesvery reliable results
with insignificant computational cost. Growing in complexity, there are other approaches
that instead of using external input parametersdirectly usethe el ectron density to compute
the dispersion interactions.!* The methods that applies this approach are called non-local
correlation functionals asthey add non-local correlationsto local or semi-local correlation

functionals. The non-local correlation energy E?* is calculated from
Et = [[ dridryp(m) (71, 12)p(12) (2.14)

where p(7) is the electron density and ¢(77,73) is some integration kernel with the
integration kernel being analogous to the classical Coulomb interaction kernel
1/|ry, — r,| but with amore complicated formulaused for ¢ (77, 75) with O(1/|ry, — 13|°)
asymptotic behavior. Then, within this approach the exchange correlation energy is
calculated as

Exc = E{° + EPA + EM (2.15)
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where ES%4 and ELP4 vary depending on the explicit functional that one is using. This
more complex approach is thought to be in genera more accurate than the previous
approaches for describing the dispersion energy although this remains to be proven. The
beauty of this approach isthat it doesnot need an apriori parametrization thus being more
genera. However, asit explicitly calculatesthe non-local interaction at each step itisalso
much more computationally demanding. In this doctora thesis both the Grimme D3
correction and the BEEF-vdW functional that includes non-local correlation have been
used.

2.2.5. Periodic DFT calculations

In DFT calculationsto correctly describe the electron density asuitable basis set is needed
and the choice of the type of basis set used commonly depends if the system is periodic
or not. For non-periodic systems such as molecules the commonest basis functions used
consist on Gaussian-type orbitals (GTO) or Slater-type orbitals (STO). Molecular orbitals
are described as a linear combination of atomic orbitals (LCAO approximation) so that

the ith molecular orbital, ¢;, is defined as
®i = XpCuillu (2.16)

wheren,, isthe uth atomic orbital of the set {’lu} and c,; is the corresponding coefficient
that represents the weight of the uth atomic orbital intheith molecular orbital. Moreover,
each atomic orbital 1, is expanded a the same time in a linear combination of nuclel

centred functionssuch asGTO’sor STO’s. However, for periodic systems such as solids,

acommon choice isto use abasis set of plane waves (PW) that has the form
nPW = gikT (2.17)

where the vector k is related to the momentum p of the plane wave through p = Ak and

T is any trandational vector leaving the Hamiltonian invariant. Plane waves are not
centred at the nuclel but they expand throughout all the space, which makes it very
interesting for periodic system calculations since they include implicitly the concept of
periodic boundary conditions. However, a large number of plane waves is needed to
properly describe the large oscillations observed in the core region.'® Nonetheless, since
many of the chemical and physical properties of atoms are determined by the valence
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electronswhile core el ectronsremain almost unmodified, agood approximation isto treat
the coreelectronsas*“frozen” electronsthat are merely spectators making more affordable
the DFT calculations. Therefore, the al-electron potentia is replaced by a
pseudopotential that mimics the effect of core electrons on the valence electron density,
and the valence electrons are described by pseudo wavefunctions with significant fewer
nodes, thus reducing the PW basis set size. One advantage of using pseudopotentials is
that relativistic effects, which are important for heavy atoms, may be accounted for on

the pseudopotential s without increasing the computational cost.

2.3. Trangition State Theory

Chemical kinetics deals with the rates of chemical reactions and with how the rates
depend on severa factors, such as concentration and temperatures among others. Rates
are essential to provide evidence on how reactions evolve and about the mechanisms of
chemical processes at different working conditions. Different theories exist to study
chemical kinetics with Transition State Theory being one of the most used approaches,
with further improvements such as Variational TST. Ascatalysisisall about speeding up
areaction, there isadirect relation between catalysis, chemical kineticsand TST, which
address how reaction rates can be obtained. The conventional Transition State Theory
was published almost simultaneoudy by H. Eyring and M. G. Evans and M. Polanyi in
1935. According to TST, there is a specia state between reactants and products called
activated complex or transition state (TS). This TS represents a stationary (null gradient)
saddle point (one and only one negative eigenval ue of the Hessian matrix) in the potential
energy surface that connects reactants and products. The theory involves different

assumptions and approximations; 6-18

)] Molecular systems that have surmounted the transition state in the direction
of products cannot turn back and form reactants again.

i) Reactants are in chemical equilibrium with the transition state even the whole
system isnot at equilibrium.

1)) It is possible to separate the motion of the system over the energy barrier from
the other motions associated with the transition state.

iv) A chemical reaction can be satisfactorily treated in terms of classical motion

over the barrier, quantum effects being ignored.
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Let suppose the following gas-phase reaction
Ag) + Bgy & X(gy = Yig) + Z(g) (2.18)

where X(‘;) is the so-called activated complex or transition state, which after the

development of quantum mechanics turns out to be a saddle point over the reaction path
of the PES. Consider now the equilibrium between reactants and the activated complex

30 that the TS concentration can be derived from statistical mechanics

K = o = e 229
where K7 is the equilibrium constant between the TS and reactants, ¢*, q, and g are
the total partition functions of the TS and reactants A and B, respectively, AE{ is the
energy difference between the TS and reactants including the zero point energy
correction, ¢ isthe imaginary frequency of vibration of the activated complex treated as
atrandational degree of freedom corresponding to its conversion into products, kg isthe
Boltzmann constant, h is the Planck’s constant and T is the absolute temperature.

Rearranging the above equation

* A g:
§[x*] = [Al[B] RBTTqu C/IZ e st (2.20)
vl

In this equation, the expression on the left-hand side represents the product of the
activated complex concentration by their frequency of conversion into products, which is

nothing but r, the rate of reaction,

q* _AEG
r = [A][B] k"%%e Jeat (2.21)

and therefore, knowing from classical kineticsthat r = k[A][B] the thermal rate constant
isdefined as

k ) _AES
k(T) = %We fiar (2.22)

In general, one can express a generic rate constant derived from transition state

theory as
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k 7 _AES
() =%T(qreactm/) oo (2.23)

react=i

where g™ isthe TS partition function and q,.cq.¢(;) IS the partition function of reactant i.

Both partition functions depend on the type of reaction and the reactant nature. For
instance, the partition functions used in Eq. 2.23 are not the same if one studies a
unimolecular reaction, a bimolecular reaction or a surface reaction. Note that we have
introduced the volume so that the units of the rate constant are consistent with the type of
reaction. The derivation of theratesfor the different types of reactions will be introduced
in detail latter on. In thisdoctoral thesis TST has been used to calcul ate the rate constants
from DFT results, which are latter adapted to transition probabilities that are used in the

kinetic Monte Carlo ssimulations.

2.4. Kinetic Monte Carlo ssimulations

Quantum mechanical calculations are of paramount interest as they give useful
information of the energetics of the system under study. Particularly, in computational
heterogeneous catalysis, quantum mechanical calculations, most often in the framework
of DFT, provide relevant information about the energetics of the adsorbates and transition
states that can be formed during the catalytic process, which finally alow for the
construction of the potential energy surface providing insights into the possible reaction
mechanisms. Nevertheless, the information of the electronic structure calculations is a
static picture that by itself cannot, in general, explain the dynamic evolution of the system

and thus disclose the dominant reaction mechanism.

To bridge the gap between the static picture at the atomic level and the macroscopic
regime, DFT calculations can be coupled with kinetic modelling techniquest®2® such as
microkinetic modelling (MM) or kinetic Monte Carlo. In both techniques the goal is to
solve a master equation that defines the time evol ution of the system. To do so, one has
to define the different elementary reactions that can take place and, for each process,
define and estimate the rate constant both in the forward and backward direction. In MM
the master equation expresses the rate of change of each adsorbate coverage as afunction
of the instantaneous coverage of al species in the model, represented as a system of

ordinary non-linear differential equations. This method relies on the mean-field
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approximation (MFA) and assumes that the adsorbates are randomly distributed over the
Sites creating amean coverage. This assumption may not hold as adsorbates interact with
each other either attractively or repulsively leading to a correlation in the occupation of
neighbouring sites. Moreover, these interactions may even result in island formation or
ordered adlayers. One may think that if for instance isands of a specific species are
formed only the species that are on the edges can actually react while this cannot be

considered with the mean-field approach used in MM simulations.

In order to overcome the MM shortcomings, a more detailed and sophisticated
approach can be used such asthe kM C method. In this approach one has adetailed spatial
resolution of the reaction system, represented by an appropriate lattice, and can capture
different phenomena such as adsorbate mobility (diffusion), steric exclusion effects,
complex reaction patternsinvolving adsorbates in specific binding configurations, spatial
correlations arising from adsorbate lateral interactions and changes in the energy due to
the presence of neighbouring spectator species. Moreover, kMC takes into account the
discrete nature of the coverage for nanoparticles or clusters, which expose a small number

of sites.

2.4.1. The Markovian master equation

In kMC simulations, the long-term time evolution of the catalytic system is said to be
governed by successive state-to-state transitions. In this approach, one considers that
transition between two stable states (i.e., two minima of the PES) are much dower than
the fast rotations and vibrations so that the new state “forgets’ how it got there and each
transition becomes completely independent of any previous event. Then it is possible to
assume that such state-to-state dynamics constitute a so-called Markov chain.?
Therefore, the time evolution of the probability P;(t) of the system to actually be in state
i attimet, isgoverned by abalancing equation, the so-called Markovian master equation

dap;(t
0 = Tjui @jiP (D) = T wiiPi() (2.2

where w;; denotes the probability for a transition between the current state i into any
other state j, and wj; denotes the probability for a transition between the state j into any

other state i. The parameter w;; is essentially a stochastic rate constant that in the context
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of chemical kinetics can be derived from TST considering the properties of the involved
PES. Therefore, w is the transition probability (or a pseudo rate constant) of an
elementary process that change from one configuration to another. One should be aware
that transition probabilities are not necessarily the same than thermal rate constants even
though in the present context of chemical kinetics the former are derived from TST. In
TST thermal rate constants have different units depending on the type of reaction— this
is e.g. why the volume appears in Egs (2.19) to (2.23)— while in the kMC framework
transition probabilities have units of inverse of time as they define the rate of transition
from one state to another. Nevertheless, one can relate the thermal rate constants with the
transition probabilities for each specific process. For instance, for Eley-Rideal reactions,
activated adsorptions and non-activated adsorptions w; = k;/V where V stands for the
volume. For aLangmuir-Hinshelwood type reaction w, _y = k;_y /A where A stands for
the surface area. Finally, for adesorption w;.s = k4.5 The explicit form of the transition
probabilities used in the kMC simulations for the different processes can be found in
section 2.4.4.

The idea behind kMC simulations®>?° is to achieve a numerical solution of the
master equation based on stochastic trgjectories. These state-to-state trgectories are
propagated until a converged time evolution of the probabilities P;(t) is achieved by
ensemble averaging over these trgjectories. When the steady-state isreached the ensemble
average may be replaced by a time average over a singular sufficiently long trajectory.
Due to the stochastic nature of the kMC method ideally several smulations (at the same
conditions) must be run to have a large ensemble average or time average to obtain

meaningful results.

2.4.2. KMC algorithms

As introduced above, the idea behind the kMC method is to stochastically obtain the
solution of the master equation that isto find the correct time evolution of the probabilities
P;(t) by ensemble averaging over the many tragectories. To do so, the kMC code needs
to determine repeatedly the processes that occur (i.e., the state-to-state tragjectories), the
time at which they occur and the position at the surface in which they occur changing the
occupation of thelattice correctly. Each of these different processes can be determined in

many different ways which results in different algorithms. The three most popular
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algorithms are the Random Selection Method (RSM), the First Reaction Method (FRM)
and the Variable Step Size Method (VSSM). Lukkien et al.?” have shown the equivalence
in results of the three different methods so that the preference for one or the other emerges
only out of computational efficiency considerations depending on the system. Among
them, VSSM is probably the most widely used algorithm. The VSSM workflow is
presented below and schematically sketched in Figure 2.1a.

1. Initialize

Generate an initial configuration

Sett=0

Make alist of all possible processes| according to the lattice
Choose conditions when to stop the simulation

2. Time

Draw two random numbers p,, p, € (0,1]
Calculate w.,r = X.j w;, the sum running over all the processes of the list

In(py)
Wtot

Generate atime interval At following a Poisson distribution At = —

Updatetimet — t + At

3. Process

Extract a process, q, that satisfies Zj.’;ll Wi < PrWior < Z;I:l wj
Execute the w, selected process

4. Update
Update the | attice according to the executed g process

Update the list of events according to the new lattice configuration

5. Continuation
If the stop conditions are satisfied then stop. If not, repeat at step 2
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Figure2.1. a) VSSM agorithm for the kMC method. b) Selection procedure of executed process.

It is important to highlight that the total escape time is governed by a Poisson
distribution of the total transition probabilities but not by the actual transition probability
of the selected process (w,). Thisactual process nevertheless needsto be identified since
thisis what determines to which new state the system propagates. To see how the event
is selected (see Figure 2.1b) one can imagine a stack of segments, each segment having a
height proportional to the transition probability w; and the sum of all segments being
w¢or- Therefore, by using a random number, p,, between 0 and 1 and multiplying it by
w¢or @valuewill be obtained corresponding to one of the segments that involve a specific
process. Then this process is executed. This selection procedure makes more probable
those processes with higher transition probabilities. The main bottleneck of the VSSM
algorithm is the step of updating the list and computing the new w;,;, and different
algorithms can be used in order to increase the efficiency.

2.4.3. Lattice-gasreaction model

To describe the time evolution in kMC simulations it is necessary to define a lattice-gas
reaction model. Thismodel definesthe set of different elementary reactions that can take
place and the lattice in which they can occur. The different lattice positions, hereon called
sites, correspond to minima in the potential energy surface for the adsorbate-surface
system. If the surface has two-dimensional trandational symmetry, or when it can be
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modeled as such, the sites form a regular grid or lattice. Moreover, periodic boundary
conditions can be used to mimic real surfaces and avoid size effects. Note that the lattice
can represent any catalytic system and the complexity of the real system represents the
complexity of thelattice. Therefore, one can simulate very different lattices, ranging from
simple models like fcc (111) or (100) metallic facets to more intricate structures like
stepped surfaces, clustersanchored over some support featuring avariety of different sites
or even nanoparticles. However, including all the sitesinto the lattice model can be very
complex and computationally and intellectually demanding. Thus, it is common to use
the concept of ageneralized site (i.e., coarse-grained site) that represents the energetic of
a specific site of the real system. For instance, for an fcc (111) surface —that features
four different sites (i.e., fcc, hep, bridge and top sites)— it is common to use a coarse-
grained site that represent a unique site in which the species adsorb. Nevertheless, if
desired, one can go as deeper in complexity as required. In order to indicate the lattice
occupation, the different points of the lattice are labeled with different labels that define
afree dsite or the type of species that occupies the site. The particular labelling of all sites
is called the lattice configuration. Then, the evolution of the lattice is described by a set
of possible elementary reactions (i.e., adsorption, desorption, diffuson and bond
breaking/forming reactions) that can take place on the surface and change the lattice from
one configuration to another configuration. In summary, the lattice-gas reaction model
defines the lattice configuration and possible elementary processes that can take place at
each step of the smulation. The lattice-gas reaction model depends on the lattice

configuration and the initial mixture of gas species.

A simple example is presented below and schematically shown in Figure 2.2.
Imagine we want to study the CO adsorption, desorption and diffusion over the Ni(100)
facet. In order to represent the Ni(100) facet we chose a single coarse-grained site
representing the four-fold hollow in which CO is adsorbed. Then we have alattice with
sguare symmetry that contains avariety of sites. Here for smplicity we will consider only
acell of four different sites each site having a connectivity of two (i.e. connected only to

the nearest neighbors). The elementary reactions processes in the reaction model are

Wads

CO¢q) +*—> CO” (2.25)
Wdes
CO™ — CO(g) +* (2.26)
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Co* +x2%x +co" (2.27)

where * represents a free adsorption site on the lattice while CO 4y and CO™ refer to gas-
phase and adsorbed CO, respectively. The initial lattice configuration, |, consists in four
empty sites and the list of possible events contains the four CO adsorptions. Since al the
Sites are equivalent also the transition probabilities for CO adsorption are the same and
the probability of CO to adsorb on a specific site will be 1/4. Then CO adsorbs over let’s
say site 2 changing the configuration from | to m (i.e. from [ = {1:%,2:%,3:x ,4:%} to
m = {1:%,2: CO*, 3:x ,4:x}). Now the lattice configuration is different with the
concomitant change on the list of possible events. The new list of events based on the
new configuration contains a total of 6 possible processes: the three remaining
adsorptions over sites 1,3 and 4; the CO desorption from site 2 and two CO diffusions to
adjacent sites (i.e,, 2 > 1 and 2 — 4). As diffusions are generally fast processes, they
have higher probability of being executed, and, in fact, the diffusion corresponds to the
selected process that change configuration from m to n. In the new configuration CO
occupiessite 1. Note that in our example we have directly label ed the site occupation with
* and CO* but in kMC algorithms these labels correspond to integer occupation values
(i.e, Ofor free site and 1 for adsorbed CO).

Conliguration / Configuration m Configuration n
i e
w5h 2 -~ st 1 1 W) 2si- Y 2
) —
- - Deind - co
Py o odez
o e — - ProoT™ | %ay 2
Mebis p: »
o 3 4 w. o 3 0 o+ 3 4
2 A , : A X ! s A 1.8
= {1ov, 200, 300, 400} n= [Liv,2:C0% 3iv, %:v) n= {1:00° 2, 3:v, 4]

Figure 2.2. Representation of the lattice-gas reaction model.

2.4.4. Trangtion probabilities calculation

The transition probabilities used in KMC simulations are those introduced in the master
equation (Eq. 2.24) that specify the rate of each processto take place and are used in the
kMC algorithm to smulate the state-to-state trajectories. As already mentioned, one
should be aware that these transition probabilities even derived from TST are not
necessarily the same as the therma rate constants that appear in macroscopic rate
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equations. The transition probabilities of the different processes that can take placein the
kMC simulations can be derived directly from the master equation in away that resembles
the original TST.?®> Depending on the reaction type the computed transition probability
has a particular form which depends on the partition functions of the reactants and

transition states involved.

For gas-phase species (X(g) the total partition function is composed by the

rotational (qmt,x(g)), trandational (Qtrans3D,X(g))a vibrationa (Qvib,X(g)) and electronic

(qeleax(g)) partition functions

QX(g) = Qrot,X(g)Qtrans3D,X(g)Qvib,X(g)Qelec,X(g) (228)

Note that the electronic separations from the ground state are usually very large, so

for most cases Qetec,xgy = 1. However, in the case of atoms and molecules with
electronically degenerated ground states qerec x ,, = gE, where gf isthe degeneracy of
the electronic ground state. The rotational partition function Trot.x ) depends on the

molecule geometry. For linear molecules the rotational partition functionis

_ 8m2IkgT
qTOt,X(g) - oh? (229)

where | is the inertia moment and o is the symmetry number of the molecule. For non-

linear molecules, the rotational partition function takes the form

Arot.X gas) — 2 (2.30)

3
 (mlalpl) /2 (8 nZkBT) /2
o

where now it depends on the three principal moments of inertia (I, I, and 1.). The

trandational partition function (q¢rqns3 D,X(g)) intheclassical limitis

Zn'kaT) 3/2

Qtrans3D,X(g) = V( h2 (2-31)

In the context of heterogeneous catalysis, the direction perpendicular to the surface
can be used as a reaction coordinate, thereby motivating the decoupling of the z

component of the trandational partition function as follows

2mtmkpgT (232)

Qtrans3p Xy = Qtrans2p.x(g)'z h
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where [, is the length of the gas-phase pathway in the z-direction and q,4ns2p x @ isthe

2D trandational partition function that reads

_ ZﬂkaT
Qtrans2p.X(g) = Agt 2z (2.33)

where A;; isthe effective area of the site in which the reaction takes place and m isthe
mass of X). Finaly, the vibrational partition function is expressed as a product of
contributions from each vibrationa mode of the species, commonly using the harmonic

approximation

3N-6(5 _<2"BT
qvib,X(g) = ( )e—h (234)

where v, is the vibrational frequency of the kth vibrational mode and the product runs
over all the 3N,:oms — 6 Norma modes (3N,:oms — 5 Normal modes if the molecule is
linear). If one chose the first vibrational level to be the zero of energy because the zero-
point energy correction has been aready included in the energy barrier (AES), Eq. 2.34
reads as

—-6(5 1
Qoivxgy = i “ )—hvk> (2.35)

1- e_(leT

For adsorbed species it is considered that trandational and rotational motions are
frustrated and only vibrations are allowed; thus, only the vibrational partition function is
considered. Note that for adsorbed species the product of Eq. 2.35 runsover the 3N toms
normal modes as frustrated trandations and rotations are now treated as vibrations.
Moreover, one has aso to consider that for transition states the product of Eq. 2.35 runs
over 3Ngioms — 1 norma modes (i.e., al the norma modes except the one that

corresponds to the imaginary frequency treated effectively as atrandation).

Now, the transition probabilities for each process can be derived using the specific
form of the reactants and transition state partitions functions. For a surface Langmuir-
Hinshelwood type reaction X*+Y* - Z* 4+ x, gspecies have only vibrational

contributions to the partition function and the transition probability takes the form

* —AET
keT __ dow - (2.36)

Wy_g =
h  Qyip,x* Avib,y*
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where AE§ isthe energy barrier of the bond breaking/forming processincluding the zero-
point energy correction. Diffusion processes can be treated similarly as surface reactions.
The transition probability for a diffusion process of type X* + *— * + X* can be
calculated as

—AE}
_ kT g M g (2.37)

and here AE§ is the ZPE corrected energy barrier for the diffusion process. For an
activated adsorption process (i.e., an adsorption process occurring through a transition
state), denoted as X4y + * — X, the transition probability is given by the following

expression

WAct. Ads = i Sst Fett e_AEBt/ kpT (2.38)
Qvib X (g drot X gy AtranszDX (g delecX gy~ 2wmkpT
where P, isthepartial pressure of X, speciesand S, isthe so-called sticking coefficient,
which is introduced to take into account the fact that only a fraction of the incoming
molecules will be adsorbed due to the influence of their trgjectories in the gas-phase. For
a non-activated adsorption process, denoted as X, + * — X*, the trandition probability

for adsorptionis smplified to

PyAgt

WNon—-Act.Ads = Sst\m

(2.39)

The transition probabilities for the desorption processes can be obtained from the
equilibrium constant (K,,) of the adsorption/desorption process

_AEads,O/
kT (2.40)

K. = Wads _ 9vibx*

eq — e

Wdes CIvib,X(g)

where AE, 45, standsfor the adsorption energy of the specific speciesincluding the zero-
point energy correction. Note that this expression is completely independent of the TS
since the equilibrium only depends on the thermodynamic properties of the initial and
final states. Therefore, in order to maintain thermodynamic consistency and to not violate
the micro reversibility principle one should include the sticking coefficient aso in the
desorption transition probabilities. Then, the transition probabilities for a non-activated
desorption and an activated desorption read as
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. AE
W — S kgT qvlb,X(g)qTOt,X(g) QtranSZD,X(g)CIelec,X(g) e adsro/kBT
Non—Act.Des st g

(2.41)

Qvib,X*

—(AEY - AE
kBT _dgip (aE3 ads’o)/kBT

st
h qyip x*

Wyct.Des =

o (2.42)

Finally, for an Eley-Ridea reaction of type X445 +Y* — Z%, the trandtion
probability turns to be

* —AEO;t
dyip PyAgt /k T
Wg_p = S e BT (2.43
E-R CIvib,X(g)CIrot,X(g) QtranszD,X(g) CIelec,X(g)CIvib,Y* st J2mmykpgT ( )

Lastly, for processes involving hydrogen atom transfer, it is possible to introduce a
one-dimensiona tunneling correction factor (x > 1) that is computed using the

expression derived from a symmetrical Eckart barrier?® as

1
K(T) = 1+Z

E"ﬁﬂ|2(1+ﬁi) (2.44)

kpT AEY

where v, , istheimaginary frequency associated to the transition state.

2.45. Including lateral interactions

A correct representation of the kinetics of complex surface reactions requires the
inclusion of adsorbate-adsorbate interactions, also known as lateral interactions. These
areinteractionsthat adsorbates exert to each other when they are adsorbed and can change
the stability of either the adsorbed intermediates and the transition states of a specific
reaction. They can be either attractive or repulsive depending on the chemical nature of
the involved species and the surface. In case of repulsive interactions, coadsorbed species
in neighboring sites are less stable than when they are separated. For attractive

interactions, the situation isthe opposite and species are more stable when they are closer.

In DFT calculations of energy barriersit is common to compute the zero-coverage
l[imit energy barrier in which only the reactants/products species are considered and no
spectators are present. This, of course, isfar from reality in which many different species
can coexist during the catalytic process interacting between them, with the concomitant
changeson theinitial, final and transition state energies (see Figure 2.3). In principle, one

can calculate from DFT the different energetics accounting for the possible local
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configurations of adsorbates. However, this can only be done for smple systems that
contain only few elementary steps and intermediates during the reaction. For real systems
in which aconsiderable large number of elementary steps or intermediates are considered
this procedure becomes unfeasible. Moreover, if there is no experimental data available
one does not know a priory which will be the equilibrium structure of the adlayer; thus,

all the possible adlayer configurations should be, in principle, considered.

Potential energy

Reaction coordinate

Figure 2.3. Potential energy diagram for a generic elementary step. Blue lines depict the energy profilein
the zero-coverage limit (no lateral interactions effect). Green lines depict the situation in which repulsive
interactions due to spectator species are considered shifting the initial state and transition state in energy.

To circumvent this problem, the coverage-dependent energy barrierscan belinearly
approximated by the so-called Brensted-Evans-Polanyi (BEP) relations?®3° which
assumes that the shape of the PES does not change. Instead, theinitial and final statesare
shifted in energy dueto the repulsive or attractive interactions that spectator species exert
on the reactant/products. The coverage-dependent energy barrier due to the smultaneous

presence of neighboring adsorbed species at the u and v states is then approximated as
AEf,qa(w,v) = AEF,,(0) + a [AE,(u,v) — AE,(0)] (2.45)

where AEf“twd (0) and AE,.(0) are the zero-coverage limit (i.e., without spectator species)
energy barrier and reaction energy, respectively, while AE7,,, (u,v) and AE,(u, v) are
the coverage-dependent (i.e., including the effect of latera interactions) energy barrier
and reaction energy, respectively, and «a is the so-called proximity factor.3! The latter is
avalue that definesthe “nature” of the transition state and ranges from O for a reactants-

like TSto 1 for a products-like TS. In that way, selecting a proximity factor of O keeps
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the forward energy barrier fixed to the zero-coverage limit energy barrier and the reverse
energy barrier is chosen to be thermodynamically consistent, whereasin thelimita = 1
the reverse barrier is fixed to the zero-coverage limit and the forward barrier is adjusted.
Therefore, in order to obtain the coverage-dependent energy barrier one needsto calculate
the lateral interactions between the spectators and the reactants/products to obtain

AE, (u,v) and apply the BEP relations using a specific proximity factor.

A well-defined method to capture the | attice energeticsisthe cluster expansion (CE)
of a lattice-gas Hamiltonian.3>3* The use of cluster expansion Hamiltonians allows to
properly represent the energetics of the system as a sum of single-, double- and
multibody-terms called clusters or figures. Therefore, one can easily capture the adlayers
energetics accounting for the different interactions that species exert to each other. A
cluster can be a single adsorbed species or a group of two or more neighboring species
with a certain lattice configuration. Therefore, the energy of a lattice configuration u

expressed as a sum of the cluster energiesis
EW) = 5,8 me(w) - CEy (2.46)

where E (u) isthetotal energy of the system (i.e, the energy of the u lattice configuration),
N, is the total number of clusters included in the model, CE} is the cluster energy of
cluster k and n; (1) isthe number of times that a pattern of cluster k appearsin thelattice.
Then, the AE, (u, v) value on Eq. 2.45 is calculated as

AE,(u,v) = E(v) — E(u) (2.47)

and finally, the coverage-dependent energy barrier used in the KMC simulations is
calculated from Eq. 2.45 but applying a max operator that filters negative values, as well

asvalues lesser than AE,. (u, v) if itis positive
AEZ,q jme (u, v) = max|[0, AE,(u,v), AEZ,q (u, )] (2.48)

In order to model the lattice energetics with a cluster expansion one needs to map
all the DFT energiesinto energiesthat entersin Eq. 2.46. The cluster energies used in the
cluster expansion can be calculated from the formation energies of the different structures
(i.e,, single adsorbates or multiple adsorbed species). Formation energies represent
nothing but energy differences with respect to a reference set that has to be selected

following the next rules:
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i) The catalytic phase (i.e., the surface without adsorbed species) isincluded in the
reference set.

i) Therest of the reference species are gas-phase species and we need as many gas-
phase species as the number of different atoms encountered in our species.

iii) Thereference species must have linearly independent compositions, which means
that we should not be able to write a reaction that produces a reference species

from other reference species.

Consider for instance that we are studying the reverse water-gas shift reaction on
TiC(001). In this case, we have C-, H- and O- containing species and our TiC surface as
the catalyst. Therefore, agood reference set is{ TiC (001), CO, Hz, H20}. The formation

energy of an adsorbate i (Eif ) isdefined as

Ef = Ei—slab - Eslab - Zj(anj) (2-49)

l
where E;_g;4p 1Stheraw DFT energy of the adsorbate i onthe dab, E,;,;, istheraw DFT
energy of thedab (i.e., TiC (001)), n; isthe number of atoms in speciesi, and R; isthe

reference energy of the atom j, defined in our reference set as:

Ry =05 (EHZ (g)) (2.50)
RO = EHZO(g) - ZRH (251)
RC = Eco(g) - RC (252)

where E; 4y isthe raw DFT energy for the i gas-phase species. Within this definition the

formation energy or cluster energy of a CO molecule adsorbed over TiC(001), Ego, is
expressed as

Ely = Eco—ric — Eric — Rc — Ry (2.53)

Let’s now focus on the formation energy or cluster energy for two-body terms
entering on the Eq. 2.46. For a pair of CO molecules adsorbed over TiC (001) thisis

nothing but an extension of the previous example

Elovco = Ecosco-tic — Eric — 2Rc — 2Ry (2.54)
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From the previous two magnitudes, one can easily compute the lateral interaction
between two CO molecules. If these two moleculeswere located very far away from each

other on the same surface, the Ego +co vaue should be twice the CO formation energy,

Ego. However, because of the interactions between them the energy of the two CO
moleculesis not twice the energy of one adsorbed CO and the magnitude of the pairwise

interaction is
CECO—CO = E£0+C0 - ZE(,]':O (255)

In the following, a ssimple example on how the CE formalism works and how
coverage-dependent energy barriers are calculated for the CO. dissociation with
neighboring spectator species is presented, as shown in Figure 2.4. Note that for single
speciesthe formation energy isthe same asthe cluster energy of the specific specieswhile
for multibody interactions the cluster energy that define such interaction is calculated

from the formation energy of the multibody and single patterns.

Confliguration v Configaration »

S N } i 15 1o pEd O P 14 18 i6

Figure 2.4. Graph-pattern of the CO» dissociation with neighboring spectator species.

This event is one of the possible elementary reactions to obtain CO in the reverse
water-gas shift reaction. Let’s now evaluate step by step how the cluster expansion and
the BEP relations are used to calculate the coverage-dependent energy barrier. First of

all, we will assume that the zero-coverage limit energy barrier is AE7,,;(0) = 0.80 eV

and that the cluster energiesfor the adsorbed speciesare CE., = —1.2eV,CE, = —0.3
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eV and CE;o, = —1.4 eV. With thisinformation it is possible to calculate the reaction

energy at zero-coverage limit (i.e., without lateral interactions)
AE.(0) =E(w)—E(u) =
[2CEy + 2CE¢pl — [CEco, + CEco + CEp| = —0.10 &V (2.56)

Asshownin Figure 2.4 there are CO and O spectator speciesthat interact with COs..
Let's then include first nearest-neighbor pairwise lateral interactions in our model.
Following the process outlined above we find that the two-body terms (i.e., the ones that

account for pairwise lateral interactions) are CE¢o_co = 0.15 €V, CE¢p_co, = 0.05 €V,

CEco—o = 0.10 eV and CE,_, = 0.20 eV. The coverage-dependent reaction energy is

then
AE, (u,v) = E'(v) —E'(u) =
[2CEy, + 2CE;p + CEco_co + CEco—o + CEy_o]
—[CE¢o, + CEco + CEy + CEco_co, ]
= 0.30 eV (2.57)

Now, using the values obtained previously and assuming a proximity factor of 0.5
we can apply Eq. 2.45 to obtain the coverage-dependent energy barrier. The result is

AEZ,q(u,v) = 1.0 eV. Thisvalueis 0.2 eV larger than the zero-coverage limit energy

barrier because the interactions with products are much repulsive than for reactants.

As shown, the use of lateral interactions become really important as under real
working conditions awide range of adsorbates can coexist modifying the energy barriers
of thevery different elementary processes. Therefore, relying only on zero-coverage limit
energetics could give rise to misleading conclusions. Moreover, one has aso to redize

that lateral interaction can aso affect the surface coverage.

2.4.6. Time scale disparity problem

kMC simulations are faster than ab initio molecular dynamics (AIMD) smulations as

they avoid the explicit treatment of vibrations and rotations and instead considers only
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rare events such as adsorption, desorption, diffusion and bond breaking and forming.
However, these events that are happening over the catalyst occur at very different time
scales. The dowest surface elementary steps are normally chemical reactions processes
while adsorption/desorption and diffusion steps are normally faster. When thisisthe case,
amost all the CPU time is spent ssmulating fast processes while other probably more
important events such as the chemical reactions are difficult to sample. Thisimplies that
sometimes exceedingly large KMC simulations are needed in order to have some

statistical meaningful evolution of the overall catalytic chemical process.

In order to dea with this time scale disparity problem, some solutions have been
proposed. The main idea between all the proposed strategies is to somehow decrease the
rate constants of the fast processes in order to reduce their propensity. The most
straightforward solution is to multiply the rate constants of fast process by some scaling
factor y < 1. This solution has been successfully applied in many kMC studies.33° A
more sophisticated solution is to use accelerated algorithms in which fast processes are
automatically scaled without the need of the user to previously specify the processes to
be scaled. Chatterjee and Voter“® developed the Accelerated Superbasin kinetic Monte
Carlo (AS-kMC) method. In this method, the algorithm keeps track of how often
processes are executed. If a specific process in the forward and reverse direction is
executed a large number of times this might indicate that the system is trapped in these
configurations (i.e., in the superbasin); then the algorithm applies a scaling factor of that
processin order to reduce the rate constants and encourage the system to leave the current
superbasin at an earlier time. The main drawback of this method is that for complex
systems the total number of configurations can be exceedingly large and identifying the
superbasin can be extremely slow. This latter problem was addressed by Dybeck et. a.*
where instead of tracking the system configurations (superbasin) and processes, only
some user-specified processes are tracked and scaled if the specified processes are quasi-
equilibrated following the same criteria as Chatterjee and Voter method.
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Chapter 3

CO. conversion over Ni(111)

3.1. Introduction

Carbon dioxide is one of the major contributors to global warming. It is mainly produced
by burning carbon-rich fossil fuels, a process which is necessary to meet the energetic
requirements of industrial processes. Although aswitch fromfossil fuelsto green energies
is desirable,*? it is till not possible to cover the whole energy demands by using green
energy only and it is expected that in the following decades the amounts of atmospheric
CO2 will still rise. Therefore, as a way to reverse this situation, many scientists have
focused on CO. conversion into other valuable chemicals of industrial interest, thus
taking benefit of the high amounts of CO, and using it as an economical C; carbon source.
Among the different possible products in which CO. can be converted, CO, methane,
methanol and formaldehyde are the most investigated options.3” In this regard, just by
modifying the type of metal and support, the working conditions and the structure and
size of both the metal and the support one can tune the selectivity towards the desired

product.

In the case of CO> hydrogenation, Ni-based catalysts are one of the most commonly
used catalysts asthey present agood compromise between catal ytic activity and economic
viability in comparison to other precious metas.2° Regarding the different products that
can be obtained after CO, hydrogenation over Ni-based catalysts, CH4'>?? and CO:2*
26__obtained via the Sabatier reaction and RWGS reaction, respectively—are by far the
most common options and their selectivity depends on the morphology and size of the Ni
nanoparticles or clusters, the type of support and the working conditions used. Note that
most of the experimental studies deal with the CO> hydrogenation reaction on Ni cluster
or nanoparticles anchored over some support while theoretical studies?3® usually
focusses on extended surfaces and in particular on the Ni (111) surface as it is the most
stable Ni surface, thus, most likely to be present in large nanoparticles. However,
although many theoretical studies have dealt with the CO. hydrogenation reaction over

Ni (111), thereis till not a full consensus about the role of this surface on the overall
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activity and selectivity that are experimentally observed. This is mainly due to the
complexity of the reaction network for the CO. hydrogenation reaction. Moreover, most
of the available theoretical studies rely on the pure static picture that DFT calculations
provides. However, in such a complex system with many elementary reactions, kinetic
simulations are required to clearly understand how the catalyst behaves under real

working conditions.

The present chapter aims to compile the main results of the study of the CO»
hydrogenation reaction over the Ni (111) surface by a multiscale approach coupling DFT
calculations and kMC simulations, which allows us to unveil which isthe role of the Ni
(1112) surface. A full description of the work done can be found in Ref 34.

3.2. Complexity of thereaction network

In the present study we have considered a quite large reaction network to study the CO>
hydrogenation reaction over Ni (111) asshown in Figure 3.1. We have considered several
elementary reactions and the possible formation of different products, namely: CO,
CH20, CH30H and CH4 as well as H20O. The complexity of the studied reaction network
lies on the large number of intermediate species, gas-phase species and elementary
reactions that interconnect the different paths. The inclusion of al these species and
reactions allows us to produce results as accurate as possible and to avoid to somehow
bias the reaction to a given desired product. Moreover, including more reactions and
intermediates increases the explored energetic landscape, avoids forgetting some possible
relevant reactions and allows one to reach a better understanding of the mechanism
behind the overall reaction. In total we have considered 86 elementary steps that include

adsorption, desorption, diffusion, and bond breaking and forming processes.
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Figure 3.1. Reaction network proposed for the CO2 hydrogenation (left) and Hz oxidation (right). The redox
pathway (red), formate pathway (dark blue) and carboxyl pathway (dark green) are consdered for the
RWGS reaction. The C hydrogenation pathway (salmon), HCO hydrogenation pathway (light blue) and
COH hydrogenation pathway (light green) are considered for the Sabatier reaction. Black lines are for
elementary stepsthat i nterconnect different pathways. Note that dashed linesare referred for those reactions
that interconnect the COH and HCO hydrogenation pathways. Dark yellow and purple stands for reactants
and products of the COz hydrogenation reactions. Reversible steps are represented by double arrows.
Picture adapted from the original picture in Ref 34.
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3.3. Reaults

The main DFT and KMC results for the study of the CO, hydrogenation reaction over Ni
(111) are presented below. The reader interested in more detailsisreferred to ref 34.

3.3.1. DFT reaults

The DFT calculations provide the energetics of the gas-phase species, intermediate

species and transition states. With this information one can cal culate the reaction energies
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(AE,,) and the energy barriers (AE§) of the different processes as summarized in Table

1, including the zero-point energy term.

Table 3.1. Reaction energies (AE,,) and energy barriers (AEg) for the different considered elementary
processes including the zero-point energy term. For the energy barriers the values in parentheses refer to
thereverse energy barrier. Notation: free sites (*), adsorbed species (A) and gas-phase species (A(g)). Note
that COOH, HCOO, CH>OH and CHzOH are bidentate species. Table adapted from the original table in

Ref 34,

ID: surface process A/i{’f Ag\z}t ! ID: surface process A/i{))r Ag\(;f /
RL COgg +* = CO; -0.14 (8'104) R26: HCOH + H = CH,OH 0.22 (8:2%
R2: CO- COg +* 1.58 (1&5(% R27: CH,OH = CH, + OH -0.67 (%;)
R3: Hyg +2* = 2H 0,60 (8:52) R28: CH,OH +H = CHOH +*  -0.29 (%g)
R4 CO,+*=CO+0 10,69 (gzgg) R29: CH,0 + H= CH,OH 0.45 (é:gg)
R5: CO,+H = HCOO 0.04 (igg) R30: CH,0 +* = CH, +0 -0.38 (2222)
R6: CO,+H = COOH 051 (ézgi) R31: CH,0 + H = CHiO +* -0.33 (8225)
R7: CO;+OH+* = COOH +0 0.35 (8:1'2) R32: CHzO+* = CH3+O -0.14 (1;23)
R8: CO,+H,0+*=COOH+OH 017 (8:32) R33: CH:O+H = CHyOH 0.48 (é:gg)
RO CO,+OH+*=HCOO+0  -0.12 (i;% R34: CHsOH = CHs + OH -0.46 (5;22)
R10: CO, + H,0 +* = HCOO +OH  -031 (ig;) R35: O +H = OH +* 0.16 (ﬁ%
R11: COOH = CO + OH -1.04 (2:22) R36: OH +H=HO +* 0.35 (éjgg)
R12: COOH = COH + O 0,08 (igg) R37: OH +OH & O+ H,0 0.19 (8235)
R13: HCOO = O + HCO 053 (ézgg) R38: H20— * +H,0g 0.20 85_233
R14: CO+*2 C+0 143 (igg) R39: CH + H— CHag + 2* 022 (gzg;)
R15; HCO +* = CO + H 126 (gﬂ) R40: CHsOH - CH;OHg +2* 031 85.361)
R16: HCO+* = CH + O 031 (ﬂ% R41L: CH,0 - CH;0g +* 0.58 gf(g
R17: COH +* = CO+H 112 (;:g) DL: Ciec +* = Cigp +* -0.04 (8%)
R18: COH +* = C + OH 0.47 (i:gi) D2: Ofec+* = Onep +* 0.10 (8:%)
R19: C+H = CH +* -0.49 (2:;% D3: Hic+* & Hngp +* 0.02 (8%)
R20: CH+H = CH, +* 0.31 (8:22) D4: COrc +* & COnp +* -0.01 (8:E)
R2L: CHz + H = CHg +* 0,08 (8:23) DS5: OHice +* < OHpep +* 0.09 (8:i8)
R22: HCO +H = CH0 + * 0.37 (8:25) D6: HoOuop +* = HOup +* 0.00 (8:82)
R23: HCO+H = HCOH +* 0.60 (éég) D7: CHjee +* & CHinep +* 0.02 (82%
R24: COH+H = HCOH +* 0.73 (8:23) D8: CHyre +* = CHangp +* 0.04 (8%
R25: HCOH +* = CH+ OH -0.75 (ﬂ% D9: CHyrec +* = CHanep +* 0.02 (8:5)

48



CO:z conversion over Ni(111)

From the values reported in Table 3.1 it is possible to construct different potential

energy diagrams (PED), which could give some insights about the mechanism governing

the overall reaction. In thisregard, we have distinguished three different pathwaysfor the

RWGS reaction and three different ones for the Sabatier reaction as shown in Figure 3.2.
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Figure 3.2. Potential energy diagrams for the RWGS reaction: a) redox, b) formate, and c) carboxyl
pathways and for the Sabatier reaction d) C hydrogenation, €) HCO hydrogenation, and f) COH
hydrogenation pathways. Adsorbed species are assumed to be at infinite distance and all the valuesinclude
the zero-point energy term. Picture directly taken from Ref 34.

The three proposed pathways involved in the mechanisms of the RWGS reaction

are depicted in the left side of Figure 3.2 and are the redox, formate and carboxyl

pathways, (Figures 3.2a, 3.2b and 3.2c, respectively). For the redox route CO is produced

after the direct CO> dissociation. However, both the formate and carboxyl pathways
involve afirst hydrogen-assisted step in which CO- is hydrogenated to HCOO or COOH,

respectively. Next, these intermediate species follow successive dissociation steps to

finally produce CO. Comparing the first step of the three pathways one can see that the
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redox one involves a unimolecular step while both hydrogen-assisted pathways involve a
bimolecular step, highly dependent on the H coverage and, in general, lesslikely to occur
than the unimolecular one. Moreover, if one compares the energy barriers of these steps,
namely, CO> dissociation, HCOO formation and COOH formation reactions (i.e., 0.86,
1.06 and 1.35 eV, respectively), it can be seen that the lowest energy barrier is for the
CO: dissociation, which points directly to this pathway as dominant in the mechanism
and, therefore, to be the most probable one. For the case of the formate and carboxy!
pathways, it can be seen that the former has alower hydrogenation energy barrier which
in principle would favor the formation of HCOO rather than COOH. However, the
following HCOO dissociation to HCO + O could compete with the dissociation to form
CO:z + H with energy barriersof 1.39 and 1.02 eV, respectively. For the case of the COOH
formation, this intermediate will be certainly less probable to be formed but at the same
time whenever COOH is formed it would probably prefer to dissociate to CO + OH
(AEF= 0.50 eV) rather than go backward to CO2 + H (AE§= 0.84 eV). Therefore, by
looking at the potential energy diagrams for the HCOO and COOH mechanism only, itis
not possible to firmly conclude which pathway dominates the mechanism. However, the
PEDs clearly indicate that the redox pathway will be dominant, suggesting CO:
dissociation as the rate determining step while both hydrogen-assisted pathways will be

more important at high H coverages.

The three proposed mechanismsfor the Sabatier reaction are shownin theright side
of Figure 3.2 and are the carbon hydrogenation, HCO hydrogenation and COH
hydrogenation pathways (Figures 3.2d, 3.2e and 3.2f, respectively). Thesethree pathways
start from CO asit isassumed that CO isformed from the redox one. Ascan be seen, they
differ in the way CHs isformed which thenisfurther hydrogenated to methane. Note that
the different intermediates shown in the PEDs can be obtained from other elementary
steps as there are many steps that interconnect the different pathways (see Figure 3.1).
Let us start the analysis by comparing the initial step for each pathway, namely, CO
dissociation, HCO formation and COH formation with energy barriers of 2.98, 1.47 and
2.33 eV, respectively. The lowest energy barrier is for the HCO formation followed by
the COH formation, which suggest these reactions to be more probable than the CO
dissociation reaction. Obvioudy, these reactions are H-assisted reactions; thus, highly
dependent on the hydrogen coverage. However, the direct CO dissociation has an

extremely high energy barrier which, even at very low hydrogen coverage, will be hardly
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surmounted. Then, comparing the HCO and COH hydrogenation pathways one can
readily see that HCO would be formed more easily than COH, suggesting the HCO
hydrogenation pathway to be most likely. However, HCO formation is a very
endothermic reaction, which implies that, whenever HCO is formed, it would dissociate
again to form CO + H. The case of the COH formation involves a higher energy barrier
but isless endothermic. Focusing now on the following hydrogenation steps of HCO and
COH one can spot that, in general, all hydrogenation steps are endothermic, which will
favor backward reactions. Moreover, the final CH3O and CH3OH dissociation reactions
have quite high energy barriers of 1.36 and 1.80 eV, respectively. Therefore, among the
three proposed reaction pathways the HCO hydrogenation pathway seems to be the most
probable. However, only using DFT information is quite complicated to clearly define
which will be the preferred pathway among the three suggested.

By inspecting thefull reaction network shown in Figure 3.1, it is possible to suggest
a possible dternative route more feasible for the CH4 formation combining different
pathways. First, CO isformed viathe redox mechanism followed by its hydrogenation to
HCO. Then HCO can either dissociateto CO + H or CH + O or be hydrogenated to CH.O
or HCOH with energy barriers of 0.21, 1.10, 0.82 and 1.13 eV, respectively. Among the
different reactions the lowest energy barrier is the one for the CO formation. Regarding
the other possible reactions that permit CH4 formation, the most plausible mechanism at
high hydrogen coverages would be the HCO hydrogenation to CH>O and its further
dissociation to CH2 and hydrogenation to CH4. On the contrary, at low H coverages an
aternative route will be the HCO dissociation to CH and its further hydrogenation to
methane. Therefore, one can suggest that the formation of CH4 would involve the RWGS
redox pathway followed by a combination of the HCO and C hydrogenation pathways.
However, one must consider that intermediates can also desorb, which makes more
complicated to firmly concludeif the proposed route will dominate the methane formation
mechanism or if other side products would be preferred. To provide further insight, KMC
simulations are performed to inspect how the system behaves at several working

conditions.
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3.3.2. KMC reaults

To study the mechanism and selectivity of the CO. hydrogenation reaction over Ni (111)
we have run several kM C simulations under typica operating conditions for the Sabatier
reaction on Ni-based catalysts; 4thus, temperatures of 573.15 and 673.15 K and pressures
of 1 and 10 bars with a CO2/H> mixture ratio of 1:4 are considered. We then analyze the
turnover frequency (TOF) and the event frequencies of the different executed events to
unravel the dominant reaction mechanism and to provide estimates of activity and

selectivity. The TOF and event frequencies at the four different conditions are shown in

a) CO —»CO(@g) +* | TOFCO = 0.0564 + 0.0004 molec - site s b) CO —»CO(g) +* S TOFCO = 0.726 + 0.003 molec - site’?s™
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Figure 3.3. Event frequencies of the CO. hydrogenation reaction at four different working conditions. a)
T=573.15K, Py,= 0.8 bar, P;,,= 0.2 bar, b) T=573.15K, P,,= 8 bar, P;,,= 2 bar, ¢) T=673.15K, P, =
0.8 bar, Pgp,= 0.2 bar, d) T= 673.15K, Py, = 8 bar, P¢,= 2 bar. Picture directly taken from Ref 34.

From Figure 3.3 one can clearly see that for the four different working conditions
no methane is formed and only CO is observed, hence showing that the CO»
hydrogenation over Ni (111) follows the RWGS mechanism. The event frequencies
indicate that CO is mainly formed via the redox mechanism as already inferred by the
DFT calculations. Moreover, it can be seen that, to alower extent, the carboxyl pathway
is also a source of CO, something that only from the DFT calculations cannot be
concluded. In fact, one can see that the HCOO formation is executed more times than the

COOH formation as the energy barrier of the former reaction islower than the latter one
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(i.e, 1.06 and 1.35 eV, respectively). However, as HCOO dissociation to CO, + H has a
lower energy barrier than the dissociation to produce HCO + O (i.e., 1.02 and 1.39 eV,
respectively), whenever HCOO is formed it prefers to go backward and form CO, + H
again, as shown in the event frequencies. On the contrary, although the COOH formation
has a higher energy barrier, its dissociation to CO is kinetically less impeded, therefore
being the carboxyl pathway also (in a lower extent) one of the dominant ones in the
mechanisms for the RWGS reaction. In fact, CO isformed through the carboxyl pathway
with afreguency of formation between 2 and 3 orders of magnitude smaller than through
the redox pathway, which suggests that the CO: is the rate determining step as confirmed
by calculating the Campbell degree of rate control .3

Regarding the main limitations for CH4 formation, different conclusions can be
extracted from the event frequency plots of Figure 3.3. From these plots, one can spot the
lack of CO dissociation or COH formation reactions, asthey present large energy barriers,
which impedes two possible pathways for the CH4 formation. On the contrary, the HCO
formation is indeed observed, but as the DFT calculations suggest, whenever HCO is
formed it prefersto dissociate to form CO + H again instead of dissociating to CH + O or
being hydrogenated to form CH2O. This, added to the very similar energy barrier for the
CO desorption and HCO formation (i.e., 1.58 and 1.47 eV, respectively) make that CO
normally prefers to desorb rather than being hydrogenated to HCO, and whenever HCO
is formed it amost instantaneoudly dissociates to form CO + H with the further CO
desorption. Finally, from the event frequencies it can be seen that increasing the
temperature and pressure just increase the event frequenciesin afairly homogeneous way
and that, as expected, the highest the temperature and pressure the highest the TOF.

Up to now we have shown that for the Ni (111) facet the CO. hydrogenation follows
the RWGS reaction instead of the Sabatier reaction, which isin contradiction with some
previous theoretical studies*’*°3! and also with an experimental study'® for the Ni(111)
surface. However, the experimental study of Heine et al.*® claims that the Ni (111) facet
was able to produce methane but solely because of the presence of a XPS peak that was
attributed to C. Nevertheless, the same study provides compelling evidence of CO being
formed following the RWGS reaction. Regarding the theoretical studies, they suggested
that, in general, methane was formed following the HCO mechanism but without
considering the possible desorption of intermediate side products. Moreover, most of

these studiesrely on DFT calculations only, with conclusions extracted from the analysis
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of the PEDs, which are extremely useful to gain insights about the reactivity but cannot
completely explain how the system behaves under working conditions. To thisend, it is
required to couple DFT calculations with some type of kinetic smulations. Precisely, this
iswhat Vogt et al.,* did in arecent work in which they studied the CO, hydrogenation
reaction over a variety of Ni surfaces, including the Ni (111) facet, and concluded that
some methane could be formed over all the Ni facets. However, their reaction network
was quite incomplete, and the desorption of possible intermediate side products was
neglected. Asaresult, they observed an extremely high CO coverage (~100%) and avery
smal CHs TOF. The effect of neglecting the desorption of possible side products and
only alowing to desorb CH4 could somehow biasthe reaction through the desired product
without knowing if other side products would prefer to desorb, as we have observed for
the case of CO. Finally, the CO formation observed in our simulations could be apparently
in contrast with the experimental evidence that Ni-based catalysts can be active towards
the Sabatier reaction.'®*3 From our results, we conclude that the Ni (111) facet itself is
not active for the CHs formation and that communication between other facets, the
presence of undercoordinated sites, the role of the support, the metal-support interface
and directly the presence of other Ni facets should play an important role in the overall

CHg4 formation.

3.4. Summary and conclusions

To sum up, we have thoroughly studied the CO. hydrogenation reaction over Ni (111) by
means of a multiscale approach coupling DFT calculations with KMC simulations. From
the DFT data we have constructed different PEDsfor the RWGS and Sabatier reaction in
order to unravel which are the most plausible pathways dominating the molecular
mechanisms of these two reactions. For the RWGS reaction we suggest that the redox
pathway is the most favorable one, but we cannot firmly conclude whether the formate
or carboxyl pathwayswill be preferred. Regarding the Sabatier reaction DFT calculations
suggest that methane is formed following the redox pathway of the RWGS reaction and
a subsequent combination of the HCO and C hydrogenation pathways. However, the
possible desorption of intermediate side products and the endothermicity of the HCO
formation reactions seem to hinder the CH4 formation; thus, from DFT calculations only,

one cannot firmly conclude which will be the preferred mechanism.
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The kMC simulations have shown that, on the Ni(111) surface, no methane was
observed at the different working conditions in contrast to what has been suggested in
previous published DFT and microkinetic studies. kM C simulations show that CO isthe
unique product, which is formed following the redox mechanism of the RWGS reaction
and through the carboxyl mechanism to alesser extent. Thelimitationsfor CH4 formation
are mainly: (i) the very large CO dissociation and the COH formation energy barriers,
which hinders the C and COH hydrogenation mechanisms, ii) the very large
endothermicity of the HCO formation step, thus that whenever HCO is formed it goes
backward to form CO + H again, and iii) the very similar energy barriers for the HCO
formation and CO desorption processes, the latter guiding the selectivity towards CO.
Therefore, we conclude that the methane production observed experimentally is not due
to the Ni (111) facet itself but rather to a cooperative effect between the Ni (111) and
other facets, the effect of the support and the interface or because of the presence of

different Ni active facets.
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ABSTRACT: The molecular mechanism of CO, hydrogenation on a Ni(111) surface has
been thoroughly investigated by means of periodic density functional theory calculations,
including dispersion interactions, along with accurate kinetic Monte Carlo simulations,
including lateral interactions between the adsorbates. The present reaction model involves 25
different species and a total of 86 elementary processes, including adsorptions, desorptions,
surface chemical steps, and diffusions. The reaction network accounts for three different
mechanisms for the reverse water-gas shift reaction and three different mechanisms for
methanation. The kinetic Monte Carlo simulations reveal that the reverse water-gas shift
reaction dominates the CO, hydrogenation on Ni(111) with no evidence of methane
formation. The reaction proceeds mainly through the redox route, with the carboxyl pathway
also being active but to a lesser extent. Methane production is hindered by the H + CO —
HCO endothermicity and the prohibitive energy barrier for CO dissociation, implying CO
desorption rather than evolution through the Sabatier reaction. A detailed comparison to

earlier theoretical studies supporting the methanation reaction shows that some unreliable assumptions along with limited theoretical

approaches biased the former conclusion.

KEYWORDS: reverse water-gas shift reaction, Sabatier reaction, nickel (111), density functional theory, kinetic Monte Carlo,

catalytic activity

H INTRODUCTION

The continuous and drastic increase in the use of carbon-rich
fossil fuels in response to the world energy demand has
dangerously increased the amounts of atmospheric carbon
dioxide with concomitant effects on the global warming of our
climate system. Although a switch from fossil fuels toward
different sources of green energiesl’2 would be desirable, these
cannot yet cover all the global energy demands. In fact, it is
expected that atmospheric CO, concentration will be still rising
in upcoming years. Therefore, many efforts are being addressed
toward the chemical conversion of CO, into new value-added
chemicals of industrial interest, CO, CH,, methanol, and
formaldehyde being the more investigated options.”~” The
common step for all of these processes is CO, capture from flue
gases through the so-called carbon capture and storage (CCS)
technologies.*™"” Currently, this strategy seems to be suitable
for industrial purposes that involves simultaneously reducing the
environmental impact related to carbon dioxide emissions and
generating chemicals that can be further used as energy carriers,
thus creating a cyclic energy economy where appropriate
heterogeneously catalyzed processes play an essential role.

In the last few decades, catalytic CO, hydrogenation has
gained attraction toward the use of this greenhouse gas as an
economical C,; carbon source. Moreover, the power-to-gas
(PtG) technology“"Z has increased interest as a promising
option to absorb and exploit surplus renewable energy. The PtG

© XXXX American Chemical Society
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concept is based on using the excesses of renewable energies
(iie., excesses of solar power or wind power) for water splitting
and then use the produced H, for CO, hydrogenation toward
different chemicals. By a choice of the metal and type of support
used for the heterogeneous catalyst for CO, hydrogenation, it is
possible to tune the selectivity toward a specific product. Among
the possible chemicals that can be obtained from the CO,
hydrogenation, methanol,'>™>* methane,”* ™% and CO**¥"~*
have attracted increasing interest due to the various possible
applications either as fuels or in syngas processes. Methanol is
produced via CO, partial reduction using Au-,">~"* Pd-,'*'” or
Cu-based catalysts,'*">***** methane is produced mostly using
Ru-, "% Ni->*7° Pt-,** or Pd-based catalystszg via the well-
known Sabatier reaction, and CO can be obtained through the
reverse water-gas shift reaction (RWGS) using Pt-*’ Rh-**
Fe-,*" or Ni-based catalysts.*""'

In the case of CO, hydrogenation, Ni is one of the most
commonly used catalysts because of its relatively high activity
and its economic viability in comparison to the noble
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metals.*”** It must be pointed out that, while most of the
experimental works deal with CO, hydrogenation on Ni-based,
usually supported catalysts,””*>*>*" theoretical studies have
focused on the idealized Ni(111) surface.**™>* The reason for
this is that it constitutes the most stable extended Ni surface and,
thus, Ni(111) facets would predominate in the large Ni
nanoparticles that are present in the industrial catalysts.
However, in spite of the many studies published on the
mechanism of the CO, hydrogenation on Ni(111), the overall
picture is not yet fully understood, with conflicting predictions
regarding selectivity with respect to the RWGS or Sabatier
reactions.

From an experimental point of view there has been only one
study directly focusing on CO, hydrogenation on the Ni(111)
surface. In this study, Heine et al.>> used ambient-pressure X-ray
photoelectron spectroscopy and identified OH and CO surface
species, a clear indication that the RWGS reaction was
occurring. Moreover, these authors also reported the presence
of atomic C, hence indirectly suggesting that the Sabatier
reaction would also take place on this surface through the
reduction of CO to C and its later hydrogenation to CH,.
However, they did not provide direct evidence regarding
methane formation and no information was given regarding
either the turnover frequency (TOF) or the CO/CH,
selectivity.

The number of theoretical studies dealing with CO,
hydrogenation on Ni(111) is rather vast, with different models
being used as well. For instance, a cluster model study proposed
that the 2CO — C + CO,(g) disproportionation step
constitutes the key process for atomic carbon formation that
can be further hydrogenated to methane.** On the other hand,
Ren et al.*’ suggested three different mechanisms for CO,
methanation, concluding that the CO dissociation mechanism
was the most likely to occur. It is interesting to mention that
available studies regarding CO methanation on Ni(111) can
provide additional information for CO, hydrogenation, as many
elementary steps are coincident for both reactions. Thus, Zhou
et al*® studied the competition between the water-gas shift
(WGS) and CO methanation reactions on Ni(111), concluding
that the WGS reaction was more likely than the methanation
reaction. Similarly, Zhi et al.** investigated the CO methanation
and proposed that the mechanisms through the HCO and
HCOH species are the most favorable routes for methane
formation. In a recent DFT study of the RWGS reaction on
Ni(111) and Ni(311) surfaces, Zhang et al.* suggested that
Ni(311) should be more active than Ni(111) for the surface
redox mechanism in the RWGS reaction. There are also
combined experimental and theoretical studies, although they
seldom use the same models system. For instance, Vrijburg et
al>* studied CO, hydrogenation on bimetallic catalysts, Ni/
TiO, and NiMn/TiO, were used in the experiments, and
Mn,O,/Ni(111) and Ni(311) were used in the calculations.
Both experiments and calculations suggest a higher activity for
the bimetallic catalysts. Very recently, Vogt et al.** reported an
experimental and theoretical study for CO, hydrogenation
catalyzed by Ni. The experiments were performed over Ni
catalyst supported on different metal oxides, whereas the
calculations were carried out for several Miller low-index Ni
ideal surfaces and included a rather limited microkinetic
modeling. These authors provided experimental evidence that
methane is formed over the supported Ni catalysts, a conclusion
maintained by the theoretical study on the ideal surfaces.
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In the present study we combine periodic DFT calculations
including dispersion interactions with high-fidelity kinetic
Monte Carlo (kMC) simulations to obtain an in-depth insight
into the CO, hydrogenation mechanism on Ni(111) and to
provide direct, unbiased predictions of activity and selectivity
toward both the RWGS and Sabatier reactions under relevant
operating conditions. Macroscopic modeling through kMC or
microkinetic simulations are being increasingly used in
theoretical studies of heterogeneously catalyzed reactions
because they incorporate pressure and temperature effects
beyond a purely thermodynamic picture. Indeed, temperature
and pressure effects can have a decisive role in the catalytic
performance. Even if both kMC and microkinetic simulations
provide similar information regarding the macroscopic regime,
we have chosen the former because they do not rely on the
mean-field approximation and are spatially resolved, thus
including adsorbate mobility and reaction dynamics in an
explicit way.

B COMPUTATIONAL METHODS AND MODELS

DFT Calculations. The DFT-based calculations have been
carried out using the Vienna Ab Initio Simulation Package
(VASP) code® ™ with the frozen-core augmented wave
(PAW) method®” to describe the interaction between the
atomic cores and the valence electron density. Since the exact
universal functional remains unknown, the choice of the density
functional is always an open issue and a matter of discussion. In
view of recent benchmark studies®*™®' showing that the rather
recently proposed BEEF-vdW functional®' provides an agree-
ment with the available experimental data better than other
commonly used functionals, we decided to use this functional
that includes nonlocal correlation effects as well. For the
scrutinized systems this functional exhibits mean absolute
deviations usually lower than 0.3 eV, although this is dependent
on the training data considered.

Spin polarization has been considered to account for the
magnetic properties of nickel. The optimized nickel lattice
parameter is 3.54 A, in good agreement with the experimental
value of 3.52 A.°> The Ni(111) surface—featuring hep, fec,
bridge, and top adsorption sites—has been modeled by a slab 3
X 3 supercell model containing four atomic layers with a 20 A
vacuum width between periodically repeated slabs, to avoid
spurious interactions. The two bottom layers of the slab have
been kept fixed at their bulk positions to provide an appropriate
bulk environment to the two outermost surface atomic layers
that have been allowed to fully relax in the geometry
optimization calculations involving either the clean or
adsorbate-covered surface. A cutoff energy for the plane wave
expansion of 415 eVand a (7 X 7 X 1) Monkhorst—Pack® k-
point mesh for sampling the first Brillouin zone have been used
in all the calculations. A 1075 eV threshold has been selected for
the electronic energy optimization, while ionic relaxation has
been allowed until the forces acting on the atoms were smaller
than 0.01 eV A~

Transition states (TS) have been located by means of the
climbing-image nudged elastic band method.”*®® The initial
guesses for the employed intermediate images have been
generated by means of the Atomic Simulation Environment
packahg_eéﬁ using the image dependent pair potential proce-
dure.”” The located TS structures have been properly
characterized by pertinent frequency analyses, ensuring that
they only exhibit one imaginary frequency. Frequency
calculations have also been performed for all of the adsorbed

https://dx.doi.org/10.1021/acscatal 0c01599
ACS Catal. 2020, 10, 8077-8089
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Figure 1. Reaction network proposed for the CO, hydrogenation (left) and H, oxidation (right). The redox pathway (red), formate pathway (dark
blue), and carboxyl pathway (dark green) are considered for the RWGS reaction. The C hydrogenation pathway (magenta), HCO hydrogenation
pathway (light blue), and COH hydrogenation pathway (light green) are considered for the Sabatier reaction. Black lines are for elementary steps that
interconnect different pathways. Dark yellow and purple stand for reactants and products of the CO, hydrogenation reactions, respectively. Reversible

steps are represented by double arrows.

species to ensure that they correspond to minima in the
potential energy surface. In the calculation of reaction rates (vide
infra), low-frequency modes below a cutoff value of 6.9 meV
have been set to this cutoff value in order to approximate the
entropy from a pseudotranslational/pseudorotational degree of
freedom (see Section 1 in the Supporting Information for
further details). The energy of an i gas-phase molecule (Eyy)),
has been calculated by placing a single molecule in an
asymmetric box of dimensions 9 X 10 X 11 A% considering
only the I' point. We have used an asymmetric box to ensure
convergence to the lowest energy state of the species. Then, the
adsorption energy of any i of the considered 21 surface species
(E.q5,) has been calculated as

Eogsi = Eigap — Eawn — Eigg) 1

where E(;g, is the energy of the i species adsorbed on the
surface and Ey,, is the energy of the relaxed pristine surface. With
this definition, a negative value of E,4; represents a favorable
adsorption on the surface. The energy barriers and reaction
energies are computed, as usual, taking the difference between
the total energy of TS and reactant optimized structures and
between the total energy of adsorbed products and reactants in

8079

their optimized structure. Both reaction energies (AE,,) and
energy barriers (AE}) reported in this work include also the
contribution from the zero-point vibrational energies calculated
within the harmonic oscillator approximation. This contribution
is also taken into account on considering adsorption/desorption
rates of reactants and products and involves both gas-phase and
adsorbed species.

kMC Simulations. The present reaction model involves 25
different species (i.e., 6 gas-phase molecules and 19 adsorbed
intermediates) and a total of 86 processes, as shown in Figure 1.
The kMC method®®® simulates the system time evolution at
the molecular level, in such a way that each elementary process
has an associated transition rate (i.e., adsorption rate, diffusion
rate, reaction rate, efc.). In this work, we have used the graph-
theoretical kMC approach’® combined with cluster expansion
Hamiltonians’"”* for the adlayer energetics as implemented in
the Zacros code (version 1.01).”%”" A lattice model consisting of
a two-dimensional hexagonal periodic grid of L X L points has
been used to mimic the hexagonal symmetry of the Ni(111)
surface. Each point in the lattice model corresponds to a coarse-
grained site that represents a catalytic site of the Ni(111) surface
(iie., fec, hep, bridge, or top sites). The convergence with respect

https://dx.doi.org/10.1021/acscatal 0c01599
ACS Catal. 2020, 10, 8077-8089
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Table 1. Adsorption Energies (without ZPE) of Intermediate Species in Their Most Favorable Site”

Endx,l
species i site this work RPBE’' PBE" PBE>* pwor*
C hep —6.35 —6.00 —6.89 —6.61
CH fec -5.94 —5.90° —6.41 —6.84 —6.47
CH, fec -3.64 -3.30 —4.03 —4.07
CH,0 fec —0.58 -0.20° —0.84
CH,0H top-top —-147 —1.00° —1.56° —1.68°
CH, fec —1.64 -1.30 -1.89 -1.94
CH,0 fec -2.59 -1.90 275
CH;0H top-top -0.36 —0.03° —-0.37°
CH, top -0.13 0.13¢
co hep -1.61 —1.50 -1.93 -2.09 -1.91
Co, top -0.16 0.03° —0.01¢ -0.12°
COH hep —4.02 -2.10 —4.39 —442° —4.45
H fec 275 —2.80 —2.80 277 -2.78
H, fec/hep —0.68" —-0.95¢ —0.25°
H,0 top 026 —0.02° 027 047 —0.33
HCO fec —2.05 —1.80° —227 —2.49° —2.36°
HCOH fec —-2.65 —2.40 -3.88 -3.91°
HCOO top-top -293 -2.88 -3.02
OH fec -3.22 -2.50 -3.27 -3.34 -3.54
o fec -5.30 —4.50 -5.39 —4.81 -5.76
t-COOH top-top 213 —-2.30° -225° —2.54°

“The adsorption sites in the literature are assumed to be the same unless it is specified. All values are in eV. “The calculated value corresponds to
the dissociative adsorption of H, with an H on the fcc site and the other H on an hcp site. “The literature value corresponds to the CH, dissociative
adsorption into CH; and H. “The literature value corresponds to the H, dissociative adsorption into two H. Both literature values are calculated at
T =800 K and P = 1 bar and consider species at infinite distance. “Adsorption energy corresponding to a adsorption site different from that

presented in this study.

to the lattice size has been verified by computing the steady-state
TOFs and coverages with different L = 8, 12, 16 values,
concluding that the results from a 8 X 8 lattice virtually coincide
with those obtained using larger surface models. Consequently,
the 8 X 8 lattice has been used in the subsequent calculations;
further details are given in Section 2 in the Supporting
Information. In this 8 X 8 lattice model, each adsorbed species
can interact with its six nearest neighbors in the hexagonal
periodic grid. Species that occupy a single adsorption site in the
DFT calculations are considered to occupy a single site in the
kMC lattice, while species that occupy two neighboring
adsorption sites in the DFT calculations are represented as
bidentate adsorbates during the kMC simulations. For readers
unfamiliar with the kMC method, we suggest the very recent
tutorial from Andersen et al.*®

In this study we have considered as a reaction model an ideal
mixture of two gas-phase reactants (i.e, CO, and H, at given
partial pressures and temperature) continuously impinging on
an initially empty and thermalized Ni(111) surface, where along
list of surface processes can take place, and afterward, the formed
products leave the surface region. Hence, the present model
simulates a differential flow reactor with constant reactant flux
and temperature. Therefore, reactants are allowed to adsorb and
desorb, while products are only allowed to desorb. The reaction
model involves the most relevant reaction mechanisms
proposed in the literature, including three different reaction
routes for the RWGS reaction and three different reaction routes
for the Sabatier reaction. For completeness, we have also
considered the possible formation of side products such as
formaldehyde (CH,0) and methanol (CH;OH), although their
formation is generally not observed on Ni-based catalysts. The
total number of 86 processes included in our reaction model

8080

correspond to 36 reversible steps (i.e., adsorption, desorption, or
surface chemical reaction), which include both forward and
reverse processes plus S irreversible desorption steps and 9
reversible but symmetrical diffusion steps.

The expressions used to calculate the transition rates of all
processes are described in detail in Section 3 if the Supporting
Information. Mostly, transition state theory and DFT data were
used. Due to the large number of species involved in our reaction
model, we have truncated the cluster expansion to first-nearest-
neighbor two-body terms. The cluster expansion includes
pairwise lateral interactions for all of the reactants and product
pairs as well as pairwise lateral interactions between the most
relevant species during the simulations defined as species with
significant coverage and key intermediate species. Overall, 19
different one-body terms and S0 different two-body terms are
included in the cluster expansion, which are given in Tables S3
and S4 in the Supporting Information, respectively. The one-
body terms were calculated as the formation energies of the
adsorbed species, and the two-body terms were obtained as the
difference between the formation energies of the coadsorbed
species and the formation energies of the isolated species.
Further details regarding the calculation of formation energies
and the cluster expansion used are given in Sections 4 and S in
the Supporting Information, respectively. Note that our reaction
model involves processes with very dissimilar energy barriers,
resulting in reaction rates differing by several orders of
magnitude. The concomitant difference in time scales has
been handled by manually scaling the reaction rates of fast
processes by using a scaling factor (i.e, @ < 1) and ensuring that
such scaling does not affect the final results; this is further
described in Section 6 in the Supporting Information. This

https://dx.doi.org/10.1021/acscatal 0c01599
ACS Catal. 2020, 10, 8077-8089
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Table 2. Reaction Energies (AE,,) and Energy Barriers (AE%) for All of the Considered Processes Including the Zero-Point

Energy Term along with Relevant Published Data“

literature value AE*

this work
ID: surface process AE,, AE§

R1: CO,p + * = CO, —0.14 0.0 (0.14)

R2: CO = COy) + * 1.58 1.58 (0.0)

R3: Hyp + 2% = 2H —0.60 0.26 (0.86)
R4: CO,+*=CO+0 —0.69 0.86 (1.55)
RS: CO, + H = HCOO 0.04 1.06 (1.02)
R6: CO, + H= COOH 0.51 1.35 (0.84)
R7: CO, + OH = COOH + O 035 047 (0.12)
R8: CO, + H,0 = COOH + OH 0.17 0.20 (0.03)
R9: CO, + OH = HCOO + O —-0.12 1.70 (1.82)
R10: CO, + H,0 = HCOO + OH 031 1.61 (1.92)
R11: COOH + * = CO + OH —-1.04 0.50 (1.54)
R12: COOH + * = COH + O —0.08 1.28 (1.36)
R13: HCOO = O + HCO 0.53 1.39 (0.86)
R14:CO+*=C+0 143 2.98 (1.55)
R1S: HCO + * = CO + H —1.26 021 (1.47)
R16: HCO + * = CH + O 031 1.10 (1.41)
R17: COH + * = CO + H -112 121 (2.33)
R18: COH + * = C + OH 0.47 1.81 (1.34)
R19: C+H = CH + * —0.49 0.78 (1.27)
R20: CH + H = CH, + * 0.31 0.65 (0.34)
R21: CH, + H = CH, + * —0.08 0.60 (0.68)
R22: HCO + H = CH,0 + * 0.37 0.82 (0.45)
R23: HCO + H = HCOH + * 0.60 1.13 (0.53)
R24: COH + H = HCOH + * 0.73 0.88 (0.15)
R25: HCOH + * = CH + OH -0.75 0.72 (1.47)
R26: HCOH + H = CH,0H 022 0.63 (0.41)
R27: CH,OH = CH, + OH —0.67 0.71 (1.38)
R28: CH,OH + H = CH;0H + * —0.29 0.74 (1.03)
R29: CH,O + H = CH,0H 0.45 1.00 (0.55)
R30: CH,0 + * = CH, + O —-0.38 0.96 (1.34)
R31: CH,0 + H = CH,0 + * -0.33 0.52 (0.85)
R32: CH;0 + * = CHy + O —-0.14 1.36 (1.50)
R33: CH,0 + H = CH;0H 0.48 143 (0.95)
R34: CH;OH = CH, + OH —0.46 1.80 (2.26)
R35: O +H = OH + * 0.16 1.28 (1.12)
R36: OH + H = H,0 + * 035 1.25 (0.90)
R37: OH + OH = O + H,0 0.19 042 (0.23)
R38: H,0 > * + H,0(y 0.20 0.20 (0.0)

R39: CH, + H > CHy + 2% —-022 0.87 (1.09)
R40: CH;OH — CH;OHy) + 2* 0.31 0.31 (0.0)

R41: CH,0 — CH,O ) + * 0.58 0.58 (0.0)

DI: G+ * = Gy + * —0.04 0.31 (0.35)
D2: Op + * = Opgp + * 0.10 042 (0.32)
D3: Hy + * = Hyg + * 0.02 0.12 (0.10)
D4: COp +# = COp + * —0.01 0.11 (0.12)
DS: OHp + * = OHg, + * 0.09 0.19 (0.10)
D6: HyOyop + * = HyOyp + * 0.00 0.08 (0.08)
D7: CHge + * = CHyg, + * 0.02 0.32 (0.31)
D8: CHyge + * = CHypep + * 0.04 0.19 (0.15)
D9: CHiyg + * = CHypgy + * 0.02 0.15 (0.13)

PBE" PW91* PBE™
0.0 (0.01) 0.12 (0.0)
1.90 (0.0) 1.91 (0.0) 2.09 (0.0)
0.01 (0.82) 0.13 (1.18) 0.08 (1.37)
0.60 (1.56) 0.57 (1.53)
0.86 (0.99) 0.71 (1.05)
1.11 (0.93) 0.80 (0.88)
0.19 (0.20) 1.06 (1.30)
0.0 (0.0) 0.0 (0.0)
1.42 (1.75) 122 (1.62)
1.33 (1.88) 122 (1.81)
0.44 (1.40) 0.50 (1.22)

1.50 (1.41)

1.14 (0.73) 1.26 (0.74)
2.88 (1.60) 3.74 (2.32) 3.01 (1.59)
0.19 (1.44) 0.21 (1.38) 0.20 (1.35)
1.04 (1.54) 1.16 (1.44) 1.28 (1.43)
0.95 (1.91) 1.02 (1.94) 0.85 (1.81)
1.86 (1.34) 2,01 (1.35) 2.07 (1.46)
0.86 (1.39) 0.92 (1.38) 0.91 (1.32)
0.74 (0.36) 0.74 (0.40)
0.63 (0.66) 0.77 (0.85)

0.53 (0.29)
1.14 (0.71) 0.92 (0.58)
0.83 (0.10)
0.72 (1.45) 0.79 (1.26)
0.87 (0.53) 0.87 (0.62)
0.65 (1.35) 0.85 (1.23)

1.06 (0.76)

141 (1.57)

0.65 (1.01)

1.53 (1.57)

1.31 (0.85)
1.17 (0.97) 121 (1.15) 1.16 (1.01)
1.27 (0.86) 1.32 (1.02) 1.15 (0.90)
0.48 (0.27) 0.0 (0.0)
0.27 (0.0) 0.33 (0.0) 0.47 (0.0)
0.0 (0.03) 0.96 (1.13)

0.37 (0.0)

0.83 (0.0)

“Backward energy barriers are also shown in parentheses. Note that literature values (i.., AE¥) do not include The ZPE term. An asterisk

represents a free adsorption Site. All values are in eV.

pragmatic solution has been successfully applied in several
previous kMC studies.”>™"

For each operating condition, we have carried out five kMC
simulation runs over an initially pristine Ni(111) surface using

different random seeds. In this way, a larger part of the
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configuration space is explored, in comparison to running one
single very long simulation. To obtain the final results, the
resulting steady-state macroscopic properties such as TOFs and
coverages have been averaged, whereas the error bars have been
taken as the standard deviation among the different kMC

https://dx.doi.org/10.1021/acscatal 0c01599
ACS Catal. 2020, 10, 8077-8089
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Figure 2. Potential energy diagrams corresponding to the RWGS reaction: (a) redox mechanism; (b) formate mechanism; (c) carboxyl mechanism
and the Sabatier reaction; (d) C hydrogenation mechanism; (e) HCO hydrogenation mechanism; (f) COH hydrogenation mechanism. All values
include the zero-point energy term, and coadsorbed species are assumed to be at infinite distance.

replicas. The total number of kMC steps was on the order of 10°
for all working conditions. All of the simulations have been
performed using an initial CO, and H, reactant mixture with a
1:4 ratio at total pressures of 1 and 10 bar and temperatures of
573.15 and 673.15 K, which are typical operating conditions.”**
Each simulation has been allowed to achieve a steady state in
which no variations of the surface coverage for intermediate
species are observed, with the exception of small fluctuations
resulting from the stochastic nature of the method. Then, the
TOF is calculated as the number of product species formed per
site and unit time. Moreover, to unveil the dominant reaction
mechanism that controls the reaction, the event frequency of the
different processes has been analyzed.

Optimized structures (i.e, VASP CONTCAR files) of all
relevant stationary points and Zacros input files for the kMC
simulations have been made available on a public GitHub
repository: https://github.com/plozanore/DFT_-_kMC_
CO2 - H2 Ni_I1L
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B RESULTS AND DISCUSSION

DFT Results. We start by noting that a total of 21 adsorbed
species and 7 gas-phase species are involved in the considered
mechanisms for the RWGS and Sabatier reactions. The
adsorption energies for all of the species have been calculated
for each of the four possible high-symmetry adsorption sites (see
Section 7 in the Supporting Information for further details).
Table 1 summarizes the adsorption energies for all of the species
in their optimized structures at the most favorable site along with
already published data for comparison.*****"** The present
results are in close agreement with published data, even though
some discrepancies are found, not only on the adsorption energy
values but also on the reported most stable adsorption sites for
some adsorbates, especially for the largest ones. In general,
PBE**? and PW91** functionals tend to overestimate
adsorption energies with predicted values larger than those
obtained from RPBE’' or BEEF-vdW (Table 1). Moreover,
there is a rather good agreement between the calculated CO heat

https://dx.doi.org/10.1021/acscatal 0c01599
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of adsorption (ie, —1.55 eV at 300 K for 0.11 ML) and the
experimental value of ~—1.3 eV on hollow sites at 0.25 ML
coverage and 300 < T < 425 K.””7% Note that the higher the
coverage, the lower the adsorption energy, due to the repulsive
CO-CO interaction. In addition, the present study nicely
reproduces the experimental heat of adsorption hollow > bridge
> ontop trend (see Table S7 in the Supporting Information).

For larger adsorbates such as CH,OH, CH;OH, HCOO and
t-COOH, the PBE and PW91 adsorption energies are closer to
the present BEEF-vdW-calculated values. However, this could
be a result of error compensation in all previously reported DFT
studies on this system, since PBE/PW91 overbinding is still
present but the dispersion contributions are neglected. These
interactions are especially important for the largest intermedi-
ates and physisorbed (nonpolar) molecules such as CO, or CH,,
and their inclusion can produce very large changes in the
predicted reaction rates, as has been shown for the WGS
reaction on Cu(321).”’

To provide unambiguous insight regarding the mechanism
that governs CO, hydrogenation on the Ni(111) surface, all
possible relevant reaction mechanisms reported in the literature
have been explicitly considered with the complete reaction
network summarized in Figure 1. Table 2 reports the calculated
reaction energies (AE,,) and energy barriers (AE¥) for all
considered elementary steps, along with already published data
to facilitate their comparison. Note that the present values
include dispersion interactions and the zero-point energy (ZPE)
term, while both are neglected in previous works. With this
information at hand, three different mechanisms for the RWGS
reaction and three different mechanisms for the Sabatier
reaction can be distinguished, which are discussed on the basis
of the corresponding calculated potential energy diagrams
(PEDs). The possible desorption of some side species such as
formaldehyde and methanol are also accounted for, although
this is not included in the reported PEDs.

The three proposed mechanisms for the RWGS reaction are
the reverse of the redox, formate, and carboxyl pathways in the
WGS reaction, respectively (see Figure 2 for PEDs), which differ
in the way CO is produced. In the redox pathway (Figure 2a),
CO is directly produced by CO, dissociation (i.e., R4, AEf =
0.86 eV) and water is formed by hydrogenation of adsorbed
atomic O. The formate pathway (Figure 2b) involves the
formation of HCOO by the reaction between CO, and H (RS,
AE§ = 1.06 eV). Next, HCOO dissociates to produce adsorbed
HCO and O species (R13, AEf = 1.39 eV), with subsequent
dissociation of the former species (R15, AE§ = 0.21 eV), leading
to the formation of adsorbed CO. Again, water is formed by
hydrogenation of adsorbed O. Finally, the carboxyl pathway
(Figure 2c) is related to the formation of COOH. In this
mechanism, adsorbed CO, and H react to produce COOH (R6,
AEf = 1.35 €V) and then CO can be produced either by direct
COOH dissociation (R11, AEf = 0.50 eV) or via the COH
intermediate (R12, AE(;’ = 1.28 eV, and R17, AE§ =121¢eV,
respectively).

Among the mechanisms proposed in the literature for the
RWGS reaction, the redox pathway is by far the most favored
route for CO production, since the energy barrier for CO,
dissociation is lower than those for HCOO or COOH formation
and it is a unimolecular step, which makes it more probable to
occur than a bimolecular step, in agreement with previously
reported results.’”***” Both formate and carboxyl pathways
involve hydrogen-assisted steps, and they will only be feasible at
high H coverage. Among them, HCOO formation (RS) has a
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lower energy barrier than COOH formation (R6). However,
after HCOO formation, the system can go backward because the
reverse energy barrier for this process is lower than that for
further dissociation to produce HCO (R13). Conversely, if
COOH is formed, it will dissociate mainly to produce CO (R11)
in comparison with the reverse R6 and RI2 processes.
Therefore, it is not clear which of these two mechanisms will
dominate, although the current DFT calculations clearly suggest
that both of them will be hardly relevant and that the redox
mechanism should prevail, suggesting CO, dissociation as the
rate-determining step.

The three proposed mechanisms for the Sabatier reaction are
the carbon hydrogenation pathway, the HCO hydrogenation
pathway, and the COH hydrogenation pathway, as also
summarized in Figure 2. These mechanisms differ in the way
CH; is produced, which is finally hydrogenated to methane. In
all mechanisms it is assumed that CO is formed via the redox
pathway and then it reacts to produce the key intermediate of
each mechanism. Note that key intermediates could also be
obtained from other elementary steps (see Figure 1) that are not
included in the PEDs. The C hydrogenation pathway (Figure
2d) starts with the formation of atomic C species, either from
CO dissociation (R14, AEf = 2.98 eV) or from COH
dissociation (R18, AE¥ = 1.81 V), and further hydrogenation
to produce CH;. The HCO hydrogenation pathway (Figure 2e)
is related to the formation of the key intermediate HCO via the
HCOO dissociation (R13, AEf = 1.39 eV) or from H + CO
hydrogenation (reverse R1S, AE} = 1.47 V). Next, HCO is
hydrogenated to CH;O, which can dissociate to produce CH,.
Finally, the COH hydrogenation pathway (Figure 2f) involves
the formation of the key intermediate COH via the COOH
dissociation (R12, AEf = 1.28 eV) or the CO + H
hydrogenation (reverse R17, AE} = 2.33 V). Next, COH is
further hydrogenated to methanol, which then dissociates to
produce CHj. Apart from these three main mechanisms, there
are many elementary interconnecting steps, which are
responsible for the high complexity of the CO, hydrogenation
landscape on Ni(111), as shown in the reaction network in
Figure 1. For instance, dehydroxylation of CH,OH species leads
to CH, species, providing hybrid reaction routes combining the
COH hydrogenation and C hydrogenation mechanisms.
Similarly, CH,O species can deoxygenate to produce CH,
species, providing connections between the HCO and C
hydrogenation mechanisms. Note also that, in addition to the
final products of the RWGS reaction (i.e, COy, and H,O(y)
and the Sabatier reaction (ie., CH,() and HZO(K)), other
intermediate species are present which can desorb, leading to
side products. This is the case for methanol (CH3OH(g)) and
formaldehyde (CH,0()).

By inspection of all the different possibilities provided by the
full reaction network, the most feasible reaction route to CHyg)
production seems to be through CO formation via the redox
mechanism, followed by its possible hydrogenation to HCO
(reverse R15, AE§ = 1.47 €V). Then, in a H-dominated regime,
HCO could be further hydrogenated to CH,O (R22, AEJ = 0.82
V), then deoxygenated to CH, (R30, AEf = 0.96 eV), and
finally hydrogenated to CH,,). On the other hand, in a system
with low H coverage and high availability of surface free sites,
HCO could be deoxygenated to CH (R16, AEJ = 1.10 eV) and
finally hydrogenated to CH, ). Hence, the most favorable route
for methane production would involve the RWGS redox
mechanism to form CO, followed by a combination of the
HCO and C hydrogenation mechanisms. However, there are

https://dx.doi.org/10.1021/acscatal 0c01599
ACS Catal. 2020, 10, 8077-8089



CO:z conversion over Ni(111)

ACS Catalysis

pubs.acs.org/acscatalysis

Research Article

a) CO —»CO(g)+" |——— TOFCO = 0.0564 + 0.0004 molec - site™ s/
H0 —5 Hy0(g) +* p—

OH+OH 4—b H0+0 B

OH+H < H,0 + + |—

W Forward reaction
W Backward reaction

O+H 44 OH+* -
COOH #—» €O +OH
C0,+H +—» COOH
CO+H 4P HCO+" Working conditions:
C0,+ H «— HCOO T=57315K
€O, +OH +*4—b COOH +0 - Py, =0.8 bar
CO+*4—b CO+0 . Pco, = 0.2 bar
H(g)+2' 4> 2H
COz(g)+* 4 CO2 -
1078 107 10! 1§ 108 107
Frequency /s"
) €O —#+COg)+" |———— TOFCO = 0.408 +0.004 molec - site™ s°'

H0 —> HyOg) +*  pr——
OH+OH «—b H04+0
OH 4 H b Hy0 4 [ —

O+H 4> OH+*
COOH 4 CO+OH
€O, +H 4—# COOH
CO+H4—>HCO+*

Working conditions:
T=573.15K

Py, =8 bar

Pco, =2 bar

€O, + H %— HCOO
€O, +OH +* 4—» COOH +0
CO,+* 4> CO+0
Ha(g) +2* 4—b 2H
COz(g) +* 4> CO2

1078 1071 10! 103 105 107
Frequency /s

D) co —Cog + [—— TOFCO = 0.726 £ 0.003 molec - site” 5!
a0 —» Hy0(g)+*

OH4H 4—bHO +*

O4+H <> OH4*
COOH<— CO+OH
CO;+H 4—b COOH

CO+H4—PHCO+*

[P

OH+OH 4 Hy0+0  [EE—
—
Working conditions:

—

CO,+H 4—# HCOO T=67315K
CO, +OH +* 4—» COOH+0 Py, =0.8 bar
CO,+* 4 CO+0 Pco, = 0.2 bar
Ha(g) +2 4 2H —
COz(g) +* 4—¥ CO2 -
1078 107 10! 103 108 107
Frequency /s~
d) CO —>COg+ TOFCO =564 molec - site”! 5™

H0 — Ho00)+ —
OH+OH 4 H,0+0 | ——
OH +H < Hy0 + * P———

O+H 4—» OH+" —
COOH<4— CO+OH
€O, +H 4—» COOH

CO+H4—PHCO+*

Working conditions:
T=673.15K
Py, = 8 bar

CO;+H 4— HCOO
2 Pco, =2 bar

€O, + OH +*4—# COOH +0
€O+ 4> CO40
Ha(g) +2' 4—b 2H
COz(g) +* 4—> CO2

1078 107 10! 103 105 107
Frequency /s-1

Figure 3. Event frequency of the CO, hydrogenation reaction under four different working conditions: (a) T = 573.15 K, Py, = 0.8 bar, P, = 0.2 bar;
(b) T = 573.15 K, Py, = 8 bar, Pco, = 2 bar; (c) T = 673.15 K, Py, = 0.8 bar, Pco, = 0.2 bar; (d) T = 673.1S K, Py, = 8 bar, P, = 2 bar.

some thermodynamic and kinetic aspects that make CH,,
production hardly achievable. The first challenge is the presence
of bimolecular hydrogenation steps, which are obviously much
slower than several unimolecular steps. Moreover, if CO is
hydrogenated to HCO through reverse R1S, the system will
probably move backward, since the energy barrier in the
backward direction for this elementary step is only 0.21 eV.
Moreover, it is very likely that CO will desorb rather than follow
the reaction path toward methane, methanol, or formaldehyde.
The main reason is that, once a CO molecule is formed, it will
desorb (R2, AE,, = AEj= 1.58 €V) rather than react to form C,
COH, or HCO. The first two processes are kinetically impeded
due to extremely high energy barriers (AEf = 2.98 and 2.33 eV,
respectively). On the other hand, although the HCO formation
process through reverse R1S has an energy barrier AEf = 1.47
€V) similar to that of CO desorption, it is a bimolecular process,
hence requiring a neighboring H adsorbate. Even in the case of a
H-dominated regime, where the concentration of HCO could be
significant, the system would again move backward, due to its
very low energy barrier (AEJ = 0.21 eV).

Overall, a first inspection of the full DFT energy landscape
seems to suggest that the RWGS reaction should dominate on
Ni(111) with COyg being the main product through the redox
mechanism. However, as mentioned in Section 1 in the
Supporting Information, a more quantitative and rigorous
description of the kinetics of such a complex reaction network
requires the simultaneous consideration of all involved steps
under the working conditions of pressures and temperatures;
this is precisely the aim of the next section.

kMC Results. To gain further insight into the mechanism of
CO, hydrogenation on Ni(111), kMC simulations have been
carried out under the typical operating conditions for the
Sabatier reaction on Ni-based catalysts;* thus, pressures of 1 and
10 bar and temperatures of 573.15 and 673.15 K are considered.
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These simulations involved a CO,/H, mixture with a 1:4 ratio,
although additional runs with a 1:1 CO,/H, mixture lead to the
same results. We start by analyzing the TOF and the event
frequencies of the main elementary steps, which will allow us to
provide estimations of catalyst activity and selectivity and also to
unveil the dominant mechanism that controls the reaction.

The TOFs and event frequencies of the main elementary steps
under the four different operating conditions are shown in
Figure 3. Clearly, no methane formation is observed under any
of the studied conditions, as implied also by the DFT
calculations. Even if the simulations show that some HCO is
produced through CO hydrogenation, which could be an
important intermediate toward methane production, the energy
barrier for HCO dissociation is very small, thus evolving back to
CO and hence hindering the CH formation and subsequently
the hydrogenation to methane. Figure 3 clearly shows that CO,
hydrogenation on Ni(111) is dominated by the RWGS through
the redox route (R4 step in Figure 1), also in agreement with
what is inferred from the analysis of the DFT energy profiles.
Interestingly, the carboxyl pathway is also active, with COOH
being produced by reaction of CO, with either H (R6) or OH
(R7). Nevertheless, COOH dissociates to produce CO through
the R11 step. In any case, the frequency of CO formation
through the carboxyl pathway is between 2 and 3 orders of
magnitude smaller than that through the redox pathway. This
clearly suggests that the CO, dissociation step is the rate-
determining step. This has been confirmed by calculating the
Campbell degree of rate control® for the three competing
processes starting from CO, (i.e, R4, RS, and R6) at several
temperatures (see Table S8 in the Supporting Information for
further details).

With regard to the formate pathway, Figure 3 shows that
indeed HCOO is formed but evolves backward to CO,, meaning
that this third mechanism does not contribute at all toward the

https://dx.doi.org/10.1021/acscatal.0c01599
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Table 3. Coverage Value of Some Species during the Simulations under Different Working Conditions

coverage (0)

T = §73.15 K, Py, = 0.8 bar,

Peo, = 02 bar Pco, = 2 bar
Oy 12.69 + 0.08 17.33 + 0.06
Oco 0.031 + 0.004 0.140 + 0.019
0o 0.170 + 0.011 0227 + 0.011
Oco, 0.769 + 0.008 0.926 + 0.018
Oon 0.007 + 0.004 0.023 + 0.006

T =573.15 K, Py, = 8 bar,

T = 673.15 K, Py, = 0.8 bar, T = 673.1S K, Py, = 8 bar,

Peo, = 02 bar Pco, = 2 bar
7.69 + 0.06 1236 + 0.09
0.007 + 0.003 0.020 + 0.004
0.675 + 0.028 0.810 + 0.024
0.695 + 0.011 0.775 + 0.023
0.055 + 0.004 0.076 + 0.004

RWGS reaction. Figure 3 also shows that, despite the scaling
down of the adsorption/desorption step rates, the system spends
most of the simulation time precisely adsorbing and desorbing
CO,. This result agrees with the low desorption energy of CO,
(0.14 eV including ZPE correction), significantly lower that the
energy barriers for other CO,-related processes such as R4—R10
and also much less accessible because they are mainly
bimolecular. At 573 K, the second most time consuming
process is H, dissociative adsorption and its subsequent H
recombination back to Hy (). Although the energy barrier for this
recombination is quite high (i.e., reverse R3, AEj = 0.86 eV), it is
lower than other energy barriers for steps involving H (e.g,, with
0, OH, CO,, or CO, the species with the highest coverages; vide
infra). Moreover, it is more likely that neighboring H—H pairs
are found in the lattice due to the dissociative Hy(g) adsorption,
in comparison to other pairs such as H—O, H-CO,, and H—
CO. These event frequency diagrams also show that, when a
diffusing H atom finds an O atom arising from CO, dissociation,
the system spends a considerable amount of time forming OH
(R3S) and going backward. In comparison to the others, the
relative event frequency for this step increases with temperature
because it is an endothermic process.

Water is mainly formed through OH hydrogenation (i.e., R36,
AE§ = 1.25 eV), although to a lesser extent it is also formed by
the disproportionation of two neighboring OH species (i.e.,
R37, AE§ = 0.42 eV). The energy barrier for the latter process is
much lower, but its event frequency is 2—3 orders of magnitude
lower because of the very low OH coverage (vide infra). Finally,
the kMC simulations evidence that changes either in the
reaction temperature or in the partial pressure of reactants have
no significant effect, other than affecting the event frequency of
all processes in a fairly homogeneous way. Obviously, as the
temperature or pressure is increased, the overall TOF also
increases (see Figure 3).

The steady-state (final) coverages of the main surface species
are reported in Table 3. Under all studied reaction conditions,
the coverage of all the intermediate species is below 1%, with the
sole exception of atomic H, which has a coverage of around 7—
17% depending on the T and P values. These results are a
consequence of the adsorption of reactants, intermediates, and
products over Ni(111) being too weak. According to the Le
Sabatier principle, catalysts that present binding which is too
weak or too strong for adsorbed species exhibit low activity. This
is precisely what is observed; the TOF values reported in Figure
3 under different reaction conditions are all very low. These low
values could be seemingly in contrast with the experimental
evidence that Ni-based catalysts are active toward the RWGS
and Sabatier reactions.”” >**** Therefore, one can conclude
that the active sites are not located on the Ni(111) facets and
that the role of the Ni support and the size and morphology of Ni
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nanoparticles are likely to play important roles in the overall
process.

We have also computed the partial orders of reaction with
respect to both reactants and the apparent activation energy of
the overall reaction by performing different simulations at
varying temperatures and pressures. The calculated partial
orders at 673.15 K for CO, and H, are 0.82 and 0.21,
respectively (see Section S9 in the Supporting Information for
further details). The calculated apparent activation energies at 1
and 10 bar are 0.82 and 0.85 eV, respectively (see Section S10 in
the Supporting Information). Note that these values are very
similar to the energy barrier of the CO, dissociation step (i.e.,
0.86 eV), thus confirming that this is indeed the rate-
determining step. Unfortunately, to our knowledge, the
experimental apparent activation energy and partial orders of
reaction have not been reported.

Several theoretical studies**”*® and one experimental
work™ have claimed that CO, hydrogenation on Ni(111)
should produce methane. It is important to point out that the
experimental study supports this claim solely by the presence of
a peak at 283.3 eV attributed to adsorbed C, which is then taken
as an indication that methanation could follow. However, the
same study provides compelling evidence that CO, leads to CO
through the RWGS, which is in agreement with the present
results. The analysis of the present kMC simulations shows that,
under the scrutinized conditions, methanation will not take
place on Ni(111). The main bottleneck for methanation is that
CO desorption is much more favorable than any other
competing process evolving to methane such as HCO formation
(reverse R15, AEf = 1.47 eV) or CO dissociation (R14, AEF =
2.98 eV) (see also Figure 2d,e). That CO desorption blocks
methane formation is also supported by accurate measurements
of the heat of adsorption of CO on Ni(111) of ~—1.3 &V,”””*
even lower than the value predicted by the present or previous
DFT calculations (see Table 1). Nevertheless, since CO
adsorption energies that are too strong could be obtained as a
consequence of the selected functional, we have done a
sensitivity analysis of the CO desorption process. We concluded
that, even when the CO desorption rate is slowed by 2 orders of
magnitude (corresponding to a 0.26 eV stronger CO adsorption
energy), no methane is formed, and only CO is produced (see
Section S11 in the Supporting Information for further details).

Additional support for the present findings comes from the
work of Catapan et al.”> on the WGS reactions over both flat
Ni(111) and stepped Ni(211) surfaces which share the reverse
R1S and R14 elementary steps. These authors report energy
barriers and reaction energies similar to those reported in the
present study, thus supporting that methanation on Ni(111) and
Ni(211) surfaces is unlikely to occur. For the Ni(111) case, they
proposed the redox pathway involving the route through direct
CO, dissociation as the most plausible mechanism for the
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RWGS reaction, in agreement with the present findings. Note
that Zhang et al.*’ also reported the redox pathway as the most
plausible mechanism for the RWGS reaction on the Ni(111)
and Ni(311) surfaces, but from their data it is not possible to
predict whether Ni(311) will be active for methanation.
However, the study of Vrijburg et al.*® that couples DFT
calculations with microkinetic modeling shows that the Ni(311)
surface is active for methane formation. They found that for the
Ni(311) surface the COH intermediate is a possible source of
atomic C, which is further hydrogenated to methane, although
this would not be possible for Ni(111) or Ni(211) surfaces,
indicating that not all stepped surfaces may exhibit methanation
activity.

Regarding earlier theoretical studies on CO, hydrogenation,
Choe et al.™® claimed that CO disproportionation is a possible
source of methane formation. However, their result is an artifact
arising from excessively large adsorption energies for CO and
CO,. In our reaction network, this unusual CO disproportio-
nation step has not been included, precisely because the energy
barrier for CO disproportionation is higher** ™ than that
required for CO desorption. Ren et al.*’ proposed an optimal
mechanism for methane production from CO, via a route
involving CO, and CO consecutive dissociations. However, they
did not consider the much more favorable CO desorption
process and other important and competing processes for CO
reactions, which should notably affect the final reaction
products. In a recent experimental and theoretical study, Vogt
et al.*® presented a microkinetic modeling for CO, conversion
over several Ni facets, concluding that some methanation could
occur over these unsupported Ni facets. However, their reaction
network was quite incomplete and involved several important
limitations. For instance, their DFT study relied on the PBE
functional, a robust and broadly used functional, but neglected
dispersion energies and lateral interactions. Moreover, even
more critical was neglecting the CO desorption step in the
microkinetic modeling. As a result, an artificially too large CO
coverage was obtained which favored the H-assisted CO
dissociation process and hence the CH, formation.

Additional studies involving CO methanation and the WGS
reaction on Ni(111) could give valuable additional information
for understanding the CO, hydrogenation reaction much better.
Zhou et al.** suggested that the HCO route was the most
favorable pathway for methane production, although this
intermediate was more likely to undergo the WGS reaction
rather than the methanation reaction. However, these authors
neglected the HCO hydrogenation step to CH,0, which at high
H coverages would be more feasible than the HCO dissociation
to CH + O. Additionally, and more significantly, they also
neglected the possible HCO dissociation to CO + H, which
clearly hinders the Sabatier reaction, as shown in the present
work. Similarly, Zhi et al** proposed HCO and HCOH
dissociation steps as the most favorable routes for methane
formation from CO hydrogenation, but they did not consider
the possible CH, O formation or the low-energy barrier of HCO
dissociation to form CO + H, which plays an important role.
Moreover, since their energy barrier for CO hydrogenation to
HCO was lower than that for CO desorption, they also
neglected the CO desorption process. The present results clearly
confirm that CO desorption is a key step that cannot be
neglected, as it drives the CO, hydrogenation on Ni(111) to the
RWGS reaction rather than to the Sabatier reaction. The
importance of both CO desorption and HCO formation in
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tuning the selectivity from CO to CH, has been also shown in
CO, hydrogenation over Pt, Pt/SiO, ,and Pt/TiO,.”’

Bl CONCLUSIONS

DFT calculations along with kMC simulations have been
performed to unravel the molecular mechanism of CO,
hydrogenation on Ni(111), to determine the main products
and to provide unbiased meaningful insights regarding the
elementary steps governing the reaction. The reaction energies
and energy barriers for a total of 86 elementary processes,
conforming to a complete reaction network, have been obtained.
These correspond to three possible mechanisms for the RWGS
reaction and three possible mechanisms for the Sabatier
reaction. Among all of the proposed mechanisms for the
RWGS reaction, the redox pathway is by far the most favored
route to COy) production. This is because the energy barrier for
CO, dissociation is lower than those for HCOO or COOH
formation and it corresponds to a unimolecular process. For the
case of the HCOO and COOH routes, an analysis of the PEDs
alone is not sufficient to provide a conclusive idea regarding
which pathway is preferred. We have also analyzed the most
feasible route for methane production, which involves the
RWGS redox mechanism to form CO species, followed by a
combination of the HCO and C hydrogenation mechanisms.
However, the results show that several thermodynamic and
kinetic aspects make CH,(,) production hardly achievable. In
particular, we mention the presence of bimolecular hydro-
genation steps, the very low energy barrier for the HCO — CO +
H process, and the very likely CO desorption.

The present accurate kMC simulations have confirmed that
no methane is formed on Ni(111) under any of the operating
conditions studied, in contrast to what has been suggested in
some earlier DFT and microkinetic studies based on some
unreliable assumptions. kMC simulations also show that the
RWGS reaction dominates mainly through the redox mecha-
nism but also through the carboxyl mechanism to a lesser extent.
We have also confirmed that the CO, dissociation step is clearly
the only rate-determining step. Therefore, we conclude that
methane production observed experimentally on Ni-based
catalysts is not due to the large presence of Ni(111) facets of
the Ni nanoparticles and it should be likely a result of other
contributions involving a possible synergic effect between the Ni
particle and the support and also the existence of other sites that
may be present, depending on the particle morphology. This
calls for subsequent studies on the effect of the support and low-
coordinated sites on the CO, hydrogenation reaction.
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Chapter 4

RWGS on Nia/TiC and TiC(001) surfaces

4.1. Introduction

Heterogeneous catal ytic processes are of paramount importance in keeping the welfare of
nowadays societies, as amost 90 % of the chemical manufacturing processes over the
world are based on this technology.! Moreover, catalysis congtitutes one of the most
important strategies to mitigate the climate change emergency. To this end, considerable
attention has been paid to find suitable catalytic processes that are able to efficiently
convert greenhouse gases such as CO. into new value-added chemicals of industrial
interest—such as CO, methane or methanol—creating a Ci cyclic energy economy.?”’
Therefore, the exploration of new catalysts with superior activity and selectivity at alow
economic and environmental cost is of high interest. In thisregard, a deep understanding
on how catalysts behave and why they are (in)active or selective towards a specific
product is fundamental for arational design of novel catalysts, as inefficient and costly
trial and error procedures continue to be largely used as a research strategy.

Most common industrial catalysts consi st of small-to-medium size metallic clusters
or nanoparticles anchored to some support, usually zeolites, sulfides or metal oxides.!
Depending on the metal and the support, on the size and morphology of both constituents,
and on the working conditions used, it is possible to tune the catalytic activity and
selectivity towards the desired product. In the past decades, it was generally believed that
the role of the support was merely to efficiently disperse the metalic clusters or
nanoparticles, hence increasing their effective surface area with the concomitant
enhancement of the system catalytic activity. However, thereis increasing evidence that
the role of the support goes well beyond this ssimplified picture and that the interaction
between the metal and the support could be crucia for the new reactivity observed. This
interaction, also known as strong metal-support interaction (SMSI) was introduced by
Tauster and coworkers in the late seventies.®1° In their semina works, these authors
found that the SM S| is detrimental for the activity, but the origin of these effects was not
clear. Nevertheless, this was finally understood as a capping of the metal nanoparticles
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by support islands during the experiments, which induced a reduction of the metal active
sites with the concomitant decrease of the catalytic activity. However, thereisalso strong
evidence that SMSI can be beneficial and enhances the catalytic activity as reported by
many authors.'*6 Moreover, it has also been shown that the support plays an important
role, which adds importance to the SMS| as a possible way to tune the catalytic activity
and selectivity.!” Therefore, a complete understanding on how strong metal-support
interactions affect the way intermediate species interact with the catalyst is of paramount
interest for rational catalyst design.

In order to take benefit of metal-support interactions it is necessary to use supports
that truly bind metal atoms. Among the very different supportsused in catalys's, transition
metal carbides (TMCs)*® have emerged as exceptional alternatives to oxide surfaces.
TMCs have gained increasing interest as they combine physical properties of three
different classes of materials, these are: (i) the extreme hardness that covalent solids
present, (ii) the excellent thermal and electric conductivity of metals and (iii) the high
melting points, in particular for ionic crystals.'®!® For olefin selective hydrogenation,
TMCs have been shown to present catalytic activitiessimilar or even better than Pt-group
metals,?%?? hence being proposed as dternative catalysts to noble metals. Moreover,
TMCsare not only interesting because of the good catalytic activity they present by itself,
but as mentioned above, they can be used as supports for metals, displaying excellent
activities and selectivity. For instance, Au nanoparticles supported on TiC and Cu and Ni
nanoparticles supported on TiC and other TMCs (i.e., MoC and Mo2C) have been shown
to present exceptiona cataytic activity for CHs dissociation,® desulfurization
processes,?*?® CO, hydrogenation,?>* O, dissociation®* and the water-gas shift
reaction.® In particular, Ni nanoparticles and clusters supported on TiC have been shown
to display outstanding CO- hydrogenation activity with respect to the bare TiC surface.3*
However, details explaining why Ni/TiC systems are more active than the bare TiC
surface are still unknown. Thisis mainly because of the complexity of the Ni/TiC system
featuring three very different regions, namely: the Ni nanoparticle/cluster, the TiC surface
and the interface that liesin the middle of the metal and the support, each one interacting

differently with the income mixture and intermediate species formed during the reaction.

From an experimental point of view, understanding why a catalyst is active or
sel ective towards a specific product isextremely challenging, whichisahurdlefor proper

rational design of novel catalysts. The main drawback that experimentalists face up isthe
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high complexity of industrial catalysts with many different active sites and the large
number of intermediate species and elementary reactions that can take place for many
reactions of industrial interest. Even if notable progresses have been donein the past years
in the use of experimental operando techniques* a detailed description of the
mechanism that drives the reaction and the role of the different active sites are still out of
be reached from an experimenta perspective alone. To tackle this problem, theoretical
modeling is paramount as it allows to obtain information from the atomistic scale, which
in the best case is coupled to some kinetic simulation techniques to predict macroscopic
magnitudes. Regarding quantum mechanical calculations, most often in the framework
of DFT, they are extensively used asthey provide useful insights about the energetics and
chemical bonding of the adsorbed species and of the transition states. With this
information, it is possible to construct potential energy diagrams that are commonly used
to unveil which are the most plausible reaction mechanisms, at least from a static point
of view. Nevertheless, for most real heterogeneously catalyzed processes, the information
obtained solely from the electronic structure calculations is generally insufficient to
correctly describe the system behavior under real working conditions, athough it could
be sufficient, perhaps, for smple model systems. Therefore, to bridge the gap between
the atomic static picture and the macroscopic regime, DFT calculations must be coupled
to kinetic modeling techniques,*?-*® such as microkinetic modeling or kinetic Monte Carlo
simulations. In thisway, by means of such type of multiscale approaches, one can clearly
understand and rationalize the role of the different active sites and intermediate species,
and define which are the most probable pathways that govern the reaction mechanism,

which in the end could be very useful for proper rational design of novel catalysts.

The present chapter aims to understand the boost of the catalytic activity
experimentally observed for Ni/TiC with respect to TiC for the RWGS reaction.® To do
so, we grow in complexity going from DFT calculations of different Ni/TiC models to
propose a representative model that can be mimic the experimental systems and that can
explain the increase of activity observed for Ni/TiC with respect to the bare TiC surface.
Then, we finaly perform kMC simulations to clearly understand the experimental
observations. Summing up, we start by studying the metal-support interactions of several
Ni clusters supported on the TiC surface.*® Then, we analyze the H, and CO, adsorption
and activation on a variety of the abovementioned systems as these two species are the

reactants of the RWGS reaction.#’ Finally, based on the results of the two previous studies
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we chose a proper model system and we study the RWGS reaction over the Ni4/TiC and
TiC systems from akMC perspective.®®

4.2. Modds

For the overal study of the RWGS reaction catalyzed by Ni/TiC and TiC we have used
different surface models as shown in Figure 4.1.

Structural, dlectranic
and magnetic properties

CO; and H, activation

[ RWGSreaction |

Figure 4.1. Nin clusters supported on the TiC (001) surface. Light blue, grey and green colors denote
titanium, carbon and nickel atoms, respectively. Note that the Ni1s/TiC and Nix/TiC systems involve 3D
clusters. Shadow colored boxes show the systemsthat have been used in the different studies. The blue box
stands for the study of the structural, electronic and magnetic properties. The yellow box refers to the
systems used in the COz and H: activation study and the red box denotes the systems used for the RWGS

study.

The different systems differ in the size and morphology of the Ni cluster. A set of five
(sx considering the reconstructed structure of the Nis cluster) Nin/TiC structures
featuring 2D and 3D Ni clusters supported on the TiC(001) surface have been chosen to
study their electronic, magnetic and structural properties. From the results obtained we
have restricted the following study to four different Nin/TiC systems and studied the CO»
and H2 activation. Again, the Ni clusters used feature different sizes and morphologies.
The particular choice of CO. and H: is because they are the reactants of the RWGS
reaction. Finally, from the results of both abovementioned studies we have found that the
Ni4/TiC system was a good model to explain the boost of catalytic activity observed for
the Ni/TiC system with respect to the bare TiC surface. Therefore, we have restricted the
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calculations of the overal reactivity for the RWGS reaction for the Nis/TiC and TiC
systems.

4.3. Results

The main results for the different studies of the Ni/TiC and TiC systems are presented
below. Thereader interested in more detailsis referred to Refs.46-48

4.3.1. Structural, magnetic and electronic properties of Nin/TiC systems

The interaction of several Ni clusters of different sizes and morphologies supported on
TiC have been studied to rationalize how metal-support interactions can affect the fina
reactivity of the Ni/TiC system as well as finding a reliable model for the final study of
the RWGS reaction over Ni/TiC. To this end, we start by choosing five different Ni
clusters, namely: Nis, Nig, Ni13, Nize and Nizo. In Figure 4.2 we show the most stable gas-

Ni9 Ni13

phase structures of the aforementioned Nin, clusters.

g
#

Ni1s Ni2o

Figure4.2. Structures of the most stable Nin gas-phase clusters. Figure directly taken from Ref. 46.

Generaly, supports can induce modifications of the metal particles behavior after
their adsorption over the support due to the metal-support interactions. We then have
studied the metal -support interactionsfor the five different clusters mentioned above after
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adsorption over the TiC surface. We have considered different small to medium size
clusters featuring 2D and 3D morphologies. This specia choice is because experimental
evidence showsthat at low coverages metal particles supported over TMCstend to adopt
planar structures to maximize the metal-support contact, while at higher coverages they
tend to aggregate and form 3D structures. 2233 The structure of the studied Nin/TiC
systems is the one shown in Figure 4.1. For al the structures the Ni clusters adsorb with
the metal atomsinteracting directly with the C atoms of the TiC surface exhibiting a(001)
facet morphology. Note that for the Niie System two metastable structural configurations
have been obtained, one exhibiting the square shape of the (001) facet while the other
seems to display an aggregation of four Nis clusters, the latter one hereafter denoted as
Nisrec. Interestingly, the structures adopted by the Ni cluster when adsorbed over TiC
are different to the ones observed over metal oxides, where 3D structures have been
reported4%-5°

In order to quantify the interaction between the cluster and the support and the
availability of the cluster to actually be formed, we have calculated the adsorption,
adhesion and deformation energies per atom in contact with the TiC surface, as reported
in Table 4.1. We have considered the adsorption energy and adhesion energy as
descriptorsfor the formation and interaction of the clusters with the support, respectively.
Note that, the more negative the value for the adsorption and adhesion energies the
strongest the interaction between the Ni cluster and the TiC surface while the more
positive the deformation energy the stronger the deformation. The reader interested in
how these magnitudes are calculated is referred to Ref 46.

Table 4.1. Adsorption (E,4;), adhesion (E,4p,) and deformation (E4. ) energiesin eV per atom of nickel
in direct contact for the different Nin clusters. The total number of nickel atomsin direct contact with the
surface is given in parentheses. For the sake of simplicity, Niisrec values have not been included. Table
directly taken from Ref 46.

Eads Eadh Edef

Nis (4) -1.76 -2.07 0.31
Nis (9) -1.16 -1.85 0.69
Ni13(9) -1.58 -1.99 0.41
Ni1s (16) -0.88 -1.92 1.04
Ni29 (16) -1.41 -2.00 0.59
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From Table 4.1 different conclusion can be extracted. For instance, comparing the
2D and 3D clusters separately, the larger the size of the Ni cluster the smaller the
adsorption energy. Thislowering of the energy when growing in sizeis more pronounced
for the 2D particles than for their 3D counterparts. This first observation can be
rationalized because the larger the gas-phase cluster the most stable it is, thusless likely
to reorganize and to attach to the surface, which is also evidenced by the higher
deformation energy for thelarger clusters. The second observation, related with the higher
lowering in adsorption energy for the 2D clusters, can be understood as the energy
required to reorganize the cluster upon adsorption should be larger for the 2D clusters
than for the 3D ones because of the 3D nature of the gas-phase particles. Thisisconfirmed
by looking at the deformation energy which is larger for the 2D clusters with the solely
exception of the Nis cluster which has not to reorganize that much its structure.
Comparing the adsorption energy per atom for similar Ni clusters with previous reported
values, it can be seen that Ni clusters adsorbed over non-reducible®>3 and reducible
oxides*>* present smaller adsorption energies than the ones we have obtained, which
suggest that TiC interact much more strongly with the Ni clusters than other metal oxide
supports. Regarding the adhesion energies, it can be seen that the values are very similar
for al the Nin/TiC systems, which infers that all the clustersinteract very similarly with
the TiC surface, although the Ni4 cluster presents a dightly higher adhesion energy, thus
interacting strongly with the surface. Interestingly, comparing the 2D clusters with their
3D counterparts, the latter present slightly larger adhesion energies, which suggest that
the uppermost Ni atoms also add a small contribution for the interaction with the surface.
Compiling all the information from Table 4.1, we suggest that the Nis cluster should be
the most stable and easy to form among all the studied systems as it has the largest
adhesion and adsorption energies. Similarly, for the cases in which the Ni contact atoms
are the same, the 3D clusters should be more stable and easier to form than the 2D
counterparts, while stability should be more or less ssimilar regarding the very analogous

adhesion energies.

Next, we focus on the effect of the support on the magnetic and electronic
properties, which are of great interest for catalysis. We first start by analyzing the spin
densities taken as an estimate of the magnetic moment as shown in Table 4.2. In order to
disentangle which effects produce the metal-support interaction and the structure

reconstruction on the magnetic moment thus obtained, we eval uate the magnetic moment
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of three distinct structures, namely, the gas-phase cluster (uy; 4), the Ni cluster in the gas-

phase but at the equilibrium adsorbed geometry (uy;.,) and the adsorbed Ni cluster

(MNi,ads)-

Table4.2. Tota magnetic moment of Nin clusters at the gas-phase nickel (uy; 4), @ the adsorbed geometry
but without being adsorbed (uy;4) and when adsorbed (uy; q45)- Resultsin parentheses correspond to the
average magnetic moment per Ni atom. All results are in Bohr magneton units (ug). The calculated value
for bulk Ni is0.65 ug, which isclose to the experiment value of 0.6 uy.%" Table directly taken from Ref 46.

Unig Unieq UNi,ads
Nig 4.00 (1.00) 5.14 (1.29) 1.85 (0.46)
Nig 8.00 (0.89) 8.00 (0.89) 3.52 (0.39)
Niz3 10.00 (0.77) 11.43 (0.88) 4.58 (0.35)
Nize 12.00 (0.75) 16.06 (1.00) 2.29(0.14)
Ni16 rec 12.00 (0.75) 16.03 (1.00) 5.50 (0.34)
Ni2g 20.00 (0.69) 22.22 (0.77) 10.38 (0.36)

From Table 4.2 one should mention that, for the gas-phase clusters, as expected,

the magnetic moment nicely converges to the experimental value of 0.6 ug>7 when
growing in size. Also, one can spot that, in general, the magnetic moments for the Ni
clusters at the adsorbed equilibrium positions are larger than the ones for the gas-phase
clusters. This is rationalized as a support structural related effect because after Ni
adsorption the Ni clusters adopt conformations in which the coordination number of the
Ni clusters are smaller than the ones for the same cluster at the gas-phase. Remarkably
the supported Ni clusters exhibit the lowest magnetic moments, whichisaclear indication
of the significant chemical interaction between the Ni atoms and the TiC support. In fact,
thisinteraction involving acovalent bond between the Nizq and Cxp orbital mixing, issuch
strong that it is able to quench the increase of magnetic moment induced by the structural
change upon adsorption. Interestingly, for the 3D clusters, the atoms that are in direct
contact with the support present lower magnetic moments than the uppermost Ni atoms.
This is another indication about that the metal-support interactions induces a quenching

of the magnetization of the cluster.
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Last but not least, to further understand the metal-support interactions we have
carried out a Bader charge analysis®, which enables one to estimate the net charge of
both the Ni atoms and the support atoms. I nterestingly, we do not find any relevant change
on the charges of the atomsindicating that there isnot arelevant charge transfer between
the cluster and the support. In order to better understand the interaction between the Ni
clusters and the TiC support we have computed the density of states and the charge
dengity differences. Particularly, we have calculated the local density of states (LDOS)
and the partial density of states (PDOS) for the bare TiC surface and the Nin/TiC systems.
We have focused on the upper layer of TiC and the overall clusters focusing on the Tiag,
Copand Nizqg states as shown in Figure 4.3. From Figure 4.3 one can spot that the region
near the Fermi level isflatter for the bare TiC surface than for the Nin/TiC systems. This
increase for the Nin/TiC systemsisaresult of the mixing of the Cyp, Tizq and Nizg States,
which suggests a chemical interaction between the surface and the cluster. Moreover, it
can be seen that for the 3D clusters the uppermost nickel layers also mix with the Cy, and
Tizq states, although to a lesser extent than the atoms that are in direct contact, which
suggest that the highest adhesion energy observed for the 3D clusters is due to an

interaction (to alower extent) of the uppermost layers with the TiC surface.
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Clean TiC Niy/TicC

Ni,

Ni,,

Niyy

Figure 4.3. Density of gtates diagram (DOS) for the clean TiC surface and the Nin/TiC clusters. Black
colour represents the total DOS contribution and red, blue and green colours represent the contribution of
the Tiad, C2p and Nisg states, respectively. For the 3D clusters light blue and orange colours represent Nisq
states of the second and third layer, respectively. The dashed line represents the Fermi level. Note that we
have only considered the contribution of the outermost TiC layer and all the nickel atoms. Figure directly
taken from Ref 46.

Finally, in Figure 4.4 we show the charge density difference plot for the different
systems, which allows us to further evaluate the metal-support interaction. From Figure
4.4 a clear chemical interaction between the support and the clusters can be seen that
polarizes the electron density. It can also be seen a charge accumulation on top of the Ni
atoms while there is a charge depletion on the hollow sites. Interestingly, for the 3D
structures the uppermost layers have lower charge density accumulation since they

interact less with the TiC surfaces as already shown in the DOS analysis. This indicate
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that probably the most active clusters are the 2D small clusters as suggested by the

experiments.
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titanium, carbon and nickel, respectively. Theisosurfaceistaken as 0.0033 e/bohr. Orange regions denote
accumulation of charge density, while purple regions denote charge density depletion. Figure directly taken
from Ref 46.
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To sum up, we have investigated the structural, electronic and magnetic properties
of several Ni clusters supported over TiC in order to understand how metal-support
interactions can affect these systems. From our results, different conclusions have been
extracted. We have shown that the smallest Ni4 cluster exhibit the largest adsorption and
adhesion energies, which suggest that thiscluster isthe easiest to form and the most stable
one among the different studied systems. Also, we have seen that the 3D clusters present
stronger adsorption energies than their 2D counterparts, which suggest that these clusters
should be easier to form due to the lower energy penalty that has to be paid for the
deformation of the small clusters upon adsorption. Moreover, we have shown that al the
clusters present similar adhesion energies, suggesting a similar stability while the 3D
systems feature dightly higher energies due to the interaction of the uppermost Ni layers.
Regarding other systems, our results show that Ni clusters supported on TiC present
higher adsorption energies than Ni clusters anchored over metal oxides. Last but not |east,
we have observed a quenching of the magnetic moment of the Ni clusters after adsorption
over the TiC surface that suggests a clear interaction between the metal and the support.
Finally, the DOS and the density charge difference analysis clearly point to an interaction
between the metal and the support, which greatly polarizes the electron density of the Ni
cluster, which in the end, could be beneficial for catalysis purposes. In this regard, the
atoms in direct contact with the support present higher interactions, which suggest 2D

clustersto be more active for catalysis.

4.3.2. COz and H» activation on Nin/TiC

In the previous section, the formation and stability aswell asthe metal-support interaction
of several Ni clusters supported over TiC have been described. It has been clearly shown
that metal-support interactions induce an electron density polarization that can be
beneficial for catalysis. Here, we study CO. and H> activation on four Nin/TiC model
systems of different sizes and morphologies, namely, Nia/TiC, Nido/TiC, Ni/TiC and
Niwe/TiC, with results for the bare TiC(001) and Ni (111) surfaces included for
comparison. For the different systems we inspect CO, and H» activation at several
adsorption sites. The particular choice of CO, and H:is because these two molecules are
the reactants of the RWGS reaction. The main results for the CO. and H adsorption and
dissociation are summarized below. The reader interested in more details is referred to
ref 47.
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4.3.2.1. CO2 and H» adsorption

The calculated H» and CO. adsorption energies for the most stable configuration of each
adsorbate on the Nin/TiC, TiC(001) and Ni(111) systems along with structural data are
shown in Table 4.3.

Table 4.3. CO; and H2 adsorption energies (including the ZPE term), C-O bond lengths (dc-0), H-H bond
lengths (d-H) and O-C-O bond angles (6o-c-0), for the most stable adsorbed sites for H2 and CO: over the
different surface models. Note that except in Ni1s/TiC(001), the Ni supported clusters have a 2D atomic
structure. Table directly taken from Ref 47.

CO:
Modél site Eass/ eV deo/A Bo-co/°
Ni(111) tNi 20.15 1.18,1.18 180
Tic(001) tC -0.58 1.29, 1.29 128
Ni4/TiC(001) hNi 137 1.35,1.28 122
Nis/TiC(001) hNiz 141 1.36, 1.29 119
Ni15/TiC(001) tNiis -0.48 1.24,1.26 138
Ni1s/TiC(001) hNis -1.49 1.36,1.29 117
H2
Model site Eaas/ €V O / A
Ni(111)@ BN 20.02 0.74
Tic(001) tM -0.01 0.74
Ni4/TiC(001) Ni 034 0.83
Nis/TiC(001) tNiiz 035 0.85
Ni15/TiC(001) tNiiz 0.12 0.83
Ni16/TiC(001) tNiis 0.42 0.83

From Table 4.3 it appears that both CO. and H2 molecules adsorb, in general,
stronger on the Nin/TiC systems than over the bare Ni(111) and TiC(001) surface. CO»,
physisorbs on Ni(111) but chemisorbs on the TiC(001) surface, with adsorption energies
of -0.15 and -0.58 eV, respectively. The CO, molecule adsorbs on the TiC surface
interacting with the C surface atoms, in such away that it is activated as shown by the
increase of the C-O bond lengths and the significant O-C-O bending as shown in Table
4.3. Similar structural patterns have been previousy observed for the CO» adsorption over
TiC® and TiC-doped®,5! systems. For the case of H», physisorption is predicted on both
Ni(111) and TiC(001) surfaces with small adsorption energies of -0.02 and -0.01 eV,
respectively. Regarding the Nin/TiC systems, the electron density polarization induced by
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the metal-support interactions appears to be beneficial for the adsorption of both CO- and
H> molecules. Thisis clearly evidenced from the noticeable increase of the C-O and H-H
bond lengths aswell as O-C-O bending upon adsorption on the supported Ni clusters (see
Table 4.3). Interestingly, as shown in Table 4.3, 2D supported clusters strongly adsorb
both molecules. This can be rationalized as for the 2D clusters al the Ni atoms are in
direct contact with the surface; thus, suffering alarge electron density polarization, which
is not the case for the 3D supported clusters. Remarkably, neither CO2 nor H> adsorb at
the topmost hollow site of the Ni13/TiC system. Focusing now on the size effect, it can be
seen that, in general, al the structures have similar adsorption energies with dightly
higher adsorption energies for the largest clusters. This can be understood as the larger
the cluster, the better it can adapt its structure after CO. or H, adsorption with the

concomitant system stabilization.

Let us now compare the values we have obtained with previoudy reported values
on similar systems. Before starting the discussion, we want to stress that we have used
the BEEF-vdW functional while other studies have used another functionals, either PW91
or PBE. Therefore, we do not am at a quantitative discussion but rather a qualitative
comparison. Regarding the H, adsorption, Florez et d.,%? using the PW91 functiona
without including dispersion studied the H2 adsorption over Aus/TiC and Aue/TiC and
reported adsorption energies of 0.01 and -0.04 eV, respectively. This small interaction
contrast with our values of -0.34 and -0.35 eV for the Ni4/TiC and Nigo/TiC systems,
respectively. In a subsequent work, Gomez et al., ® also using the PW91 functional
without including dispersion studied the H» activation on avariety of M4/TiC systems (M
= Pd, Pt, Cu, Ag and Au). They found an amost negligible H> adsorption over the
AudTiC, CudTiC and Aga/TiC systems but higher values for the Pd4/TiC and PW/TiC
systems, with adsorption energies of -0.70 and -0.87 eV, respectively. In comparison with
the value we have calculated for the Ni4/TiC system it can be seen that our value (i.e.,
-0.34 eV) liesin between the reported values for the coinage and Pt-group metals, which
may suggest that Ni4/TiC is more active than coinage metal but less active than Pt-group
metals. However, for afair comparison one has also to consider the H dissociation energy
barrier (vide infra). Finally, comparing the PBE reported values of Mohsenzadeh et al.®*
for the Hz adsorption on Ni(111), Ni(100) and Ni(110), with adsorption energies of -0.17,
-0.22 and -0.33 eV, respectively, it can be seen that Nin/TiC clusters present dightly

higher adsorption energies.
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For CO, adsorption, Vogt et a.,®® using the PBE functional, studied the Ni(111),
Ni(100), Ni(110) and Ni(211) surfaces and found CO» adsorption energies of, 0.25, -0.27,
-0.43 and -0.41 eV, respectively. Their values are dlightly smaller than the ones we have
obtained for the TiC(001) and for the 3D supported Ni cluster and far from the ones
obtained for the 2D supported Ni clusters, suggesting higher CO, activation for the
Ni/TiC systems. Interestingly, Lopez et al.,®%6! studied in two different works CO;
adsorption on doped-TiC(001) surfacesinwhich aTi atom was replaced by another metal
atom. In their last work they found the largest adsorption energies for the TiC-doped
systems, being of -1.10 and -1.22 eV for the Ce- and Sr-doped systems, respectively.
Even if their values clearly show the dopant effect on the CO, adsorption energy, their
values are still dightly lower than the ones we have obtained for the 2D Nin/TiC systems,
suggesting a higher interaction with the clusters supported on TiC(001). Finaly,
Rodriguez et al.,3* using the PBE functional reported CO, adsorption energies of -1.11,
-0.59, -0.68 and -0.36 eV for the Cus/TiC, Aus/TiC, Cus/TiC and Aug/TiC, respectively,
which are also smaller than the ones we have obtained for the 2D Nin/TiC systems. This
indicate that Ni clusters supported over TiC are more active for the CO. adsorption than

Cu and Au clusters supported over TiC.

4.3.2.2. CO2 and H> dissociation

Results in the previous section showed that both CO, and H: are strongly adsorbed over
the supported Nin clusters. Neverthel ess, athough anotable adsorption isanecessary step
for CO2 and H> conversion, strong adsorption energies do not necessarily correlate with
an increased activity and, in fact, too strong adsorption energies can be undesirable. In
that sense, one need species that bound with the surface but that at the same time
dissociate easily enough, thus involving a small dissociation energy barrier. In Table 4.4
the dissociation energy barriers for both the CO, and H> molecules on the different

systems of interest are summarized.
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Table4.4. COz and Hz reaction energy (AE,. ;) and forward and reverse energy barriers (AEf,, , and AE7,,, o,
respectively) over the most probable sites for reaction of the different considered Nin/TiC models with
Ni(111) and TiC(001) included for comparison. Note that excepting Nis/TiC(001), the Ni supported
clusters have a 2D atomic structure. All energy values were obtained with the BEEF-vdW functiond and
include the ZPE contribution. C-O and H-H breaking/forming distance of the transition state structure (dc-
o and du-+, respectively). Table adapted from Ref 47.

CO2
Model Reaction AE.o eV AEf,,leV AE%, /eV dcolA
Nig#TiC(001)  COzmi= COnni + Oria 0.03 0.55 0.52 175
Nig/TiC(001)  COzpi = COmi + Ormin 0.25 0.52 0.27 1.74
Nizg/TiC(001) COzmiz= COmiz+Om1  -0.39 0.83 1.22 153
Nis/TiC(001)  COgzpwir = COmiz + Omiz ~ -0.68 0.35 1.03 1.92
Ni(111) CO210p = COhep + Orec -0.57 0.86 1.43 1.84
TiC(001) COzc= COc+Ommc  -0.06 1.03 1.08 1.84
H2
Model Reaction AE,oleV AEf,,leV  AE7, leV  dunlA
Nia/TiC(001) Homi = Honi + Honi -0.60 0.08 0.68 1.36
Nis/TiC(001) Hamiz = Honi + Hini -0.95 0.02 0.97 114
Nizg/TiC(001)  Homiz = Huiz + Hunis -0.51 0.11 0.62 1.11
Nisg/TiC(001)  Hamiz = Honia + Honia -0.44 0.07 0.52 132
Ni(112) Haoni = Hice + Hiep -0.31 0.28 0.59 0.94
TiC(001) Ham = Hic + Hic @ -0.50 1.07 157 1.27

2 Note that this process occursin two steps, as shown in Ref. %. Thus, the energy barrier is calculated with
respect to the TS with the highest energy. See Table S3 in the Sl for information about the energetics of
each of the two-gteps.

From Table 4.4 it is clear that the highest dissociation energy barriers for both the
CO2 and H> molecules correspond to their dissociation over the clean TiC(001) and
Ni(111) surfaces. Moreover, comparing both extended surfacesit can be seen that Ni(111)
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presents lower energy barriers than the TiC(001), particularly for the H> dissociation,
suggesting a higher activity for the Ni(111) surface. Note however, that H> dissociation
will belimited by the very weak adsorption over both surfacesimplying that, for practical
purposes, arelatively high Hz partia pressure is needed. Regarding CO» activation, from
the DFT results only it is difficult to determine which of the two extended surfaces will
be more active, as CO, adsorbs strongly over the TiC(001) surface but it has a higher
dissociation energy barrier in comparison to the weaker adsorption and lower dissociation

energy barrier on the Ni(111) surface.

Focusing on the Nin/TiC systems, Table 4.4 shows that the induced electron density
polarization due to the metal-support interactions clearly affects the dissociation energy
barriers for both H> and CO,, compared to the clean, extended surfaces. The low
dissociation energy barriers together to the noticeable adsorption energies make these
systems suitable candidates for CO> conversion and H> hydrogenation reactions.
Regarding CO- dissociation, it will be preferred on the 2D clusters rather than on the 3D
ones with energy barriers of 0.35-0.55 eV vs. 0.83 eV, respectively. Resultsin Table 4.4
also show that the CO: dissociation energy barrier dightly decreases with increasing the
cluster size. Thisenergy barrier lowering isrationalized aslarger clusters can better adapt
its atomic structure with the concomitant stabilization of the system. For the case of Ho,
the dissociation energy barrier is very small for al the studied systems with values
ranging from 0.02 eV to 0.11 eV, without any drastic change neither for the 2D and the
3D clusters nor when growing in size. These findings suggest that 2D supported clusters
are abetter option for CO; activation while both 2D and 3D supported clusters are equally
good candidates for H> activation, the 2D ones being preferred due to the higher H>
adsorption.

Next, we present a comparison of our data with previous studies over similar
systems. For instance, Florez et al.®? using the PW91 functional without including
dispersion, studied the H> dissociation over Aus, Aug and Auis clusters supported over
TiC and reported energy barriers of 0.08, 0.20 and 0.99 eV, respectively. Their reported
energy barriers for the 2D systems (i.e., Aus and Aug) are small, like the ones we have
reported for these 2D clusters (i.e., 0.08 eV and 0.02 eV, for the Nis and Nig clusters,
respectively), pointing to these systems to be good candidates for hydrogenation
reactions. However, the lower energy barrier we have found for the Ni1s/TiC, contrast

with the larger energy barrier they reported for the Auis/TiC (0.11 €V vs. 0.99 eV,
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respectively). This suggests that for hydrogenation reactions Ni clusters supported over
TiC should be preferred rather than Au clusters as at medium-high coverages 3D clusters
are expected to be abundant. In alatter work, Gomez et al.®® using the PW91 functional,
studied the H> dissociation on several M4/TiC (M = Pd, Pt, Cu, Ag and Au) clusters. They
reported that the H> dissociation energy barrier followsthe order Pt > Ag>Pd > Cu > Au
withvaluesof 1.16, 0.79, 0.53, 0.37 and 0.08 eV, respectively. From their reported val ues,
we suggest that the Ni4/TiC system should be more active for hydrogenation reactions as
it presents a Hz dissociation energy barrier as small as the one reported for the Aus/TiC
system, while Ni4/TiC adsorbs H; stronger than Aus/TiC. Mohsenzadeh et al.%* using the
PBE functional, reported the H dissociation energy barriers on the Ni(111), Ni(100) and
Ni(110) surfacesto be 0.03, 0.02 and 0.06 eV, respectively. Their values are very small
and like the ones observed for the Nin/TiC systems although we suggest that the larger H>
adsorption over Nin/TiC make the latter systems more attractive for hydrogenation

reactions.

Regarding the CO; activation, Vogt € al.%® using the PBE functiond, studied CO>
dissociation on the Ni(111), Ni(100), Ni(110) and Ni(211) surfaces and reported values
of 0.52, 0.16, 0.40 and 0.93 eV, respectively. Except for the Ni(100) surface, 2D
supported clusters present similar or even lower energy barriers than the extended
surfaces, and, since Nin/TiC systems adsorb CO- stronger, we suggest that they arelikely
to be better catalystsfor CO> conversion than the extended Ni surfaces, with the exception
of the Ni(100) surface in which firm conclusions cannot be extracted. Finally, Rodriguez
et al.3* using the PW91 functional, studied the CO; dissociation over the Cus/TiC system
and reported an energy barrier of 0.81 eV, which is higher than the value of 0.55 eV for
the Nia/TiC system. Moreover, CO; adsorbs stronger on Ni4/TiC than on Cus/TiC with
adsorption energies of -1.37 and -1.11 eV, respectively. Therefore, Ni/TiC systems are

predicted to be more active towards CO. conversion than Cu/TiC systems.

To sum up, we have shown how the electron density polarization that the Ni clusters
exhibit upon adsorption over the TiC surface, due to the metal-support interactions, can
be beneficial for catalysis purposes. We have shown that Nin/TiC systems, in general,
adsorb stronger and dissociates easily CO2 and H: than the bare TiC(001) and Ni(111)
surfaces. Thissuggest that Nin/TiC systems should be more active than the bare TiC(001)
and Ni(111) surfaces for CO2 and H activation. The present results also point to the

supported 2D clusters to be more active than the 3D ones as; in genera, 2D clusters
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present higher adsorption energies and smaller dissociation energy barriers. We have aso
shown that larger 2D clusters present slightly higher CO, adsorption energiesand dightly
lower CO: dissociation energy barriers while no noticeable differences are observed for
the H> molecule. These small differences have been rationalized as a better reorganization
of large clusters that stabilize the system. Finally, a comparison with previous studies on
similar systems suggests that Nin/TiC should be more active towards CO> and H>
dissociation. This indeed point to Nin/TiC systems to be excellent catalysts for CO-

conversion and hydrogenation reactions.

4.3.3. Study of the RWGSreaction on the Ni4/TiC and TiC systems

In Section 4.3.1, for avariety of Nin clusters supported over TiC(001), we have studied
how their size and morphology affect their stability, formation and metal-support
interactions. We have concluded that for all the studied systems there is a metal-support
interaction that induces an electron density polarization of the Ni clusters that could be
beneficial for catalytic purposes. We have also observed that al supported Nin clusters
present asimilar stability, but the 3D clusters seem to be easier to form than the 2D ones.
Nevertheless, among the different studied systems, Ni4/TiC isthe most stable and easiest
to form and presents large metal-support interactions. In Section 4.3.2 we have selected
some of the previous Nin/TiC systems and studied the size and morphol ogy effects on the
CO:2 and H:> activation. We have found that 2D clusters are more active than 3D clusters
for the activation of both CO. and H.. From the conclusions extracted from the two
previous sectionswe have decided to use the Ni4/TiC system as our model system to study
the RWGS reaction over Ni/TiC by a multiscale approach. Summing up, we choose this
model as the Nis cluster can be easily formed, it is stable and presents good catalytic
activity towards the CO> and H> dissociation reactions. Thus, this can be agood model to
explain the experimental observations. The main results of the study for the RWGS
reaction on Ni4/TiC and TiC systems are depicted below and thisis organized as follows:
first the analysis of the DFT results are presented, then, the discussion of the kM C results
for the Ni4/TiC systemisgiven, and finally, an explanation of why Ni4/TiC ismore active
than the TiC system is proposed. The reader interested in more detailsis referred to Ref
48,
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4.3.3.1. DFT results

In order to understand the boost of catalytic activity experimentally observed for the
Ni/TiC system with respect to the bare TiC surface for the RWGS reaction, we have
calculated the energetics of the different elementary steps that can be involved in the
RWGS reaction for the Ni4/TiC and TiC model systems as shown in Figure 4.5. Note that
the Ni4/TiC system has three distinct regions, namely: the Ni region, the TiC region and
the interface region that liesin between these two other regions, with different energetics.
In order to clearly understand the experimental observations, we have explicitly
calculated the adsorption energy of the different intermediates and the energy barriersfor
all the considered elementary steps at the three distinct regions. With the energetic of all
the different elementary steps, it is possible to construct Gibbs free energy diagrams for
the different considered pathways at specific working conditions, and in principle by
analyzing them, it is possible to rationalize which could be the most probable mechanism

and try to understand the experimental observations.
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Figure4.5. 8) Possible reaction pathwaysfor the RWGS reaction. b) Unit cell for the Ni4/TiC surface model
used on the DFT cdculations. c) Unit cell for the TiC surface model used on the DFT calculations. Grey,
light blue and green colors represent C, Ti and Ni atoms, respectively. Figure adapted from ref 48.
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From figure 4.5a it can be seen that the RWGS reaction can advance via three
different pathways, namely, the dissociative pathway (i.e., CO> direct dissociation), the
COOH-mediated associative pathway (i.e., COOH formation) and the HCOO-mediated
associative pathway (i.e., HCOO formation). The reaction energies and energy barriers
of some relevant steps at the three distinct regions are summarized in Table 4.5.

Table4.5. Reaction energies (AE, ,) and forward and reverse energy barriers (AEg ¢, AEG,) ineV for some

processes including the ZPE correction term for the Nia/TiC system. Note that reactions have been
considered at the different Ni/TiC regions. Table adapted from Ref 48.

Name (Region) AE,, AEg AEg,

CO2 dissociation (Ni) 0.03 0.55 0.52

CO. dissociation (interface) -0.15 0.77 0.93
CO; dissociation (TiC) -0.06 1.03 1.08
COOH formation (Ni) 0.44 1.32 0.88
COOH formation (interface) 0.63 0.97 0.34
COOH formation (TiC) 0.51 0.77 0.26
HCOO formation (Ni) -0.29 0.84 1.13
HCOO formation (interface) 0.41 2.19 1.77
HCOO formation (TiC) 0.37 2.15 1.78
COOH dissociation to CO (Ni) -0.36 0.27 0.62
COOH dissociation to CO (interface) -0.47 0.51 0.99
COOH dissociation to CO (TiC) 0.01 0.50 0.49

Let’s analyze Table 4.5 and focus first on the two associative mechanisms. From
the reported values it appears that one can consider the COOH-mediated mechanism
instead of the HCOO-mediated mechanism. This is because, in general, COOH can be
formed easily than the HCOO intermediate as the formation of the first is favored over
the TiC and interface regions while the formation of the latter is only favored on the Ni
region. Now, for each region of the Ni4/TiC system we focus on the dissociative pathway
(CO2 —» CO + 0) and the COOH-mediated associative pathway (CO, + H - COOH —
CO + OH) as shown in Figure 4.6.
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Figure4.6. Gibbsfree energy diagramsa T = 550 K and P(COz) = 0.5 bar, P(H2) = 4.5 bar, P(CO) = 0.001
bar and P(H-0) = 0.001 bar for the dissociétive (red) and the COOH-mediated associative (blue) pathways
in a) the TiC region; b) the interface region; and c) the Ni cluster. d) Gibbs free energy profiles for CO2
adsorption and dissociation over the Ni cluster, the interface region and TiC region (purple, orange, and
pink lines, respectively). Figure directly taken from Ref 48.

In the TiC region (see Figure 4.6a) both the dissociative and associative pathway
can compete. The dissociative pathway has an energy barrier of 1.03 eV and is a
unimolecular reaction. The COOH formation step, despite having a lower energy barrier
of 0.80 eV isquite an endothermic reaction with areverse energy barrier of 0.31 eV, that
would favor the COOH dissociation to CO- + H rather than dissociation to CO + OH, the
latter with an energy barrier of 0.52 eV. Moreover, COOH formation is a bimolecular
step, highly dependent on the reactant coverage and in general less likely to occur than
unimolecular ones. Overall, we suggest that for the TiC region, the dissociative pathway
that involves only a unimolecular reaction will be preferred rather than the COOH-
mediated pathway involving a first bimolecular reaction and the subsequent COOH
dissociation. For the interface region, the Gibbs free energy diagram (see Figure 4.6b)
clearly shows that the dissociative pathway is the dominant one, with an energy barrier
of 0.72 eV in contrast with the energy barrier of 1.02 eV for the COOH formation.

Similarly, the dissociative pathway is aso dominant in the Ni region with an energy
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barrier of 0.54 eV compared to the COOH formation energy barrier of 1.42 €V (seeFigure
4.6¢). From all this information, one would conclude that the dissociative pathway will
be the dominant for all the three distinct regions and that the activity will increase in the
order TiC < interface < Ni, following the trend of the CO: dissociation energy barriers of
1.03, 0.72, and 0.54 eV for the TiC, interface and Ni regions, respectively, as shown in
Figure 4.6d. Therefore, from this information one would suggest that the highest activity
experimentally observed for the Ni/TiC system compared to TiC is mainly because of the
superior ability of the Ni cluster and, to alower extent of the interface, to dissociate CO»
compared to the TiC region. Nevertheless, in the next section we will show that thisis a

largely oversmplified picture.

4.3.3.2. kM C smulations

At first sight one may think that the results of kinetic smulations just complement the
DFT results and bring additional details concerning conversion at working conditions of
temperatures and pressures. While this may be the case for smple model systems with
only one type of active sites and few elementary steps, thisisnot at all the case for model
systems that closely resemble areal catalyst as the one we are studying here. In fact, the
present KMC simulations show that ailmost all CO is produced at the TiC region mainly
following the COOH-mediated associative pathway, and the remaining CO is formed at
the interface region while no CO is observed on the Ni region as shown in Figure 4.7.
These results are in clear contradiction with the dominant reaction mechanism and
activity order that arises from the DFT predictions only. These discrepancies between
DFT and kMC results are due to coverage effects and site availability as explained in
detail below.
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Figure 7. Event frequencies of the RWGS reaction on Ni4/TiC at T = 550 K and P(Hz) = 4.5 bar and
P(CO2) = 0.5 bar at the different regions. Figure adapted from ref 48.

The main reasons that make the TiC region to be the most active region at steady
state conditions is because of the poisoning of both the interface and Ni regions at the
initial stage of the smulations as shown in Figure 4.8.

CO, sdbarpthon (x4) H; dissociation CO, ndsorption (x2) OO, adsorption (x4)
COy diasociation (v4) OH nrmativn (¢2) CO) dissoclation (x2)
D CO desorption (ud) COdesorption (s2) )

Figure 4.8. Clugter and interface poisoning at the initial stages of the kMC smulations. Figure adapted
from ref 48.

At the beginning of the simulations CO. adsorbs and dissociates over the Ni cluster,
producing O adatoms on the interfacial region and CO on the cluster that further desorbs.
Next, H> adsorbs and dissociates on the supported Ni cluster to produce H species that
hydrogenate the O interfacial atoms to final produce OH species on the Ni cluster. Then,
attractive adsorbate-adsorbate interactions between the OH species on the cluster and
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neighboring H, CO, and O species make the OH + OH — H>O + O very endothermic,
hence extremely difficult to happen with the concomitant cluster poisoning with OH
species and, at the same time, hindering the possible adsorption of other species on the
cluster. Meanwhile, CO, adsorbs and dissociates on the interface region to produce O and
CO species at the interface. While the produced CO desorbs, the O adatoms remain at the
interface creating a partial poisoning of the interface region. Finally, CO- can adsorb over
the remaining sites of the interface but it cannot dissociate as the O adatoms are blocking
the sites needed for CO- dissociation at the interface. The steady state coverages over the
different sites are shown in Table 4.6.

Table 4.6. Percentage of site occupancy for the different species that are adsorbed on the surface of the
Ni4/TiC model catalyst at 550 K under steady state conditions. Values of 0.0 represent an occupation lower
than 0.05 % while dashes (-) means that these species cannot adsorb at those Stes. Table directly taken
from Ref 48.

Site occupancy (%)

T =550K
Species tC tTi tCin tTiinann  tTiin2nn Ni h hni
H.O* - 0.1 - - 0.0 0.0 - -
COOH* 0.0 0.0 0.0 - 0.0 0.0 - -
Cco* 1.7 - 0.0 - 0.0 0.0 - -
O* 12.8 - 5.0 89.0 0.1 0.0 - -
CO* 119 596 493 - 98.5 0.0 - -
OH* - 0.8 - - 0.0 0.0 - -
OH* +OH* - - - - - 100.0 - -
H* - - - - - - 34.8 50.2
H2* - - - - - - - 24

Total 264 605 543 89.0 986 100.0 348 52.6

Just by looking at Table 4.6 one can clearly see that at steady state conditions the
supported Ni cluster is completely poisoned by OH species while the interfacial sites are
partially poisoned by O and CO- species. This poisoning isthe reason why at steady state
conditions the RWGS reaction occurs almost completely at the TiC region contrary to
what can be inferred from the DFT results. Interestingly, this phenomenon can only be
captured by kMC simulations that naturally accounts for the effect of surface coverage
and siteavailability while cannot be captured only from DFT calcul ations. One may argue
that coverage effects can aso be included on the DFT calculations improving the
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accuracy of the DFT results. Nevertheless, this becomes unfeasible when the adlayer
structure under operating conditions is unknown as the number of combinations of

possible adsorbates at different sitesis very high.

From a deeper analysis of the event frequency plot under steady state conditions
shown in Figure 4.7 it is possible to unravel which is the main mechanism that governs
the overall reaction, and which the role of the different regions is, as sketched in

Figure 4.9a
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Figure 4.9. a) Scheme of the observed mechanism for Ni+/TiC model with the role of each region of the
catalyst. b) Percentage of the dissociative and COOH-mediated pathways on the final CO production at
five different temperatures. Figure adapted from Ref 48,

From Figure 4.9a it can be seen that the role of the Ni region is to adsorb and
dissociate H> to produce H species that further spillover to the TiC region where the
reactivity happens. The interface region produces some CO—either viathe dissociative
pathway and the COOH-mediated associative pathway—but to a lesser extent than the
TiC region where almost all CO is produced, mainly because of the high coverage at the
interface region that block available sites as explained above. As shown in Figure 4.9b,
at high temperatures the interface region starts to become alittle bit more active. Thisis
because the higher the temperature the lower the coverage; thus, less interfacial species
blocking available sites with the concomitant increase of the activity in that region. Last
but not least, the TiC region is the man contributor of CO, mainly via the
COOH-mediated associative pathway due to the high H coverage that facilitates the
COOH formation. Moreover, CO» species need a free neighboring tC site to dissociate,
an unlikely situation due to the high coverage that also favors the COOH-mediated
associative pathway. This observation again shows the importance of free available sites

100



RWGS on Ni#/TiC and TiC(001) surfaces

as one must consider free sites as actual reactants involved in the reaction. Finally, it can
be seen that most of the water formed during the smulations comes from the
hydrogenation of OH formed after COOH dissociation at the TiC region. At this point,
one might wonder why Ni4/TiC is more active than the clean TiC surface if the most

activeregionisthe TiC region. Thisis precisely the am of the next section.

4.3.3.3. Comparing Ni4/TiC and TiC activity for the RWGSreaction

From the previous section, it is clear that the most active region of the Nia/TiC system is
the TiC region, which raises the question of why Ni4/TiC isthen two orders of magnitude
more active than TiC. To clearly understand where the differences come from, we have
performed KMC simulations for the TiC system as well. In Figure 4.10 one can spot the
turnover frequencies for both systems and the experimental ones® at different

temperatures.
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Figure 4.10. Calculated and experimental (from ref. 34) turn over frequencies for the CO production at
different temperatures for the TiC and Ni4/TiC systems. Picture adapted from ref 48.

From Figure 4.10 it can be seen that the calculated and experimental values are in
remarkable agreement, meaning that the chemistry of both systemsis correctly captured
by the present kKM C simulations. However, some differences exist between the theoretical
model and the experimental system that one may note when aiming at a quantitative

comparison. First, the Ni4/TiC model that we have used in our calculations correspond to
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aNi coverage of 0.14 ML instead of the 0.10 ML used in the experiments. Moreover, in
our model all clustersareflat and correspond to a4 Ni atoms cluster while experimentally
it islikely that an ensemble of Ni clusters with different sizes and morphologies exists.
Furthermore, additional deviations may arise from the limitation of the kMC method
itself, errorsin the computed DFT dataand the truncation to two-body termsin the cluster
expansion, among other limitations. This explain why the agreement between the kMC
simulations and the experimental valuesisjust qualitatively correct for the Ni/TiC system
while it is excellent for the TiC system. Nevertheless, the agreement is remarkable for
both systems and the kKMC simulations can properly predict the boost of activity of two
orders of magnitude for Ni/TiC with respect to TiC. The reasons of the boost of activity
are explained below and the data supporting these conclusions are sketched in Figure
4.11.
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Figure 4.11. a) Event frequencies of the RWGS reaction on the TiC model at T = 550 K and P(H2) = 4.5
bar and P(COz) = 0.5 bar. b) Percentage of the dissociative and COOH-mediated pathways on the final CO
production at five different temperatures. ¢) Scheme of the observed mechanism for the TiC model. Picture
adapted from ref 48.
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From the event frequency plot shown in Figure 4.11a one can readily see that the
dissociative pathway is responsible for most of the CO moleculesformed over TiC being
even more important as temperature rises (see Figure 4.11b). This agrees with the DFT
predictions, and it isin contrast with the TiC region of Ni4/TiC, in which most of the CO
is produced following the COOH-mediated associative pathway. Since the same energy
barriers are used for the elementary steps for the clean TiC surface and for the TiC region
of Ni4/TiC, the question is where the cal culated and experimental observed differencesin
catalytic activity come from. The answer again liesin the catalyst surface coverage (see

Table 4.7), which plays afundamental role.

Table 4.7. Percentage of site occupancy for the different species that are adsorbed on the TiC surface at
550 K under steady state conditions. Va ues of 0.0 represent an occupation lower than 0.05 % while dashes
(-) meansthat these species cannot adsorb at those sites. Table directly taken from Ref 48.

T =550K Site occupancy (%)
Species tC tTi h
CO* 0.0 - -
O* 46.1 - -
OH* - 0.1 -
H.O* - 0.1 -
COx* 10.0 19.9 -
COOH* 0.2 0.4 -
H* - - 0.9
Total 56.3 20.5 0.9

From Table 4.7 it appears that for the bare TiC surface the only species that have a
significant coverage are O and CO.. Comparing the values for the bare TiC surface and
the onesfor the TiC region of Ni4/TiC (see Table 4.6) one can spot asimilar CO» coverage
but very different O and H coverages. At 550 K, the O coverage over tC sites decreases
from 46 % for TiC to 13 % for Ni4/TiC, while the H site occupancy on h sites increases
from 1 % for TiC to 35 for Ni4/TiC. These coverages are directly related to the boost of
activity observed for the Ni4/TiC system and the change in the mechanism that drivesthe
overall reaction. The low H coverages on the bare TiC surfaces hinders the COOH
formation with the concomitant decrease on the contribution of the COOH-mediated
pathway and lowering the total turnover frequency. In spite of this, one can clearly seein
Figure 4.11a that the COOH formation step ill occurs more times than the CO2
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dissociation step, but in the vast mgjority of cases it goes backward, while higher H
coverage will enhance the probability of COOH to be formed and finally push the COOH
dissociation to CO. Moreover, the higher O coverage on the bare TiC surface also
contributes to more COOH going backwards to CO. due to its reaction with O (i.e,
COOH + O — CO» + OH), reducing the amounts of COOH that dissociates and produces
CO, and spending time in a side reaction, with the concomitant decrease on the CO
production. The direct CO» dissociation occurs less frequently (see Figure 4.11a) but it is
a much more irreversible reaction, and the net balance is higher for the dissociative
pathway than the COOH-mediated pathway. Therefore, as schematically shown in
Figure 4.11c, the dominant mechanism that governs the RWGS reaction on the bare TiC
surface is the dissociative pathway as aready inferred by the DFT calculations.
Interestingly, the contribution that each pathway has on the overall mechanism can
change with the temperature as shown in Figure 4.11b. For instance, the contribution of
the dissociative pathway increases from 61 % at 500 K to 82 % at 600 K. This changeis
directly related to the coverages as at lower temperatures the coverages of CO2 and H are
higher, hence increasing the contribution of the COOH-mediated associative pathway.

To sum up, we have performed a multiscale study coupling DFT calculations with
kinetic Monte Carlo smulationsto unravel the boost of activity experimentally observed
for the RWGS reaction on Ni/TiC comparedto TiC systems. In thisregard, we havefound
a remarkable agreement between the calculated values and the experimental ones and
extracted some conclusions for the increase of activity observed for the Ni4/TiC system.
Moreover, we have shown that, to a large extent, the conclusions from the DFT
calculations coincide with the results of the kMC simulations for the bare TiC surface.
However, for the more complex Nis/TiC system we have encountered a completely
opposite situation. For the Ni4/TiC system the DFT predictions suggest that the activity
will increase in the order TiC < interface < Ni with the dissociative pathway being the
dominant one. Nevertheless, spatially resolved kMC simulations point to the opposite
direction, the activity increasing in the order Ni < interface < TiC viathe COOH-mediated
pathway. The reason of this discrepancy is mainly due to coverage effects not included
and not easily to includein the DFT cal culations as those change during the course of the
reaction. Moreover, kKMC simulations show that the boost of activity is because of a
synergic effect between the Ni cluster in which H, adsorbs and dissociates to produce H

that further spillover to the TiC region in which the overall reactivity occurs. Thisis a
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consequence of the poisoning of the Ni and interface regions at the initial stages of the
simulations that blocks these sites and forbids the reactivity over the Ni and interface
regions, something that cannot be extracted solely from the analysis of the Gibbs free
energy profiles. Moreover, we have shown that the surface coverage is key for the boost
of activity of the Ni4/TiC system with respect to the TiC surface. Even though the TiC
region for the Ni4/TiC system is the most active region, the higher H coverage in that
region with respect to the clean TiC surface favors the COOH formation with the

concomitant increase on the fina CO production, aso changing the reaction mechanism.

4.4. Summary and conclusions

To summarize, we have thoroughly studied the RWGS reaction over suitable models of
the Ni4/TiC and TiC systems with the goal to understand the experimental observations
of the boost of catalytic activity observed for the bifunctional catalyst. In thisregard, we
have divided our research in three distinct parts going from the most atomistic picture to
the macroscopic observables. We have then studied the metal-support interaction of
different Ni clusters supported over the TiC(001) surface. We have concluded that 2D
clusters present higher metal-support interactions while 3D clusters seem to be easier to
form and dightly more stable. Nevertheless, the most stable and easy to form cluster was
the Nis clusters which also present large metad-support interactions. Then, in the
following study we have analyzed how metal-support interactions, that induce an el ectron
density polarization of the Ni clusters, can affect the CO. and H: activation. We have
found that 2D clusters can adsorb and dissociate easily both molecules; thus, being good
candidates for catalytic purposes. In that sense, and with the conclusions extracted from
the two previous works, we have decided to use the Ni4/TiC system as our model system
asthiscluster is stable, easy to form and very active towards the CO. and H> dissociation,
which are requirements for a system that can explain the experimental observations for
the boost of activity observed for the Ni/TiC system. To this end, we have performed a
multiscale study coupling DFT calculations to kMC simulations to unravel the increase
of catalytic activity experimentally observed. From our DFT results we are not only able
to understand why Ni/TiC is more active than TiC but we also stress the importance of
performing multiscale studies to clearly understand how the system behaves under
working conditions. In this regard, we have shown that DFT predictions for the catalytic
activity of the different Ni4/TiC regions are opposite to the outcome of the kMC
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simulations. From the kM C simulations we have understood that the boost of activity is
due to a synergic effect between the Ni cluster and the TiC surface. The firgt, is
responsible of the H> adsorption and dissociation to produce H that further spillover to
the TiC region. Then, in the TiC region the overall reactivity happens, in which CO; is
hydrogenated to COOH, which finally dissociates to produce CO. We have shown that
the inactivity of both the Ni and the interface regionsis due to the poisoning of these two
regions at the initial stages of the smulation, which shows the importance of coverage
and the necessity of preforming kinetic smulations, at least for complex systems, asthese
conclusions cannot be extracted only from the DFT calculations. We have also shown
that the large H coverage is the main responsible for the increase of activity for the
Ni4/TiC system, again something that solely from the DFT calculationsit is not possible

to know.
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Metals supported on transition metal carbides are known to exhibit good catalytic activity and selectivity,
which is interpreted in terms of electron polarization induced by the support. In the present work we go
one step further and investigate the effect that a titanium carbide (TiC) support has on the structural,
electronic, and magnetic properties of a series of Ni nanoparticles of increasing size exhibiting a two- or
three-dimensional morphology. The obtained results show that three-dimensional nanoparticles are
more stable and easier to form than their homologous two-dimensional counterparts. Also, comparison
to previous results indicates that, when used as the support, transition metal carbides have a marked
different chemical activity with respect to oxides. The analysis of the magnetic moments of the
supported nanoparticles evidences a considerable quenching of the magnetic moment that affects
mainly the Ni atoms in close contact with the TiC substrate indicating that these atoms are likely to be
responsible for the catalytic activity reported for these systems. The analysis of the electronic structure
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Introduction

Heterogeneous catalytic processes play an essential role in the
chemical industry as over 90% of the chemical manufacturing
processes of the world are based on this technology." Catalysis
is also at the heart of strategies aimed to mitigate the climate
change-emergency that calls for a switch from fossil fuels
towards green energies.”* Unfortunately, covering the global
energy demand through these new energy sources is still out of
reach. Consequently, considerable attention is paid to the
catalytic chemical conversion of greenhouse gases such as
CO, and CH, to value-added chemicals of industrial interest,
thus creating a cyclic energy economy. Here new heterogeneously
catalysed processes are necessary and they are currently the focus
of considerable research endeavours.

The most common industrial catalysts are constituted of
small to medium size metallic nanoparticles, often from scarce
precious elements, anchored on some type of support, usually
on metal oxides, sulphides or zeolites." Due to its relatively high
activity and low cost compared to noble metals, Ni-based
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the net charge transfer between both systems is negligible.

catalysts are extensively used for CO, hydrogenation reactions
leading to CO, CH, or methanol.*® Ni catalysts are also used in
the steam and dry reforming reaction of methane.’®** These
catalysts usually involve nickel nanoparticles supported over
different metal oxides.**® In principle, the role of the support
goes to disperse the metallic nanoparticles and thus to increase
the effective surface area. However, there is increasing evidence
that the role of the support goes well beyond this simple
picture. There is compelling evidence that the metal support
interactions can be detrimental as in the so-called strong metal
support interactions (SMSI) introduced by Tauster.'®*® These
were finally understood as capping of the metal nanoparticles
by support islands as a result of prolonged exposure at high
temperature thus leading to a concomitant decrease in the
number of active sites. There is also evidence that the metal-
support interactions can be beneficial as shown by Bruix et al."®
for the water gas shift reaction (WGSR) on a model catalyst
consisting of Pt nanoparticles supported on ceria and by
Klyushin et al.*° for the CO oxidation on Au supported catalyst.
However, one must advert that carbides interact with metals
much stronger than oxides with the direct formation of a strong
bond between the Ni particle and the TiC support (see below)
that produces noticeable electronic perturbations on the sup-
ported particle. Precisely, the intricate interplay between the
metal and the support has been recently shown through
extensive kinetic Monte Carlo simulations on the water gas
shift reaction on Au nanoparticles supported on MoC that

Phys. Chem. Chem. Phys., 2020, 22, 26145-26154 | 26145
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highlighted the role played by every part of the catalyst.>' The
number of cases evidencing a possible active role of the support
is increasingly growing and it is now clear that metal support
interactions can be used to tune a specific activity and
selectivity.”* Clearly, this requires a detailed description of
the mechanism of the catalytic reaction that includes both
metal and support. In this sense, a complete understanding of
the metal-support interactions is necessary to fully exploit this
phenomenon and many research articles focus precisely on the
properties of nickel nanoparticles supported on metal oxides.** "

In principle, when designing novel catalysts, metal-support
interactions can be used to modify the chemical properties and
the dispersion of a metal, but it is necessary to use supports
which are truly active in the binding of the metal. Among the
possible materials that can be used as supports in catalysis,
transition metal carbides (TMCs)** have emerged as a good
alternative (vide infra) to oxide surfaces, which usually need
defects or O vacancies to interact well with a dispersed metal.
TMCs have long attracted the attention of the catalysis com-
munity, since these materials combine physical properties of
three different classes of materials. They present the extreme
hardness particular to covalent solids, the excellent electric and
thermal conductivities of a metal and the high melting points
usual of ionic crystals.*** TMCs have been proposed as alter-
native catalysts to noble metals because they display catalytic
activities similar to or even better than Pt-group metals.*™’
These materials are also increasingly investigated in electro-
catalysis, both in the hydrogen evolution®**' and oxygen
reduction*? reactions. As mentioned above, TMCs have been
rather recently introduced as possible supports for metallic
nanoparticles displaying good activity and selectivity. In particular,
Au nanoparticles supported on TiC, but also Cu and Ni sup-
ported on TiC and on other TMCs such as MoC and Mo,C have
been shown to possess excellent activity in desulfurization
processes,”®™” 0, dissociation,”®*® H, dissociation,”* CH,
dissociation,” CO, hydrogenation®* and WGSR.?" 1t is worth
emphasizing that Ni nanoparticles on TiC have shown good
activity for CO, conversion,” although many details of the
mechanism remain unknown, starting with the effect of the
TiC support on the atomic and electronic properties of the Ni
nanoparticles. This, at variance with other cases that have been
previously studied,”®® introduces new aspects related to the
magnetic properties arising from incomplete 3d shells. Ni
nanoparticles are attracting a lot of attention for the hydro-
genation of CO, because, in addition to being non-expensive,
depending on their size and interaction with the support they
can yield CO, CHy, higher alkanes or methanol as the main
reaction product. Thus, one has a system which can be cataly-
tically tuned in terms of activity and selectivity.

In the present work, we investigate the interaction between
nickel nanoparticles and a TiC support and compare the previous
studies focusing on other metallic nanoparticles on the same
TiC support. We also compare the present results with those
reported previously for nickel nanoparticles supported on metal
oxides. From this comparison, new features emerge that may
help to develop new and more efficient catalysts for greenhouse
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gas conversion. In particular, the choice of magnetic nano-
particles turns out to be especially useful as it is revealed that
the metal atoms at the interface are likely to be responsible for
the catalytic activity that has been reported for these systems.

Computational details and
surface models

The interaction between different types of two-dimensional
(2D) and three-dimensional (3D) Ni nanoparticles and the
TiC(001) surface has been investigated by means of density
functional theory (DFT)-based calculations applied to suitable
periodic models that are described in detail below.

All calculations have been performed using the Vienna
ab initio simulation package (VASP) code®*™*! where the valence
electron density is expanded in a plane wave basis set and the atomic
cores are represented by the projector augmented wave (PAW)
method.®> The BEEF-VDW exchange correlation functional,*® which
includes non-local correlation and dispersion effects, has been
chosen since several benchmark studies®* have shown that it
provides a better agreement with the available experimental data
than other typical functionals. Except for the bare TiC surface model,
spin-polarization is always taken into account, a requirement due to
the existence of magnetic moments in the nickel atoms arising from
its incomplete occupation of the 3d shell.

The TiC(001) surface has been modelled by a slab supercell
model including four atomic layers. In the past, a slab of this
thickness has been shown to be useful for studying the inter-
action of metals and molecules with the TiC(001) substrate.**®
Depending on the size of the supported Ni nanoparticles,
different supercell sizes have been used to avoid interactions
between periodically repeated nickel nanoparticles. In a similar
way, a vacuum width of at least 12 A has been used to minimize
spurious interactions between periodically repeated slabs in
the perpendicular direction to the surface. In all calculations, a
cut-off energy of 415 eV has been used for the plane wave
expansion, while the size of the Monkhorst-Pack®” k-point
mesh used for sampling the first Brillouin zone has been
varied, adapting to the size of the slab supercell as explained
below. The electronic energy convergence criterion has been
selected to be 1077 eV, while the geometry optimization (ionic
relaxation) has been iterated until all forces acting on atoms
were smaller than 0.01 eV A", For all the calculations nickel
nanoparticles were allowed to fully relax in the geometry
optimization calculations, while the number of titanium carbide
layers able to relax varied depending on the surface size.

Five different slab models consisting of a titanium carbide
surface with adsorbed nickel nanoparticles have been considered.
These include three 2D nickel nanoparticles (Niy, Nig and Ni;6) and
two 3D (Ni;; and Ni,o) nickel nanopatrticles; for, the smallest (Niy),
medium (Niy and Ni, 3) and largest (Ni;¢ and Ni,g) supported nickel
nanoparticles are considered in the present work. Several sites
were explored for the supported particles with Ni atoms on top of
Ti, on top of Ti-Ti bridge sites and on top of C, the latter being the
most stable, as expected, with the final structures obtained being

This journal is © the Owner Societies 2020



RWGS on Ni4/TiC and TiC(001) surfaces

PCCP

in line with other theoretical and experimental observation for Au
nanoparticles supported on TiC.**"” Note that the focus here is on
the electronic properties of the supported clusters similar to those
that are observed by STM, thus neglecting dynamic aspects that
can lead to sintering. This is no doubt an important issue that is
out of the scope of the present work.

The TiC(001) surface has been modelled with 3 x 3, 4 x 4
and 5 x 5 TiC supercells, respectively. The Monkhorst-Pack®”
k-point meshes used in the calculations were (5 x 5 x 1),
(3 x 3 x 1)and (1 x 1 x 1) for the small, medium and large
supercells, respectively. For the small and medium size models
the two bottom layers have been kept fixed in their bulk
positions, while for the larger slabs the three bottom layers
have been kept fixed. This is justified as the calculations for
the small and medium supercells do not show significant
relaxation of the subsurface atomic layers. The remaining
outermost layers and the nickel nanoparticles have been
allowed to fully relax during the geometry optimization calcula-
tions. The calculations for the isolated Ni, nanoparticles were
carried out placing the nanoparticles in an asymmetric box at
the I'-point. The dimensions of the boxes are (11 x 12 x 13) A%,
(13 x 14 x 15) A*> and (17 x 18 x 19) A® for the smallest,
medium and the largest nanoparticles, respectively. The choice
of an asymmetric box is to ensure that the orbital filling does
not involve dealing with near degeneracies. Yet, one must be
aware that switching occupied and virtual orbitals can lead to a
nearly degenerate electronic state. The initial geometries used
for the gas-phase nickel nanoparticles are those reported as the
most stable in previous works.®®®® Note that whenever two
different geometries are reported for a given nanoparticle,
two calculations have been carried out to obtain the most
stable nanoparticle. For a better rationalization of the
metal-support interactions, pertinent density of states (DOS)
calculations have been done using the smearing method
proposed by Methfessel-Paxton”® with a denser k-point mesh.
Finally, a charge density difference analysis has been carried out
by means of the VESTA software;”' this turns out to be an
excellent way to quantify charge transfer between the metal and
the support.

Several different properties related to the gas-phase and
adsorbed nanoparticles have been investigated. First, we consider
the cohesive energy (Econ) of the gas-phase Ni, nanoparticles
defined as in eqn (1),

Eni,

Ecoh = — Eni ®

where Ey;, is the energy of the gas-phase Ni, nanoparticle and
Exi is the energy of the isolated nickel atom in the gas-phase.
The adsorption energy (E,qs) of the Ni, nanoparticles has been
calculated as in eqn (2),

Eags = Eni,-ric — Eni, — Eric @)

where Eni -tic is the energy of the supercell containing the
nickel nanoparticle adsorbed on the TiC surface and Er;c is the
energy of the relaxed pristine TiC(001) surface. Note that with this
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definition, the more negative E,qs, the stronger the interaction.
Finally, the adhesion energy (E,qn) is calculated as follows:

Eaan = Eni,-ric — Eni,optgeom — Eric,optgeom ()

where Eyj optgeom a0d Eric opgeom are the energies of the iso-
lated nickel nanoparticle and of the isolated surface both at the
optimized geometry upon adsorption, respectively. Here, as for
E,qs, the more negative E,qp, the stronger the interaction. It is
worth pointing out that the adhesion energy is normally
reported per unit area assuming that the interaction is merely
due to the atoms in direct contact with the surface. Here, we
report the adhesion energy per number of nickel atoms in
direct contact; thus, representing the same magnitude. Note
that the adhesion energy could be described also as
Eun = Bags — BNy — EiC = Eags — E*' @)

where E&! and E{¢ are the deformation energy of the Ni,
nanoparticle and the deformation energy of the TiC carbide
surface upon adsorption; the sum of the two contributions is
denoted as E°". For comparison, the adsorption, adhesion and
deformation energies will be reported normalized per atom in
contact with the surface.

Results and discussions

Gas-phase Ni,, nanoparticles were optimized using previously
available data as initial guesses®®®® and whenever two different
structures were reported, optimization of both structures was
done to obtain the optimum structure. The most stable gas-
phase nanoparticles are presented in Fig. 1 and structural
details are given in the ESL{ The results show that even the
smallest gas-phase nickel nanoparticles adopt a 3D conformation.
This is not always observed for all the transition metals as it is
known that small Cu and Au clusters exhibit a planar
conformation.”’®*® The cohesive energies of all gas-phase nickel
nanoparticles are summarized in Table 1, where values for fcc
bulk Ni are included for comparison. In fact, the calculated
bulk cohesive energy agrees with the experimental value,”

Fig. 1 Atomic structures of the most stable gas-phase Ni, nanoparticles.
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Table 1 Calculated cohesive energy (Econ) of gas-phase Ni, nano-
particles, Ni bulk and experimental Ni bulk value

Structure Eeon, €V per atom
Ni, _1.88
Nio ~2.56
Nigs —2.75
Nisg —2.85
Niso ~3.13
Ni bulk —4.28
Ni bulk, experimental”® —4.44

Table 2 Total magnetic moment of Ni, nanoparticles at the gas-phase
nickel (unig), at the adsorbed geometry but without being adsorbed (i eq)
and when adsorbed (uyaqs). Results in parentheses correspond to the
average magnetic moment per Ni atom. All results are in bohr magneton
units (ug). The calculated value for bulk Niis 0.65 ug, which is close to the
experimental figure of 0.6 up.”?

Hnig Hxijeq Hni,ads
Ni, 4.00 (1.00) 5.14 (1.29) 1.85 (0.46)
Nig 8.00 (0.89) 8.00 (0.89) 3.52 (0.39)
Niys 10.00 (0.77) 11.43 (0.88) 4.58 (0.35)
Nise 12.00 (0.75) 16.06 (1.00) 2.29 (0.14)
Nij6 reconstructed 12.00 (0.75) 16.03 (1.00) 5.50 (0.34)
Nijo 20.00 (0.69) 22.22 (0.77) 10.38 (0.36)

which is in line with previous results obtained using the GGA,
meta-GGA and hybrid density functionals.”>’* Moreover, as
expected, the cohesive energy nicely converges to the bulk value
with the nanoparticles increasing in size. Another important
property of the Ni nanoparticles is their magnetic moment,
which is reported in the leftmost column of Table 2. The total
magnetic moment increases with the number of Ni atoms,

PCCP

as expected. A more interesting magnitude is the magnetic
moment per Ni atom; this is the largest for the smallest Ni,
cluster but converges quite fast towards the bulk values. The
convergence to the bulk value is because the larger the average
coordination number, the lower the average magnetic moment,
and as the gas-phase nanoparticle grows, the average coordination
number increases. As expected, the calculated magnetic moments
are in good agreement with previous studies®®® since the gas-
phase geometries were already very similar.

In general, the deposition of a metal particle on a support
could induce modifications in its structure as a consequence of
strong metal-support interactions, which might overcome the
effects of metal-metal bonding. In our study, the metal-support
interaction has been studied for the five different nickel nano-
particles already described, which ranges from small to medium
experimental sizes, adopting 2D and 3D morphologies. The
reason for this particular choice is that experimental evidence
shows that at low coverage, transition metal nanoparticles
adsorbed over TMCs tend to acquire planar structures, while
for larger coverage they become 3D.*”** The structure of the
adsorbed nanoparticles is displayed in Fig. 2 and reported in
the ESL+ In all cases the Ni nanoparticles adsorb with the metal
atoms above the C atoms of the TiC support, acquiring a
distorted morphology but exhibiting clearly (001) facets. The
smallest nanoparticles are flat, in line with the shape observed
for small Au-TiC and Cu-TiC,**"*”*8¢%7 and as the size increases
they become 3D as observed for the Au-TiC system.’””® In
particular, the Ni;q nanoparticle has two metastable atomic
configurations with a difference of 0.05 eV in the total energy
difference only. One of the isomers exhibits a square shape and
(001) facets and the structure of the second one can be

{1

Fig. 2 Ni, nanoparticles adsorbed over the (001) titanium carbide surface. Light blue, grey and green colours are used for titanium, carbon and nickel,

respectively. Note that Ni;3 and Niyg are 3D nanoparticles.
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understood as the aggregation of four Ni, nanoparticles; here-
after this second structure will be denoted as Ni rec. Therefore,
the structures of Ni nanoparticles supported on TiC do not follow
the trend observed for metal oxide supports such as ZrO,, TiO,,
CeO, and MgO, where 3D structures have been reported even for
small nanoparticles,” >3 with the bottom nickel atoms
interacting mostly with the oxygen atoms of the surface. Never-
theless, Mao et al.*' did not find remarkable stability differences
for the Ni, flat and Ni, 3D nanoparticles adsorbed over CeO,,
though the 3D nanoparticle was found to be the most stable.
Next, we discuss the adsorption, adhesion and deformation
energies per atom in contact with the surface as defined in the
previous section and summarized in Table 3. Note that with
this definition we consider that the Ni atoms in direct contact
with the TiC surface are those contributing mainly to the
adsorption and adhesion of the overall nanoparticle. From
Table 3 it can be seen that the greater the number of Ni atoms
in similar structures (2D or 3D), the lower the adsorption
energy. Besides, a more pronounced change in the adsorption
energy when increasing the size of the nanoparticles is found
for the 2D structures than for the 3D structures. The first
observation could be rationalized because the larger the gas-
phase nanoparticle, the more stable it is with a concomitant
decrease on the bonding capability. On the contrary, the
smaller the nanoparticle, the larger its bonding capability.
The second observation could be understood as the energy
required to reorganize the nanoparticle structures being larger
for the 2D nanoparticles than that for the 3D. Compared to
other metals on TiC, the calculated adsorption energy per atom
for the Ni, nanoparticle is lower than those of Pd, and Pt, on
TiC but higher than those of Cu,, Ag, and Au, on TiC reported
by Gomez et al.,”> which nicely follows the trend that Pt-group
metals adsorb stronger on TiC than Au-group elements. Note
that the adsorption energies calculated by Gomez et al.”® using
the GGA (PW91) functional are relative to the gas-phase rhombus
structure, while our calculations are with respect to the tetrahe-
dral structure. This could lead to a slightly lower Pd,-TiC
adsorption energy, since the most stable structure in the gas-
phase is also tetrahedral.?® It is also interesting to compare the
effects of the substrates. To this end, we compare our calculated
adsorption energies for nickel nanoparticles on TiC with those
reported for similar Ni nanoparticles supported on metal oxides.
A first noticeable difference is that the interaction of Ni nano-
particles with the TiC support is stronger than those reported for

Table 3 Adsorption (E.qs), adhesion (E,qgn) and deformation (E4ef) energies
per atom of nickel in direct contact for the different Ni, nanoparticles. The
total number of nickel atoms in direct contact with the surface is given in
parentheses. For the sake of simplicity, Niig ec values have not been
included

E,qs, €V per atom  E,qp, €V per atom  Eger, €V per atom

Ni, (4) -1.76 —2.07 0.31
Ni, (9) —1.16 -1.85 0.69
Nij; (9) —1.58 —1.99 0.41
Nij6 (16) —0.88 —1.92 1.04
Niyo (16) —1.41 —2.00 0.59
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non-reducible oxides such as MgO. Giordano et al.*® reported an
adsorption energy of the tetrahedral Ni, nanoparticle on MgO(001)
of —1.17 eV per atom; somewhat smaller values were reported by
Di Valentin et al* for the square planar Ni, and the 3D Niq
nanoparticles adsorbed over MgO(001), —0.28 and —0.48 eV per
atom, respectively. The same trend is found for the tetrahedral Ni,
nanoparticle adsorbed over ZrO,, which is also a non-reducible
oxide; the reported adsorption energy was —0.47 €V per atom.>
Not surprisingly, the adsorption energy becomes larger for a
reducible oxide since charge-transfer between the particle and
the adsorbate becomes chemically favoured. Thus, Mao et al.*!
and Wang et al*® found that the adsorption energies of the flat
and tetrahedral Ni, nanoparticles adsorbed over CeO, and TiO,
were —1.34 and —1.00 eV per atom, and —1.43 and —1.02 eV per
atom, respectively. Note that, for a better comparison, all the
literature values discussed above have been normalized with
respect to the number of Ni atoms that are in contact with the
oxide surface. As can be seen from Table 3, the interaction between
Ni nanoparticles and TiC per Ni atom in contact with the surface is
even larger than for reducible oxides.

Regarding the adhesion energy values presented in Table 3,
no marked differences are observed for the different nanoparticle
sizes, meaning that the different nanoparticles interact similarly
with the surface, although Ni, is the one that has the strongest
interaction, and hence the highest adhesion energy. Interestingly,
for the cases where the Ni nanoparticle has the same number of
contact atoms with the surface, namely Niy and Ni;3 or Ni;s and
Ni,g, the larger nanoparticle has a slightly higher adhesion energy,
which could be explained because the uppermost atoms add a
small contribution to the interaction with the surface. Concerning
the deformation energies, note also that, according to eqn (4), it
contains two contributions. The major contribution to the
deformation energy is mostly related to the gas-phase nickel
nanoparticle, while the TiC surface is almost not deformed. The
differences in the deformation energy contribution of the Ni
nanoparticles with respect to the nanoparticle size are larger
than for the adhesion energies. From Table 3 it appears that the
Ni, nanoparticle is the one with the smallest deformation
energy. This is because, when going from the gas-phase tetra-
hedral conformation to the adsorbed rhombohedral conforma-
tion, the structural change implies one atom only. For the larger
nanoparticles the number of atoms that have to be reorganized
is also larger, and hence the deformation energy increases.
Comparing the nanoparticles with the same number of contact
atoms, the 3D nanoparticles have lower deformation energies.
Again, this is because the number of atoms that have to be
reorganized is smaller than in the 2D nanoparticles. Compiling
all the information from Table 3 it is concluded that the Ni,
nanoparticles should be the most stable and the easiest to form
nanoparticles on top of the TiC surface because they exhibit the
largest adhesion and adsorption energies. Similarly, for those
nanoparticles, which are different in size but contain the same
number of atoms in contact with the surface, the 3D ones are
more stable and easier to form because of the highest adhesion
and adsorption energies. This has implications for the modelling
and also to understand the results of the experiments for CO,
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hydrogenation on Ni nanoparticles supported on TiC.*® The
variations in the structural properties of the Ni particles open
the possibility of different ways to bind and activate CO,, which
could lead to different reaction products in the hydrogenation
process (e.g., CO, CH,, higher alkanes or methanol).

PCCP

To complete the study, we focus now on the effect that the
support has on the magnetic properties of the Ni nanoparticles.
The interest here is because, in principle, any catalytic reaction
involving radical species can be affected by a change in the spin
alignment and magnetic properties of a metal centre. To disentangle
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the support and structural effects we consider the magnetic
moments of three different structures; the gas-phase Ni nanoparticle
(1nig), the Ni nanoparticle in the gas-phase but at the adsorbed
geometry (iinjeq), and the Ni nanoparticle adsorbed over the surface
(invi,aas)- The trend for the gas-phase nanoparticles has already been
discussed and we just recall that the magnetic moment per atom
converges quite rapidly to the calculated bulk value, which is also
close to the experimental value of 0.6 f;.”> Table 2 shows that, in
general, the magnetic moments of the Ni nanoparticles at the
equilibrium adsorption structures (unieq) are quite high compared
with the corresponding values in the gas-phase equilibrium geo-
metry (tig) This support-effect can be easily rationalized because
the coordination number of the Ni nanoparticles at the supported
geometry is smaller than for the gas-phase structure. Remarkably,
the supported Ni nanoparticles exhibit the lowest magnetic
moments (fijaas)- This is a clear indication of a chemical interaction
between the Ni nanoparticle and the support. This interaction,
involving covalent bonding through Ni(3d) and C(2p) orbital mixing,
is strong enough to quench the increase of magnetic moment
induced by the structural change upon adsorption. As seen for the
other cases, the larger the adsorbed nanoparticle, the lower the
magnetic moment per atom as the average coordination number of
the nickel atoms increases. Note also that the Ti and C surface atoms
of the TiC substrate do not exhibit any magnetic moment, and this
does not change upon adsorption of the nickel nanoparticles.
Interestingly, the coordination number effect is also observed when
comparing the Ni;s and Ni; e Nanoparticles, the former exhibiting
a higher average coordination number and also a lower magnetic
moment. Finally, it is also interesting to point out that for the 3D
nanoparticles, the uppermost atoms have a larger magnetic
moment, while for the atoms in direct contact this is lower. This
is in agreement with the above mentioned conclusion that the
metal-support interaction induces a quenching of the magnetization
of the supported nanoparticle. This conclusion contrasts with the
findings of previous studies for Ni nanoparticles supported on
MgO(001). Giordano et al.® found that the magnetic moment per
atom of the tetrahedral Ni, nanoparticle supported over MgO was
1.0 ug, the same observed for the gas-phase species. Later on, Di
Valentin et al.*® reported a magnetic moment for the flat Ni, and 3D
Ni, nanoparticles adsorbed over MgO to be 1.40 and 0.89 p5, again
the same as in the gas-phase nanoparticles. The fact that the values
reported for Ni nanoparticles supported on MgO are higher than the
present ones for similar nanoparticles supported on TiC is a clear
indication of the existence of a chemical interaction between the Ni
nanoparticles and the TiC surface, which is not present when the
support is MgO, where the leading interactions are electrostatic with
an expected contribution of dispersion.

To further understand the metal-support interaction we
have carried out a Bader analysis”® and computed the net charge
for the Ni atoms in the nanoparticle as well as for the atoms in
the support. Interestingly, there are no relevant changes in the
net charges indicating that there is no noticeable charge transfer
between the Ni nanoparticles and the TiC. A similar result was
encountered long ago for the interaction of Au nanoparticles
with the TiC surface; no clear sign of charge transfer but a
clear polarization of the Au nanoparticle electron density
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produced by the support that has a clear fingerprint in the
C(1s) X-ray photoemission spectra.’® To further analyse the
nature of the interaction between the Ni nanoparticles and the
TiC support we have also obtained the density of states (DOS)
and charge density difference plots. In particular, a local density
of states (LDOS) and partial density of states (PDOS) have been
carried out for the clean TiC surface and the Ni,-TiC systems.

Sirhs wEm Tap vkt
(N-N NN NN
[N NN NN
(NN M- NN
i e 0 s somowi
oo o o 4
id oSO @ *RrOWO R
o s N s N @
il‘.‘i‘.ﬁ‘ﬂl__
i
(-]
¥
b P RE ;&
M g TIEE
i o DORPDRE 'R
s A& A S ASAS " B
el ;
o L] N
"ihdddbena £
F T NRE NN N 5
i i R A =
m .
F [ I} d
Mo 408 'Y “
FEXEEERE RN i
O E W e
L]
Me § & & i .
TR ] [N | .....'
IEO SO BB BTSN 2 .
A EA e REEEE S RN EEEEE

W=
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lation of charge density, while purple regions denote charge density
depletion.
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On the calculations we have considered the upper layer of the
titanium carbide surface and the overall nickel nanoparticles
focus on the Tizq, Czp and Nizq states, as summarized in Fig. 3.
From Fig. 3 the region near the Fermi level for the clean TiC is
flatter than when the nanoparticle is adsorbed because there
are some Nizq populated states around this region. Moreover,
for the Ni,~TiC systems there are some pronounced peaks near
the Fermi level, which are related to a mixing of the Cyp, Tizq
and Nizq states; thus showing a chemical interaction between
the nanoparticles and the surface. Furthermore, for the 3D
nanoparticles it could be seen that the uppermost nickel atoms
also mix with the C,;, and Tizq states, although to a lesser extent
than the interfacial atoms. This confirms that the higher
interaction in the 3D nanoparticles is due to the additional
contribution of Ni atoms in the uppermost atomic layers.
Finally, we have performed a charge density difference
analysis to evaluate the metal-support interaction, which is
reported in Fig. 4. The charge difference is defined as

P = PNi,-Tic — PNi,optgeom — PTiC,optgeom (5)

where pni tic, Pioptgeom aNd PTicoptgeom are the electron
densities of the adsorbed nanoparticle over the surface, the
isolated nanoparticle at the optimum adsorption geometry and
the titanium carbide surface at the optimum adsorption geo-
metry, respectively. From Fig. 4 it could be seen that for all the
nanoparticles there is an accumulation of charge density on top
of the nickel atoms, while there is charge depletion on the
hollow sites. There is a clear chemical interaction even if the net
charge transfer is negligible. Moreover, for the 3D structures the
uppermost layers have lower charge density accumulation, since
they interact less with the surface as shown in the DOS dia-
grams. As a matter of fact, it could be seen that the third layer of
the Niyy structure is almost non-perturbed by the titanium
carbide surface. This is in agreement with previous works
indicating that the catalytic activity of metals on TiC is due to
the presence of flat and small supported nanoparticles.**"

Conclusions

Metals supported on transition metal carbides are known to
exhibit good catalytic activity and selectivity in a rather large list
of reactions. For metals such as Cu and Au, the increased
catalytic activity has been attributed to the polarization of their
electron densities in response to the presence of the underlying
carbide.”””"”” However, in the case of magnetic nanoparticles
the available information is almost nonexistent. To fill this gap in
our understanding of catalysts based on metals supported on
transition metal carbides we investigated in detail the effect that a
TiC support has on the structural, electronic, and magnetic proper-
ties of Ni nanoparticles. By means of periodic DFT calculations
using suitable supercells, three two-dimensional (Ni,, Nig and Nije)
and two three-dimensional (Ni,; and Ni,) nanoparticles of increas-
ing size have been selected as representative examples.

The obtained results plus a detailed comparison to earlier
studies involving other metals on the TiC support or Ni
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nanoparticles on other supports allowed us to reach a series
of firm conclusions. First, the smallest Ni, nanoparticles exhibit
the largest adsorption and adhesion energies. The great stability
of these supported nanoparticles together with the large adsorp-
tion energies indicates that these are likely to be abundant in
Ni/TiC systems prepared by vapor deposition;”®> a conclusion
which is in agreement with the prediction that such small Ni
nanoparticles supported on TiC are active for methane dissocia-
tion even at room temperature.”* Second, the three-dimensional
nanoparticles are more stable and easier to form than their
homologous two-dimensional counterparts. Third, Ni, and Ni,
appear to interact with the TiC substrate stronger than, as
reported for, non-reducible and reducible oxides such as MgO
and CeO,, respectively. Additionally, for the Ni,-TiC nanoparticle
we have confirmed the trend that Pt-group nanoparticles adsorb
stronger than Au-group nanoparticles over TiC surfaces. Finally,
we presented evidence that, while the distortion of the structure
of the supported nanoparticles induced by the support increases
the average magnetic moment per Ni atom, the overall result is a
considerable quenching of the magnetic moment. This is a
feature not observed in nickel nanoparticles supported on
MgO and a clear indication of the presence of chemical inter-
action between the Ni nanoparticles and the TiC support. This is
confirmed by the analysis of the three-dimensional nano-
particles, where the largest magnetic moment corresponds to
atoms in the uppermost layers. The fact that the magnetic
moment in the uppermost layers remains as in the isolated
nanoparticle indicates that the chemical activity of these atoms
is almost not affected by the presence of the TiC support and
that the active sites will be those at the interface, thus giving
support to previous studies focusing on this type of model. The
DOS and the charge density difference analysis also reveal the
existence of chemical interactions between the Ni nanoparticles
and the TiC support, even if the net charge transfer between the
two systems is negligible.

The reported results have been obtained for a TiC support
but, in view of the similarity in the electronic structures of other
transition metal carbides with 1:1 stoichiometry and rock-salt
crystal structure, it is likely that the present findings will apply to
systems composed of other magnetic nanoparticles and different
transition metal carbides, which also have implications in the
catalytic properties of the resulting systems. Furthermore, from
these results, it is clear that a carbide support can be quite useful
to modify the chemical properties and the dispersion of a metal,
while designing novel catalysts.
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ABSTRACT: Small Ni particles supported on TiC(001) were shown to display a very
high activity for the catalytic hydrogenation of CO, but the underlying chemistry is, to a
large extent, unknown. Here, by means of periodic density functional theory (DFT)
calculations with the BEEF—vdW functional, we explore the adsorption and subsequent
dissociation of CO, and H, on several Ni, clusters (n = 4, 9, 13, and 16) supported on
TiC(001) and compare the results to those obtained for the bare Ni(111) and TiC(001)
surfaces using exactly the same computational approach. The calculations reveal that the
Ni,/TiC system exhibits stronger adsorption energies and lower dissociation energy
barriers for CO, and H, than the bare Ni(111) and TiC(001) surfaces. This is in line with
the experimental finding evidencing that the Ni/TiC system has a catalytic activity higher
than that of the separated Ni and TiC constituents. In addition, the calculated results show
that two-dimensional (2D) supported clusters adsorb CO, and H, stronger than the three-
dimensional (3D) supported clusters and also the 2D clusters exhibit lower energy barriers
for CO, dissociation. Within the 2D supported clusters, larger particles feature slightly stronger adsorption energies and lower CO,
dissociation energy barriers. Finally, H, dissociation proceeds with a very low energy barrier on all of the studied models, which
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makes these novel systems potential good candidates for hydrogenation reactions.

1. INTRODUCTION

Excessive emissions of greenhouse gases are producing a
devastating effect on the Earth’s environment leading to
phenomena such as the global warming with direct impact on
the overall climate system. Among the different greenhouse
gases, carbon dioxide (CO,) is the major contributor to global
warming and sea acidification."”” The increase of atmospheric
CO, is directly associated with the use of carbon-rich fossil
fuels for covering the ever-growing world energy demand.
Unfortunately, satisfying the whole current world energy
requirements with green energies is still remote® and
significant efforts are being addressed toward the CO, catalytic
chemical conversion. This strategy involves simultaneously
reducing the environmental impact related to CO, emissions
and generating energy carriers, thus creating a cyclic energy
economy. In the last decades, CO, hydrogenation has gained
interest in generating new value-added chemicals of industrial
significance. Among the different chemicals of industrial
interest, CO, methane, methanol, and formaldehyde are the
most investigated options®~* and all require appropriate active
and selective catalysts.

The most common heterogeneous catalysts used in
industrial applications consist of small-to-medium-sized
metallic nanoparticles anchored on some type of support,
usually an oxide or sulfide.” The nature of both, metal and
support, controls the catalytic activity and, more importantly,
the selectivity toward a specific product. Normally, precious
metals like Pd and Pt are highly active, but they are scarce and

© 2021 American Chemical Society

vACS Publications

expensive. Therefore, metals that could be active, abundant,
and cheap attract considerable attention. In that sense, Ni-
based catalysts are widely used for the CO, hydrogenation
reaction due to their relatively high activity and low cost
compared to noble metals.'””"7 In these catalysts, nickel
nanoparticles are often supported over different metal oxides
although transition-metal carbides (TMCs) were also
proposed as supports,'®™*" the resulting systems exhibiting
high activity and selectivity. The enhanced activity was
attributed to the polarization that the TMC surface provokes
on the supported particle electronic density.”’ This type of
positive interaction between the metal cluster and the TMC
support is different from the so-called strong metal—support
interactions (SMSIs) introduced by Tauster, a term used in the
1970—1990s, that had a detrimental effect on the catalytic
activity.”>">* In the last 15 years, a large number of studies
have shown a positive active role of the support and it is now
clear that metal—support interactions in many cases can be
used to tune a specific activity and selectivity.”> For instance,
Klyushin et al.”® evidenced the benefits of metal—support
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Figure 1. Side and top views of the six different surface models studied. The top view contains the label of the different considered adsorption sites.
Light blue, gray, and green colors are used for titanium, carbon, and nickel, respectively.

interactions for the CO oxidation reaction catalyzed by Au
nanoparticles supported on TiO,. Similarly, Bruix et al”’
showed an activity enhancement for the water gas shift
reaction (WGSR) on Pt clusters anchored over a ceria support
that was due to metal—support interactions. Moreover, in a
recent study, Prats et al.”® showed the interplay between the
metal and the support for the WGSR on Au clusters supported
on molybdenum carbide using a multiscale approach. Clearly,
catalysis design can benefit from the use of metal—support
interactions that open new opportunities for the generation of
tailor-made materials.

Coming back to the case of CO, activation, experiments
under well-controlled conditions showed that Ni clusters
supported on titanium carbide (TiC) exhibit a high activity
toward CO, hydrogenation®” with a noted selectivity toward
CO production, although the underlying chemistry is
essentially unknown. In part, this is due to the complex
network of reactions that are involved in this apparently simple
reaction where direct dissociation of CO, and H, competes
with hydrogen-assisted CO, dissociation to CO and COOH
formation that eventually leads to a small amount of methanol.
On extended surfaces of nickel, the products of the
hydrogenation of CO, can be CO, methanol, methane, other
light alkanes, and coke. Thus, the high selectivity seen on Ni/
TiC(001) for the production of CO is remarkable.*’

Recent work has shown that TiC(001) and TiC powders
can store large amounts of hydrogen that are available for any
hydrogenation process.”” Thus, in Ni/TiC(001), one has a
catalyst in which the properties of the carbide and metal—

support interactions may be responsible for the high selectivity
seen during CO, hydrogenation.”” Furthermore, in this system,
the reactivity also depends on the size of the supported metal
particle, small two-dimensional (2D) supported clusters being
more active than larger three-dimensional (3D) clusters.”® This
is likely due to differences in the electronic distribution of the
2D and 3D supported Ni clusters induced by the TiC support.
Precisely, a recent study has shown that Ni clusters bind
stronger over TiC than over different reducible and non-
reducible metal oxides.*” This study also revealed that 3D
clusters should be easier to form and are more stable, which
can be beneficial for catalysis, provided the morphology of the
supported clusters can be controlled. The clear influence of the
particle size and morphology further complicates the situation
and calls for modeling studies where the different effects can be
studied separately. To contribute to disentangling this
problem, we have studied the size and morphology effect of
supported nickel clusters on the adsorption and dissociation of
CO, and H,. This is a necessary step before selecting an
appropriate catalytic model to thoroughly study the CO,
hydrogenation reaction by a multiscale approach.

2. COMPUTATIONAL METHODS AND MATERIAL
MODELS

The adsorption and dissociation of CO, and H, on a series of
models representing a variety of Ni clusters supported on TiC
(vide infra) were studied by means of density functional theory
(DFT)-based calculations using periodic models. All calcu-
lations described in the present work were carried out by

https:/doi.org/10.1021/acs jpcc.1c03219
J. Phys. Chem. C 2021, 125, 12019-12027
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means of the Vienna ab initio simulation package (VASP)
code,®" > where the valence electron density is expanded in a
plane-wave basis set, as indicated below, while the effect of the
core electrons on the valence electron density is re})resented by
the projector-augmented wave (PAW) method.** Spin polar-
ization has been considered for all of the systems containing Ni
to account for its magnetic properties arising from its
incomplete occupation of the 3d shell. All DFT calculations
were carried out using the nonlocal BEEF—vdW exchange—
correlation functional” that includes dispersion effects. The
reason for this particular choice comes from several benchmark
studies showing that it provides better agreement with
available experimental data than other commonly used
functionals.> %"

The different systems representing Ni clusters supported on
the TiC(001) surface were modeled by a (N X M) supercell
containing four TiC atomic layers plus the Ni,, Nig, Nij;, and
Ni¢ clusters, as shown in Figure 1. In these systems, we change
the number of atoms in the cluster and consider configurations
in which all of the nickel atoms are in contact with the carbide
substrate (maximizing metal—support interactions) or have a
3D configuration where some of its atoms do not touch the
support. For comparison, the interaction of CO, and H, with
the Ni(111) and TiC(001) surfaces was also considered, with
data calculated here using the same computational approach
and compared to previous values in the literature.”*
Regarding the models for the supported clusters, one should
be aware that several near-degenerate structural isomers may
be present, especially at operating conditions.* However,
the focus of the present work is on the effect of cluster size and
shape (2D versus 3D atomic structures) rather than a complete
study of the reactivity of different isomers for each supported
cluster. This will shed light on important aspects of a complex
reaction network by guiding appropriate catalyst models that,
even if not perfect, are realistic enough to provide physically
meaningful insights into the molecular process by subsequent
multiscale simulations.

The size of the supercell was large enough to avoid spurious
interactions between periodically repeated species. Similarly, a
vacuum width of at least 12 A was used to minimize spurious
interactions between periodically repeated slabs in the vertical
direction. In all calculations, at least the outermost TiC atomic
layer, the nickel cluster and the adsorbed species were allowed
to fully relax, while the other TiC layers were fixed to provide a
bulk environment to the surface region. A cutoff energy of 415
eV was set for the plane-wave expansion, while the
Monkhorst—Pack®' k-point mesh was varied depending on
the surface model used. The specific values used for each
surface model are summarized in Table S1 in the Supporting
Information (SI). The electronic energy convergence criterion
was set to 10~ eV, while atomic positions were allowed to
relax until the forces acting on the atoms were smaller than
0.01 eV A™". Note that for calculations in which convergence
problems have aroused, we have ensured that the electronic
energy does not vary more than 107> eV.

Transition-state (TS) structures were located using the
climbing-image nudged elastic band method (CI-NEB).***
The initial guesses for the employed intermediate images were
generated using the image-dependent pair potential proce-
dure,** as implemented in the atomic simulation environment
(ASE) package.” Vibrational frequency analysis was carried
out to ensure that all TS have only one imaginary frequency,
whereas, for adsorbed species, all frequencies were positive,

thus corresponding to real minima on the potential energy
surface. The calculated frequencies were also used to compute
the zero-point energy (ZPE) contribution to the energy of all
adsorbed species. The energy of gas-phase molecules was
calculated by placing a single molecule in a box of dimensions
9 X 10 X 11 A® and considering the I" point only. Then, the
adsorption energy of the considered i species was calculated as
follows

E

ads,i

=E; g — Egap — Ei,g (1)

where E,g,, is the energy of the i species adsorbed over the
surface, Eg,, is the energy of the relaxed pristine surface, and
E,, is the i gas-phase energy. With this definition, favorable
adsorption corresponds to negative E,q; values. Reaction
energies (AE,) and energy barriers (AE”) were calculated as

AE, = Egg — Ejg (2)

AE” = Ers — Eyg (3)

where Ej, Egg, and Erg are the total energy of the initial, final,
and transition states, respectively. Note that for the final states,
the coadsorbed configuration (i.e, CO + O or H + H) was
always considered. Unless otherwise specified, all energy values
reported in the present work include the ZPE contribution.
Before starting the following section, it is important to point
out that the density functional used in the present work differs
from that used in previous works. Nevertheless, to ensure that
a proper comparison is well suited and qualitative interpreta-
tions could be extracted, we have also calculated the H, and
CO, adsorption energies on the Ni,/TiC system using the
Perdew—Burke—Ernzerhof (PBE)*® and PW91*" functionals
without including the dispersion contribution. We have
observed that, not surprisingly, these functionals predict
adsorption energies of H, and CO, 0.30—0.34 eV larger than
BEEF—vdW (see Table S2 in the SI for further information).
Although this functional dependence on the adsorption
energies does not affect the general conclusions obtained
from the comparison between our BEEF—vdW results and
previous results in the literature, it should be taken into
account when comparing the absolute values of adsorption
energies with literature data.

3. RESULTS AND DISCUSSION

3.1. CO, and H, Adsorption on Ni,/TiC Models. The
adsorption energies for CO, and H, on the different sites of
the four Ni,/TiC different model systems as well as on bare
TiC(001) and Ni(111) are shown in Table 1; the most stable
configurations are schematically displayed in Figure 2. As
shown in Figure 2, a similar pattern emerges for both CO, and
H, adsorbed molecules. On the bare TiC(001) and Ni(111)
surfaces, the CO, adsorption energies calculated with the
BEEF—vdW functional are of —0.58 and —0.15 eV, indicating
chemisorption and physisorption, respectively. It is known that
CO, interacts weakly with Ni(111) and with other surfaces of
late transition metals."**’ For CO, adsorption on TiC(001),
the reported BEEF—vdW value is close to the PBE ones
reported by Kunkel et al.*’ (=0.57 €V) and by Lépez et al.>"*
(—0.61) and slightly smaller than the PBE-D3 values reported
by the same authors (—0.83 and —0.85 eV, respectively). The
small difference is clearly due to the different treatments of
dispersion in the BEEF—vdW and PBE-D3 approaches, the
latter known to overestimate the adsorption energy. Apart
from this small discrepancy, all studies point to the formation

https://doi.org/10.1021/acs jpcc.1c03219
J. Phys. Chem. C 2021, 125, 12019-12027
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Table 1. CO, and H, Adsorption Energies (Including the
ZPE Term), C—O Bond Lengths (d¢_o), H-H Bond
Lengths (dy_g), and O—C—O Bond Angles (0y_c_o), for
the Most Stable Adsorbed Sites for H, and CO, over the
Different Surface Models”

Co,
model site E,4/eV de_o/A Oo-c—o/°
Ni(111)" tNi —0.15 118, 118 180
TiC(001) tC —0.58 129, 1.29 128
Ni,/TiC(001) hNi -137 135, 1.28 122
Niy/TiC(001) hNj, -1.36 1.36, 1.29 119
Niy/TiC(001) hNi, 141 1.36, 1.29 119
Ni;3/TiC(001) tNi, -0.47 128, 1.28 130
Ni,3/TiC(001) Niy —0.48 124, 1.26 138
Ni,¢/TiC(001) hNi, —1.49 1.36, 1.29 117
Ni,¢/TiC(001) hNi, —14s 1.37, 1.29 118
Ni,¢/TiC(001) hNi; —1.45 1.35, 1.28 120
H,
model site E,4/eV dy_u/A
Ni(111)" bNi —-0.02 0.74
TiC(001) tM —0.01 0.74
TiC(001) tC —0.01 0.74
Ni,/TiC(001) Ni —0.34 0.83
Nig/TiC(001) Ni; —-0.30 0.86
Niy/TiC(001) N, -0.35 0.85
Niy/TiC(001) Ny -0.33 0.83
Ni;3/TiC(001) N, —0.01 0.82
Ni;3/TiC(001) Ny —-0.12 0.82
Ni;3/TiC(001) N, —-0.12 0.83
Ni;/TiC(001) N, —0.40 0.84
Ni;/TiC(001) Ni, —-0.40 0.84
Ni,/TiC(001) tNiy —0.42 0.83

“Note that except in Nll3/T1C(001) the Ni supported clusters have a
2D atomic structure. “The Ni(111) values were taken from ref 38.

of a C,—CO, bond giving an adsorption configuration in
which the molecule is activated with a concomitant increase of
the C—O bond lengths and appearance of significant O—C—O
bending (see Table 1). On the other hand, H, has a similar
interaction with both TiC(001) and Ni(111), as expected
since it is physisorbed on both surfaces.

For the Ni cluster suggorted on TiC(001), the strong
metal—support interaction” generates a charge redistribution

over the Ni atoms that results in much larger adsorption
energies for both CO, and H, (see Figure 2). On the Ni,/TiC
systems, adsorption induces a strong activation of both
molecules evidenced by increased bond lengths and, in the
case of CO,, a large deviation from linearity (see Table 1). As a
curiosity, the C—O bond length nicely correlates with the CO,
adsorption energy, so, the largest the bond length, the largest
the adsorption energy, as shown in Figure 3. Regarding the
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Figure 3. Correlation between the adsorption energy for CO, and
C—O bond length.

effect of the supported morphology, those clusters with a 2D
atomic structure adsorb CO, and H, strongly than the 3D one.
The reason for this behavior is simply that the Ni atoms in the
2D clusters are more affected by the underlying TiC support
than those of the supported 3D clusters where there are Ni
atoms that are not in direct contact with the support and,
consequently, much less affected. This is a general trend
already observed for other metallic particles supported on
TMCs.*"** Within 2D clusters, adsorption energies slightly
increase with particle sizes, which can be attributed to the
lower energy penalty for structure reconstruction upon
adsorption on Ni4/TiC compared to that on Ni,/TiC and
Nig/TiC.*" Interestingly, the topmost hollow site of Nij3/TiC
does not adsorb CO, nor H,, as this site closely resembles the
fourfold hollow site of the Ni(100) surface that is known to
inte_r4act poorly with CO,, but it can interact significantly with
H,°

N N NI

N O

SRS ~5’ & § £

\Q 0\ g SN
N < < 00
-0.5
048

-1.0
-1.37 141 14918
. . . o9

Figure 2. H, and CO, adsorption energies over different surface models.
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The ZPE term is included. The adsorption energies on Ni(111) were
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Table 2. CO, and H, Reaction Energies (AE,,) and Forward and Reverse Energy Barriers (AE},, and AEZ,,, Respectively)
over the Most Probable Sites for Reaction of the Different Considered Ni,/TiC Models with Ni(111) and TiC(001) Included

for Comparison®

co,
model reaction AE,,/eV AEL,/eV AEL,o/eV de_o/A
Ni,/TiC(001) COypi = COpy + Oyryy 0.03 0.55 0.52 175
Niy/TiC(001) COypi = COpy + Oyryy 0.25 0.52 0.27 174
Ni,3/TiC(001) COip = COuip + Oyryy -0.39 0.83 122 1.53
Ni,¢/TiC(001) COspnit = COpyit + Opnin —0.68 035 1.03 1.92
Ni(111) COypp = COpp + Oec -0.57 0.86 143 1.84
TiC(001) CO,4c = COc + Opunc —0.06 1.03 1.08 1.84
H,
model reaction AE,,/eV AER,o/eV AEL,o/eV dy_y/A
Ni,/TiC(001) Hyoi = Hyng + Hing —0.60 0.08 0.68 1.36
Niy/TiC(001) Hypi = Hi + Hing -0.95 0.02 0.97 1.14
Niy,/TiC(001) Hyon = Howa + Howg —-0.51 0.11 0.62 111
Ni,¢/TiC(001) Hynis = Hinig + Hing —0.44 0.07 0.52 132
Ni(111) Hyp = Hye + Hyg -031 0.28 0.59 0.94
TiC(001) H, o = He + He” -0.50 1.07 157 127

“Note that except Ni;;/TiC(001), the Ni supported clusters have a 2D atomic structure. All energy values were obtained with the BEEF—vdW
functional and include the ZPE contribution. C—O and H—H breaking/forming distance of the transition-state structure (dc_o and dy_y,
respectively). “Note that this process occurs in two steps, as shown in ref 61. Thus, the energy barrier is calculated with respect to the TS with the
highest energy. See Table S3 in the SI for information about the energetics of each of the two steps.

To have a better perspective of the different interactions
involved in the H, and CO, adsorption with the different Ni,
clusters supported on TiC, it is interesting to compare with
other studies of similar systems either involving TiC(001)
surfaces doped with metals,”"* other supported metals on
TiC(001),°%°>%¢ or even other low Miller index Ni
surfaces.””*® A comparison with these previous works shows
that Ni,/TiC(001) systems are really attractive as they interact
stronger with H, and CO,. For instance, for H, adsorption,
Florez et al.>® reported adsorption energy values of 0.01 and
—0.04 eV for the Au,/TiC and Auy/TiC systems, respectively.
These values were obtained using a different but quite similar
functional, PW91 without including dispersion, but, in any
case, are significantly smaller than the BEEF—vdW calculated
values for the Ni,/TiC and Nig/TiC systems (—0.34 and
—0.35 eV, respectively). Note that Florez et al.>* also reported
a H, adsorption energy of —0.48 eV on the bare TiC(001)
surface, which is larger than the present calculated value
(—0.01 eV). An analysis of the involved structures shows that
the value reported by Florez et al.>* corresponds to a nearly
dissociated structure with a H—H distance of 1.73 A, as
specified by the authors, whereas the present calculations
clearly find a physisorbed H, molecule. Clearly, the lack of
dispersion in the PW91 functional used by Florez et al.** is the
reason why the physisorbed species was not detected in the
calculations. In a subsequent work, Gomez et al.* studied the
adsorption of H, on a series of M,/TiC systems (M = Pd, Pt,
Cu, Ag, and Au). They used the same PW91 functional, again
without including dispersion, and found an almost negligible
H, adsorption energy on the Cu,/TiC, Ag,/TiC, and Au,/TiC
systems. Oppositely, they found a stronger adsorption energy
for the Pd,/TiC and Pt,/TiC systems (—0.70 and —0.87 eV,
respectively). In spite of the use of a density functional
neglecting dispersion, the trends are physically sound and can
be safely compared to the present BEEF—vdW values. The
present value for the H, adsorption energy on Ni,/TiC of
—0.34 eV is clearly in between the values for coinage and Pt-

group metals. Moreover, both Pd,/TiC and Pt,/TiC exhibit a
rather large energy barrier for dissociation (vide infra), which
makes Ni,/TiC more attractive for H, dissociation, as
discussed more in detail in the next section. Comparing the
H, adsorption energy with that on different Ni surfaces,
Mohsenzadeh et al.*” found H, adsorption energies of —0.17,
—0.22, and —0.33 €V for the Ni(111), Ni(100), and Ni(110)
surfaces, respectively, using the PBE functional. Their reported
values are larger than those reported for both naked surfaces
but slightly lower than that of the Ni,/TiC systems. Therefore,
the supported Ni clusters appear to be more active than the
corresponding extended surfaces.

Regarding CO, adsorption, as mentioned above, it is known
that the molecule interacts weakly with Ni(111) and with
other surfaces of late transition metals.***’ For instance, Vogt
et al®® using the PBE functional found CO, adsorption
energies of 0.25, —0.17, —0.43, and —0.41 eV for the Ni(111),
Ni(100), Ni(110), and Ni(211) surfaces, respectively. Their
results show that stepped surfaces adsorb CO, stronger than
flat surfaces, which comes from low-coordination metal atoms
at the step sites, but are still far away from the adsorption
strength observed on the 2D supported Ni,/TiC clusters. It is
also interesting to compare to the results reported by Lopez et
al,*"** who studied the effect of doping the TiC(001) surface
with different kinds of metals. In particular, these authors first
considered the situation where one surface Ti atom is replaced
by another transition-metal atom chosen from the list of those
that are commonly present in TMCs such as Zr, Hf, V, Nb,
Mo, Cr, Ta, and W. They found that the highest CO,
adsorption energy corresponded to the Hf- and Zr-doped
systems, with PBE adsorption energies of —0.96 and —0.93 eV,
respectively. In both cases, CO, adsorbs via a C,,—CO, bond,
with one of the oxygen atoms pointing to the dopant. In the
following study, these authors increased the set of doping
atoms so as to include Mg, Ca, Sr, Al, Ga, In, Si, Sn, Pd, Pt, Rh,
Ir, La, and Ce and found that, among all dopants studied, the
Sr- and Ce-doped systems exhibited the largest adsorption
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energy. However, they also found significant differences in the
bonding mechanism; CO, interacts directly with Ce dopant
resulting in a PBE adsorption energy of —1.10 eV, but in the
case of Sr, the bonding mode does not involve such direct
interaction and the reported PBE adsorption energy was —1.22
eV. However, these values are still slightly smaller than those of
the 2D Ni,/TiC systems of —1.37, —1.41, and —1.49 eV for
the Niy/TiC, Nig/TiC, and Ni,s/TiC systems, respectively,
although these include dispersion through the BEEF—vdW
functional. Note that in the present calculations the bonding
mode implies a clear direct interaction between the CO,
molecule and the Ni atoms of the nickel clusters. Finally,
Rodriguez et al.* reported CO, adsorption energies of —1.11,
—0.59, —0.68, and —0.37 eV over Cu,/TiC, Au,/TiC, Cu,/
TiC, and Auy/TiC, respectively, also lower than 2D Ni,/TiC
systems. Even if these values have been obtained with the
PWO1 functional and, hence, neglect dispersion, it is clear that
the Ni clusters supported on TiC are more active to adsorb
CO, than those of Cu and Au on the same support. It is also
worth noting that for the 3D coinage clusters supported on
TiC, the interaction of CO, with the uppermost layer was
negligible as we have observed for Nij;/TiC. Note that
previous studies do not include the ZPE contribution term
although its contribution to the adsorption energy is on the
order of 0.02 eV or less.

3.2. CO, and H, Dissociation on Ni,/TiC Models. The
dissociation of CO, and H, on the present models is rather
complex since both adsorbates interact with a rather similar
strength on different sites. Thus, we have considered all
possible reaction pathways, which are listed in Table S3 in the
SI. Table 2 reports the reaction energies and energy barriers for
the pathways exhibiting the lowest energy barrier. The highest
dissociation energy barriers for both CO, and H, correspond
to the bare TiC(001) and Ni(111) surfaces with Ni(111)
predicted to be slightly more active than TiC(001) for CO,
and H, dissociation. Note that the Ni(111) surface activity will
be limited by the weak CO, and H, adsorption, in agreement
with experimental trends.* Likewise, one must point out that,
during the hydrogenation process, the dissociation of the CO,
molecule can occur either spontaneously or assisted by
hydrogen adatoms arising from a previous H, dissociation
step. These constitute the initial steps of a complex reaction
network (see ref 38), ultimately determining the selectivity of
the process, with the possible products being CO, methanol,
CH, or other light alkanes, and coke. Therefore, to better
understand the underlying chemistry, it is convenient to focus
first on the adsorption and dissociation of CO, and H,, and
this is precisely the aim of the present work.

For the Ni,/TiC models, the strong metal—support
interactions result in moderately low energy barriers for CO,
direct dissociation with values in the 0.35—0.83 eV range.
Moreover, the process is clearly favored over the 2D supported
clusters and, as these adsorb CO, stronger, they are suitable
candidates for CO, conversion. Note also that CO, dissociates
with a similar energy barrier on all of the considered different
sites of the 2D supported clusters, but this is not the case of 3D
clusters (see Table S3 in the SI). Results in Table 2 also
indicate that, for the 2D clusters, the CO, dissociation energy
barrier slightly decreases with cluster size. These minor
differences are also observed for the adsorption strength and
are rationalized as a smaller reorganization of the supported
cluster atomic structure in the largest ones. The energy barriers
are even smaller for H, dissociation, with values as low as

0.02—0.11 eV. Contrarily to what is observed for H,
adsorption, there is no clear trend relating the Ni,/TiC atomic
structure and the corresponding energy barrier for H,
dissociation. However, 2D clusters emerge as excellent
candidates for hydrogenation reactions given their very low
energy barriers and rather strong H, adsorption. Note that the
H, dissociation mechanism on all supported clusters is very
similar irrespectively on the adsorption site (see Table S3 in
the SI). As a final remark, one should mention that the good
H, dissociation capacity and the ability of TiC(001) to pack
large coverages of hydrogen make Ni,/TiC systems really
attractive for hydrogenation reactions. Note that H, dissociates
preferably leading both H atoms on the supported Ni cluster,
but as investigated for the Ni,/TiC system, the final state, in
which one H atom sits on the supported cluster while the other
spills over to a Ti—Ni interface site, is only ~0.30 eV less stable
but still exothermic, and the transition state is supposed to be
very similar. Therefore, under regular pressures of H,, one
could expect that some H atoms could spill over from Ni,
clusters to the TiC(001) surface, producing a large H reservoir
that could be useful for hydrogenation reactions. Nevertheless,
it is important to point out that this spillover effect is strongly
dependent on the H coverage,”” although a more detailed
study is out of the scope of the present study.

It is interesting to compare the present results with other
studies for different metal clusters on the same support®*>*¢
and for different Ni surfaces. Clearly, the Ni,/TiC(001)
systems are more attractive for CO, hydrogenation as the small
energy barrier for H, dissociation is accompanied by a rather
strong CO, adsorption although a systematic study is needed
involving all possible intermediates, typically COOH and
HCOO, and the subsequent evolution either to CO or
methanol. This study is out of the scope of the present work
but will be the focus of future studies. Regarding the
comparison to previous works, Florez et al.>* studied the H,
dissociation reaction over Au,, Aug, and Au,; clusters
supported on the TiC(001) surface and considered also the
pristine TiC(001) surface. They used the PW91 exchange—
correlation functional and did not include dispersion meaning
that, as for many of the preceding discussions, a meaningful
comparison should focus on trends rather than absolute values.
Similar to the present results for the 2D supported Ni clusters,
H, dissociation on the 2D supported Au cluster was found to
involve very small energy barriers (0.08 and 0.20 eV for Au,/
TiC and Auy/TiC, respectively). However, for the 3D Au,;/
TiC system, the energy barrier was found to be much higher
than that reported here for Nij;/TiC, 0.99 and 0.11 eV,
respectively. Therefore, while both 2D Au and Ni clusters
anchored over TiC(001) are very attractive for hydrogenation
reactions, Ni,/TiC appears as a more robust candidate
because, in practice, a control of the supported cluster
morphology can be extremely challenging and, at high metal
coverage, 3D clusters become predominant. It is also
interesting to compare the present results with those reported
by Gomez et al.*® for the catalytic activity of M,/TiC (M = Pd,
Pt, Cu, Ag, and Au) systems toward H, dissociation. Their
calculations with the PW91 functional found that the H,
dissociation energy barrier follows the order Pt > Ag > Pd >
Cu > Au; again, the absolute values of 1.16, 0.79, 0.53, 0.37,
and 0.08 eV, respectively, should not be compared, while the
trend is for sure meaningful. Thus, among the different M,
supported clusters studied, Ni,/TiC and Au,/TiC exhibit the
lowest energy barriers. Regarding different extended nickel

https://doi.org/10.1021/acs jpcc.1c03219
J. Phys. Chem. C 2021, 125, 12019-12027



RWGS on Ni4/TiC and TiC(001) surfaces

The Journal of Physical Chemistry C

pubs.acs.org/JPCC

surfaces, Mohsenzadeh et al.’” reported a H, dissociation
energy barrier calculated with the PBE functional for the
Ni(111), Ni(100), and Ni(110) surfaces of 0.03, 0.02, and 0.06
eV, respectively. Their values are similar to those calculated for
the Ni,/TiC systems although the larger adsorption energy for
the Ni,/TiC will facilitate dissociation with respect to
desorption. Concerning CO, dissociation, Vogt et al.”® using
the PBE functional found a CO, dissociation energy barrier of
0.52, 0.16, 0.40, and 0.93 eV for the Ni(111), Ni(100),
Ni(110), and Ni(211) surfaces, respectively. Except for the
Ni(100) surface, 2D supported Ni clusters have similar or even
lower CO, dissociation energy barriers than the extended
surfaces. As Ni, supported clusters adsorb the CO, molecule
rather strongly, they are likely to be better catalysts for CO,
conversion than the extended nickel surfaces with exception of
the Ni(100) surface in which firm conclusions cannot be
obtained. Finally, Rodriguez et al’ reported a PW91
dissociation energy barrier of 0.81 eV on Cu,/TiC, which is
significantly larger than our BEEF—vdW calculated value of
0.55 eV for Ni,/TiC. In addition, the adsorption energy of
CO, on Cu,/TiC (—1.11 eV) is smaller than on Niy/TiC
(—1.37 €V). Therefore, Ni,/TiC systems are predicted to be
more active than the Cu,/TiC and Au,/TiC systems, which
nicely agrees with experimental findings.”’

4. CONCLUSIONS

The adsorption and subsequent dissociation of CO, and H,
have been studied for a series of 2D and 3D Ni clusters
supported on TiC(001), using suitable periodic models and
density functional calculations with the BEEF—vdW ex-
change—correlation functional including dispersion. The 2D
clusters contained 4, 9, and 16 Ni atoms, whereas Ni;; was
selected as representative of the 3D ones. For comparison, bare
Ni(111) and TiC(001) surfaces were also considered so that
all systems have been studied using exactly the same
computational approach. The present study allowed us to
reach firm conclusions regarding the effect of the cluster size
and of metal—support interactions on the catalytic activity of
these novel systems.

The present systematic study shows that both CO, and H,
molecules adsorb in general on Ni,/TiC(001) stronger than
on the bare Ni(111) and TiC(001) surfaces, with dissociation
energy barriers that are quite low and smaller than for these
two extended surfaces. The present results also indicate that
the 2D supported clusters adsorb CO, and H, stronger and
dissociate CO, easier than the 3D supported clusters. In all
studied Ni,/TiC(001) models, H, dissociates with very low
energy barriers with no clear trend. We also show that, for the
2D supported clusters, the larger particles feature slightly
stronger adsorption energies and lower CO, energy barriers,
although the differences are minimal. These minor differences
are attributed to the fact that the larger clusters exhibit a
smaller atomic reorganization when the molecule adsorbs and,
eventually, dissociates. A comparison with previous studies on
similar systems shows that Ni,/TiC(001) systems are more
attractive for CO, and H, dissociation than metal-doped
TiC(001) surfaces and other metal clusters supported on
TiC(001) and extended Ni surfaces.
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Information about specific values used for each of the
studied surface models (Section S1), the CO, and H,
adsorption energy on the Ni,/TiC system using different
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CO, and H, dissociation energy barriers and the initial,
final, and transition-state structures of each reaction
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The temporal evolution at the catalyst surface is a result of an intricate interplay between all involved
microscopic events such as adsorption, desorption, diffusion, and bond breaking/formation steps, and
the interaction with the surrounding environment. By properly including these effects, kinetic Monte
Carlo (kMC) simulations can accurately describe the complexity of real catalysts, unravel the dominant
reaction mechanisms and provide fundamental understanding towards the rational design of novel cat-
alysts. In this work, we combine density functional theory (DFT) calculations, statistical thermodynamics
and kMC simulations to study the reverse water-gas shift (RWGS) reaction on Ni/TiC, a bifunctional cat-
alyst. The predictions from DFT energy profiles do not coincide with the outcome of the kMC simulations,
evidencing the limitations of the former, especially in including the effect of coverage of surface species,
which plays a crucial role. The kMC simulations results are in remarkable agreement with the experimen-
tal data, proving that the kMC simulations are able to describe the complex chemistry of the RWGS reac-
tion on a bifunctional catalyst.
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1. Introduction

Experimentally, it is extremely challenging to understand why a
given material can be highly active towards a particular reaction,
which is crucial for a rational design of novel catalysts. This is, in
part, because of the high complexity of real industrial catalysts,
which typically involves metal clusters or nanoparticles supported
over some substrate with many active regions that are exposed to
the incoming reactants [1]. Moreover, many industrial reactions
encompass a large number of adsorbed species and elementary
steps that take place simultaneously. Despite notable progress in
the use of experimental operando techniques [2-8], a detailed
description of the active sites and dominant reaction path is still
out of reach. The rational design of efficient catalysts is generally
unfeasible without a clear guidance from theoretical modeling,
ideally going from the atomic and molecular level to the macro-
scopic scale. Quantum mechanical calculations, most often in the
framework of Density Functional Theory (DFT), provide useful
insights into the molecular reaction mechanism, such as the ener-
getics of the different adsorbates and transition states involved,
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which allow for the construction of the potential energy surfaces
(PES), usually approximated investigating each elementary step
separately, or Gibbs free energy diagrams at temperature and pres-
sure conditions of interest. The obtained profiles are often used to
unveil the most plausible path, at least from a static point of view.
Note, however, that rigorously speaking one should consider pre-
exponential factors as relying on energy barriers only can be mis-
leading. Nevertheless, the information provided from the
electronic structure calculations, hereafter assumed to rely on
DFT, is generally insufficient to correctly determine the time evolu-
tion and thus to disclose the dominant reaction mechanism [9,10].
This is particularly the case for reactions involving many elemen-
tary steps and/or complex catalysts facing different active regions.
In fact, the coverage of different species involved in a heteroge-
neously catalyzed reaction can be extremely important in deter-
mining the time evolution under working conditions to the point
that it may not be possible to predict the catalytic activity or unveil
the dominant reaction pathway along time from solely DFT calcu-
lations, except perhaps for simple systems.

To bridge the gap between the static picture at the atomic level
and the macroscopic regime, DFT calculations must be coupled
with kinetic modelling techniques [11-14] that capture adsorbate
mobility (diffusion), steric exclusion effects, complex reaction
patterns involving adsorbates in specific binding configurations,

This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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spatial correlations arising from adsorbate lateral interactions and
changes in the energy barriers due to the presence of neighboring
spectator species. These effects can be modelled by means of
kinetic Monte Carlo (kMC) simulations and used in this work to
illustrate that the conclusions extracted from DFT energy diagrams
are in complete disagreement with the outcome of kMC simula-
tions. This is illustrated taking the case of the reverse water-gas
shift (RWGS) reaction (CO, + H, — CO + H,0) on Ni/TiC. The choice
of this system comes from a series of recent works, where transi-
tion metal carbides (TMCs) have been shown to be active supports
for small metal clusters, presenting a catalytic activity and selectiv-
ity much superior to the same particles dispersed on more tradi-
tional oxide supports [15], a result of the strong polarization of
the electron density of the supported particles [16,17]. For
instance, small Ni particles dispersed on TiC are able to dissociate
CH,4 at room temperature [18] and displays a catalytic activity
towards the RWGS reaction that is two orders of magnitude higher
compared to that of the clean TiC(001) surface [19]. Preliminary
DFT calculations suggested that the overall CO production was
dominated by the Ni cluster [20], but the underlying chemistry
responsible for this boost of catalytic activity is, however, not
totally understood, as it involves a network of elementary steps
taking place in three distinct regions: the supported Ni cluster,
the bare TiC region, and the interface region that lies in the middle.

Here, we combine DFT calculations with kMC simulations to
study the RWGS reaction on the complex Ni/TiC catalyst. The
DFT derived PES suggests that the catalytic activity decreases in
the order Ni > interface > TiC. However, the kMC simulations show
a completely opposite trend, with the TiC region being the most
active one, and the Ni region almost acting as a mere spectator.
This surprising result is directly related to the key role of surface
coverage and site blocking, an aspect that cannot be captured from
DFT calculations only. Even more, the kMC simulations explain
why the Ni/TiC catalyst is more active than the bare TiC surface,
even if the TiC region is the active one which, again, is attributed
to coverage effects. Remarkably, the present kMC simulations not
only correctly capture the relative increase in turnover frequency
(TOF) between Ni/TiC and TiC but predict a TOF absolute value in
close agreement with experiment [19]. This work reaffirms the
importance of kinetic studies beyond the analysis of DFT energy
barriers or (free) energy profiles, and highlights the fundamental
role played by the surface coverage of the different adsorbates,
which tends to be ignored.

2. Methods

DFT Calculations. To characterize the energetics of the RWGS
reaction on Ni/TiC, spin polarized periodic DFT calculations using
the BEEF-vdW functional [21] have been carried out by means of
the Vienna Ab Initio Simulation Package (VASP) code [22-24]. An
appropriate supercell (Fig. 1a) has been used to represent the three
different regions of the TiC system: the supported Ni cluster (Ni
region), the interface between the Ni cluster and the TiC support
(interface region), and the bare TiC surface (TiC region). Because
all three regions are catalytically active, we have computed the for-
mation energies for the different adsorbates and properly charac-
terized transition states, which are needed for the subsequent
kMC simulations, as well as quantifying the energy barriers for dif-
fusion steps and the lateral interactions between adsorbates. In
addition, Gibbs free energy profiles are presented which permit
to account for temperature and pressure effects. The free energy
profiles are obtained following the procedure outlined by Nerskov
et al. [25]. Further details on the used computational setup and
how formation energies and lateral interactions are calculated
can be found in Section S1, S2 and S3 in the Supporting Informa-
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tion, respectively. Note that the choice of 4 atoms for the Ni cluster
is because experiments suggests the active particles to be small
(few atoms) and 2D [19], and subsequent computational studies
confirmed the high activity of Ni, clusters for the CO, and H, acti-
vation [20]. Morevoer, this particular size features a compact, high
symmetry structure that maximizes the atomic coordination with
fee TiC and is thus highly likely to be energetically stable.

Kinetic Monte Carlo simulations. The simulations have been
carried out using the graph-theoretical kMC approach [26] com-
bined with cluster expansion Hamiltonians [27,28] for the surface
energetics as implemented in the Zacros code (version 3.01)
[26,27]. The kMC lattice model (Fig. 1b) is built so as to mimic
the slab model used for the DFT calculations (Fig. 1a), and consists
of a 4x4 periodic custom grid of 68 points— or a total of 1088
points— representing surface sites, where the different species
can adsorb, desorb, react or diffuse. A total of 8 different site types
have been used, as described next. For the TiC region, surface C and
Ti atoms are represented by tTi and tC sites. For the interface
region, C atoms are represented by tC;, sites and the two different
types of Ti atoms are represented by tTij,.;nn and tTijn.onn, Where
1NN and 2NN stand for 1st-nearest neighbors and 2nd-nearest
neighbors, respectively. Mapping the DFT calculations, all C and
Ti sites can be occupied by monodentate species, such as CO
adsorbed on tC, or multidentate species such as HCOO occupying
two neighboring tTi sites. The supported Niy4 cluster is represented
by a single coarse-grained lattice site labeled as Ni. This special
choice is made because most adsorbed species occupy the whole
Niy cluster. By using a single Ni site instead of four Ni sites, the
use of many tridentate and tetradentate species is avoided, simpli-
fying the input files. For the few cases in which two species are
simultaneously adsorbed on the supported cluster, we make use
of double labels; in this way, OH+OHN' label represents two OH
species coadsorbed on the Niy4 cluster. Finally, to avoid the use of
a “hard sphere” model for small adsorbates like H and H,, we use
special hydrogen reservoir sites [29]; h and hy; for those H or H,
species far and near the Niy cluster, respectively. We must point
out that the convergence with respect to lattice size has been ver-
ified by computing the steady state TOFs at larger lattice sizes,
finding no significant difference (Table S1).

The reaction network involves a total set of 82 reversible reac-
tions, including adsorption, desorption, diffusion and surface reac-
tion steps. The huge number of elementary reactions arises from
the heterogeneity of the Ni/TiC model and from the possibility of
having the different elementary steps occurring with both reac-
tants/products at the same region, or in different regions with a
concomitant change on the energetics. Obviously, the casuistic
has been explicitly contemplated on the DFT calculations and
transferred to the kMC simulations. The cluster expansion used
in our model includes pairwise lateral interactions between all
possible reactant/product pairs as well as all other relevant species
and has been truncated to 1NN two-body terms, although some
2NN two-body terms have also been included. Overall, it contains
40 one-body terms and 105 two-body terms, which are summa-
rized in Table S2 and S3 in the Supporting Information. Making
use of the cluster expansion and of the Brensted-Evans-Polanyi
relations is it possible to capture the effect that local reaction envi-
ronment has on the coverage-dependent energy barriers which is
crucial to properly describe the temporal evolution on the catalyst
surface [30-33]. The difference in time scales of all processes has
been handled by manual scaling of the transition probabilities of
the fastest processes by some scaling factor o < 1 to speed up
the kMC simulations while ensuring that this does not affect the
final results. This pragmatic solution has been previously applied
in several studies [29,34-37].

We have considered an initial mixture of CO, and H; continu-
ously impinging on an initially empty surface, in which different
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Fig. 1. a) Unit cell for the Ni/TiC surface model used on the DFT calculations. Grey, light blue and green represent C, Ti and Ni atoms, respectively. b) Lattice model used for the
kMC simulations of the Ni/TiC model. Black dashed lines show the unit cell. ¢) Possible reaction pathways of the RWGS reaction. (For interpretation of the references to colour

in this figure legend, the reader is referred to the web version of this article.)

surface processes can take place, and afterward, the formed prod-
ucts can desorb and leave the surface without allowing for subse-
quent re-adsorption. The working conditions are chosen as in the
experiments by Rodriguez et al. [19], which are: P(H,) = 4.5 bar
and P(CO,) = 0.5 bar and temperatures ranging from 500 K to
600 K. All the simulations have been run until at least 1000 mole-
cules of CO have been produced under steady state conditions. For
each operating condition, we have run 5 different simulations that
differ from each other only in the sequence of random numbers
used. Therefore, the overall macroscopic properties here reported
correspond to an average of the production stage of five indepen-
dent kMC simulation replicas. The kMC setup used for the clean
TiC model is summarized in Section S4. From the results of the
kMC simulations, we obtain (i) the event frequencies of the differ-
ent processes, defined as the number of times an event is executed
per unit time and area (the TOF is therefore the event frequency for
CO or H,0 desorption); and (ii) the site occupancy for each adsor-
bate species in each site type, defined as the average number of
labels of a particular adsorbate (or dentates in the case of multi-
dentate species) on a particular site type divided by the total num-
ber of sites of that type. The site occupancy is therefore a measure
of the surface coverage.

205

3. Results
3.1. The static atomistic picture.

In principle, the reasons why the RWGS activity on Ni/TiC is two
orders of magnitude higher than on TiC can be obtained from
inspecting the PES. More in detail, by locating the relevant station-
ary points corresponding to reactants, intermediates, products and
the transition states between them. The RWGS reaction mecha-
nism can proceed either through the dissociative (CO,* dissocia-
tion) or associative (COOH* or HCOO* formation) pathways as
shown in Fig. 1c. Let us start by considering the associative mech-
anisms. From the energy barriers listed in Table S4, it appears that
one can consider just the COOH* intermediate because the HCOO*
intermediate is generally harder to form simply because COOH*
formation is favored on the TiC and interface regions while HCOO*
formation is only preferred over the Ni region. Results in Table S4
also suggest that the COOH formation always occurs through CO,*
reacting with H* and not with OH*. For each region in the Ni/TiC
catalyst, we focus now on the dissociative (CO,*— CO*+0*) and
the COOH-mediated associative (CO,*+H*— COOH*— CO*+OH*)
pathways. In the TiC region, the free energy diagram in Fig. 2a, at
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the specified realistic conditions, suggests that the dissociation
pathway, with a barrier of 1.03 eV, probably dominates. The COOH*
formation step, despite having a quite low barrier of 0.80 eV, is
very uphill, resulting in a reverse energy barrier from COOH* back
to COy* of 0.31 eV only. Moreover, bimolecular steps such as
COOH* formation are limited by the availability of reactants and
therefore less likely to occur than unimolecular ones. In the inter-
face region, the free energy diagram indicates that the dissociative
pathway clearly dominates, with an energy barrier of 0.72 eV com-
pared to the 1.02 eV barrier for COOH* formation as shown in
Fig. 2b. This is also the case for the supported Ni cluster (Fig. 2c),
where the energy barriers for CO,* dissociation and COOH* forma-
tion are 0.54 and 1.42 eV, respectively. From this information one
would conclude that the RWGS reaction activity of the different
regions increases in the order TiC < interface <
Ni; this is following the trend of the energy barriers for CO,
dissociation— 1.03, 0.72 and 0.54 eV for TiC, interface, and Ni,
respectively— as shown in Fig. 2d. Therefore, the analysis of the
DFT derived free energy diagram suggests that the dissociative
pathway is the dominant reaction mechanism; and that the higher
activity of Ni/TiC for the RWGS reaction, compared to TiC, is mainly
due to the superior ability of the Ni cluster (and the interface, to a
lower extend) to break CO,* compared to the TiC region. In the
next section, we will show why this is a largely oversimplified
picture.

3.2. Accounting for kinetics and going to macroscopic scale leads to
surprises

One may naively think that the outcome of a kinetic study is
just to complement the picture arising from the analysis of the
PES, bringing details concerning conversion at given conditions of
pressure and temperature. This implies accepting that the
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conclusions from the static picture hold when going to a macro-
scopic scale, when temperature and pressure are properly defined.
While this may be the case for simple model systems with few ele-
mentary steps and no different regions, it is not at all the case here
where the system under study closely resembles a real catalyst. In
fact, the present kMC simulations, carried out with rates derived
from the same DFT calculations, show that almost all CO is pro-
duced over the TiC region— 98 % at 500 K and 89 % at 600 K—
mainly following the COOH-mediated associative pathway, and
the remaining CO is produced at the interface (see TOF values in
Fig. 3a). This is in clear contradiction with the activity order and
dominant reaction mechanism extracted from the analysis of the
DFT PES. A careful inspection of the kMC simulation results shows
that the coverage effects along with site availability are responsible
for this mismatch between DFT predictions and kMC results, as
explained in detail below. In other words, when the catalyst starts
to be populated the picture obtained from a single reaction breaks
down.

To further support the claims above it is enough to see that, at
the initial stage of the simulations (see Fig. 3b), CO, adsorbs and
dissociates over the Ni cluster, producing O* on the interface and
CO* on the cluster which further diffuses to the interface and des-
orb. Next, H, adsorbs and dissociates over the Ni cluster to produce
H* that hydrogenates the O* species to produce OH* at the cluster.
Then, attractive adsorbate-adsorbate interactions between OH*
and neighboring H*, CO,* and O* species make the OH*+OH* —
H,0*+0* reaction over the Ni cluster very endothermic (Figure S1),
with the concomitant cluster poisoning with OH* species, while
hindering the adsorption of other species on the cluster. Mean-
while, CO, adsorbs at the interface and dissociates producing CO*
and more O* at the interface sites. The produced CO* desorbs while
most of the O* adatoms remain on the interface, creating a partial
poisoning of that region. CO, can still be adsorbed at the interface
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region, but it cannot dissociate due to the site blocking produced tially poisoned by O*. Therefore, the RWGS reaction at steady state
by the O* atoms at the interface. Table 1 shows that, at the steady conditions occurs almost entirely at the TiC region contrary to
state, all Ni sites are poisoned by OH*, while the interface is par- what one can infer from the DFT potential energy surface. This

Table 1
Percentage of site occupancy for the different species that are adsorbed on the surface of the Ni/TiC model catalyst at 550 K under steady state conditions. Values of 0.0 represent
an occupation lower than 0.05 % while dashes (-) means that this species cannot adsorb at that site.

T =550 K Site occupancy (%)

Species tC tTi tCin tTiin-1nn tTiin.2nn Ni h hy;
H,0* - 0.1 - - 0.0 0.0 - -
COOH* 0.0 0.0 0.0 - 0.0 0.0 - -
co* 1.7 - 0.0 - 0.0 0.0 - -
0* 12.8 - 5.0 89.0 0.1 0.0 - -
COy* 119 59.6 493 - 98.5 0.0 - -
OH* - 0.8 - - 0.0 0.0 - -
OH*+OH* - - - - - 100.0 - -
H* - - - - - - 34.8 50.2
Hy* - - - - - - - 24
Total 26.4 60.5 54.3 89.0 98.6 100.0 34.8 52.6
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unexpected and interesting phenomenon can only be captured by
kMC simulations, which naturally accounts for the effect of surface
coverage.

At this point, one could argue that it is also possible to include
coverage effects in the PES by performing the pertinent energy bar-
rier calculations at a chosen coverage, thus improving the accuracy
of the prediction from the PES. This possibility, however, becomes
unpractical when the structure of the adlayer under operating con-
ditions is unknown and the number of possible combinations of
adsorbates in the neighboring sites is very high, as it is the case
for the RWGS on Ni/TiC. Note that the equilibrium coverage does
not only depend on the formation energies of all species, but also
on the lateral interactions between them and kinetic effects due
to the interconnection of the possible elementary steps and corre-
lations in the occupation of neighboring sites due to reactions.
Kinetic models are thus required to appropriately account for the
effect of the coverage. Finally, one can use the predicted coverage
from the kMC simulations to re-calculate the PES at the new con-
ditions, which would enable a better agreement between the kMC
simulations and the predictions from the PES. Additional details on
the coverage of surface species and number of product molecules
produced during the initial stage of the reaction can be found in
Figures S2 and S3, respectively.

A deeper analysis at the steady state event frequencies provides
additional interesting insights into the reaction mechanism of the
RWGS on Ni/TiC and about the main contributions of each region of
the catalyst. Fig. 3b displays the event frequency plot at T = 550 K
whereas information for the event frequency and coverages at all
the temperatures studied are reported in Figure S4 and Table S5.
Most H* species are formed over the Ni cluster in which only Hy
can adsorbs and dissociate, followed by a spillover of H* to the
TiC region where it reacts with CO,* to produce the COOH* inter-
mediate. The role of the Ni cluster is, therefore, to facilitate hydro-
genation reactions by dissociating H, and the subsequent spillover.
The interface region produces some CO*, either via CO,* dissocia-
tion or the COOH-mediated associative pathways, although to a
much lesser extent than the TiC region. This is due to the high O*
coverage that blocks available sites, as explained above. The contri-
bution of the interface region increases with the reaction temper-
ature, since the O* coverage is reduced. Last but not least, the TiC
region is the main responsible for CO production, mainly via the
COOH-mediated associative route because of the significant H*
coverage (Table 1) that facilitates the COOH* formation. Note that
CO,* needs a free neighboring tC site to dissociate, an unlikely sit-
uation due to the high coverage, favoring the COOH-mediated
associative pathway. This observation shows the importance of site
availability and that it is necessary to consider free sites as actual
reactants involved in the reaction. Note also that most of the water
formation comes from the hydrogenation of OH* formed during the
COOH* dissociation at the TiC region. A scheme of the overall reac-
tion mechanism is illustrated in Fig. 3c, showing the synergy
between the Ni cluster and the TiC surface, the former acting as
a H* source and the latter using this H* to form COOH* and subse-
quently dissociating it to produce CO*. Moreover, the supported Ni
cluster also changes the energetics of the neighboring Ti and C sur-
face atoms (i.e., interface region), which can be very reactive at
much higher temperatures (Fig. 3d), when the partial O* poisoning
effect of the tTi sites is diluted.

3.3. Why is Ni/TiC much more active than TiC?

The analysis in the previous subsection shows that the TiC
region dominates the RWGS reaction catalytic activity in Ni/TiC,
which raises the question of why then TiC is two orders of magni-
tude less active than Ni/TiC. This controversy requires comparing
kMC simulations for the two systems. Fig. 4a shows that the calcu-
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lated turn over frequencies of both systems and the experimental
ones [19] are in remarkable agreement, meaning that the chem-
istry of both systems is well captured by the kMC simulations
employing the DFT derived rates. Nevertheless, some differences
exist between the experimental systems and the theoretical model
that are worth to note when aiming at a quantitative comparison.
First, the Ni/TiC model corresponds to a Ni coverage of 0.14 ML,
instead of the 0.10 ML coverage used in the experiments, and the
experimental system corresponds to an ensemble of Ni clusters
of different sizes and morphologies, while our model assumes that
all clusters are flat and composed of 4 Ni atoms. Furthermore, addi-
tional deviations may arise from the limitations of the kMC method
itself, errors in the computed DFT energetics or also in the trunca-
tion to two-body terms in the cluster expansion, which could be
important at high surface coverages, among other limitations.
These considerations explain why the agreement between kMC
results and experiments is excellent for the RWGS on TiC(001)
and just almost quantitatively correct for the Ni/TiC. In the TiC
(001), the model closely approaches the real system, whereas in
Ni/TiC, the complexity of the real system is not completely repro-
duced. In spite of these differences, the kMC simulations properly
predict a much higher activity of the Ni/TiC system. In the follow-
ing, we unveil the origin of this difference.

Fig. 4b shows that the dissociative pathway is responsible for
most of the CO molecules produced on TiC, becoming even more
dominant as the temperature rises. This is in contrast with the
TiC region of Ni/TiC, in which the contribution of the dissociative
route is practically negligible, with most of CO molecules produced
from the COOH-mediated associative pathway. Since, for the rele-
vant elementary steps, the energy barriers in either clean TiC or TiC
region of Ni/TiC are the same, the natural question is where the cal-
culated and experimentally observed difference in activity comes
from. Again, the answer lies in the catalyst surface coverage, which
plays a fundamental role. Table 2 shows that, on the clean TiC sur-
face, only O* and CO,* species have a significant coverage. Com-
pared to the coverage of the TiC region in Ni/TiC (Table 1), we
observe similar values for CO,* but important differences for the
O* and H*. At 550 K, the O* site occupancy of tC sites increases from
13 % for Ni/TiC to 46 % for TiC, while the H* site occupancy of h sites
decreases from 35 % for Ni/TiC to 1 % for TiC. These differences are
directly related to the change in the mechanism that drives the
reaction, as the probability of some elementary reactions to be exe-
cuted change with these magnitudes. The low H* coverage on clean
TiC makes the COOH* formation more unlikely, decreasing not only
the weight that the associative pathway has in comparison to the
TiC region of Ni/TiC, but also drastically lowering the total TOF of
the reaction. In spite of this, the event frequency plot shows that
the COOH* formation step still occurs more times than the CO,*
dissociation, but in the vast majority of cases it goes backwards
to CO,* due to the low energy barrier of the reverse direction of
only 0.26 eV (R15). Moreover, the high O* coverage on clean TiC
also contributes to more COOH* going backwards to CO,* due to
its reaction with O* (i.e, COOH* + 0* — COy* + OH*), further
decreasing the overall TOF of the reaction. The direct CO,* dissoci-
ation occurs less frequently, but this is a much more irreversible
process: the energy barrier in the reverse direction is 1.08 eV (-
R11), relatively high. Therefore, the net balance is higher for the
dissociative pathway, making it the dominant reaction mechanism
on clean TiC as schematically shown in Fig. 4c and as can be antic-
ipated from the analysis of the PES. The event frequency and cov-
erages at all the temperatures studies are reported in Figure S5 and
Table S6.

The dominant reaction mechanism can change with tempera-
ture due to changes in the coverage, which can also be captured
in kMC simulations. For instance, the amount of CO molecules pro-
duced from the dissociative pathway in the clean TiC surface
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Table 2

Percentage of site occupancy for the different species that are adsorbed on the TiC
surface at 550 K under steady state conditions. Values of 0.0 represent an occupation
lower than 0.05 % while dashes (-) means that this species cannot adsorb at that site.

T =550 K Site occupancy (%)

Species tC tTi h

co* 0.0 - -

o* 46.1 - -

OH* - 0.1 -

H,0* - 0.1 -

COo* 10.0 19.9 -

COOH* 0.2 04 -

H* - - 0.9
Total 56.3 205 0.9

increases from 61 % at 500 K to 82 % at 600 K (Fig. 4d). This change
is directly related to the lower CO,* and H* surface coverage at
higher temperatures, hindering even more the COOH-mediated
associative pathway. Note that the total coverage, in general,
decreases with temperature, favoring unimolecular reactions over
bimolecular ones. Finally, it is important to recall that the energetic
interactions of reactants with neighboring spectator species can

influence the energy barriers of elementary steps, as shown in
Table S7. For instance, the energy barrier at the zero-coverage limit
(i.e., obtained from DFT calculations with no spectator species) for
COOH* dissociation to CO* + OH* in the TiC region is 0.50 eV (R29),
but the average energy barrier computed by the cluster expansion
in the kMC simulations is only 0.31 eV (550 K, Ni/TiC system). Since
this is one of the most important elementary steps, this decrease
has a significant impact in the overall TOF.

4. Conclusions

DFT calculations combined with kMC simulations have been
performed to unravel the boost of activity experimentally observed
for the RWGS reaction on Ni/TiC compared to TiC. The agreement
between experimental and calculated data is remarkable and pro-
vides strong support to the conclusions that are derived from the
present study. We show that, to a large extent, the conclusions that
can be extracted from the analysis of the DFT potential energy sur-
face coincide with those of the kMC simulations for the reaction
taking place at the bare TiC surface. However, a completely differ-
ent situation is found for the reaction at the more complex Ni/TiC

209



RWGS on Ni4/TiC and TiC(001) surfaces

P. Lozano-Reis, H. Prats, R. Sayés et al.

system. The analysis of the PES suggest that the dissociative path-
way is the dominant reaction mechanism in all three regions of Ni/
TiC, with the catalytic activity increasing in the order:
TiC < interface < Ni, but spatially resolved kMC simulations point
to the opposite direction, unveiling that CO is mainly produced
in the TiC region via the COOH-mediated associative pathway.
Moreover, kMC simulations show that the increased activity of
Ni/TiC compared to TiC is not because of the lower energy barriers
of many elementary steps on the Ni cluster, but due to a synergic
effect between the supported Ni clusters and TiC. The former break
H,* to H*+H* much faster, and the H* spillover from the Ni clusters
to the TiC region drastically boosts its catalytic activity towards the
RWGS reaction. A surface poisoning of the Ni and interface regions
at the initial stages of the reaction is responsible for the TiC region
to be the active one as site blocking forbid reactivity on the Ni and
interface regions, which is not possible to predict from the calcu-
lated PES.

While (free) energy profiles, mainly derived from DFT, have
been instrumental in advancing our understanding of catalytic pro-
cesses, they may be insufficient to come out with sound predic-
tions or even to explain observations. Among other limitations,
they do not easily account for the effect of surface coverage, which
will require updating the potential energy surface for each situa-
tion, which becomes unpractical. Indeed, the present work shows
that coverage effects and site blocking play a key role in determin-
ing the catalytic activity of the Ni/TiC system and it is likely that
this conclusion will hold for complex catalysts that cannot be rep-
resented by an extended, almost perfect surface. This study high-
lights the importance of combining the electronic structure
derived picture of the reactivity with kinetic modeling techniques,
in particular kMC simulations, as a fundamental tool to delve dee-
per into the inner workings of complex catalytic systems, unravel-
ling the role of complexity and developing a fundamental
understanding towards the rational design of novel catalysts.
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Chapter 5

CO;z hydrogenation over Nis/CeO

5.1. Introduction

The power to gast? (PtG) technology has increased attraction as a promising option for
COz valorization taking benefit of surplus renewable energies. Particularly, the power to
methane (PtM) technology®# offers an interesting chemical route for methane formation,
whichisfurther used asafuel, thus, creating aC: cycle. Regarding thisreaction, Ni-based
catalysts are widely used as they present a really good compromise between catalytic
activity and economic cost in comparison to other catalysts using noble metals.>® In this
regard, several studies have shown that Ni/CeO. catalysts present superior catalytic
activity than other Ni nanoparticles supported over different types of metal oxides.”*! For
that reason, in the past years considerable effort has been made to understand the
intricacies that make Ni/CeO. catalysts such a good option for the CO> methanation
reaction.’>2° However, there is till not a full consensus about this issue and different

hypothesis have been proposed.

Among the different proposed hypothesis, some researchers have focused on the
particle size and morphology effect and the particular metal-support interactions in this
reducible oxide just to name afew. For the former hypothesis, even severa studies have
dealt with it, different conclusions have been reached and some studies claim that large
nanoparticles are more active?!-23 while other studies argue the opposite.?42° | nterestingly,
in the studies that found the higher activity for the smaller nanoparticles they attributed
the increase of activity due to the metal-support interactions that these nanoparticles
featured. Therefore, some results from the literature point to correlation between the
catalytic activity and the metal-support interactions rather than because of the
nanoparticle size. Precisely, Pu et d.,?® studied the so-called strong metal-support
interaction (SMSI) effect for nanoparticles of the same size but different level of
encapsulation and found that the larger the encapsulation, the larger the strong metal-
support interaction and the higher the catalytic activity. In this regard, several studies

combining theoretical modelling and experiments have claimed that small Ni clusters or
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nanoparticles supported on CeO- display meta-support interactions, not necessarily of
the type of detrimental SM SI, together to high catalytic activity for severa reactions such
as methane steam reforming,?’ water-gas shift reaction,? direct conversion of methane to
methanol,?® dry reforming of methane,®%32 water dissociation®* and CO, methanation
reaction.® Regarding theoretical studies of the CO. hydrogenation reaction over Ni/CeO.
thereis, to the best of our knowledge, the work of Zhang et a., in which they proposed
that CH4 was formed by a combination of the carboxyl pathway of the RWGS reaction
followed by the CO-hydrogenation pathway for methane formation. Nevertheless, just
from a DFT study of the reaction mechanisms at OK, it is not possible to firmly conclude
which is the main mechanism that governs to overall reaction, the activity and the CHa
selectivity under real working conditions, which calls for a multiscale study to accurately

describe the system evolution under real working conditions.

The present chapter aims to study the CO. hydrogenation reaction over a Ni/CeO»
model system with well-defined support and Ni cluster by means of amultiscale approach
coupling DFT calculationswith kM C simulations. The present results provide compelling
evidence about the mechanism that governs the reaction, the activity and CH4 selectivity
and highlights the role of including Eley-Rideal reactions on the final results. A full

description of the work done can be found in Ref 36.

5.2. Lattice model and reaction networ k

In the present study we have modeled the Ni/CeO> system by a small flat Nis cluster
supported on the stoichiometric CeO, (111) surface as shown in Figure 5.1a. The
particular choice of this system is to have a representative model of a flat Ni cluster
supported on CeO, (111) presenting metal support interactions.®*>% Note that, in
genera, bifunctional catalysts such as Ni/CeO, contain three distinct regions, namely, the
support region, the metal region and the interface region that lies in between these two
others, each one with different energetics. Neverthe ess, in this study we will focus on the
reactivity of the supported Ni cluster for different reasons. First, we aim at understanding
the effect of the metal-support interactions which, in this case, isthought to be beneficia
for catalytic purposes. Moreover, it has been shown that the CeO»(111) surfaceisinactive

for the CO, hydrogenation reaction, so one can discard thisregion.?® Finally, it has been
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shown that CO> adsorbs with a higher adsorption energy on the Ni cluster than over the
interface region® and, as a noticeable adsorption is required for the catalytic process to
take place, we have discarded the interface region as well. Therefore, as we have
restricted our cal culationsto the supported Ni cluster, we have only considered thisregion
for the lattice model of the kM C simulations as shown in Figure 5.1b.

Ni('c

ANi,

W h,

Figure 5.1. a) Surface model of the Nis/CeO. system used for the DFT calculations. Green, pale yellow,
red and pink stand for Ni, Ce uppermost O and subsurface O atoms, respectively. b) lattice model used for
the kMC simulations representing the Ni cluster. Triangles and squares represent Ni hollow and hydrogen
reservoir sites, respectively. Note that on the hydrogen reservoir sites only H and Hz species can be
adsorbed. Green lines depict the connectivity between sites. Orange and brown colors refer to the Ce and
O types of sites. Picture directly taken from ref 36.

To provide an accurate enough study of the CO. hydrogenation reaction, we have
considered a quite large reaction network as shown in Figure 5.2. We have considered
several elementary reactions and the possible formation of different products during the
complete CO2 hydrogenation reaction (i.e. CO, CH20O, CH3OH, CH4 and H20). We have
also included some Eley-Rideal reactions for the hydrogenation of O and OH species.
Note that to correctly define the energetics we have considered all the different reactions
shown in Figure 5.2 twice as the energetics on the two different three-fold Ni hollow sites
are not exactly the same. Moreover, for some hydrogenation reactionswe have considered
two possible situations in which the reaction can happen. These are: the situation in which
the H atom and the other species are at the same type of sites (i.e. hce/Nice Or ho/Nio) or
when they are on the opposite sites (i.e., hce/Nio or ho/Nice). This is done to correctly
capture the reactivity and consider blocking effects, so that if one speciesis present at the
opposite site, the H atom can only attack that speciesif the other siteis not occupied. For
instance, let us imagine a situation in which we have C, O and H adsorbed at Nice, Nio
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and ho, respectively. In this particular case, H cannot attack the C as O is blocking the
attack so that H can react with the O atom or diffuse to the hce Site and then react with C.
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Figure 5.2. Reaction network proposed for the COz hydrogenation reaction. The dissociative, COOH-
mediated, HCOO-mediated, hydrogen dissociation and water formation pathways are shown in red, green,
blue, paleydlow and grey, respectively. Black doted/dashed linesare for elementary stepsthat interconnect

different pathways. Purple and dark yellow stand for reactants and products, respectively. Reversible steps
are represented by double arrows. Picture directly taken from ref 36.

5.3. Reaults

The main DFT and KMC resultsfor the study of the CO> hydrogenation reaction over the
well-defined Nis/CeO, surface model are presented below. The reader interested in more
detallsisreferred to ref 36.
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5.3.1. DFT resaults

Figure 5.1a shows that the Ni4 cluster adsorbs above the oxygen atoms of the uppermost
layer of the CeO2(111) surface adopting the (111) facet shape of this surface.
Interestingly, the cluster adsorption generates a charge transfer between the metal cluster
and the support so that two Ce** atoms of the surface are reduced to Ce** atoms, while
the Ni atoms of the cluster are partially oxidized to Ni®>* atoms as a results of the metal-
support interaction, in agreement with previous results.?”3340 This change in the
electronic structure of the Ni atoms of the Ni cluster due to the metal-support interactions,
isthought to be beneficial for catalytic purposes. To evaluate this effect, we have studied
the adsorption of the reactants and products of the CO- hydrogenation reaction as well as
the energetics for the different possible elementary steps of our reaction network. Table
5.1 summarizes the adsorption energy over the different adsorption sites along with
results from our previous study of the CO. hydrogenation on Ni (111) which areincluded
just for comparison.*

Tableb5.1. Adsorption energy for the different reactants and products of the CO2z hydrogenation reaction on

the supported Ni clugter at the most stable adsorption sitesa ong with already published datafor the Ni(111)
surface for comparison. Note that al values include the ZPE term. Table directly taken from ref 36.

Eadso /eV

Species Thiswork Ni (111) Ref. 41
CO2 -1.46 (Nice), -1.51 (Nio) -0.16
(6{0) -2.47 (Nice), -2.33 (Nio) -1.61
CH20 -2.10 (Nice), -2.06 (Nio) -0.58
CH3OH -0.89 (Nice), -0.91 (Nio) -0.36
CHgy -0.26 (Nice), -0.26 (Nio) -0.13
H20 -0.73 (Nice), -0.75 (Nio) -0.26
H2 -0.63 (hce-ho) 0.00

Asshown in Table 5.1 the most stable sites are the two three-fold hollow siteswith
very similar adsorption energies for the two sites. Let us start by comparing our reported
values for the Ni cluster with values on the literature for the same system, first, pointing
out that our values include the ZPE term while this does not seem the case in the other
studies. Regarding the CO, adsorption energy, Alvarez-Galvan et d.3” and Zhang et a.*
reported a CO. adsorption energy of -1.26 and -1.64 eV, respectively, which are
comparable to our adsorption energies of -1.51 and -1.46 €V. We attribute the difference

between our values and the one reported by Alvarez-Gavan et a.3’ to the different
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structure of CO» upon adsorption. In our case, we have found a CO» structure that is bent
to the Ni cluster, thus, featuring a higher interaction with the surface that can explain our
higher value. Regarding the study of Zhang et al.® we attribute the differences due to the
different computational code and different computationa methodology used in the
calculations. In this particular case, we found a very similar CO> adsorption energy for
calculations with and without the ZPE term, thus, we suggest that the differences are
likely to be asindicated in the comments above. Alvarez-Galvan et a.3’ also reported an
H> adsorption energy of -0.95 eV which is comparable to our value. Again, we find a
different Ni atom in which H: is adsorbed that can explain the differences observed.
Moreover, our Ho adsorption energy with and without the ZPE term is -0.63 and -0.75
eV, respectively, the latter value being closer to the previoudy reported one. Therefore,
we suggest that the differences are due to the ZPE term and the different adsorption site.
Finally, Lustemberg et al. reported the H>O and CH4 adsorption energies with values of
-0.93 and -0.24 eV, respectively, in agreement with our values. Again, the differences are
attributed to the ZPE term that plays a more important role for H>O than for CHa, our
values being -0.75 and -0.82 eV for H>O and -0.26 and -0.28 eV for CH4 when including
or not the ZPE term, respectively. We suggest that further deviations can be as a
consequence of the different computational methodology used but, in general, our values
are close enough to the literature values which pointsto a proper definition of our model

system.

Let us now compare our values for the Ni cluster and the ones reported for the Ni
(111) surface® to evaluate the effect of the metal-support interactions on the adsorption
energy of possible reactants and products of the CO. hydrogenation reaction. Note that
further differences on the adsorption energies can also come from to the different
coordination of the Ni atoms. Nevertheless, the above-mentioned charge transfer from
the Ni cluster to the CeO»(111) support is likely to dominate the differences. From Table
5.1. one can clearly see that, as a result of the metal-support interaction along with the
mentioned different Ni atomic coordination, the adsorption energies on the Ni cluster are
larger than the ones reported for the Ni(111) surface. For instance, CO. and H> molecules
are chemisorbed on the Ni clusterswhile thisisnot the case for the Ni(111) surface where
they just physisorb. Interestingly, the higher adsorption energies could trandate into a
higher catalytic activity for the Ni cluster as these two molecules are the reactants of the

CO: hydrogenation reaction. However, one should be aware that high adsorption energies
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do not directly correlate to a better catalytic activity as smaler energy barriers are
required for the reaction to proceed (vide infra). Regarding the possible side products of
the CO. hydrogenation reaction to methane, namely, CO, CH>O and CH3OH, we see
again an increase of the adsorption energy which in principle would benefit CH4
formation. Infact, one of the hurdles for methane formation on the Ni(111) surfaceisthe
low CO adsorption energy compared to other competing reactions. Finally, it can be seen
that the adsorption energy of the desired product (CHa) is quite small, although higher
than for the Ni(111) surface, which would favor methane desorption. All these results

point to the Ni cluster as a good candidate for selective methane formation

Now we examine how metal-support interactions can affect the energy barrier of
the different elementary steps for the CO» hydrogenation reaction, which are essential to
gain insights about the catalytic activity and selectivity of acatalyst. In Table 5.2 we have
summarized the reaction energy and energy barriers for some of the elementary steps of
the CO, hydrogenation reaction along with vaues for the Ni (111) surface for
comparison. For smplicity we have only included the most relevant reactions for our
discussion. We have a so restricted the elementary reactions to those that happen on the
Nice Site for simplicity but similar conclusions can be extracted for the reactions that

happen at Nio. The overal reactions are summarized in Table S3in Appendix A.

We start by comparing our reported values with the ones in the literature for the
same system. Comparing our values (see Table 5.2 and Table S3in Appendix A) with the
ones reported by Zhang et al .3 huge differences can be observed. They reported very high
energy barriers for several elementary reaction with values ranging from 2 to 4 eV in
disagreement with our reported values, which are generally smaller with values ranging
from almost null energy barriersfor some stepsto the largest energy of 2.18eV. A careful
comparison with their reported data suggests that the differences should be due to the
different initial and final states used in their calculations with respect the ones we have
used. Thisinterpretation is supported by the very good agreement between our values and
the ones reported by Alvarez-Galvan et a.3" for the CO, dissociation and H dissociation
reactions. They reported a value of 0.75 eV for the former reaction which nicely agree
with our value of 0.77 eV and they also found abarrierless H> dissociation reaction aswe
have found. Moreover, we aso found very good agreement with the reported values of
Lustemberg et al.3 for the CH4 and H2O dissociation and CHsOH formation reactions.
They reported energy barriers of 0.14, 0.41 and 1.40 eV, respectively, that neatly agree
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with our reported values of 0.14, 0.35 and 1.33 eV for the same reactions. Overall, the

very good agreement between our calculated values and the ones reported by these two

works clearly point to a good definition of our model system while question the results

of Zhang et a.* or at least point to anot clear enough explanation.

Table5.2. Reaction energies (AE, ) and forward and reverse energy barriers (AEG ¢, AE§;) for the selected
elementary reactions including the ZPE for the Ni4/CeO: system and the Ni(111) surface* for comparison.
For reactionsin which two possible hydrogen attacks are considered the f and n subscript stands for the H
atom being at the sitethat isfar or near the speciesthat is attacking, respectively. TW standsfor ThisWork.
Table directly taken from ref 36.

ID Reaction AE,, eV AEG, | eV AEj, | eV
o w B w B

Rinice €Oz + *nice = COj pice -146 -016 000 0.00 146 0.16
R2 Hag) + *ncet*no = Hihceno -0.63 000 000 0.00 0.63 0.00
R3 H3weeno = Hice + Hi -0.70 -033 000 026 070 059
Réice CO3 nice + *nio = COice + Onio -0.70 -057 077 0.86 147 143
Rbnice COznice + Hho = HCOOce + *no -0.07 004 039 1.05 045 1.01
R6nice CO3 nice + Hypp = COOH}yico + *po 022 049 120 133 098 084
ROnice  HCOOyice + *nio= HCO}ico + Orio 023 085 065 139 042 054
R10nice COice + Hyp = HCOice + *no 060 121 090 142 030 021
R12xice COice + *nio= Crice + Onio 1.03 1.84 152 298 049 115
R13nice HCO}ico + *nio= CHyio + Ofice 031 -007 064 110 033 117
R16nicen CHyice + Hice = CHj yice + *nce -0.38 030 003 063 041 034
R17nicen CH3 nice + Hhce = CH3pnice + *nce -053 -011 009 057 0.62 0.68
R22nice HCO}yco + Hip = CHy05ice + *no 029 026 046 071 017 045
R23nice  CHyO0Rce + *nio= CHjnip + Onice -0.39 -040 068 096 1.07 137
R31nicen CH; nice + Hno = CHjnice + *no 077 -030 091 079 014 0.9
R36nice COfice = CO(gy + *nice 247 161 247 161 000 0.0
R37nice CHyO0ice = CHy0(g) + *nice 210 058 210 058 0.00 0.00
R39nice CHjnice = CHygg) + *nice 026 013 026 013 0.00 0.00
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Now we compare the values for the Ni cluster with the ones reported for the Ni
(111) surface* as shown in Table 5.2 and Table S3 in Appendix A. It can be seen that,
mostly as a result of the metal-support interaction, the energy barriers of the different
elementary steps are, in general, lower for the Ni cluster which suggests Ni clusters as
potentially more active than the Ni(111) surface. Focusing on some reactions of interest,
one can clearly see that the H> dissociation would be easier on the supported Ni cluster
as it is a barrierless reaction while it has an energy barrier of 0.26 eV on the Ni (111)
surface. Regarding the different routes for CO> conversion (i.e., CO» dissociation, COOH
formation and HCOO formation), theenergy barriersare dightly smaller for the Ni cluster
with the exception of the HCOO formation that it is clearly favored on the Ni cluster.
These values point to the HCOO-mediated pathway as the most probable pathway
followed by the direct CO- dissociation pathway, which contrast with the KM C resultsfor
the Ni (111) surfacein which CO was produced mainly viathe CO dissociation pathway
and aso the COOH-mediated pathway to a lower extent. Let us now focus on the
evolution from CO to methane which starts with the COH formation, CO dissociation or
HCO formation reactions. The former reaction has the largest energy barrier among the
three different reactions, thus, being theless probable one. Regarding the CO dissociation
energy barrier, one can clearly see a huge difference for the supported Ni cluster and the
Ni (111) surface, with values of 1.52 and 2.98 eV, respectively. The lower vaue for the
Ni cluster opens the CO dissociation route as a possible pathway for methane formation
on the Ni cluster while this reaction is kinetically impeded on the extended surface, thus,
very unlikely to occur. Finaly, for the HCO formation reaction one can spot a decrease
on the energy barrier and a decrease on the endothermicity of the reaction for the
supported Ni cluster with respect to the extended surface. Interestingly, the high
endothermicity of the HCO formation reaction on the Ni (111) surface has been reported
to be one of the hurdles for methane production as after HCO formation it rapidly
dissociates to form CO that further desorbs.** Therefore, the lowest endothermicity of the
HCO formation reaction and the higher CO adsorption energy observed for the supported
Ni cluster could be of great importance for methane production. After HCO isformed, it
can dissociate to CH or being hydrogenated to CH-O that further dissociates to CH> with
energy barriers of 0.64, 0.46 and 0.68 eV for the Ni cluster and energy barriers of 1.10,
0.71and 0.96 eV for the extended surface, respectively. Again metal-support interactions
produce alowering of the energy barriers for the cluster which open two possible routes

for CHx formation and further hydrogenation to methane.
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To sum up, we have shown that metal-support interactions induce an effect on the
Ni cluster that produces a general lowering of the energy barriers and an increase on the
adsorption energy of some side products(i.e., CO and CH20) with respect to the Ni (111)
surface which suggests that small supported Ni clusters could be potential good
candidates for methane formation. From the previous analysis it appears that the most
probable pathway for methane formation would be a combination of the HCOO-mediated
pathway and in a lower extent the CO, dissociation pathway for the RWGS reaction
followed by the CO hydrogenation to HCO which can either being hydrogenated to CH>O
that further dissociatesto CH> or directly dissociate to CH and finally the CHx speciesare
hydrogenated to CH4. Our proposed mechanism agrees well with the one proposed by
Zhang et a.*® with the exception of the CO formation that they claim it isformed viathe
COOH-mediated pathway of the RWGS reaction. Nevertheless, as has been recently
shown for the RWGS on a Ni/TiC catalyst model,** it is not possible to extract firm
conclusions about the mechanism, activity and selectivity from the DFT picture only and
it is necessary to couple the DFT calculations with some kinetic modelling technique. To
thisend, we combine the DFT results with kM C simulations to reach amore accurate and
realistic description of the system evolution under real working conditions and provide

insights about the mechanism that drives the reaction, the activity and the selectivity.

5.3.2. KM C reaults

To thoroughly study the CO- hydrogenation over Ni4/CeO. under real working conditions
we have performed several kKMC simulations at varying temperatures and pressure
conditions. From the results of the kMC simulations we provide compelling evidence of
the role of the different sites and the important role of, often neglected, Eley-Rideal
reactions on the reaction mechanism, catalytic activity and CHs selectivity. Note that
methane selectivity is conditioned by the competition between the partial CO»
hydrogenation to CO or the complete CO2 hydrogenation to CH4 via the well-known
RWGS and Sabatier reactions, respectively. Note that for comparison we have chosen the
working conditions as the ones used in the experimental work of Zheng et a.?® This
particular choiceis because they studied a system with low Ni loading in which small Ni
clusters and nanoparticles are likely to be present. Nevertheless, it is important to point

out that we do not am to a quantitative agreement but rather a qualitative one. Thisis
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because of the differences present in our model system and the real experimental system.
For instance, our model system consistsof aflat Nis cluster while the experimental system
islikely to contain an ensemble of different Ni clusters or nanoparticles of different sizes
and morphologies. Moreover, we focus on the reactivity of the supported cluster whilein
the experiments there could be other active sites. Furthermore, they might be additional
deviations from the experiment due to errors in the computed DFT energies or the kMC
method itself. Last but not least, the structure of the CeO. support in the present work and
in the experiments above commented is also different, with the latter in the form of
nanotubes whereas the former corresponds to a well-defined fluorite single crystal with
the CeO(111) surface termination. Nevertheless, in spite of these structural differences,
the conclusions extracted from the kMC simulations provides useful insights about the
catalytic activity and methane selectivity of small Ni clusters supported on CeO(111)
that are likely to be present in low Ni loaded Ni/CeO. catalyst. Finally, and just as a
reminder for the reader, we want to point out that the ER reactions that we have included

involve the hydrogenation of O and OH species (see Figure 5.2).

Table 5.3 summarizes the CH4, CO and total total turn-over frequencies (TOFs) as
well asthe selectivity for the different studied temperatures and for the scenariosin which

ER reactions are included or not.

Table5.3. Total, CO and CH4 TOFs and methane selectivity for the smulationsincluding the Eley-Ridea
steps (W/ER) and without them (Wo/ER) at five different temperature conditions and with P(Hz) = 0.528
bar and P(CO2) = 0.132 bar for all he simulations. The TOF unitsare in molec - site? - s while the CHs
selectivity is given in percentage. Note that the methane selectivity is calculated as CHa selectivity = (CHa
TOF / total TOF)-100. Table directly taken from ref 36.

Total TOF COTOF CH4TOF CH4 Selectivity
T W/ER Wo/ER W/ER Wo/ER W/ER Wo/ER W/ER WOo/ER
483 0.136 0.063 0.034 0.029 0.102 0.034 75.1 53.9
503 0.373 0.206 0.195 0.158 0.178 0.049 477 235
523 1.175 0.752 0.896 0.687 0.279 0.065 238 8.7
543 2.733 1.927 2447 1.870 0.286 0.057 105 3.0
563 4534 3.441 4.332 3.407 0.202 0.034 45 10

From Table 5.3 it can be seen that for both the simulations with and without the ER
reactions, the highest the temperature the highest the total TOF and the lower the CH4
selectivity. Not surprisingly, the higher the temperature the higher the total TOF as at
higher temperatures the system has more energy to overcome the different energy

barriers, thus, increasing the final catalytic activity. The change in methane selectivity

153



CO; hydrogenation over Nis/CeO2

can be explained as a thermodynamic effect as the RWGS reaction is an endothermic
reaction while the Sabatier reaction is exothermic. Therefore, the higher the temperature
the more favored the RWGS reaction with respect to the Sabatier reaction, thus, an
increase in temperature produce a higher increase on CO production rather than on CH4
formation. Interestingly, the highest methane formation is around 523-543 K for both
scenarios. This shows that, above these temperatures, thermodynamic effects start to be
more important than kinetic effects and directly points to work at these temperatures for
higher CH4 production. However, for high selective methane formation one should work
at the lowest temperature condition. From Table 5.3 one can spot similar trends for the
simulations with or without including the ER reactions although the absol ute magnitudes
are larger when the ER reactions are included. Comparing our results at 563 K with the
experimenta values reported by Zheng et al.,?® we have found alarger total TOF (4.534
vs. 0.187 molco, site™ s*) but a lower methane selectivity (4.5 vs. 21.1 %). Asthe TOF

for COisnormally larger than for methane, it isnot surprising that our total TOF islarger
as we have aso found a lower CH4 selectivity with a concomitant higher weight of the
CO TOF on the total production. We suggest that the higher CO production we have
observed isdueto the very repul sive adsorbate-adsorbate i nteractions present in our small
supported cluster model. This is because, in this small cluster, species tend to be in less
stable sites due to steric effects, thus increasing the adsorbate-adsorbate interactions. This
finally trandates into a lower CO adsorption energy than the one reported in Table 5.1,
and a higher CO desorption. However, one must aso note that the experimental system
is likely to contain large clusters or even nanoparticles where species can better adapt,
reducing the repulsive interactions with the concomitant lowering of the experimental
activity and higher methane selectivity. As a fina remark, we have found a similar
activity but 3 times larger methane selectivity for the simulations at 483 K compared to
the experimental values at 563 K. Therefore, from the present results we suggest that flat
smal Ni clusters supported on CeO(111) surface are potential good catalysts for

sel ective methane formation at mild working conditions.

We now examine in detail the role of the ER steps on the mechanism, activity and
selectivity at 523 K. Figure 5.3a and 5.3b show a schematic representation of the net
executed processes at the different sites for the simulations with and without the ER
reactions, respectively. Note that similar results have been obtained at different

temperatures. Interestingly, there is a clear synergy between the two different sites (i.e.
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Nice and Nio Sites) so that some reactions are dominant in one site while others reactions
are preferred in the other, as shown in Figure 5.3aand 5.3b.
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Figure 5.3. Schematic representation of the different executed events at a temperature of 523 K and P(H2)
=0.528 bar and P(CO) = 0.132 bar for simulations with and without ER reactionsin a) and b), respectively.
Purple and red letters stand for species adsorbed on the Nio and Nice Sites, respectively. Black numbers
represent net number of executed processes asthe average of 5 different KMC simulationsin unitsof events
- site! - s1. Blue arrows stand for events executed from right to left and from bottom to up while brown
arrows stand for events executed in the opposite directions. The size of the arrows represents the weight of
the elementary step. Green and light green colors highlight the most important and secondary pathways,
respectively. c-€) Formation of CO, H.O and CHa4 on the Nice and Nio sites for the simulations with and
without the ER reactions, in blue, green and red colors, respectively. Light colors stand for the simulations
with ER reactions while dark colors stand for the simulations without ER reactions. Segments with no
texture represent desorption on the Nice site while segmentswith “.” texture stand for desorption on the Nio
site. Picture directly taken from ref 36.
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For both scenarios, CO> is mostly adsorbed on the Nio site (due to the higher
adsorption energy at this site) while a non-negligible amount of CO is also adsorbed at
Nice. After CO. adsorption, it can dissociate to CO or being hydrogenated to HCOO
which further dissociates to HCO. From Figure 5.3a and 5.3b one can spot that the CO>
dissociation is the dominant reaction and only very few HCOO is formed. Interestingly
the latter only occurs for the simulations with the ER reactions. As shown in Table S3 in
Appendix A, the HCOO formation reaction has alower energy barrier than the direct CO2
dissociation, which would suggest that the former reaction would be more probable.
However, the HCOO formation is less exothermic than the CO- dissociation reaction and
the following HCOO dissociation to HCO is an endothermic reaction that tends to go
backward to form HCOO again. This explains why the CO, + H » HCOO - HCO + O
total processis less probable than the direct CO- dissociation as after HCO isformed the
overall process goesin the backward direction. Interestingly, for the ssmulationsin which
ER reactions are included, after HCOO dissociation to HCO and O, the O species can be
hydrogenated more easily so that the HCO + O — HCOO reaction isless probable. This
explainswhy thisrouteisobserved for the simulations with ER reactions but not for those
simulations not including ER reactions (see Figure 5.3a and 5.3b). Regarding CO-
dissociation, it mostly occurs on the Nio site to produce CO and O on Nip and Nice Sites,
respectively. After CO> dissociation the reaction can only proceed if CO desorbs or if O
is hydrogenated to water that further desorbs thus freeing asite. As shown in Figure 5.3c
CO desorbsin asimilar amount in both sites for both scenarios, which points to water to
be formed and desorb before CO desorption. Thisis because after H>O desorbs from the
Nice Site it leaves this site available, where CO can diffuse and desorb, among other
possible reactions. Thisis aso confirmed by the highest water formation at the Nice Site
(see Figure 5.3d). Onthe contrary, if CO desorbsfirst, one should expect a CO desorption
ratio at the different sitesin the order of the CO: dissociation at the different sites while
thisis not the case (see Figure 5.3c). Moreover, thefirst water formation can also explain
why for the ssmulations without the ER reactions the CO production is smaller as water
formation is less probable; thus, CO needs more time to diffuse to the Nice Site with the

concomitant decrease on the catalytic activity.

Let us now take a look on how methane is formed starting from CO. The most
probable reaction after CO formation isthe CO hydrogenation to HCO. Thisreaction has
alower energy barrier at Nice, which isalso the case for the HCO dissociation, thus being
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both reactions more probable at Nice (see Table S3 in Appendix A). As shown in Figure
5.3aand 5.3b, this promote CO diffusion from Nio to Nice where some CO desorb while
the rest is hydrogenated to HCO, which further dissociates to produce CH and O at Nio
and Nice, respectively. Note that aso a very small amount of HCO is hydrogenated to
CH20 that further dissociates to CH». This opens an aternative route for methane
formation, although to avery low extent only. Interestingly, this aternative route goesin
the backward direction for the ssmulations without including ER reactions (i.e.,, CH>+ O
— CH20 — HCO + H) generating a cycle that hinders CH4 formation. Thisisbecausein
this type of simulations the O hydrogenation is less probable, which favors the CH2+ O
— CH20 reaction. Coming back to the HCO dissociation at Nice to produce CH and O at
Nio and Nice, respectively, there are two possibilities for the reaction to continue: O
hydrogenation to water or CH hydrogenation to methane. Interestingly, again water
formation plays an important role guiding thefinal activity and selectivity. We havefound
that for the ssimulations without ER reactions methane is formed first while for the
simulations with the ER reactions water is formed before methane. Thisis supported by
the difference in the diffusion steps of the CHx species between the two sites as if water
isformed first, then the Nice Site is available and the CHy species can diffuse which isthe
case for the smulations with ER reactions but not for the smulations without the ER
reactions as clearly shown in Figure 5.3a and 5.3b. This is also sustained by locking
Figure 5.3d in which one can spot a higher amount of water molecules being produced
on the Nio sites for the smulations without ER reactions. This is a consequence of the
previous methane formation at Nio for thistype of smulations (see Figure 5.3¢), leaving
the Nio Site available where O can diffuse and further hydrogenate to water. Figure 5.3a
shows that after water formation CH is hydrogenated to CHz on the Nio site, which then
a small part hydrogenates to CH4 that further desorbs while most of the CH3 diffuse to
Nice. Next some CHs forms methane while another part dissociates to CH> that diffuses
to the Nio Site creating a cycle that, in the end, is beneficial for methane formation as
methane is easily formed on the Nice, probably due to the adsorbate-adsorbate
interactions, which explains the highest CH4 selectivity observed for these smulations.

Up to this point we have shown the mechanism for CO and methane formation. We
have shown that CO isformed viathe dissociative pathway of the RWGS reaction while
methane is formed as a combination of the RWGS reaction and a mix of the HCOO-

mediated and dissociative pathways for the Sabatier reaction (i.e., COzg — CO2 — CO
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— HCO —» CH —» CH2 —» CHz— CHs— CHy(g)). We have also shown that the Eley-
Rideal reactions play an unexpected important role on the mechanism, activity and
selectivity. Moreover, we have revealed that there is a synergy between the two different
three-fold hollow sites. In spite of the differences noted above, our DFT results partially
agree with the ones reported by Zhang et al.* which proposed the dominant reaction
mechanism for methane formation to be a combination of the carboxyl pathway for the
RWGS reaction followed by the CO-hydrogenation pathway for the Sabatier reaction
(i.e, CO2— COOH —» CO -» HCO — CH20 — CH2 —» CHsz — CHg4). However, our
kM C results show that the direct CO» dissociation is the dominant pathway for the RWGS
reaction rather than the carboxyl pathway. Moreover, we have clearly shown that the
HCO dissociation reaction is key for methane formation rather than the CH>O
dissociation reaction. In fact, it has been shown that CH>O formation hinders the final
methane formation for the ssimulations without ER reactions. Finally, comparing our
results with previous kMC results for the Ni(111) surface,** we have clearly shown that
some of the hurdles for methane formation observed on the Ni(111) surface are not
present in the supported Ni cluster. These are: the higher CO adsorption energy, the lower
endothermicity of the HCO formation reaction and the smaller HCO dissociation energy
barrier present on the supported Ni cluster. These differences open the HCO dissociation
to CH as a possible route to obtained CHx species that are further hydrogenated to CHa.
Our results clearly point to small Ni clusters supported over CeO»(111) as promising

candidates for active and sdlective methane formation at mild conditions.

Finally, we present the results for the apparent activation energy and partial orders
of reaction with respect of both reactants (i.e., CO> and Hy) for the RWGS and Sabatier
reactions as shown in Figure 5.4. First, we compare our values for the simulations with
the ER reactions and the experimental values?® keeping in mind that our model system
even being similar is not identical to the experimental system. Lastly, we compare our
values for the smulations with and without the ER reactions. From Figure 5.4aand 5.4b
we extract an apparent activation energy of 139.2 and 52.9 kJmol for the RWGS and
Sabatier reactions, respectively, which contrast with the experimental values of 92.7 and
131.6 kI¥mol, respectively. We suggest that these differences are related to the higher CO
adsorption energy and higher methane reactivity present on the supported Nis cluster,
which, again, puts small supported Ni clusters as potential candidates for efficient CO>

hydrogenation to methane at mild conditions.
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Figure 5.4. Arrhenius plot for the RWGS (a) and Sabatier (b) reactions, respectively at P(Hz) = 0.528 bar
and P(COz) = 0.132 bar. CO2 partid orders for the RWGS (c) and Sabatier (d) reactions, respectively at
fixed P(H2) = 0.54 bar. H2 partial orders for the RWGS (€) and Sabatier (f) reactions, respectively at fixed
P(CO2) = 0.135 bar. Blue and orange colors stand for the simulations with and without including the ER
reactions, respectively. Picture directly taken from Ref 36.

Comparing our CO, and H2 partial orders of reaction with the experimental values,?
we have found smaller CO- partial orders of reaction (i.e., 0.66 vs. 1.42 and 0.70 vs. 1.08
for the RWGS and Sabatier reactions, respectively) but larger H. partia ordersof reaction
(i.e.0.27 vs. -0.04 and 1.71 vs. 1.07 for the RWGS and Sabatier reactions, respectively)
as shown in Figures 5.4c to 5.4f. We attribute the differences for both the CO, and H>
partial ordersof reaction to the large nanoparticleslikely to be present in the experiments.
Regarding the CO, partial order of reaction, we attribute our smaller valuesto the limited
number of sites of our model. This implies that an increase of the CO> partial pressure
does not change the actual number CO. molecules adsorbed on the surface (as only one
can be adsorbed at a time) but it produces an increase on the probability of CO. to
adsorbed which results in an increase of the catalytic activity. However, for the
experimental system with larger nanoparticles, an increase of CO> pressure actually
changes the number of CO. molecules adsorbed on the nanoparticle which explains their
higher values. Regarding the H partial order of reaction, in our model we have seen that
both CO and CH4 formation are somehow linked to the previous water formation so that

the higher the H> partial pressure the more probable is for water to be formed with the
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concomitant increase of the catalytic activity. Moreover, CH4 formation requires more
hydrogenation steps which also explains the high H> partial order of reaction for the
Sabatier reaction. However, large nanoparticles are likely to have more free sites so that
CO and CHg4 are not conditioned by previous water formation which explains the lower

experimental values.

Finally, we compare our values for the ssimulations with and without the ER
reactions. From Figure 5.4a and Figure 5.b one can extract the apparent activation
energies for the RWGS and Sabatier reactions for the two different scenarios. These are
139.2 and 136.5 kJmol for the RWGS reaction 52.9 and 33.8 kJ/mol for the Sabatier
reaction, for the ssimulations with and without ER reactions, respectively. From these
values one can spot amost no change for the RWGS reaction which point that CO
desorption occurs similarly for both situations. However, a large difference can be seen
for the Sabatier reaction which suggest that temperature has a higher effect on the ER
reactions rather than on surface reactions and for that reason methane formation including
the ER reactions is more affected by changes on temperature. From Figure 5.4c and 5.4d
one can spot dlightly higher CO. partial orders of reaction for the simulations in which
the ER reactions are included. As explained above the higher CO> partia pressure the
higher the probability of CO- to be adsorbed and react. Therefore, as the ssimulations with
ER reactions predict higher activities, a higher probability of CO- to be adsorbed on the
surface trandates into a higher activity. Regarding the Hz partial order of reaction, from
Figure 5.4e and 5.4f it can be seen that the simulations with ER reactions predict alower
value for the RWGS reaction but a higher value for the Sabatier reaction, which suggests
that ER reactions are more important for methane formation than for CO production. We
suggest that this is because a high methane formation requires of available Nice Sitesin
which CHs is hydrogenated a situation more probable for the simulations with ER
reactions. As afina remark, these results suggest that high methane selectivity requires

working at high Hz partia pressures.

5.4. Summary and conclusions

To sum up, we have thoroughly studied the CO> hydrogenation reaction on awell-defined
model of a Ni/CeO> catalyst, consisting of a Nis cluster supported on the stoichiometric
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CeO2(111) surface, by means of a multiscale approach coupling DFT calculations with
kMC simulations. The DFT calculations evidences that, in general, the adsorption
energies and energy barriers of the different elementary steps are significantly different
from those for the extended Ni(111) surface, as expected. In general, DFT results show
higher adsorption energies and lower energy barriers for the Nis/CeO2 model system
which suggest that similar systems will be good candidates for the CO, hydrogenation
reaction. We attribute the differences between Ni(111) and Ni4/CeO> due to the metal-
support interaction that change the Ni electronic structure along with differences in the

Ni atomic coordination of the Nis cluster, the former likely to be the dominant one.

To further understand the mechanism of the CO> hydrogenation reaction on the Nis
cluster we have performed several kKMC simulations at different working conditions.
From our kMC simulations we have unraveled the role of including some Eley-Rided
reactions on the reaction network and studied how they change the mechanism, activity
and CHj selectivity. Interestingly, the kMC simulations show a synergic effect between
the two different three-fold hollow sites present on the supported Nis cluster, in which
some reactions are dominant in one site while other reactions are preferred on the other
site, being this effect even more evident comparing the simulations with and without the
Eley-Ridea reactions. The kMC simulations unravel the mechanism that drives the
overall reaction for CO and methane formation, being CO the most important product at
the highest temperatures as shown on the experiments, while being methane the most
significant product at the lowest temperatures. Theformer is produced viathe dissociative
pathway of the RWGS reaction. The latter isformed as a combination of the dissociative
pathway to produce CO followed by a mixture of the HCOO-mediated and dissociative
pathways for the final methane formation (i.e., COzg — CO2> -» CO - HCO —» CH —»
CH2 — CHs— CHs— CHy(g). From our analysis we have shown that CO; dissociation
is dominant on the Nio site to produce CO and O at Nio and Nice, respectively. Then,
after water formation some CO desorb while some CO diffuses to the Nice Site, where it
desorbs or hydrogenates to HCO that further dissociates to CH and O at Nio and Nice,
respectively. Interestingly, for the smulations with the ER reactions, water is formed
before methane, leaving the Nice Site available where methane can be formed easily.
Nevertheless, for the simulations without the ER reactions methane is formed first in the
less reactive Nio site with the concomitant decrease on the catalytic activity and methane

selectivity. Last but not least, the analysis of the partial orders of reactions suggest
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working at high H> pressure for higher methane selectivity. Finally, the present
simulations show the important role of the Eley-Rideal reactions and reveal that small Ni
clusters supported over CeO(111) could be good candidates for selective methane

formation at mild conditions.
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ABSTRACT

A detailed multiscal e study of the mechanism of CO, hydrogenation on awell-defined Ni/CeO: catalyst model
system isreported that couples periodic density functional theory (DFT) cal culationswith kinetic Monte Carlo
(kMC) simulations. The study includes an analysisof therole of Eley-Rideal elementary steps, that areusually
neglected on the overall picture of the mechanism, catalytic activity and selectivity. The DFT calculationsfor
the chosen model consisting of aNis cluster supported on CeOz (111) show large enough adsorption energies
along with low energy barriers that suggest this catalyst to be an excellent option for high selective CO»
methanation. The kM C simulations results show a synergic effect between the two three-fold hollow sites of
the supported Nis cluster with some elementary reactions dominant in one site while other reactions prefer the
other, nearly equivalent site. This effect is even more evident for the simulations explicitly including Eley-
Rideal steps. The kMC simulations reveal that CO is formed via the dissociative pathway of the RWGS
reaction while methaneisformed viaa COzg — CO2 - CO - HCO — CH — CH2 — CH3— CHs— CHy(g)
mechanism. Overall our results show the importance of including the Eley-Ridea reactions and point to small
Ni clusters supported on CeO» (111) surface as potential good catalysts for high selective CO, methanation at
mild conditions while potential good catalysts for highly active and selective CO formation at high
temperatures conditions.

KEYWORDS : Ni/CeO, Eley-Rideal reactions, metal-support interactions, methane selectivity, CO:
hydrogenation, kinetic Monte Carlo,
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INTRODUCTION

The continuous use of carbon-rich fossil fuels has dramatically increased the atmospheric amounts of
carbon dioxide producing devastating effects on our ecosystem. In order to reverse this situation, CO>
valorization has emerged as alow-cost strategy to simultaneously reduce the environmental impact related to
carbon dioxide and, at the sametime, generate value-added chemicals. In thisregard, the power to gas'? (PtG)
technology has gained attraction as a promising option to absorb and exploit surplus renewable energies using
CO:, as afeedstock. The PtG concept is based on using excesses of energy produced from renewable sources
for carrying out water splitting to further use the produced Hz for CO. hydrogenation toward different
chemicals. Among the different possible processes, the power to methane (PtM) technology® provides an
interesting chemical route to produce methane that is further used as afuel, now in acircular way. Regarding
this reaction, Ni-based catalysts are commonly used due to their relatively high activity and its economic
viability in comparison to catalysts using other noble metals*® In particular, Ni/CeO, cataysts have been
shown to exhibit superior catalytic activity than other Ni-based catalysts.6°

In the past years, considerable effort has been devoted to understand the intricacies that make Ni/CeO-
catalysts so active for the CO. methanation reaction. Unfortunately, thereis still not a clear consensus around
thisissue and different hypotheses have been proposed. Among them, researchers have focused on the effect
of support, of particle size and morphology, and of the strong metal-support interaction (SMSl) just to name
afew. Regarding the support, Martin et al.” studied the CO2 hydrogenation reaction over different Ni-based
catalysts and reported that the highest activity and methane selectivity corresponds to the Ni/CeO, catalyst.
They attributed the increase of activity and selectivity to the quite small Ni nanoparticles that were present on
these systems. Similarly, Lee et a.° studied the CO and CO. hydrogenation reaction over several catalysts
consisting on Ni nanoparticles supported over different metal oxides. They reported the highest catalytic
activity for Ni/CeOz systems, and again attributed this boost of activity to the small size of Ni nanoparticles
that were present in that system. These conclusions point to the nanoparticle size as a key defining the final
catalytic activity and selectivity, which probably stimulated other research groups to focus their attention on
the particle size effect for the Ni/CeO, catayst. Even though severa studies have focused on the Ni
nanoparticle size, different conclusions have been reached and thereis still not a clear consensus on how the
nanoparticle size affects the catalytic activity. Thus, some studies claim that large nanoparticles are more
active while other studies argue the opposite. For instance, Lin et al.l° studied three systems with Ni
nanoparticles supported on CeO- featuring different sizes (i.e., 2, 4 and 8 nm) and found that the larger Ni
nanoparticles were more active. They attributed the higher activity of the larger particles to their ability to
dissociate H> thus producing a higher amount of H adatoms that further hydrogenate interfacial species to
methane. Similar results were obtained by Winter et al.** and Zheng et al.*2 who a so reported higher catalytic
activity and selectivity for the systems containing larger nanoparticles. Interestingly, in both works they
observed arapid increase in the methane selectivity when increasing the nanoparticle size. On other hand, Lin
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et al.13, in avery recent paper, studied different Ni/CeO, systems with Ni nanoparticle sizes ranging from 9 to
11 nm and reported that the system with the smallest nanoparticles, although rather large particles with size
~9 nm, had the highest catalytic activity and selectivity towards methane. They attributed the boost of activity
to alarge number of interfacial oxygen vacancies as a response of the strong metal-support interaction that
smallest nanoparticles feature. Similarly, Rui et a.* prepared two different Ni/CeO, systems following two
different preparation methods and observed that, the smaller the nanoparticle, the larger the metal-support

interaction which was trandated into more oxygen vacancies and a higher catalytic activity.

Thus, some results from the literature points to a correlation between the strong metal-support
interaction and the catalytic activity rather than acorrelation between the Ni nanoparticle size and the catalytic
activity. Precisely, in avery recent work, Pu et al.’® studied the effect of strong metal-support interactions for
three different Ni/CeO. systems with nanoparticles of ~5 nm but with different metal -support interactions due
to the level of the nanoparticles encapsulation. They suggested that the SMSI effect is closely related to the
encapsulation and the larger the encapsulation, the larger the metal-support interaction, which was trandated
into a large amount of oxygen vacancies where CO; can be activated with the concomitant increase of the
catalytic activity. Combining theoretica modelling and experiments, several studies claim that small Ni
clusters or nanoparticles supported on CeO: exhibit large metal-support interactions together to high catalytic
activity for avariety of reactions such as the dry reforming of methane,'6° direct conversion of methane to
methanol,° water dissociation,?* methane steam reforming reaction,?? water-gas shift (WGS) reaction,® and
CO; methanation.?* Regarding theoretical studies dealing with CO, hydrogenation reaction to methane over
Ni/CeO thereis, to the best of our knowledge, only the work of Zhang et al.2* Intheir DFT study they propose
different mechanisms for the CO> hydrogenation reaction and suggest that methane is formed via the reverse

water gas shift reaction followed by the CO-hydrogenation pathway.

However, for such CO> hydrogenation reaction involving a complex network of elementary steps and
several active sites, one cannot always rely on the static picture offered by the typical DFT based energy or
free-energy profilesto accurately describe the system evolution under real working conditions. In these cases,
it is necessary to couple DFT calculations to some kinetic modeling techniques as we have very recently
shown for the RWGS reaction on Ni/TiC systems.?® Precisely, the goal of the present work is to reach a
thoroughly description of the CO. hydrogenation reaction over a Ni/CeO. model system, where both support
composition and crystal structure and supported Ni atomic structure are well-defined. To this end we couple
avery detailed study of al elementary steps to kinetic Monte Carlo simulations. This multiscale approach
provides compelling evidence of the role of each part of the model catalyst and unravel the main mechanism
that govern the overall reaction, highlighting the unexpected role of the Eley-Rided (ER) elementary stepson
the final activity and selectivity.
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METHODS

The Ni/CeO: structural model. The Ni/CeO, system is modelled by aflat Nis cluster supported on a dab
model of the stoichiometric CeO2(111) surface. The slab model consists of an appropriate 3x3 CeO2(111)
supercell built from the calculated fluorite structure of ceria bulk with an equilibrium lattice parameter of a
=5.445A. The dab contains atotal of nine atomic layers, or three O-Ce-O trilayers. A Nis cluster is deposited
on top of the surface with its equilibrium structure as shown in Figure 1a A 13 A vacuum width between
periodically repeated dabs has been included in order to avoid spurious interactions between the periodic

replicas in the perpendicular direction to the surface.

DFT Calculations. To characterize the energetics of the CO. hydrogenation reaction for the Nis cluster
supported on the CeO. (111) surface model, periodic spin-polarized DFT calculations have been carried out
by means of the Vienna Ab-initio Simulation Package (VASP) code?®?® using the frozen-core augmented
(PAW)?® method to describe the interaction between the atomic cores and the valence electron density. All
calculations have been done using the DFT+U formalism involving the PBE functional® and a value of 4.5
eV for the Hubbard U-like term, which isincluded to correctly represent the Ce 4f states.®? In addition, we
have included the Grimme D3%* term to capture the effect of dispersion in the calculated energies. The
particular choice of the Ni4 cluster isto have arepresentative model of asmall flat cluster exhibiting electronic
metal -support interaction.?%243436 |n all calculations, the three lowermost layers (one O-Ce-O trilayer) have
been kept fixed at their bulk position to provide an adequate bulk environment to the top surface layers. The
atomic structure of the six uppermost layers, of the Nia cluster and of the different adsorbed species have been
allowed to fully relax during the calculations. The Brillouin zone has been sampled with a (3x3x1) k-point
mesh using the Monkhorst-Pack scheme®” and a cutoff energy of 415 eV has been used for the plane wave
basis expansion. The electronic energy criterion has been selected to 10° eV while avaue of 0.01 eV - At

has been used for the ionic relaxation criterion.

Transition states (TS) structures have been located using the climbing-image nudged elastic band (Cl -
NEB) method.38° To generate the initial images guesses the Image Dependent Pair Potential procedure® has
been used asimplemented in the Atomic Simulation Environment (ASE) package.** Thelocated TS structures
have been properly characterized by vibrational frequency analysisto ensurethat all TS have only the desired
imaginary frequency corresponding to the coordinate reaction. Frequency calculations have aso been
performed for al the adsorbed and co-adsorbed structures ensuring that they correspond to real minimaon the
potential energy surface (PES). The calculated frequencies have been used to calcul ate the zero-point energy
(ZPE) contribution of the different structures as well asto calculate the vibrational partition functions, which
are required for the calculation of preexponential factors that are necessary to compute the transition

probabilities used inthe kinetic Monte Carlo simulations. Note that low-frequency modes below acutoff value
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of 6.9 meV have been set to this cutoff value in order to approximate the entropy from a
pseudorotational/pseudotrans ational degree of freedom as previously done.*> The energy of the gas-phase
species has been calculated by placing a single molecule in an asymmetric box of dimension 9 x 10 x 11 A3
and considering the " point only. Finally, the reaction energies (AE,,.) and energy barriers (AEg) including

the ZPE contribution have been caculated as:
AEO,r = Epso— EIS,O €]
AE()* = ETS,O - EIS,O (2)

where Ers o, Ejso and Eys o are the total energy of the final, initial and transition states, respectively, aso
including the ZPE contribution.

Kinetic Monte Carlo simulations. In order to gain insights of the system evolution under real working
conditions, kMC simulations have been carried out using the graph-theoretical kMC approach*® combined
with cluster expansion Hamiltonians*“ asimplemented in the Zacros software.># The kMC lattice (Figure
1b) is built so as to mimic the Nis cluster used for the DFT calculations (Figure 1a) and consists of a non-
periodic custom grid of 6 points representing surface sites, where the different species can adsorb, desorb,
react or diffuse. A total of 4 different sites have been considered, as described next. Two different coarse-
grained (i.e., Nice and Nio) sites have been used to represent the three-fold hollow sites of the Ni4 cluster. We
have used two different types of sites because the two hollow sites of the Nis cluster are not exactly the same
as one has a Ce atom undernesth (i.e., Nice) while the other has an O atom (i.e,, Nio). These differences
trandate into different adsorption energies depending on the site the species adsorbs. Finadly, to avoid the use
of a“hard sphere” model for small adsorbateslike H and Hz, we have used aspecial hydrogen reservoir site?>46
in which these two species can adsorb. Asfor the Ni sites we have considered two different types of hydrogen
reservoirs (i.e., hce and ho). The presence of two non-identical sites involves considering the energetics of the
different adsorbed species and the energetics of the possible elementary reactions twice, each one for each
site. Moreover, to correctly define the reactivity, we have considered that if the two Ni sites are occupied,
hydrogenation reactions can only occur if both species are on the same type of site (i.e,, both speciesin Ce
sites or both species in O sites). For instance, let us imagine a situation in which CH, O and H species are
adsorbed onto Nio, Nice and ho, respectively. In this case, the H adatom cannot attack the oxygen as it is
blocked by the CH and it can only react with CH or diffuse to the hce Site. This is done to correctly capture
blocking effects.

The reaction network involves a total of 98 reversible reactions, including adsorption, desorption,
surface reaction and diffusion steps. Besides, we have aso considered some Eley-Ridea steps for the
hydrogenation of O (i.e., R34) and OH species (i.e,, R35) as shown in Figure 2. Note that, as explained above,

5
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reactions are considered twice as the adsorbed species can be either at the Nice Site or at the Nio site. Moreover,
for some hydrogenation reactions we have considered two different possibilities: (i) the H adatom and the
other species are at the same type of site(i.e., both at Ce or O type of sites) and (ii) the H adatom and the other
species are at different type of sites (i.e., one at Ce and the other at O type of sites or vice versa). The cluster
expansion used in our model includes pairwise lateral interactions between all possible reactant/product pairs
as well as between all other relevant species. The cluster expansion has been truncated to first-nearest
neighbors two-body terms as well as second-nearest neighbors two-body terms. Overall, it contains 41 one-
body terms and 93 two-body terms as summarized in Table S1 and S2 in the Supporting Information. For very
fast and quasi-equilibrated processes the transition probabilities have been scaled by afactor a < 1 to speed
up the kMC simulations while ensuring that these processes are still very fast and quasi-equilibrated. This
pragmatic solution has been extensively applied in several studies.?54246-49

To study the CO; hydrogenation reaction over the Ni cluster, we have considered an initial mixture of
CO» and H2 continuously impinging on a pristine surface in which different processes can take place and
where the products formed are considered to desorb without allowing re-adsorption. Note that for
convenience, we have considered that CO. can only adsorb if both Ni sites are unoccupied contemporarily so
that for each CO, species a CHs4, CH20, CO or CH3OH species has to be formed as well as the appropriate
number of water molecules before another CO2 species can be adsorbed. Thisis done as a pragmatic solution
to avoid exceedingly large simulations in which the system spends time doing CO. adsorption/desorption
steps without the reaction evolving due to the limit of two sites of our model. The working conditions are
chosen as in the experiments of Zheng et a.'?, which are P(Hz) = 0.528 bar and P(CO2) = 0.132 bar and
temperatures ranging from 483 K to 563 K. Additional simulations for atemperature of 563 K and different
partial pressures are aso performed in order to study the partial order of reaction. Moreover, for al the
different working conditions we have run the smulations including some Eley-Ridea steps and without
including them to gain insights about the role of this kind of reactions. Finally, in order to better sample the
configurational space, we have run 5 different simulations which only differ from each other in the sequence
of random numbers and the macroscopic magnitudes are given as the average of the five different replicas.

RESULTS AND DISCUSSION

DFT Results. The Nia cluster adsorbs above the oxygen atoms of the CeO»(111) uppermost layer, adopting a
structure that is reminiscent of that of the Ni(111) facet (see Figure 18). Interestingly, the cluster adsorption
triggersachargetransfer between the metal cluster and the surface so that two formally Ce** atoms arereduced
to Ce** atoms while the Ni atoms are partially oxidized to Ni®*, a clear indication of metal-support
interactions, which isin agreement with previous results for similar Ni/CeO. systems.?>3435% Precisly, the
metal-support interactions affect the electronic structure of the Ni atoms of the Ni adcluster, making them
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different from those of the Ni (111) surface. In genera, thisis beneficia for the adsorption and activation of
the different species with a concomitant increase of the catalytic activity as shown below. Therefore, we have
studied the adsorption of the possible reactants and products of the CO- hydrogenation reaction (see Figure 2)
over the Ni cluster sites with results summarized in Table 1, where some data from our previous study of the
COz hydrogenation reaction on Ni(111) have been included for comparison.®? Note that, in generd,
bifunctional catalysts such as Ni/CeO, contain three different regions with different energetics, namely, the
metal region, the support region and the interface region that lies in between the two former regions. In this
study, we have restricted our caculations to the Ni cluster for several reasons. First, we want to understand
the effect of the metal-support interactions which isthought to increase the metal activity. Moreover, the clean
CeO2(111) surfaceisinactive for CO; hydrogenation,'? so that one can discard thisregion. Finally, adsorption
energies for CO, on the Ni cluster are larger than those at the interface region 2* and a noticeable CO;

adsorption energy is a necessary step for its catalytic hydrogenation.

Asshown in Table 1, the most favorable sites for the different stable gas-phase species are, in general,
the two different three-fold hollow sites. The adsorption energies are smilar for the two different sites. Let us
start by comparing our values in Table 1 for the Ni cluster with reported values for similar systems. For
instance, the present CO. adsorption energies of -1.51 €V and -1.46 eV at both three-fold hollow stes are
similar to the values reported by Alvarez-Galvan et al.** and Zhang et al.?* of -1.26 and -1.64 eV, respectively,
lying in between them. A careful comparison between present and previous values, shows the origin of the
differencesin adsorption energy. For instance, we have found a CO; structure that is bent to the surface, hence,
featuring a higher interaction with the surface that can explain the higher adsorption energy we have found
with respect to the study of Alvarez-Galvan et al.3* Regarding the latter study by Zhang et al.?, the differences
are smaller—less than 0.2 eV— and can be attributed to the different computational code used and the
different methodology used in the calculations. Moreover, our values include the ZPE term while it does not
seem to be included in the commented previous works. Alvarez-Galvan et al.3* also reported an H adsorption
energy of -0.95 eV, which again isdightly larger than the present values of -0.63 eV. The differenceisclearly
due to the different Ni atom in which Hz adsorbs as well as to the lack of the ZPE term. For instance, our Hz
adsorption energy with and without the ZPE term is -0.63 and -0.75 €V, respectively, the latter being closer
to the value reported by Alvarez-Galvan et al.3 Finally, Lustemberg et al.* reported adsorption energies of -
0.93 eV and -0.24 eV for H20 and CHa, respectively, which arein agreement with our reported values. Again,
we attribute the differences between our values and the reported ones due to the inclusion or not of the ZPE
term, our values being -0.75 and -0.82 eV for H20 and -0.26 and -0.28 eV for CH4 when including or not the
ZPE term. In general, the present values are close enough to those reported in the literature and we suggest
that further differences are due to the different methodology used in the calculations. Next, we compare the
values obtained for the Ni clusters and the ones reported for the Ni(111) surface.*? From Table 1 one can
clearly see how the metal-support interactions together to differences in the Ni atomic coordination lead to
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larger adsorption energies with the former, implying a considerable charge transfer, being likely to dominate.
For instance, CO. and H2 molecules physisorb on the Ni(111) surface while they are clearly adsorbed on the
supported Ni cluster. As these two molecules are the reactants of the CO. hydrogenation reaction, higher
adsorption energies would, in principle, favor the catalytic activity of the Ni cluster suggesting Ni clusters to
be more active than the Ni(111) surface. Nevertheless, it isimportant to point out that only from the adsorption
energy values it is not possible to conclude which system will be more catalytically active as small energy
barriers are required for the reaction to proceed (vide infra). Regarding the desired product (CH4), the
adsorption energy on the Ni cluster is also larger than on Ni (111). Nevertheless, in both cases, CH4 has a
small adsorption energy which would favor methane desorption. Focusing on the other possible products,
namely CO, CH>0O and CHsOH, we see again that the support effect leads to an increase of the adsorption
energiesof these species. Interestingly, alarger adsorption energy of the different productswould, in principle,
benefit CH4 formation. In fact, as reported for the Ni (111) facet,*? one of the problems that makesiit inactive
for methane formation isthe low CO adsorption energy compared to other competitive reactions, favoring CO
desorption rather than subsequent reactions. Therefore, a large CO adsorption energy would, in principle,

favor methane selectivity, pointing to the Ni cluster to be more selective than the Ni (111) surface.

We have shown that metal-support interactions strongly increase the adsorption capacity of the Ni
cluster compared to the Ni (111) facet. Nevertheless, as explained above, to gain insights about the catalytic
behavior of a given catalyst one must evauate the energy barriers of the different competing elementary
reactions. In Table 2 we summarize the reaction energy and energy barrier for some elementary steps of the
CO:2 hydrogenation reaction (see Figure 2). For simplicity we have only selected the ones that are the most
relevant for our discussion while information regarding all the studied elementary reactions can be found in
Table S3. For simplicity, we restrict the discussion to the elementary steps at the Nice Site but similar
conclusions can be extracted focusing on the Nio site. First, we start by comparing our calculated values with
those aready published for the same system. Comparing our values (see Table S3) and the values reported by
Zhang et a.,?* one can rapidly see a huge difference in the energy barriers reported by these authors and the
present ones. In general, they reported significantly larger energy barriers with several elementary reactions
with barriersranging from 2 to 4 eV. Thiscontrast with the present calcul ated valuesthat are generally smaller
with nearly vanishing barriers for some steps and the largest one being 2.18 eV. We suggest that these
differencesare dueto the different initial and final states used and to the different computational methodology
used for the calculations. On the contrary, Alvarez-Galvan et al.,3* reported a CO; dissociation energy barrier
of 0.75 eV which nicely agree with our calculated value of 0.77 V. Moreover, they also found a barrierless
H. dissociation reaction in line with our results. Similarly, Lustemberg et al.,% reported values that arein good
agreement with our vaues. Note that for some reactions, these authors considered the presence of some
spectator species while for others the presence of the spectators is not considered, which clearly change the

energetics of the studied elementary reaction as shown for the CH4 dissociation reaction. For a better
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comparison with the present values we focus on the situation without spectator species. These authors studied
CHa and H20 dissociation and CHsOH formation reactions, reporting energy barriers of 0.14, 0.41 and 1.40
eV, respectively which closely resemble our reported values of 0.14, 0.35 and 1.33 eV, respectively. The very
good agreement between our calculated values and these two works point to a proper definition of our model

system, while questions results of Zhang et al.?

Let us now evaluate the effect of the metal-support interaction on the energy barriers of the different
elementary reactions and the possible mechanism that drive the overal reaction by comparing the values
obtained for the Ni cluster and the values previoudly reported for the Ni(111) facet. Comparing the calcul ated
values and the values reported in Ref. 42 (see Table 2 and Table S3) it can be seen that, as a result of the
metal-support interaction, the energy barriers of the different elementary steps are reduced, which, in the end,
could be beneficial for catalytic purposes. Focusing on some of the reactions, one can clearly spot from Table
2 that H: dissociation would be more favorable on the supported Ni cluster than on the extended surface, as
for the first system it is a barrierless reaction while it has an energy barrier of 0.26 €V on Ni(111). Moreover,
H2 adsorption is more favorable on the supported Ni cluster, which also pointsto a higher activity. Comparing
the different routes to CO. conversion, namely, direct CO, dissociation, COOH formation and HCOO
formation reactions, similar barriers are obtained for the two former reactions (athough smaler for the
supported Ni cluster), while alarge difference is observed for HCOO formation with values of 0.39 and 1.05
eV for the Ni cluster and the Ni(111) surface, respectively. The valuesfor the Ni cluster suggest that the most
probable reaction will be the HCOO formation followed by the CO» dissociation, which clearly opens the
HCOO-mediated pathway as apossibleroute for CO or methane formation. Thiscontrast with the kKM C results
obtained for the Ni (111) surface in which the CO; dissociation pathway and, to alower extent, the COOH-
mediated pathway were the active pathways, while the formate path was inactive.*? Let us assume now that
CO has been produced and evaluate the possible pathways for methane formation that start with COH
formation, CO dissociation and HCO formation reactions. The former has similar energy barriers for both
systems being the largest one among the three different reactions, hence, the less probable. Regarding CO
dissociation, one can spot a huge change on the energy barriers with values of 1.52 and 2.98 eV for the
supported cluster and the extended surface, respectively. This suggests that direct CO dissociation could
compete with other routes on the supported cluster while this reaction is very unlikely on Ni (111). However,
for the supported cluster, even with areasonable energy barrier, the reaction is highly endothermic and thus,
thermodynamically impeded. For HCO formation, one can also see a decrease on the energy barrier and, at
the same time, a decrease on the endothermicity of the reaction. Precisely, one of the drawbacks for methane
formation onthe Ni (111) facet has been reported to be the high endothermicity of the HCO formation reaction,
so that whenever HCO isformed it rapidly dissociatesto CO, which further desorbs.*? At the supported cluster,
the lower endothermicity added to the highest CO adsorption energy could be paramount for the methane
formation. After HCO isformed, it can also dissociate to CH or hydrogenated to CH20, with energy barriers
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of 0.64 and 0.46 eV for the supported cluster and values of 1.10 and 0.71 eV for the Ni (111) surface,
respectively. Again, both reactions have lower energy barriers for the supported cluster; thus, being more
probable to be executed and more competitive with respect to the HCO dissociation to CO. Regarding, CH20
dissociation to CH>, the energy barrier on the supported cluster is lower than on the Ni (111) surface, which
opens another route for methane formation. Finally, the CHx species can be easily hydrogenated on both

surfaces, abeit with lower values for the cluster, to finally form methane.

To sum up, we have shown that metal-support interaction induces an effect on the supported Ni cluster
resulting in a decrease of the energy barriers of some of the relevant elementary steps and, at the same time,
increases the adsorption energy of some side products, suggesting the possible formation of methane. From
the DFT analysis, it appears that the most probable pathway for methane formation will be a combination of
the CO formation—either via the HCOO-mediated pathway and, to a lower extent, the CO, dissociation
pathway— followed by the CO hydrogenation to HCO, which can either dissociate to CH or being
hydrogenated to CH0, that further dissociates to CHz that finally, can be further hydrogenated to CHa. Also,
the quite large CO and CH2O adsorption energies suggest high methane selectivity. Our proposed mechanism
agrees with the one proposed by Zhang et al.,?* with the solely exception of the CO formation, that they
suggested it is formed via the COOH-mediated pathway. Nevertheless, from the DFT picture only it is not
possible to obtain any firm conclusion about the catalytic activity and selectivity and on the actual mechanism
that governs the reaction. Moreover, as shown by Lustemberg et al.,® for CH. dissociation, neighboring
spectator species can change the reactivity due to the adsorbate-adsorbate interactions. Therefore, to reach a
more accurate and realistic description, the evolution of the system under real working conditions must be
considered. To this end, in the next section we couple the DFT calculations with kMC simulations that
naturally accounts for the effect of neighboring species and provide insights about the activity, selectivity and
mechanistic aspects at the pressure and temperature conditions of interest.

kMC Results. To clearly understand the system evolution under real working conditions kMC simulations
have been carried out. This allows us to gain insights about the role of the different sites and of the different
elementary steps, such as Eley-Rideal reactions, on the global reaction mechanism, the catalytic activity and
the selectivity towards CHa, the latter being conditioned by the competition between the partial CO2
hydrogenation to CO via the RWGS reaction and the complete CO. hydrogenation to CH4 via the Sabatier
reaction. Also, we compare our values with the experimental results reported in the literature for a system in
which small Ni nanoparticles or clusters are likely to be present athough, unfortunately, the structure of the
CeO; support is different.*2 Hence, we must emphasize that we do not aim for quantitative agreement but
rather a qualitative one. More in detail, the present model involved a supported flat Nis cluster, while in the
experiments by Zheng et al .2 an ensemble of Ni clusters or nanoparticles of different sizes and morphologies

are likely to be present. Also, our study focuses only on the reactivity of the supported Ni cluster, while in
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experiments other active sites may be present, especialy at the interface because the support structureis also
different. Furthermore, additional deviations from the experimental values may arise from errors in the
computed DFT energies, the kMC method itself or the truncation to two-body terms in the cluster expansion.
In spite of these limitations, our multiscale study gives useful insights about the catalytic activity and
selectivity of small supported Ni clustersthat arelikely to be present in Ni/CeO> systemswith low Ni loading.
Finally, and just as areminder for the reader, we want to point out that the ER reactions that we have included
involve the hydrogenation of O and OH species.

Table 3 summarizes the CO, CH4 and total turnover frequencies (TOFs) as well as the selectivity
towards methane for the scenarios in which ER reactions are include or not. From Table 3 one can spot that
for both scenarios, the higher the temperature the higher the total TOF and the lower the CH4 selectivity. The
former is not surprising as the higher the temperature the higher the system energy and the easier to overcome
the different energy barriers with the concomitant increase in the catalytic activity. The latter is due to
thermodynamic effects, the higher the temperature the more favored the RWGS reaction with respect to the
Sabatier reaction as the first one is endothermic while the latter is exothermic. Moreover, as CO is an
intermediate product of the complete CO, hydrogenation reaction, the easier to form CO the lower the CHa
selectivity. Therefore, a temperature increase trandates into higher CO production, while this is not always
the case for CHa. Interestingly, the highest CH4 formation is observed at 543 and 523 K including or not the
ER reactions, respectively, athough in both cases the values are very similar. This shows that above 523-543
K the thermodynamic effects become more important than kinetic effects and directly points to this
temperature range as a limit for a higher CH4 production. Note however, that the highest CHa4 selectivity is
observed for the lowest temperature, which points to work at this condition for high selective methane
formation although the overall production is smaller than at other temperatures. From Table 3 one can aso
seesimilar trendsfor the different reported magnitudes for the s mulations with(out) the ER steps while higher
absolute values are found when ER steps are included. We now compare our results at 563 K with the
experimental values reported by Zheng et a.'> We have found a qualitative good agreement with the
experimental vaues that point to CO to be the major product. In comparison, we have found alower CH4
selectivity (4.5 vs. 21.1 %) and alarger total TOF (4.534 vs. 0.187 molec-site’* st). Note that for a better
comparison we have adapted their reported values to our units. Thisis donejust by using the Ni atomic mass,
the Avogadro’s number and considering that each site contains two Ni atoms. Note that the CO TOF is
normally larger than the CH4 TOF, hence, it isnot surprising that our total TOF is higher than the experimental
value as we have found alower CH4 selectivity that translatesinto a higher influence of CO on the total TOF..
In fact, for a temperature of 523 K in which the methane selectivity (for the smulations with ER steps) is
similar to the experimental value at 563 K, our total TOF (see Table 3) better agrees with the experimental
value. Nevertheless, we suggest that the higher CO production we observe is due to the very repulsive
adsorbate-adsorbate interactions (see Table S2) present in such asmall supported cluster in which steric effects
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induce species to be in less stable sites, increasing the repulsive interactions between species. Thistrandates
into a CO adsorption energy lower than the one reported in Table 1, which turnsinto an easier CO desorption.
Regarding the experimental system it is likely that it also contains large clusters or nanoparticles in which
species can better adapt to the system with the concomitant decrease of the adsorbate-adsorbate interactions
that can explain the lower experimental activity and higher CHa selectivity. Finaly, the present results suggest
that flat small Ni clusters supported over the CeO2(111) surface are potential good candidatesfor highly active
and selective CO formation at high temperatures while are promising good candidates for selective methane
formation at mild conditions as our reported value for 483 K points to a similar activity that the one found by
Zheng et al.1? at 563 K, while the CH4 selectivity is 3 times larger.

We now examinein detail the role of the ER steps on the overall reaction mechanism, the activity and
methane selectivity. We chose to carry out the andysis at 523 K as the highest CH4 TOF is observed at this
temperature. Note that, regarding the dominant mechanism, no important changes are observed for the other
working conditions. Figure 3a and 3b show a schematic representation of the net executed processes for the
simulations with and without the ER reactions, respectively. The event frequency plots at the different
temperatures and different sites are included in Figure S1. As shown in Figure 3a and 3b there is a clear
synergy between the two different sites, in which some reactions are dominant in one site while other reactions
happen on the other site. For both scenarios, CO- has a large adsorption energy at the Nio site (see Table 1)
athough a non-negligible amount of CO> also adsorbs at Nice. Once CO: is adsorbed, it can dissociate or be
hydrogenated to HCOO, which further dissociates to produce HCO. From Figure 3a and 3b one can spot that
the CO> dissociation is the dominant reaction and only very few HCOO moieties are formed for the
simulations in which the ER reactions are included. As shown in Table S3, HCOO formation has a lower
energy barrier than CO, dissociation, which points to the former reaction to be more probable. However, the
former reaction is less exothermic than the CO. dissociation. Moreover, once HCOO is formed, it has to
dissociate to HCO, which is an endothermic reaction, that tends to go backward to form HCOO again. In fact,
the CO2 + H - HCOO — HCO + O total process is executed more times than the direct CO. dissociation
(see Figure S1) but due to the endothermic nature of the last reaction, the overall process goes backward and
the net balance is for COz dissociation. Interestingly, the HCOO path is observed when including the ER
reactions because in this situation it is easier for the O species to be hydrogenated hence the HCO + O —
HCOO reaction is less probable. Regarding CO- dissociation, it can be seen in Figure 3a and 3b that it is
predominant on the Nio sites, producing CO and O on Nio and Nice Sites, respectively. At this point, there are
only two possibilities for the reaction to continue: CO desorption or O hydrogenation to water that further
desorbs. Interestingly, Figure 3c shows that CO desorbs in a similar amount from both sites, which points to
water to beformed, in general, first, hence, leaving afree Nice Sitein which CO can diffuse and further desorbs
(among other possible reactions). On the contrary, if CO desorbs first, one should expect a CO desorption
ratio similar to the one for the CO, dissociation reaction at the different sites, which is not the case as can be
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shown in Figure 3c. In this regard, Figure 3d also points to water to be formed first asit is formed mostly on
the Nice site. Moreover, this can also explain why the activity islower when the ER reactions are not included
as water is more difficult to be formed in this situation and the system spend more time to produce water,
which is a necessary step for the latter CO diffusion and desorption with the concomitant decrease on the
catalytic activity.

Now we focus on the CH4 formation starting from CO. Once CO isformed, the most probable reaction
is CO hydrogenation to HCO. This reaction is more probable at the Nice site than at the Nio one due to the
dightly lower energy barrier on the former. Thisis similar for HCO dissociation that is also favored at the
Nice Site (see Table S3). Thisfact promotes CO diffusion from Nio to Nice, where some CO desorbs and some
CO hydrogenates to HCO that further dissociates to CH and O at Nio and Nice, respectively (see Figure 3a
and 3b). Note that there is aso a very small amount of HCO that is hydrogenated to CH2O that further
dissociatesto CH2. However, for the simulations without the ER reactionsthis aternative route goes backward
(i.e, CH2+ O - CH>O — HCO + H) generating a cycle that is detrimental for methane formation. Thisis
because in this type of simulations, the O adatom is less likely to be hydrogenated, hence, favoring the CH> +
O — CH20 reaction. Coming back to HCO dissociation to produce CH and O on Nio and Nice, respectively,
there are two possibilities for the reaction to proceed: CH hydrogenation to methane or O hydrogenation to
water. Interestingly, water formation plays again an important role for the fina activity and selectivity. We
found that in the simulations including ER reactions, water is formed before methane while the opposite
behavior is observed in the smulations without ER reactions. This is supported by the difference in the
diffusion steps of the CHx species between the two different sites because if water is formed first, then the
Nice site become free so that CHx species can diffuse to this site as clearly seen in Figure 3abut not in Figure
3b. Thisisaso supported by the fact that, in the simulations without ER reactions, there isalarger number of
eventsfor water formation at the Nio site (see Figure 3d). Thisis because methane isformed earlier at the Nio
site (see Figure 3e), leaving the Nio site available so that O can diffuse to the Nio site, where it is further
hydrogenated to water. For the scenario with ER reactions, Figure 3a shows that, after water formation, CH
hydrogenates to CH that further hydrogenates to CHs at Nio. Then aminor part of CHs hydrogenates to CHa,
which further desorbs, while most of CHs diffuse to Nice. Next, a fraction of CHs hydrogenates to CH4 that
further desorbs, while another fraction dissociates to CHz that diffuses to the Nio site generating a cycle. At
the end, this cycleis beneficial for the final methane production as methane is easily formed at the Nice site,
probably because of the larger adsorbate-adsorbate interactions at that site, which explains the highest CH4
site preference for this site in this type of simulations (see Figure 3e).

So far, we have unveiled the mechanism for CO and methane formation. First, we have shown that CO
isformed viathe dissociative pathway of the RWGS reaction. Then we have revealed that methane isformed
as a combination of the dissociative pathway to produce CO followed by a mixture of the HCOO-mediated
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and dissociative pathways for the Sabatier reaction (i.e., CO2 - CO - HCO — CH — CHz — CHz — CHa).
We have also shown that there is a clear synergy between the two different sites and that the Eley-Rideal
reactions play an important role on the final mechanism, activity and selectivity. In spite of the differences
noted above, our results partially agree with those reported by Zhang et al.,>* which proposed the dominant
reaction mechanism to be a mix of the carboxyl pathway for the CO formation followed by the CO-
hydrogenation pathway for the Sabatier reaction (i.e., COzg — CO2 - CO - HCO — CH — CH2 — CHs
— CHs— CHgyg). The present KMC simulations, also show that CO is mainly formed via the direct
dissociation of CO:z rather than the carboxyl pathway. Moreover, the HCO dissociation reaction is key for
methane formation rather than the CH>O dissociation. Finally, comparing our results with previous kMC
simulations for the Ni (111) surface,*?> we have shown that some of the drawbacks that make Ni (111) surface
not selective towards methane formation are not present in the Ni supported model catalyst. Compared to
Ni(111), these are the higher CO adsorption energy, the lower endothermicity of the HCO formation reaction
(R10) and the smaller HCO dissociation energy barrier (R13) present for the supported Nis cluster that opens
the HCO dissociation route as apossible source of CHy speciesthat are further hydrogenated. Thisfact directly
pointsto small Ni cluster supported on ceria as potential active and selective catalysts, in agreement with the
main experimenta findings.

The coverage of the different species at the different sites with(out) the ER reactions for atemperature
of 523 K deserves further comments. Resultsin Table 4 show that, as expected, H coverageis dightly higher
for the simulations with the ER reactions. Thisis because once the Eley-Rideal reaction is executed, aH atom
is released to the surface. Regarding O coverage, for the simulations without the ER reactions, it is higher as
in these smulations O islesslikely to be hydrogenated. | nterestingly, this difference is more pronounced for
the Nice sitesas O is generally formed at this site. Moreover, the high O coverage at Nice agrees with a higher
site preference of water formation on the Nio site found in the simulations without the ER reactions, as the
oxygen atoms at the Nice Site require more time to be hydrogenated (see Figure 3d). For the simulations
without the ER reactions, Table 3 also shows a larger CO coverage a Nio but a lower one on Nice. Thisis
directly related to water formation at Nice, Since water is produced before CO desorption, the less probable
the H>O formation the longer the CO stays at the Nio site with the concomitant increase of the CO coverage
at that site. Similarly, as CO is blocked by the O atom, it cannot diffuse to the Nice Site with the concomitant
decrease of CO coverage at this site. Finally, for the simulations with the ER reactions, comparing the
coverage at different temperatures (see Table S4) one can see that, as expected, the higher the temperature the
lower the coverage. However, for the situation in which ER reactions are not considered, an increase of the
temperature only decreases the coverage of H2and H. Interestingly, the higher the temperature the higher the
coverage of CO and O on Nio and Nice, respectively, which is associated to a more difficult water formation
a higher temperatures.
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Finally, we have obtained the apparent activation energy and partial orders of the overall reaction with
respect of both reactants (i.e., CO, and Hy) for the RWGS and Sabatier reactions which are shown in Figure
4. Firgt, for the sake of simplicity we focus on the vaues for the simulations including the ER steps and
compare them with the experimental values,*? keeping in mind that the experimental system and the model
system are similar but not identical. Next, we compare our values for the simulations with(out) the ER
reactions. From Figures 4a and 4b we extract apparent activation energies of 139.2 and 52.9 kJ/mal, for the
RWGS and Sabatier reactions, respectively. Note that for the Sabatier reaction we have only found an
Arrhenius like behavior for a temperature range between 483 and 523 K. Comparing our results with the
experimental values reported by Zheng et al.*? of 92.7 and 131.6 kJmol for the RWGS and Sabatier reactions,
respectively, we found higher values for the CO production but smaller values for methane formation. We
assign the difference for the RWGS to the stronger CO adsorption on the small Ni cluster and the smaller
apparent activation energy for methane production to the increased activity towards CH4 on the supported Nig
cluster. Thus, the present results point to small supported clusters as prominent candidates for CO>
hydrogenation to methane at mild conditions. Comparing the CO> and H: partial orders of reaction (cf. Figures
4c to 4f) with the experimental values,*? we found smaller CO; partial orders of reaction (i.e., 0.66 and 0.70
for the RWGS and Sabatier reactions, respectively, vs. 1.42 and 1.08), whilelarger H2 partial ordersof reaction
(i.e, 0.27 and 1.71 for the RWGS and Sabatier reactions, respectively, vs. -0.04 and 1.07). In both cases we
attribute the differences to the larger nanoparticles likely to be present in the experimental system as well as
to differencesin the support structure. For the CO; partial orders, our smaller values are directly associated to
the limited number of available sites of our model, where an increase of the CO; partia pressure only makes
more probable CO- to be adsorbed but does not change the number of CO. adsorbed molecules (only one can
be adsorbed at atime), whichisnot the caseinthe larger nanoparticles used in the experiments, thus, producing
a higher effect on the final reactivity. Regarding the H partial order of reaction, in our model CO and CH4
formation are somehow linked to previous water formation. Therefore, the higher the Hy partial pressure the
more probable the water formation is, which increases the CO and CH4 formation. Nevertheless, in larger
nanoparticles with more available free sites, CO and CH4 are not conditioned by water formation which
explains the lower experimental values. Finally, we compare our values for the simulations with and without
explicit consideration of the ER elementary steps. From Figure 4a and 4b we extract apparent activation
energies of 139.2 and 136.5 kJ for the RWGS reaction and 52.9 and 33.8 k/mol for the Sabatier reaction, for
the simulations with and without including the ER reactions, respectively. Regarding the values for the RWGS
reaction there are aimost no differences and we suggest that this is due to a smilar CO desorption in both
situations. For the Sabatier reaction one can see a large difference, which suggests that the temperature has a
higher effect on the ER reactions rather than on the surface reactions, hence, simulations with ER reactions
are more affected by the temperature. For the CO; partia orders, we have found dightly higher partial orders
for the simulations with the ER reactions as shown in Figures 4c and 4d. As explained above, a higher CO;

pressure does not directly trandate into a large number of CO. molecules adsorbed on the surface.
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Nevertheless, the higher the CO. partia pressure, the higher the probability of CO. adsorption and reaction
is. Asthe smulations with the ER reactions predict a higher activity, a higher probability of CO; to be at the
surface trandates into a higher activity, which explains why CO. partia orders are dightly higher when
considering the ER reactions. Finally, regarding the Hz partial orders of reaction, in the simulations with the
ER reactions there is a lower value for the RWGS reaction but a higher value for the Sabatier reaction. This
shows that ER reactions are more important for methane formation than for CO formation. We suggest that
this is because a high methane formation requires available Nice sites and this situation is more likely to be
achieved when ER reactions are included. As afinal remark, the overal results suggest that high methane

selectivity requires working at higher Ho partial pressures.

CONCLUSIONS

The mechanism of CO hydrogenation on awell-defined model of a Ni/CeO- catalyst, consisting of a
Ni4 cluster supported on the stoichiometric CeO» (111) surface, has been thoroughly investigated by coupling
DFT calculations to kMC simulations. The DFT calculations, carried out for an extensive reaction network,
evidence that the adsorption energies and energy barriers of some important intermediates and elementary
steps are significantly different to those corresponding to the extended Ni (111) surface. To alarge extent, the
origin of the different reactivity is due to metal-support interactions that change the Ni electronic structure
along with differencesin Ni atomic coordination that could be beneficia for catalytic purposes.

To further understand the mechanism of CO. hydrogenation on the supported Ni cluster, we have
performed several kKMC simulations at different temperature and pressure conditions. From the kMC results
we are able to unravel the mechanism that governs the overal reactions as well as to gain insights about
conditions defining the catalytic activity and the selectivity to methane, Moreover, we have thoroughly studied
the role of including some Eley-Rideal reactions on the final mechanisms, and their effect on the catalytic
activity and selectivity. The kMC simulations unravel the existence of a synergic effect between the two
different three-fold Ni hollow sites present on the Ni4 cluster, in such away that some reactions are dominant
in one site while other reactions are mostly done on the other site. Remarkably, this effect iseven more evident

comparing the simulations with or without including the Eley-Rideal reactions.

The KMC simulations unveil the mechanism for CO and methane formation being CO the most
significant product at the highest temperatures, which agrees with the experimental observations, while being
methane the most important product at the lowest temperature, hence, pointing to work at mild conditions for
high methane selectivity. CO is produced via the dissociative pathway of the RWGS reaction while methane
is formed as a combination of the dissociative pathway for the CO formation followed by a mixture of the
HCOO-mediated and dissociative pathways for the final methane formation(i.e., COzg —» CO2 - CO —

HCO — CH — CH2 —» CH3z— CHs— CHyg). We have shown that CO is mainly formed on the Nio site
16



CO; hydrogenation over Nis/CeO2

following CO: dissociation; then, once water isformed, some CO desorbs while some CO diffusesto the Nice
sitein which it can either desorb or being hydrogenated to HCO, which further dissociates to CH on the Nio
site. Interestingly, for the smulations with ER reactions water formation occurs before methane formation
and it helps methane formation to occur at the more reactive Nice site. However, for the simulations without
the ER reactions methane is formed on the less reactive Nio site before water formation, with a concomitant
decrease on the activity and methane selectivity. Finally, the analysis of the partial order of reaction suggests
that working at high Hz pressure leads to improved CH4 selectivity. The present simulations clearly reveal that
small Ni clusters supported on ceria are potential good candidates for high selective methane formation at
mild conditions while are highly active and selective for CO at high temperatures. Finaly, the present results
show that an accurate simulation of the CO; hydrogenation on Ni/CeO: catalyst requiresincluding Eley-Rideal
steps, and it is likely that thiswill be the case for other supported catalysts as well.
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Table 1. Adsorption energy for the different reactants and products of the CO. hydrogenation reaction on the
supported Ni cluster at the most stable adsorption sites along with already published data for the Ni(111)

surface. Note that all values include the ZPE term.

Eadso /eV

Species Thiswork Ni (111) Ref. 42
CO: -1.46 (Nice), -1.51 (Nio) -0.16
CcO -2.47 (Nice), -2.33 (Nio) -1.61
CH:0 -2.10 (Nice), -2.06 (Nio) -0.58
CH3OH -0.89 (Nice), -0.91 (Nio) -0.36
CH4 -0.26 (Nice), -0.26 (Nio) -0.13
H20 -0.73 (Nice), -0.75 (Nio) -0.26
H> -0.63 (hce-ho) 0.00
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Table 2. Reaction energies (AE,,) and forward and reverse energy barriers (AEG,, AEg,) for the selected
elementary reactions including the ZPE for the Nis/CeO, system and the Ni(111) surface® for comparison.
For reactions in which two possible hydrogen attacks are considered the f and n subscript stands for the H
atom being at the sitethat isfar or near the attacking species, respectively. For instance, f stands for situations
in which H and the other species are at ho/Nice or hee/Nio, respectively, and n stands for situations in which

H and the other species are a hce/Nice or ho/Nio, respectively.

ID Reaction AE,, [ eV AEG, | eV AEG, | eV
work "2 work R work s

Rinice COz,9) + *nice = CO3 pice -1.46 -0.16 0.00 0.00 146 0.16
R2 Hy gy + *ncet*no = Hihceno 063 0.00 0.00 0.00 0.63 0.00
R3 Hiheeno = Hice + Hpo -0.70 -0.33 0.00 0.26 0.70 0.59
Réice CO3 nice + *nio = COyice + Onio -0.70 -0.57 0.77 0.86 147 143
Rbnice CO; yice + Hip = HCOONc, + *no -0.07 0.04 0.39 1.05 045 1.01
Réhnice CO5 ice + Hpp = COOHyico + *no 0.22 0.49 120 1.33 0.98 0.84
R9nice HCOOjyice + *nio= HCOYico + Ofio 0.23 0.85 0.65 1.39 042 054
R10uice CObice + Hip = HCOJico + *no 0.60 1.21 090 1.42 030 0.21
R12uice CO}ice + *nio= Criice + Oio 1.03 1.84 152 2.98 049 1.15
R13uice HCOyice + *nio= CHpiio + Oliice 0.31 -0.07 0.64 1.10 033 1.17
R16nicen CHyice + Hhce = CHj nice + *nce -0.38 0.30 0.03 063 041 0.34
R17nicen CH; nice + Hice = CH3 yice + *nce 053 -0.11 0.09 057 0.62 0.68
R22uice HCO}yce + Hiip = CHy0%ic0 + *no 0.29 0.26 046 0.71 0.17 0.45
R23uice CHy0ice + *Nio= CHinio + Ojice -0.39 -0.40 0.68 0.96 1.07 1.37
R31nicen CH nice + Hio = CHinice + *no 0.77 -0.30 091 0.79 014 096
R36nice COpice = CO(g) + *wice 247 161 247 161 0.00 0.00
R37nice CHy0pice = CH0g) + *pice 210 0.8 210 058 0.00 0.00
R3%ice CHj nice @ CHag) + *Nice 0.26 0.13 0.26 0.13 0.00 0.00
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Table 3. Total, CO and CH4 TOFs and methane sel ectivity for the smulationsincluding the Eley-Rideal steps
(W/ER) and without them (W0/ER) &t five different temperature conditions and with P(Hz) = 0.528 bar and
P(CO,) = 0.132 bar for all he simulations. The TOF unitsarein molec - site - s* while the CH4 selectivity is
given in percentage. Note that the methane selectivity is calculated as CHs4 selectivity = (CH4 TOF / total
TOF)-100.

Total TOF COTOF CH4TOF CH4 Selectivity
T W/ER WO0o/ER W/ER WOo/ER W/ER WO0/ER W/ER WO0o/ER
483 0.136 0.063 0.034 0.029 0.102 0.034 75.1 539
503 0.373 0.206 0.195 0.158 0.178 0.049 47.7 235
523 1.175 0.752 0.896 0.687 0.279 0.065 238 87
543 2.733 1.927 2.447 1.870 0.286 0.057 105 3.0
563 4534 3.441 4.332 3.407 0.202 0.034 45 1.0
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Table 4. Coverage of the different species considered at the different sites for the simulations including the
Eley-Rideal reactions (W/ER) and without them (Wo/ER) at T = 523 K, P(H2) = 0.528 bar and P(CO,) = 0.132

bar.
T=523K Nice Nio hce ho
Species W/ER WOo/ER W/ER WOo/ER W/ER WOo/ER W/ER WOo/ER
(6{0) 715 66.7 27.2 30.7 - - - -
(6] 0.7 7.1 0 0.7 - - - -
OH 0.8 0.7 0 0 - - - -
H2 - - - - 28.8 29.0 28.8 29.0
H - - - - 191 17.8 17.2 16.2
Total 73.0 74.5 27.2 314 479 46.8 46.9 45.2
22
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Figure 1. @ Surface model of the Nis/CeO, system used for the DFT calculations. Green, pae yellow, red
and pink stand for Ni, Ce, uppermost O and subsurface O atoms, respectively. b) Lattice model representing
the supported Nig cluster used for the kM C simulations. Triangles represent the Ni hollow sites while squares
represent the hydrogen reservoir sites in which H and Hz can adsorb. Grey lines depict the connectivity
between sites.
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Figure2. Reaction network proposed for the CO, hydrogenation reaction. The dissociative pathway, COOH-
mediate pathway, HCOO-mediated pathway, hydrogen dissociation pathway and water formation pathway
are shown in red, green, blue, pale yellow and grey, respectively. Black doted/dashed lines are for elementary
steps that interconnect different pathways. Dark yellow and purple stand for reactants and products,
respectively. Reversible steps are represented by double arrows.
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Figure 3. Schematic representation of the different executed events at a temperature of 523 K and P(H>) =
0.528 bar and P(CO2) = 0.132 bar for simulations with and without ER reactions in @) and b), respectively.
Purple and red letters stand for species adsorbed on the Nio and Nice Sites, respectively. Black numbers
represent net number of executed processes as the average of 5 different kM C simulations in units of events -
site® - s1. Blue arrows stand for events executed from right to left and from bottom to up while brown arrows
stand for events executed in the opposite directions. The size of the arrows represents the weight of the
elementary step. Green and light green colors highlight the most important and secondary pathways,
respectively. c-€) Site preference formation of CO, H20 and CHa4 on the Nice and Nio sites for the simulations
with and without the ER reactions, in blue, green and red colors, respectively. Light colors stand for the
simulations with ER reactions while dark colors stand for the simulations without ER reactions. Segments
with no texture represent desorption on the Nice Site while segments with “.” texture stand for desorption on

the Nio site.
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Figure 4. Arrhenius plot for the RWGS (a) and Sabatier (b) reactions, respectively at P(Hz2) = 0.528 bar and
P(CO2) = 0.132 bar. CO2 partia orders for the RWGS (c) and Sabatier (d) reactions, respectively at fixed
P(H2) = 0.54 bar. H partiad orders for the RWGS (€) and Sabatier (f) reactions, respectively at fixed P(CO2)
= 0.135 bar. Blue and orange colors stand for the simulations with and without including the ER reactions,

respectively.
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Conclusions

In the present doctoral thesis, the CO hydrogenation reaction over different Ni-based
catalysts has been investigated by combining periodic density functional theory
calculations and kinetic Monte Carlo simulations. The motivation for this study comes
from the urgency in mitigating global warming and climate change, being a possible
strategy the design of new and efficient catalysts for CO; valorization at mild working
conditions. To this end, an in-depth understanding of the processes that occurs on the
catalyst at working conditions is essential. This has been precisely the aim of the current
doctoral thesis. Although the conclusions of the different studies have been aready
covered at the end of each section, the overal conclusions of the doctora thesis are

outlined here.

e TheNi(111) surfaceitself is active for the RWGS reaction but it isinactive
for the CO. methanation reaction. The main limitations for CH4 formation
are, firgt, the very high energy barriers of the CO and COH dissociation
reactions, that impedes the formation of C. Second, the very endothermic
HCO formation reaction with a small reverse energy barrier compared to
other competing processes, thuswhenever HCO isformed it goes backward
to CO again. Finally, the very similar energy barrier of HCO formation and
CO desorption energy, the latter guiding the selectivity towards CO.

e Methane production observed experimentaly is not due to the Ni(111)
surface itself but rather to other active Ni facets, to a cooperative effect
between the Ni(111) surface and other facets, to the effect of the support or
due to the interfacial siteslying in between the metal and the support.

e Small Nin clusters supported on the TiC(001) surface with 2D structures
present higher metal-support interaction than 3D ones, while the latter seem
to be easier to form and dightly more stable.

e The 2D Nin clusters supported on the TiC(001) surface adsorb strongly and
dissociate CO- easily than the 3D counterparts, the TiC(001) surface and
the Ni(111) surface.

e The 2D Nin clusters supported on the TiC(001) surface adsorb H> stronger
than the 3D ones but both types dissociate H> very easily. Both supported
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clusters dissociate Hz with alower energy barrier than the Ni(111) surface
and the TiC(001) surface.

The larger 2D Nin clusters supported on the TiC(001) surface adsorb CO»
dightly stronger than the smaller 2D Nin clusters and dissociate it easily,
due to a better reorganization of the larger systems.

The Ni4 cluster supported on the TiC(001) surface is a good model to study
the RWGS reaction over Ni/TiC asit iseasy to form, stable and can activate
both Hz and CO-. molecules.

The COOH-mediated pathway is the mechanism that drives the RWGS
reaction on the Ni4/TiC system, while for the clean TiC surface the
mechanism that drives the reaction isa combination of the CO> dissociative
pathway and, to alower extent, the COOH-mediated pathway.

The boost of activity of the Nis/TiC relative to clean TiC surface is
originated by a synergic effect between the Ni cluster in which Hz adsorbs
and dissociatesto produce H that further spillover to the TiC regioninwhich
the overall reactivity occurs.

For the Ni4/TiC system, thereis a poisoning of the Ni and interface regions
at the initial stages of the simulation that blocks these sites and forbids the
reactivity over the Ni and interface region, which is the reason why all the
reactivity occurs at the TiC region.

For the Ni4/TiC results, there is a discrepancy between the predictions of
the main mechanism and activity derived from the DFT and kMC
calculations, the former suggesting the activity to increase in the order TiC
< interface < Ni via the dissociative pathway and the latter pointing to the
opposite direction, the activity increasing in the order Ni < interface < TiC
viathe COOH-mediated pathway.

Accounting for coverage effectsis essential to correctly describe the active
region and the main mechanism that drives the overall reaction. These are
difficult to include in the DFT calculations while can be correctly included
in the kMC simulations.

For the species involved in the RWGS and Sabatier reactions, the Nis
supported on CeO»(111) presents adsorption energies and energy barriers

very different from those for the extended Ni(111) surface, with higher



adsorption energies and lower energy barriers suggesting this system as a
good candidate for the CO. hydrogenation reaction.

For the Ni4/CeO: system, thereisasynergic effect between the two different
three-fold hollow sites present on the Nis cluster, in which some reactions
are preferred in one site while other reactions are dominant on the other site.
For the Nis/CeO2 system, CO is formed via the dissociative pathway of
the RWGS reaction, while methane formation is a combination of the
dissociative pathway to produce CO followed by a combination of the
HCOO-mediated and dissociative pathwaysfor the final methane formation
(i.e, COyg —» CO2 > CO - HCO - CH —» CH> —» CH3z — CHs—
CHayg)).

Eley-Rideal reactions play an important role on the mechanism, activity and
CH, sdlectivity. Both the catalytic activity and CH4 selectivity are higher
when including the Eley-Rideal reactions, the former because the system
gpend less time in forming water and the latter because Eley-Rideal
reactions helps methane to be formed on the more reactive Nice Site after
water formation, which is not the case for smulations without the Eley-
Rideal reactions.

Small Ni clusters supported on CeO»(111) could be good candidates for
active and selective CO formation at high temperatures, whilefor they seem
to be suitable catalysts for selective methane formation at mild conditions.
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A compr ehensive density functional and kinetic Monte Carlo study of CO>
hydrogenation on a well-defined Ni/CeO: catalyst: role of Eley-Rideal reactions

Pablo Lozano-Reis, Pablo Gamallo, Ramén Sayoés, Francesc Illas

Departament de Ciencia de Materialsi Quimica Fisica & Institut de Quimica Tedrica i
Computacional (IQTCUB), Universitat de Barcelona, C. Marti i Franques 1, 08028 Barcelona,

Spain

S1. Formation energies calculation.

The reference set for the formation energy valuesis {slab, Hz(g), H20() and COg)} where dab stands for the
energy of the Nis/CeO. surface while Hzg), H20(g) and CO(g) are the DFT energies of the gas-phase molecules.
Therefore, the formation energy on thei adsorbateis calculated as:

Elf = Ui—siab = Usiap — Zj(anj) D
Where Uy, isthe DFT energy of the pristine dab, U;_g;4p iSthe DFT energy of the adsorbate i on the dab,

n; isthe number of atomsj in speciesi, and R; isthe reference energy of the atom j, defined in our reference

set as:
Ry =05 (Un,y,)) )
Ry = UHZD(g) — 2Ry ©)
R¢ = Uco(g) — Ry 4

where U; - isthe DFT energy for thei gas-phase speci es. Following the above definition, the formation energy

(FE) of the different species at the different sites for the Nia/CeO2 system is calculated and summarized in
Table S1.



Table S1. Formation energies, including the ZPE term for al the different species at the different considered

sites on the Nis/CeO, system.

Supporting Information

Species FE /eV Species FE / eV Species FE / eV Species FE / eV
Hyheeno -0.63 COLio 233 CH,OHj.,  -2.43 Hy0%:0 -0.75

CO; nio -2.35 CO%ice -2.47 CH3 nio -3.15 H, 0510 -0.73

CO3 nice -2.30 Chiio -1.36 CH3 nice -3.22 H;, -0.74
COOH} -2.36 Chrice -1.43 CH;3050 -2.83 H; e -0.81
COOH}ice -2.44 CHyp -1.91 CH30ice -2.92 HCOH;:;, -1.96
HCOO};0 -2.70 CH}ice -2.09 CH} nio 262  HCOHjyc, -1.94
HCOOic, 2.73 CH; nio -2.49 CHj nice 262  CH;0H;;, 213

HCO3y0 -2.26 CH3 yice -2.62 Ojiio -1.01  CH30Hjy — -2.11
HCOice 222 CHy050 -2.36 Okice -1.23

COH}o -1.90  CHy05ice -2.39 OH}yo -1.40

COH}yico -1.99  CH,0H;,, -243 OH}ice -1.49

2
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Supporting Information
S2. Cluster expansion Hamiltonians and how to approximate lateral interactions.

To correctly define the energetics of the system of interest, at each surface configuration, cluster expansion
Hamiltonians are used which account for the interactions between the different adsorbed species. With this
definition the energy of a specific configuration is calculated as a sum of the different clusters that can
represent one-body to multi-body terms. Hence, a cluster could be a single absorbed species or a group of
neighboring speciesinteracting among them. For instance, the cluster representing atwo-body terminteraction
(normally called |ateral interactions) between two species A-A is calculated as:

CE(A—A) = EJ_, —2E] (5)
where E,{ and Ef_ 4, Stands for the formation energy of the A species alone and the formation energy of the
two neighboring species, respectively.
Finally, the energetics of a specific i lattice configuration is expressed as the sum of cluster energies:

E@) = % (D) - CEy ()
where E (i) is the total energy of the system (i.e., the energy of the i lattice configuration), N is the total
number of clusters included in the model, CEj, is the cluster energy of cluster k and n, (i) is the number of
times that a pattern for k-cluster appears. Note that the formation energy of a single adsorbed species is
equivalent to the cluster energy of the adsorbed species. Table S2 summarize the different two-body terms (or

lateral interactions) used in the cluster expansion.



Supporting Information

Table S2. Pairwise latera interactions (LI), including the ZPE term, between the most relevant species

involved in the CO. hydrogenation reaction on the Nis/CeO. system. These val ues correspond to the two-body

terms used in the cluster expansion. The“-" symbol is used to distinguish the two different speciesinthe kMC

simulation
Species LI/ev Species LI/ev Species LI/eVv
oo Hio 021 CHy 0300 - Hice 0.91 HCOO}0- Higo 0.38
COice - Olio 0.48 CH, 040 - Hio 084  HCOOjco-Hico 0.70
CO3io - Olice 0.38 CH,0%co- Hio 0.35 HCOO}i00- Hip 0.22
CO3nio - Hace 0.53 CH30ni0- Hpce 0.30 CO;3 nice™ Hpce 0.96
€03 vice - Hio 0.38 CH; vice - Oiio 1.07 €03 vio- Hio 0.73
COnice - 0.24 CH: wio - Olice 0.94 CO}io- Hio 0.74
OI{N!‘O ’
ZZASOC 0.10 CHyio- OHjyice 0.55 COice- Hice 0.55
H giNClO ] 0.99 CHyyce - OHio 0.64 Ciio- Hio 0.78
H ngfe ; 0.73 Chice- OHio 057 Chice- Hico 0.77
Cito - Obce 107 Cio-OHyce 0S8 CHicoHi, 066
Cince - Oko 099 CHjue-OHyo 066 CHo- Hi 057
Chio - Hhce 0.23 CH; nio - OHpce 0.64 CH; nio- Hpo 0.72
Chice - Hro 0.26 CH30y;ce~ Hpo 0.44 CH3 nice™ Hhce 0.74
CHiyo - Hice 021 CHy03i0- Hice 0.42 COH}yioo- Hice 0.71
CHjyico- Hio 0.25 CHjyice - OHyo  0.80 COHjyio- Hio 0.68
CH wio - Hico 021 CHjyio - OHjyco 076 COOH:10- Hio 0.77
CH; wice - Hio 0.24 CH: vice - Oiio 0.91 COOH;ycp- Hico 0.83
CH vice - Hico 0.88 CH: wio - Ofice 0.97 COOH;yp- Hico 0.41
CH: wio - Hio 0.84 COHyigo- Hi 0.18 COOHic0- Hip 0.48
O30 - Hice 0.35 COHyo- Hice 0.17 HCOH}yi00- Hice 0.74
Ojice - Hio 0.43 COH}ico- Ol 0.86 HCOH;o- Hyp 0.72
OH}yo- Hico 0.44 COHjyip- Ojyice 0.96 CH: wice - Hio 0.56
OH}co Hio 0.48 CHyOHjoo- Hyy 057 CH: wio - Hico 0.49
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COpio~ Hnce

CORice~ Hho
CHyice Onio
CHpyio - Ojice
HCOR;0- Hpce
HCOyce - Hpo
HCOyyp - Ho

HCO;HCe' H;;Ce

0.08
0.39
118
122
0.29
0.28
0.77

0.75

CHZOHITIiO- H;;CB
HCOHyce- Hpo
HCOHy;0- Hyce
Onio= Hho
Onice~ Hnce
OHpyio- Hho
OHpyice Hnce

HCOOy;0- Hyp

0.54
0.46
0.55
0.76
0.84
0.89
0.93

0.67

CH3Onice~ Hpce
CH30ni0- Hpo
CHZOHI’\F/iCe- H;;Ce
CH;O0Hy;0- Hpo
HCOpo - OHyce
HCOpce - OHpio
Hhce™ Hnce

* *
Hpo- Hyo

0.92
0.89
0.88
0.74
1.03
0.89
0.88

0.91
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Table S3. Reaction energies (AE,,) and forward and reverse energy barriers (AE;, AE3, ), including the ZPE
term, for the different elementary reactions considered for the CO2 hydrogenation reaction for the Nis/CeO;
system with corresponding values for the reaction at the Ni(111) surface! included for comparison. For
reactions in which two possible hydrogen attacks are considered the f and n subscript stands for the H atom
being at the site that is far or near the attacking species, respectively. For instance, f stands for situations in
which H and the other species are at ho/Nice or hce/Nio, respectively, and n stands for situations in which H
and the other species are at hce/Nice or ho/Nio, respectively

ID Reaction AE,, | eV AEG ;I eV AEG, | eV
work R¥1 work R work 1

Rlnio CO2g) + *nio = CO3 ni0 -151 -0.16  0.00 0.00 146 0.16
Rinice COy,g) + *nice = CO3 yice -146 -016 000 0.00 146 0.16
R2 Ha,(g) + *ncet*no = Hahceno -0.63 0.00 0.00 0.00 0.63 0.00
R3 H}wceno = Hice + Hio 070 -033 000 026 070 059
Rénio CO3 nio + *nice = COpio + Ojice -082 -057 078 08 160 143
Rénice CO3 nice + *nio = CORice + Opio -0.70 -057 077 086 147 143
R5nio CO3nio + Hpce = HCOOy;0 + *nce -0.07 0.04 0.60 1.05 045 101
Rb5nice CO3nice + Hho = HCOORce + *no -0.07 004 039 1.05 045 1.01
Rénio CO; nio + Hice = COOHyio + *nee 0.26 049 116 133 090 084
R6nice CO3 nice + Hno = COOHy;ce + *no 022 0.49 120 1.33 0.8 084
R7nio COOHyi0 + *nice= COHpico + Onio 0.23 0.07 133 128 110 121
R7nice COOHyico + *nio= COHpyo + Ofice 0.28 0.07 135 128 107 121
R8nio COOHy;p + *nice= COpio + OHyice -1.36 -1.02 049 049 185 151
Ré8nice COOHyice + *nio= COnice + OHpio -120 -1.02 064 049 184 151
R9vio HCOO};0 + *nice= HCOjip + Olice 0.20 0.85 059 139 039 054
ROnice HCOO}co + *nio= HCOjico + Ofiio 0.23 0.85 0.65 139 042 054
R10nio COjio + Hice @ HCOjip + *nce 0.80 1.21 112 142 032 021
R10ice CO}yice + Hio = HCOjice + *no 0.60 1.21 090 142 030 021
Rllnio COip + Hice = COHpyo + *pce 116 1.07 218 228 102 121
R1lnice COjice + Hio 2 COHpyice + *no 0.83 1.07 198 228 115 121
R12ui0 CO3io + *nice= Crio + Onice 0.82 184 124 298 042 115
R12nice COfice + *Nio= Crice + Ofio 103 184 152 298 049 115
R13nio HCO}yio + *nice= CHiyice + Ofiio 034 -007 075 110 041 117
R13uice HCOYice + *nio= CHyio + Ofice 031 -007 064 110 033 117
Rl4nio COH}yi0 + *nice™ Crio + OHyice -0.37 067 109 181 146 114
Rl4nice COH}ico + *nio= Crice + OHpio -0.28 067 107 181 135 114
R15nios Chio + Hice @ CHjyo + *nce 002 -063 058 064 056 127
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Ri5nices Crice + Hio = CHyyco + *no -018 -063 048 064 066 127
R15nion Crio + Hio = CHiyio + *no 059 -063 003 064 062 127
R15nicen Crice + Hice = CHiyce + *nce 062 063 012 064 075 127
R16nios CHyio + Hice = CHynio + *nce 0.01 0.30 037 064 036 034
R16nice CHyyice + Hip = CH; nice + *no 004 030 033 064 037 034
R16nion CHyio + Hio = CHjpio + *no 041 030 020 064 043 034
R16nicen CHyice + Hpce = CH3 pice + *nce 038 030 003 063 041 034
R17nios CH3 nio + Hice = CH3nio + *nce 007 011 044 057 051 068
R17nice CHjnice + Hip = CHjnice + *no 010 -011 044 057 054 068
R17nion CHj nio + Hio = CHinio + *no -064 -011 003 057 067 068
R17nicen CHj nice + Hice = CHjnice + *nce 053 -011 009 057 062 068
R18wio COHyyo + Hice 2 HCOHpyio + *nce 056 067 121 08 065 014
R18nice COHyyce + Hip @ HCOHpyico + *po 060 067 126 08 066 0.14
R19vi0 HCO}yo + Hip = HCOHyyo + *no 026 040 088 093 062 053
R19ice HCOjice + Hice @ HCOHpyico + *nce 033 040 089 093 055 053
R20nio HCOHy;o + *nice® CHyyice + OHjio 023 -048 024 072 047 119
R20nice HCOHyico + *nio= CHyyio + OHjice -028 -048 036 072 063 119
R21nio HCOHy;o + Hjce 2 CH,OHpyio + *nce 020 022 073 063 093 041
R21nice HCOHyco + Hio 2 CHyOHpice + *no 020 022 068 063 093 041
R22yi0 HCO}yo + Hice = CHy050 + *nce 042 026 051 071 009 045
R22nice HCOjice + Hio = CHyOpice + *no 029 026 046 071 017 045
R23nio CHy04i0 + *nice= CHjnice + Oio 019 -040 064 09 083 137
R23nice CHyOice + *nio= CHinio + Onice 039 -040 068 096 107 137
R24nio CH,0j;0 + Hig = CHyO0Hp + *4o 017 031 068 08 075 055
R24nice CHy0%ice + Hiice @ CHyOHjico + *nce 014 033 063 08 077 055
R25nio CHyO0Hyo + *nice= CHj pice + OHpio -093 -030 025 0.71 118 1.01
R25nice CHy0H}yice + *ni0= CHjnio + OHpice 092 030 034 071 126 101
R26nio CHy04i0 + Hice @ CH305i0 + *nce 003 -050 065 034 062 085
R26nice CHy05ce + Hiio 2 CH300ice + *no -014 050 040 034 053 085
R27nio CH30i0 + *nice= CHinio + Onice 057 016 098 136 155 152
R27nice CH305ice + *nio= CHjnice + Oio 039 -016 127 126 167 152
R28nio CH305:0 + Hice @ CH30Hj0 + *nce 109 044 131 138 022 095
R28ice CH30}ice + Hip = CH30Hjyice + *no 111 044 133 138 022 095
R2%i0 CH,O0Hy;o + Hico 2 CH3;0Hpo + *nce 056 -042 120 061 064 103
R29nice CH,OHyc, + Hip = CH30Hyico + *no 048 -042 104 061 056 1.03
R30nio CH30H}y10 + *nice™ CHinio + OHpice 176 029 113 180 288 209
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Table $4. Species coverage at the different considered sitesfor the simulations with the Eley-Rideal reactions
(W/ER) and without them (Wo/ER) at thefive different temperatures considered and at P(H2) = 0.528 bar and
P(CO2) = 0.132 bar.

T=483K Nio hce ho
Species WI/ER WOo/ER W/ER WOo/ER W/ER WOo/ER W/ER WOo/ER
CO 70.0 65.7 28.80 29.7 - - - -
(0] 0.6 54 0 16 - - - -
OH 1.0 0.9 0 - - - -
H2 - - - - 351 354 35.1 354
H - - - - 17.7 16.5 16.2 155
Total 71.6 72.0 28.8 313 52.8 51.9 51.3 50.9
T=503K Nio hce ho
Species W/ER Wo/ER W/ER WOo/ER W/ER Wo/ER W/ER WOo/ER
CO 72.1 67.5 26.9 28.7 - - - -
(0] 05 51 0 11 - - - -
OH 0.6 11 0 0 - - - -
H2 - - - - 325 32.6 325 32.6
H - - - - 18.1 17.3 16.4 15.6
Total 73.2 74.7 26.9 29.8 50.6 49.9 48.9 48.2
T=523K Nio hee ho
Species W/ER Wo/ER W/ER WOo/ER W/ER Wo/ER W/ER WOo/ER
CO 71.5 66.7 27.2 30.7 - - - -
(0] 0.7 7.1 0 0.7 - - - -
OH 0.8 0.7 0 0 - - - -
H2 - - - - 28.8 29.0 28.8 29.0
H - - - - 19.1 17.8 17.2 16.2
Total 73.0 74.5 27.2 31.4 47.9 46.8 46.9 45.2
T=543K Nio hce ho
Species W/ER Wo/ER W/ER WOo/ER W/ER Wo/ER W/ER WOo/ER
CO 70.8 63.9 26.9 332 - - - -
(0] 1.0 10.3 0 0.2 - - - -
OH 0.8 0.8 0 0 - - - -
H2 - - - - 251 254 251 254
H - - - - 19.2 17.3 17.3 15.7
Total 72.6 75.0 26.9 334 44.3 2.7 124 411
T=563K Nio hce ho
9
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Species  W/ER Wo/ER W/ER Wo/ER W/ER Wo/ER W/ER Wo/ER
CO2 0.9 0.8 0.9 0.7 - - - -
CO 69.8 61.3 258 34.2 - - - -

(0] 1.0 13.3 0 0.1 - - - -
OH 0.4 0.5 0 0 - - - -
H2 - - - - 21.5 219 215 219
H - - - - 19.2 16.9 17.4 155
Total 72.1 75.9 26.7 35.0 40.7 38.8 38.9 374
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Plots summarizing the event frequencies for the different sites at the different temperature conditions
for thesimulationswith the ER reactions (W/ER) and without the ER reactions (Wo/ER)
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CO, hydrogenation on Vi at 523 K W/ER reactons
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CQ, hydrogenation on Nis at 543 K W/ER reactons
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COy hydrogenation on Nl at 503 K Wo/ER reactions
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Figure S1. Plots summarizing the event frequencies for the different sites at the different temperature
conditions and with P(H2) = 0.528 bar and P(CO) = 0.132 bar, for the simulations with the ER reactions
(W/ER) and without the ER reactions (WO/ER), respectively. Light green and light red stand for the event
frequency for the forward and reverse reactions, respectively. The net balance of the reaction is shown by the

dark color, depicted by the dark green color for a net forward balance and dark red color for a net reverse

balance. Bold numbers represent the number of events - s* - site’l taken as the average of 5 different kMC

runs at the same conditions. Black lines show the standard deviation between the different kKM C runs.
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