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Preface

The thesis studies three distinct issues in monetary economics using a common

dynamic general equilibrium approach under the assumptions of rational expectations

and nominal price rigidity.

The �rst chapter deals with the so-called �liquidity trap� � an issue which was

raised originally by Keynes in the aftermath of the Great Depression. Since the nomi-

nal interest rate cannot fall below zero, this limits the scope for expansionary monetary

policy when the interest rate is near its lower bound. The chapter studies the conduct

of monetary policy in such an environment in isolation from other possible stabiliza-

tion tools (such as �scal or exchange rate policy). In particular, a standard New Key-

nesian model economy with Calvo staggered price setting is simulated under various

alternative monetary policy regimes, including optimal policy. The challenge lies in

solving the (otherwise linear) stochastic sticky price model with an explicit occasion-

ally binding non-negativity constraint on the nominal interest rate. This is achieved by

parametrizing expectations and applying a global solution method known as �colloca-

tion�. The results indicate that the dynamics and sometimes the unconditional means of

the nominal rate, in�ation and the output gap are strongly affected by uncertainty in the

presence of the zero lower bound. Commitment to the optimal rule reduces uncondi-

tional welfare losses to around one-tenth of those achievable under discretionary policy,

while constant price level targeting delivers losses which are only 60% larger than un-

der the optimal rule. On the other hand, conditional on a strong de�ationary shock,

simple instrument rules perform substantially worse than the optimal policy even if the

1



Preface 2

unconditional welfare loss from following such rules is not much affected by the zero

lower bound per se.

The second thesis chapter (co-authored with Andrea Pescatori) studies the impli-

cations of imperfect competition in the oil market, and in particular the existence of a

welfare-relevant trade-off between in�ation and output gap volatility. In the standard

New Keynesian model exogenous oil shocks do not generate any such tradeoff: under

a strict in�ation targeting policy, the output decline is exactly equal to the ef�cient out-

put contraction in response to the shock. I propose an extension of the standard model

in which the existence of a dominant oil supplier (such as OPEC) leads to inef�cient

�uctuations in the oil price markup, re�ecting a dynamic distortion of the economy's

production process. As a result, in the face of oil sector shocks, stabilizing in�ation does

not automatically stabilize the distance of output from �rst-best, and monetary policy-

makers face a tradeoff between the two goals. The model is also a step away from

discussing the effects of exogenous oil price changes and towards analyzing the impli-

cations of the underlying shocks that cause the oil price to change in the �rst place. This

is an advantage over the existing literature, which treats the macroeconomic effects and

policy implications of oil price movements as if they were independent of the underly-

ing source of disturbance. In contrast, the analysis in this chapter shows that conditional

on the source of the shock, a central bank confronted with the same oil price change

may �nd it desirable to either raise or lower the interest rate in order to improve welfare.

The third thesis chapter (co-authored with Andrea Pescatori) studies the extent to

which the rise in US macroeconomic stability since the mid-1980s can be accounted

for by changes in oil shocks and the oil share in GDP. This is done by estimating with

Bayesian methods the model developed in the second chapter over two samples - before
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and after 1984 - and conducting counterfactual simulations. In doing so we nest two

other popular explanations for the so-called �Great Moderation�: (1) smaller (non-oil)

shocks; and (2) better monetary policy. We �nd that the reduced oil share can account

for around one third of the in�ation moderation, and about 13% of the GDP growth

moderation. At the same time smaller oil shocks can explain approximately 7% of

GDP growth moderation and 11% of the in�ation moderation. Thus, the oil share and

oil shocks have played a non-trivial role in the moderation, especially of in�ation, even

if the bulk of the volatility reduction of output growth and in�ation is attributed to

smaller non-oil shocks and better monetary policy, respectively.



Chapter 1
Optimal and Simple Monetary Policy Rules
with Zero Floor on the Nominal Interest

Rate

1.1 Introduction

An economy is said to be in a �liquidity trap� when the monetary authority cannot

achieve a lower nominal interest rate in order to stimulate output. Such a situation

can arise when the nominal interest rate has reached its zero lower bound (ZLB), be-

low which nobody would be willing to lend, if money can be stored at no cost for a

nominally riskless zero rate of return.

The possibility of a liquidity trap was �rst suggested by Keynes (1936) with ref-

erence to the Great Depression of the 1930s. At that time he compared the effectiveness

of monetary policy in such a situation with trying to �push on a string�. After WWII

and especially during the high in�ation period of the 1970s interest in the topic receded,

and the liquidity trap was relegated to a hypothetical textbook example. As Krugman

(1998) noticed, of the few modern papers that dealt with it most concluded that �the

liquidity trap can't happen, it didn't happen, and it won't happen again�.

With the bene�t of hindsight, however, it did happen, and to no less than Japan.

Figure 1.1 illustrates this, showing the evolution of output, in�ation, and the short-term

nominal interest rate following the collapse of the Japanese real estate bubble of the

late 1980s. The �gure exhibits a persistent downward trend in all three variables, and in

4



1.1 Introduction 5

particular the emergence of de�ation since 1998 coupled with a zero nominal interest

rate since 1999.

Motivated by the recent experience of Japan, the aim of the present study is to

contribute a quantitative analysis of the ZLB issue in a standard sticky price model

under alternative monetary policy regimes. One the one hand, the paper characterizes

optimal monetary policy in the case of discretion and commitment.1 And on the other

hand, it studies the performance of several simple monetary policy rules, modi�ed to

comply with the zero �oor, relative to the optimal policy. The analysis is carried out

within a stochastic general equilibrium model with monopolistic competition and Calvo

(1983) staggered price setting, under a standard calibration to the postwar US economy.

The main �ndings are as follows: the optimal discretionary policy with zero �oor

involves a de�ationary bias, which may be signi�cant for certain parameter values and

which implies that any quantitative analyses of discretionary biases of monetary policy

that ignore the zero lower bound may be misleading. In addition, optimal discretionary

policy implies much more aggressive cutting of the interest rate when the risk of de-

�ation is high, compared to the corresponding policy without zero �oor. Such a policy

helps mitigate the depressing effect of private sector expectations on current output and

prices when the probability of falling into a liquidity trap is high.2

In contrast, optimal commitment policy involves less preemptive lowering of the

interest rate in anticipation of a liquidity trap, but it entails a promise for sustained mon-

1 The part of the paper on optimal policy is similar to independent work by Adam and Billi (2006) and
Adam and Billi (2007). The added value is to quantify and compare the performance of optimal policy to
that of a number of suboptimal rules (including discretionary policy) in the same stochastic sticky price
setup.
2 An early version of this paper comparing the performance of optimal discretionary policy with three
simple Taylor rules was circulated in 2004; optimal commitment policy and more simple rules were
added in a version circulated in 2005. Optimal discretionary policy was studied also independently by
Adam and Billi (2004b), and optimal commitment policy by Adam and Billi (2004a).
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etary policy easing following an exit from a trap. This type of commitment enables the

central bank to achieve higher expected in�ation and lower real rates in periods when

the zero �oor on nominal rates is binding.3 As a result, under the baseline calibration,

the expected welfare loss under commitment is only around one-tenth of the loss un-

der optimal discretionary policy. This implies that the cost of discretion may be much

higher than normally considered when abstracting from the zero lower bound issue.

The average welfare losses under simple instrument rules are 8 to 20 times bigger

than under the optimal rule. However, the bulk of these losses stem from the intrinsic

suboptimality of simple instrument rules, and not from the zero �oor per se. This is

related to the fact that under these rules the zero �oor is hit very rarely - less than 1%

of the time - compared to optimal policy, which visits the liquidity trap one-third of

the time. On the other hand, conditional on a large de�ationary shock, the relative

performance of simple instrument rules deteriorates substantially vis-a-vis the optimal

policy.

Issues of de�ation and the liquidity trap have received considerable attention re-

cently, especially after the experience of Japan.4 In an in�uential article Krugman

(1998) argued that the liquidity trap boils down to a credibility problem in which private

agents expect any monetary expansion to be reverted once the economy has recovered.

As a solution he suggested that the central bank should commit to a policy of high future

in�ation over an extended horizon.

3 This basic intuition was suggested already by Krugman (1998) based on a simpler model.
4 A partial list of relevant studies includes Krugman (1998), Wolman (1998), McCallum (2000), Reif-
schneider and Williams (2000), Klaef�ing and Lopez-Perez (2003), Eggertsson and Woodford (2003),
Coenen, Orphanides and Wieland (2004), Kato and Nishiyama (2005), Jung, Teranishi and Watanabe
(2005), Adam and Billi (2006), Adam and Billi (2007).
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More recently, Jung et al. (2005) have explored the effect of the zero lower bound

in a standard sticky price model with Calvo price setting under the assumption of perfect

foresight. Consistent with Krugman (1998), they conclude that optimal commitment

policy entails a promise of a zero nominal interest for some time after the economy

has recovered. Eggertsson and Woodford (2003) study optimal policy with zero lower

bound in a similar model in which the natural rate of interest is allowed to take two

different values. In particular, it is assumed to become negative initially and then to

jump to its �normal� positive level with a �xed probability in each period. These authors

also conclude that the central bank should create in�ationary expectations for the future.

Importantly, they derive a moving price level targeting rule that delivers the optimal

policy in this model.

One shortcoming of much of the modern literature on monetary policy rules is

that it largely ignores the ZLB issue or at best uses rough approximations to address

the problem. For instance Rotemberg and Woodford (1997) introduce nominal rate

targeting as an additional central bank objective, which ensures that the resulting path

of the nominal rate does not violate the zero lower bound too often. In a similar vein,

Schmitt-Grohe and Uribe (2004) exclude from their analysis instrument rules that result

in a nominal rate the average of which is less than twice its standard deviation. In both

cases therefore one might argue that for suf�ciently large shocks that happen with a

probability as high as 5%, the derived monetary policy rules are inconsistent with the

zero lower bound.

On the other hand, of the few papers that do introduce an explicit non-negativity

constraint on nominal interest rates, most simplify the stochastics of the model, for ex-

ample by assuming perfect foresight (Jung et al. 2005), or a two-state low/high economy
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(Eggertsson and Woodford (2003); Wolman (1998)). Even then, the zero lower bound

is effectively imposed as an initial (�low�) condition and not as an occasionally binding

constraint.5 While this assumption may provide a reasonable �rst-pass at a quantita-

tive analysis, it may be misleading to the extent that it ignores the occasionally binding

nature of the zero interest rate �oor.

Other studies (e.g. Coenen et al. (2004)) lay out a stochastic model but know-

ingly apply inappropriate solution techniques which rely on the assumption of certainty

equivalence. It is well known that this assumption is violated in the presence of a non-

linear constraint such as the zero �oor but nevertheless these researchers have imposed

it for reasons of tractability (admittedly they work with a larger model than the one

studied here). Yet forcing certainty equivalence in this case amounts to assuming that

agents ignore the risk of the economy falling into a liquidity trap when making their

optimal decisions.

The present study contributes to the above literature by solving numerically a

stochastic general equilibrium model with monopolistic competition and sticky prices

with an explicit occasionally binding zero lower bound, using an appropriate global

solution technique that does not rely on certainty equivalence. It extends the analysis

of Jung et al. (2005) to the stochastic case with an AR(1) process for the natural rate of

interest.

After a brief outline of the basic framework adopted in the analysis (section 1.2),

the paper characterizes and contrasts the optimal discretionary and optimal commitment

policies (sections 1.3 and 1.4). It then analyzes the performance of a range of simple

5 Namely, the zero �oor binds for the �rst several periods but once the economy transits to the �high�
state, the ZLB never binds thereafter.
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instrument and targeting rules (sections 1.5 and 1.6) consistent with the zero �oor.6 Sec-

tions 1.4 to 1.6 include a comparison of the conditional performance of all rules in a

simulated liquidity trap, while section 1.7 presents their average performance, including

a ranking according to unconditional expected welfare. Section 1.8 studies the sensi-

tivity of the �ndings to various parameters of the model, as well as the implications of

endogenous in�ation persistence for the ZLB issue and the last section concludes.

1.2 Model

While in principle the zero lower bound phenomenon can be studied in a model with

�exible prices, it is with sticky prices that the liquidity trap becomes a real problem.

The basic framework adopted in this study is a stochastic general equilibrium model

with monopolistic competition and staggered price setting a la Calvo (1983) as in Galí

(2003) and Woodford (2003). In its simplest log-linearized7 version the model consists

of three building blocks, describing the behavior of households, �rms and the monetary

authority.

The �rst block, known as the �IS curve�, summarizes the household's optimal

consumption decision,

xt = Etxt+1 � � (it � Et�t+1 � rnt ) : (1.1)

6 These rules include truncated Taylor-type rules reacting to contemporaneous, expected future, or past,
in�ation, output gap, or price level; with or without �interest rate smoothing�; truncated �rst-difference
rules; price level targeting; and strict in�ation targeting rules.
7 It is important to note that, like in the studies cited in the introduction, the objective here is a modest
one, in that the only source of non-linearity in the model stems from the ZLB. Solving the fully non-linear
sticky price model with Calvo (1983) contracts can be a worthwile enterprise, however it increases the
dimensionality of the computational problem by the number of states and co-states that one should keep
track of (e.g. the measure of price dispersion and in the case of optimal policy the Lagrange multipliers
associated with all expectational constraints).
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It relates the �output gap� xt (i.e. the deviation of output from its �exible price equilib-

rium) positively to the expected future output gap and negatively to the gap between the

ex-ante real interest rate, it � Et�t+1; and the �natural� (i.e. �exible price equilibrium)

real rate, rnt (which is known to all agents at time t). Consumption smoothing ac-

counts for the positive dependence of current on expected future output demand, while

intertemporal substitution implies the negative effect of the ex-ante real interest rate.

The interest rate elasticity of output, �, corresponds to the elasticity of intertemporal

subsitution of the consumers' utility function.

The second building block of the model is a �Phillips curve�-type equation, which

derives from the optimal price setting decision of monopolistically competitive �rms

under the assumption of staggered price setting a la Calvo (1983),

�t = �Et�t+1 + �xt; (1.2)

where � is the time discount factor and �, �the slope� of the Phillips curve, is related

inversely to the degree of price stickiness8. Since �rms are unable to adjust prices

optimally every period, whenever they have the opportunity to do so, they choose to

price goods as a markup over a weighted average of current and expected future mar-

ginal costs. Under appropriate assumptions on technology and preferences, marginal

costs are proportional to the output gap, resulting in the above Phillips curve. Here this

relation is assumed to hold exactly, ignoring the so-called �cost-push� shock, which

sometimes is appended ad-hoc to generate a short-term trade-off between in�ation and

output gap stabilization.

8 In the underlying sticky price model the slope � is given by [�(1 + '")]�1 (1� �) (1 � ��)(��1 +
');where � is the fraction of �rms that keep prices unchanged in each period, ' is the (inverse) wage
elasticity of labor supply, and " is the elasticity of substitution among differentiated goods.
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The �nal building block models the behavior of the monetary authority. The

model assumes a �cashless limit� economy in which the instrument controlled by the

central bank is the nominal interest rate. One possibility is to assume a benevolent

monetary policy maker seeking to maximize the welfare of households. In that case, as

shown in Woodford (2003), the problem can be cast in terms of a central bank that aims

to minimize (under discretion or commitment) the expected discounted sum of losses

from output gaps and in�ation, subject to the optimal behavior of households (1.1) and

�rms (1.2), and in addition, the zero nominal interest rate �oor:

Min
it;�t;xt

E0

1X
t=0

�t
�
�2t + �x2t

�
(1.3)

s.t. (1:1); (1:2)

it � 0 (1.4)

where � is the relative weight of the output gap in the central bank's loss function.

An alternative way of modeling monetary policy is to assume that the central bank

follows some sort of simple decision rule that relates the policy instrument, implicitly

or explicitly, to other variables of the model. An example of such a rule, consistent with

the zero �oor, is a truncated Taylor rule,

it = max [0; r
� + �� + �� (�t � ��) + �xxt] (1.5)

where r� is an equilibrium real rate, �� is an in�ation target, and �� and �x are response

coef�cients for in�ation and the output gap.

To close the model one needs to specify the behavior of the natural real rate. In the

fuller model the latter is a composite of a variety of real disturbances, including shocks

to technology, preferences, and government spending. FollowingWoodford (2003) here
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I assume that the natural real rate follows an exogenous mean-reverting process,

brnt = �brnt�1 + �t; (1.6)

where brnt � rnt �r�, is the deviation of the natural real rate from its unconditional mean,

r�; �t are i.i.d. N(0; �2�) real shocks, and 0 � � < 1 is a persistence parameter.

The equilibrium conditions of the model therefore include the constraints (1.1),

(1.2), and either a set of �rst-order optimality conditions (in the case of optimal policy),

or a simple rule like (1.5). In either case the resulting system of equations cannot be

solved with standard solution methods relying on local approximation because of the

non-negativity constraint on the nominal rate. Hence I solve them with a global solution

technique known as �collocation�. The rational expectations equilibriumwith occasion-

ally binding constraint is solved by way of parametrizing expectations (Christiano and

Fischer 2000), and is implemented with the MATLAB routines developed by Miranda

and Fackler (2001). Appendix 1.A outlines the simulation algorithm, while the follow-

ing sections report the results.

1.2.1 Baseline Calibration

The model's parameters are chosen to be consistent with the �standard� Woodford

(2003) calibration to the US economy, which is based on Rotemberg and Woodford

(1997) (Table 1.1). Thus, the slope of the Phillips curve (0.024), the weight of the

output gap in the central bank loss function (0.003), the time discount factor (0.993),

the mean (3% pa) and standard deviation (3.72%) of the natural real rate are all taken

directly from Woodford (2003). The persistence (0.65) of the natural real rate is as-

sumed to be between the one used by Woodford (2003) (0.35) and that estimated by
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Structural parameters
Discount factor � 0.993
Real interest rate elasticity of output � 0.25
Slope of the Phillips curve � 0.024
Weight of the output gap in loss function � 0.003

Natural real rate parameters
Mean (% per annum) r� 3%
Standard deviation (annual) �(rn) 3.72%
Persistence (quarterly) � 0.65

Simple instrument rule coef�cients
In�ation target (% per annum) �� 0%
Coef�cient on in�ation �� 1.5
Coef�cient on output gap �x 0.5
Interest rate smoothing coef�cient �i 0

Table 1.1. Baseline calibration (quarterly unless otherwise stated)

Adam and Billi (2006) (0.8) using more recent data.9 The real interest rate elasticity

of aggregate demand (0.25)10 is lower than the elasticity assumed by Eggertsson and

Woodford (2003) (0.5), but as these authors point out, if anything, a lower degree of

interest sensitivity of aggregate expenditure biases the results towards a more modest

output contraction as a result of a binding zero �oor.11 In the simulations with simple

rules, the baseline target in�ation rate (0%) is consistent with the implicit zero target for

in�ation in the central bank's loss function. The baseline reaction coef�cients on in�a-

tion (1.5), the output gap (0.5), and the lagged nominal interest rate (0) are standard in

the literature on Taylor (1993)-type rules. Section 8 studies the sensitivity of the results

to various parameter changes.

9 These parameters for the shock process imply that the natural real interest rate is negative about 15%
of the time on an annual basis. This is slightly more often than with the standard Woodford calibration
(10%).
10 This corresponds to a constant relative risk aversion of 4 in the underlying model.
11 With the Woodford (2003) value of this parameter (6.25), the model predicts unrealistically large
output shortfalls when the zero �oor binds - e.g. an output gap around -30% for values of the natural real
rate around -3%.
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1.3 Optimal Discretionary Policy with Zero Floor

Abstracting from the zero �oor, the solution to the discretionary optimization problem

is well known (Clarida, Gali and Gertler 1999)12. Under full discretion, the central

bank cannot manipulate the beliefs of the private sector and it takes expectations as

given. The private sector is aware that the central bank is free to re-optimize its plan

in each period and, therefore, in a rational expectations equilibrium, the central bank

should have no incentives to change its plans in an unexpected way. In the baseline

model with no endogenous state variables, the discretionary policy problem reduces to

a sequence of static optimization problems in which the central bank minimizes current

period losses by choosing the current in�ation, output gap, and nominal interest rate as

a function only of the exogenous natural real rate, rnt .

The solution without zero bound then is straightforward: in�ation and the output

gap are fully stabilized at their (zero) targets in every period and state of the world,

while the nominal interest rate moves one-for-one with the natural real rate. This is

depicted by the dashed lines in Figure 1.2. With this policy the central bank is able to

achieve the globally minimal welfare loss of zero at all times.

With the zero �oor, the basic problem of discretionary optimization (without en-

dogenous state variables) can still be cast as a sequence of static problems. The La-

grangian can be written as,

Lt =
1

2

�
�2t + �x2t

�
+�1t [xt � f1t + � (it � f2t)]+�2t [�t � �xt � �f2t]+�3tit (1.7)

where �1t is the Lagrange multiplier associated with the IS curve (1.1), �2t with the

Phillips curve (1.2), and �3t with the zero constraint (1.4). The functions f1t = Et (xt+1),

12 We restrict our attention to Markov-perfect equilibria here.
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and f2t = Et (�t+1) are private sector expectations which the central bank takes as

given. Noticing that �3t = ���1t; the Kuhn-Tucker conditions for this problem can be

written as:

�t + �2t = 0 (1.8)

�xt + �1t � ��2t = 0 (1.9)

it�1t = 0 (1.10)

it � 0 (1.11)

�1t � 0 (1.12)

Substituting (1.8) and (1.9) into (1.10), and combining the result with (1.1), (1.2), and

(1.4), a Markov perfect rational expectations equilibrium should satisfy:

xt � Etxt+1 + � (it � Et�t+1 � rnt ) = 0 (1.13)

�t � �xt � �Et�t+1 = 0 (1.14)

it (�xt + ��t) = 0 (1.15)

it � 0 (1.16)

�xt + ��t � 0 (1.17)

Notice that (1.15) implies that the typical �targeting rule� involving in�ation and

the output gap is satis�ed whenever the zero �oor on the nominal interest rate is not

binding,

�xt + ��t = 0; (1.18)

if it > 0
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However, when the zero �oor is binding, from (1.13) the dynamics are governed

by

xt + �pt � �rnt = Etxt+1 + �Etpt+1 (1.19)

if it = 0

where pt is the (log) price level. Note that it is no longer possible to set in�ation and

the output gap to zero at all times, for such a policy would require a negative nominal

interest rate when the natural real interest rate falls below zero. Moreover, (1.19) implies

that if the natural real rate falls so that the zero �oor becomes binding, then since next

period's output gap and price level are independent of today's actions, for expectations

to be rational, the sum of the current output gap and price level must fall. The latter

is true for any process for the natural real interest rate which allows it to take negative

values.

An interesting special case, which replicates the �ndings of Jung et al. (2005),

is the case of perfect foresight. By perfect foresight we mean that the natural real rate

jumps initially to some (possibly negative) value, after which it follows a deterministic

path (consistent with the expected path of an AR(1) process) back to its steady-state.

In this case the policy functions are represented by the solid lines in Figure 1.2. As

anticipated in the previous paragraph, at negative values of the natural real rate both the

output gap and in�ation are below target. On the other hand, at positive levels of the

natural real rate, prices and output can be stabilized fully in the case of discretionary

optimization with perfect foresight. The reason for this is simple: once the natural real

rate is above zero, deterministic reversion to steady-state implies that it will never be

negative in the future. This means that it can always be tracked one-for-one by the
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nominal rate (as in the case without zero �oor), which is suf�cient to fully stabilize

prices and output.

One of the contributions of this paper is to extend the analysis in Jung et al.

(2005) to the more general case in which the natural real rate follows a stochastic AR(1)

process. Figure 1.3 plots the optimal discretionary policies in the stochastic environ-

ment. Clearly optimal discretionary policy differs in several important ways both from

the optimal policy unconstrained by the zero �oor and from the constrained perfect-

foresight solution. First of all, given the zero �oor, it is in general no longer optimal to

set either in�ation or the output gap to zero in any state of the world. In fact, in the so-

lution with zero �oor, in�ation falls short of target at any level of the natural real rate.

This gives rise to a �de�ationary bias� of optimal discretionary policy, that is, an aver-

age rate of in�ation below the target. Sensitivity analysis shows that for some plausible

parameter values the de�ationary bias becomes quantitatively signi�cant13. This im-

plies that any quantitative analysis of discretionary biases in monetary models that does

not take into account the zero lower bound can be misleading.

Secondly, as in the case of perfect foresight, at negative levels of the natural real

rate, both in�ation and the output gap fall short of their respective targets. However, the

deviations from target are larger in the stochastic case - up to 1.5 percentage points for

the output gap, and up to 15 basis points for in�ation at a natural real rate of -3% under

the baseline calibration.

Third, above a positive threshold for the natural real rate, the optimal output gap

becomes positive, peaking around +0.5%.

13 E.g. half a percentage point with � = 0:8 and r� = 2%:
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Finally, at positive levels of the natural real rate the optimal nominal interest rate

policy with zero �oor is both more expansionary (i.e. prescribing a lower nominal rate),

and more aggressive (i.e. steeper) compared to the optimal policy without zero �oor14.

As a result, the nominal rate hits the zero �oor at levels of the natural real rate as high

as 1.8% (and is constant at zero for lower levels of the natural real rate).

These results hinge on the combination of two factors: (1) the stochastic nature

of the natural real rate; and (2) the non-linearity induced by the zero �oor. The effect

is an asymmetry in the ability of the central bank to respond to positive versus negative

shocks when the natural real rate is close to zero. Namely, while the central bank can

fully offset any positive shocks to the natural real rate because nothing prevents it from

raising the nominal rate by as much as is necessary, it cannot fully offset large enough

negative shocks. The most it can do in this case is to reduce the nominal rate down

to zero, which is still higher than the interest rate consistent with zero output gap and

in�ation. Taking private sector expectations as given, the latter implies a higher than

desired real interest rate, which depresses output and prices through the IS and Phillips

curves.

The above asymmetry is re�ected in the private sector's expectations: a positive

shock in the following period is expected to be neutralized, while an equally probable

negative one is expected to take the economy into a liquidity trap. This gives rise to

a �de�ationary bias� in the private sector's expectations, which in a forward-looking

economy has an impact on the current evolution of output and prices. Absent an en-

dogenous state, the current evolution of the economy is all that matters for welfare, and

so it is optimal for the central bank to partially offset the depressing effect of expec-

14 ... or compared to the optimal discretionary policy with zero �oor and perfect foresight.
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tations on today's outcome by more aggressive lowering of the nominal rate when the

risk of de�ation is high.

At suf�ciently high levels of the natural real interest rate, the probability for the

zero �oor to become binding tends to zero. Hence optimal discretionary policy ap-

proaches the unconstrained case, namely zero output gap and in�ation, and a nominal

rate equal to the natural real rate. However, around the deterministic steady-state the

difference between the two policies - with and without zero �oor - remains signi�cant.

We have seen that in the baseline model with no endogenous states, optimal dis-

cretionary policy is independent of history. This means that it is only the current risk

of falling into a liquidity trap that matters for today's policy, regardless of whether the

economy is approaching a liquidity trap or has just recovered from one. This is in sharp

contrast with the optimal policy under commitment, which involves a particular type of

history dependence as the following section shows.

1.4 Optimal Commitment Policy with Zero Floor

In the absence of the zero lower bound the equilibrium outcome under optimal discre-

tion is globally optimal and therefore it is observationally equivalent to the outcome

under optimal commitment policy. The central bank manages to stabilize fully in�ation

and the output gap while adjusting the nominal rate one-for-one with the natural real

rate.

However, this observational equivalence no longer holds in the presence of a zero

interest rate �oor. While full stabilization under either regime is not possible, important

gains can be obtained from the ability to commit to future policy. In particular, by
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committing to deliver in�ation in the future, the central bank can affect private sector's

expectations about in�ation, and thus the real rate, even when the nominal interest rate

is constrained by the zero �oor. This channel of monetary policy in simply unavailable

to a discretionary policy maker.

Using the Lagrange method as before, but this time taking into account the depen-

dence of expectations on policy choices, it is straightforward to obtain the equilibrium

conditions that govern the optimal commitment solution:

xt � Etxt+1 + � (it � Et�t+1 � rnt ) = 0 (1.20)

�t � �xt � �Et�t+1 = 0 (1.21)

�t � �1t�1�=� + �2t � �2t�1 = 0 (1.22)

�xt + �1t � �1t�1=� � ��2t = 0 (1.23)

it�1t = 0 (1.24)

it � 0 (1.25)

�1t � 0 (1.26)

From conditions (1.22) and (1.23) it is clear that the Lagrange multipliers inher-

ited from the past period will have an effect on current policy. They in turn will depend

on the history of endogenous variables and in particular on whether the zero �oor was

binding in the past. In this sense the Lagrange multipliers summarize the effect of opti-

mal commitment, which in contrast to optimal discretionary policy, involves a particular

type of history dependence.

Figures 1.4 to 1.6 plot the optimal policies in the case of commitment. The �g-

ures illustrate speci�cally the dependence of policy on �1t�1; the Lagrange multiplier

associated with the zero �oor, while holding �2t�1 �xed. When the nominal interest
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rate is constrained by the zero �oor �1 becomes positive, implying that the central bank

commits to a lower nominal rate, higher in�ation and higher output gap in the following

period, conditional on the value of the natural real rate.

Since the commitment is assumed to be credible, it enables the central bank to

achieve higher expected in�ation and a lower real rate in periods when the nominal

rate is constrained by the zero �oor. The lower real rate reinforces expectations for

higher future output and thus further stimulates current output demand through the IS

curve. This, together with higher expected in�ation stimulates current prices through

the expectational Phillips curve. Commitment therefore provides an additional channel

of monetary policy, which works through expectations and through the ex-ante real rate,

and which is unavailable to a discretionary monetary policy maker.

A standard way to illustrate the differences between optimal discretionary and

commitment policies is to compare the dynamic evolution of endogenous variables un-

der each regime in response to a single shock to the exogenous natural real rate. Figures

1.7 and 1.8 plot the impulse-responses for a small and a large negative shock to the nat-

ural real rate respectively. Notice that in the case of a small shock to the natural real

rate from its steady-state of 3% down to 2%, in�ation and the output gap under optimal

commitment policy (lines with circles) remain almost fully stabilized. In contrast, un-

der discretionary optimization (lines with squares), in�ation stays slightly below target

and the output gap remains about half a percentage point above target, consistent with

equation (1.18), as the economy converges back to its steady-state. The nominal inter-

est rate under discretion is about 1% lower than the one under commitment throughout

the simulation, yet it remains strictly positive at all times.
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The picture changes substantially in the case of a large negative shock to the nat-

ural interest rate to -3%. Notably, under both commitment and discretion, the nominal

interest rate hits the zero lower bound, and remains there until two quarters after the

natural interest rate has returned to positive.15 Under discretionary optimization, both

in�ation and the output gap fall on impact, consistent with equation (1.19), after which

they converge towards their steady-state. The initial shortfall is signi�cant, especially

for the output gap, amounting to about 1.5%. In contrast, under the optimal commit-

ment rule the initial output loss and de�ation are much milder, owing to the ability of

the central bank to commit to a positive output gap and in�ation once the natural real

rate has returned to positive.

An alternative way to compare optimal discretionary and commitment policies

in the stochastic environment is to juxtapose the dynamic paths that they prescribe for

endogenous variables under a particular path for the stochastic natural real rate16. The

experiment is shown in �gure 1.9, which plots a simulated �liquidity trap� under the

two regimes. The line with triangles in the bottom panel is the assumed evolution of

the natural real rate. It slips down from +3 percent (its deterministic steady-state) to -3

percent over a period of 15 quarters, then remains at -3 percent for 10 quarters, before

recovering gradually (consistent with the assumed AR(1) process) to around +3 percent

in another 15 quarters.

The �rst and the second panels of �gure 1.9 show the responses of in�ation and

the output gap under each of the two regimes. Not surprisingly, under the optimal

15 That the zero interest rate policy should terminate in the same quarter under commitment and under
discretion is a coincidence in this experiment. The relative duration of a zero interest rate policy under
commitment versus discretion depends on the parameters of the shock process as well as the particular
realization of the shock.
16 Notice that agents observe only the current state but form expectations about the future evolution of
the natural real rate.
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commitment regime both in�ation and the output gap are closer to target than under the

optimal discretionary policy. In particular, under optimal discretionary policy in�ation

is always below the target as it falls to -0.15% shadowing the drop in the natural real

rate. Compared to that, under optimal commitment prices are almost fully stabilized,

and in fact they even slightly increase while the natural real rate is negative. In turn,

under discretionary optimization the output gap is initially around +0.4% but then it

declines sharply to -1.6% with the decline in the natural real rate. In contrast, under

optimal commitment, output is initially at its potential level and the largest negative

output gap is only half the size of the one under optimal discretionary policy.

Supporting these paths of in�ation and the output gap are corresponding paths

for the nominal interest rate. Under discretionary optimization the nominal rate starts

at around 2% and declines at an increasing rate until it hits zero two quarters before

the natural real rate has turned negative. It is then kept at zero while the natural real

rate is negative, and only two quarters after the latter has returned to positive territory

does the nominal interest rate start rising again. Nominal rate increases following the

liquidity trap mirror the decreases while approaching the trap, so that the tightening

is more aggressive in the beginning and then gradually diminishes as the nominal rate

approaches its steady-state.

In contrast, the nominal rate under optimal commitment begins closer to 3%, then

declines to zero one quarter before the natural real rate turns negative. After that, it

is kept at its zero �oor until three quarters after the recovery of the natural real rate

to positive levels, that is one quarter longer compared to optimal discretionary policy.

Interestingly, once the central bank starts increasing the nominal rate, it raises it very

quickly - the nominal rate climbs nearly 3 percentage points in just two quarters. This
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is equivalent to six consecutive monthly increases by 50 basis points each. The reason

is that once the central bank has validated the in�ationary expectations it has created

(helping mitigate de�ation during the liquidity trap), there is no more incentive (and it

is costly) to keep in�ation above the target.

Under discretion, the paths of in�ation, output and the nominal rate are symmetric

with respect to the midpoint of the simulation period because optimal discretionary

policy is independent of history. Therefore, in�ation and the output gap inherit the

dynamics of the natural real rate, the only state variable on which they depend. This is

in contrast with the asymmetric paths of the endogenous variables under commitment,

re�ecting the optimal history dependence of policy under this regime. In particular,

the fact that under commitment the central bank can promise higher output gap and

in�ation in the wake of a liquidity trap is precisely what allows it to engage in less

preemptive easing of policy in anticipation of the trap, and at the same time deliver a

superior in�ation and output gap performance compared to the optimal policy under

discretion.

1.5 Targeting Rules with Zero Floor

In the absence of the zero �oor, targeting rules take the form

��Et�t+j + �xEtxt+k + �iEtit+l = � ; (1.27)

where ��; �x; �i are weights assigned to the different objectives, j; k and l are forecast-

ing horizons, and � is the target. These are sometimes called �exible in�ation targeting

rules to distinguish them from strict in�ation targeting of the form Et�t+j = � :When
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j; k or l > 0; the rules are called in�ation forecast targeting to distinguish them from

targeting contemporaneous variables.

As demonstrated by (1.19) in section 1.3, in general such rules are not consistent

with the zero �oor for they would require negative nominal interest rates at times. A

natural way to modify targeting rules so that they comply with the zero �oor is to write

them as a complementarity condition,

it (��Et�t+j + �xEtxt+k + �iEtit+l � �) = 0 (1.28)

it � 0

which requires that either the target � is met, or else the nominal interest rate should

be bounded below by zero. In this sense, a rule like (1.28) can be labelled ��exible

in�ation targeting with a zero interest rate �oor�.

In fact, section 1.3 showed that the optimal policy under discretion takes this form

with �i = 0; �� = �; �x = �; j = k = 0; and � = 0; namely

it

�
xt +

�

�
�t

�
= 0 (1.29)

it � 0

In the absence of the zero �oor it is known that optimal commitment policy can

be formulated as optimal �speed limit targeting�,

�xt +
�

�
�t = 0; (1.30)

where �xt = �yt ��ynt is the growth rate of actual output relative to the growth rate

of its natural (�exible price) counterpart (the �speed limit�). In contrast to discretionary

optimization however, the optimal commitment rule with zero �oor cannot be written

in the form (1.28). This is so because with zero �oor the optimal target involves a par-
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ticular type of history dependence as shown by Eggertsson and Woodford (2003)17. In

particular, manipulating the �rst order conditions of the optimal commitment problem,

one can arrive at the following speed limit targeting rule with zero �oor:

it

�
�xt +

�

�
�t �

1

�

�
�� + �

�
�1t�1 � �1t +

1

�
��1t�1

��
= 0 (1.31)

it � 0:

Since the product �� is small and � is close to one, and for plausible (small)

values of �1t consistent with the assumed stochastic process for the natural real rate, the

above rule can be approximated by

it

h
�yt +

�

�
�t � � t

i
= 0 (1.32)

it � 0:

where � t � �ynt + ��1�2�1t is a history-dependent target (speed limit). In normal

circumstances when �1t = �1t�1 = �1t�2 = 0; the target is equal to the growth rate

of �exible price output, as in the problem without zero bound; however if the econ-

omy falls into a liquidity trap, the speed limit is adjusted in each period by the speed

of change of the penalty (the Lagrange multiplier) associated with the non-negativity

constraint. The faster the economy is plunging into the trap, therefore, the higher is the

speed limit target which the central bank promises to deliver in the future, contingent

on the natural interest rate's return to positive territory.

While the above rule is optimal in this framework, it is not likely to be very

practical. Its dependence on the unobservable Lagrange multipliers makes it very hard

to implement or communicate to the public. Moreover, as pointed out by Eggertsson

17 These authors derive the optimal commitment policy in the form of a moving price level targeting
rule. Alternatively, it can be formulated as a moving speed limit taregting rule as demonstrated here.
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and Woodford (2003), credibility might suffer if all that the private sector observes

is a central bank which persistently undershoots its target yet keeps raising it for the

following period. To overcome some of these drawbacks Eggertsson and Woodford

(2003) propose a simpler constant price level targeting rule, of the form

it

h
xt +

�

�
pt

i
= 0 (1.33)

it � 0

where pt is the log price level.18

The idea is that committing to a price level target implies that any undershooting

of the target resulting from the zero �oor is going to be undone in the future by positive

in�ation. This raises private sector expectations and eases de�ationary pressures when

the economy is in a liquidity trap. Figure 1.10 demonstrates the performance of this

simpler rule in a simulated liquidity trap. Notice that while the evolution of the nominal

rate and the output gap is similar to that under the optimal discretionary rule, the path of

in�ation is much closer to the target. Since the weight of in�ation in the central bank's

loss function is much larger than that of the output gap, the fact that in�ation is better

stabilized accounts for the superior performance of this rule in terms of welfare.

1.6 Simple Instrument Rules with Zero Floor

The practical dif�culties with communicating and implementing optimal rules like (1.31)

or even (1.33) have led many researchers to focus on simple instrument rules of the type

proposed by Taylor (1993). These rules have the advantage of postulating a relatively

18 Notice that the weight on the price level is optimal within the class of constant price level targeting
rules. In particular, it is related to �=� = "; the degree of monopolistic competition among intermediate
goods producers.
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straightforward relationship between the nominal interest rate and a limited set of vari-

ables in the economy. While the advantage of these rules lies in their simplicity, at the

same time - absent the zero �oor - some of them have been shown to perform close

enough to the optimal rules in terms of the underlying policy objectives (Galí 2003).

Hence, it has been argued that some of the better simple instrument rules may serve as

a useful benchmark for policy, while facilitating communication and transparency.

In most of the existing literature, however, simple instrument rules are speci�ed

as linear functions of the endogenous variables. This is in general inconsistent with the

zero �oor because for large enough negative shocks (e.g. to prices), linear rules would

imply a negative value for the nominal interest rate. For instance, a simple instrument

rule reacting only to past period's in�ation,

it = r� + �� + �� (�t�1 � ��) ; (1.34)

where r� is the equilibrium real rate, �� is the target in�ation rate, and �� is an in�ation

response coef�cient, can clearly imply negative values for the nominal rate.

In the context of liquidity trap analysis a natural way to modify simple instrument

rules is to truncate them at zero with the max(�) operator. For example, the truncated

counterpart of the above Taylor rule can be written as

it = max [0; r
� + �� + �� (�t�1 � ��)] : (1.35)

In what follows I consider several types of truncated instrument rules, including:

1. Truncated Taylor Rules (TTR) that react to past, contemporaneous or expected

future values of the output gap and in�ation (j = �1; 0; 1),

iTTRt = max [0; r� + �� + �� (Et�t+j � ��) + �x (Etxt+j)] ; (1.36)



1.6 Simple Instrument Rules with Zero Floor 29

2. TTR rules with partial adjustment or �interest rate smoothing� (TTRS),

iTTRSt = max
�
0; �iit�1 + (1� �i) i

TTR
t

	
(1.37)

3. TTR rules that react to the price level instead of in�ation (TTRP),

iTTRPt = max [0; r� + �� (pt � p�) + �xxt] (1.38)

where pt is the log price level and p� is a constant price level target; and

4. Truncated ��rst-difference� rules (TFDR) that specify the change in the interest

rate as a function of the output gap and in�ation,

iTFDRt = max [0; it�1 + �� (�t � ��) + �xxt] : (1.39)

The last formulation ensures that if the nominal interest rate ever hits zero it will

be held there as long as in�ation and the output gap are negative, thus extending the

potential duration of a zero interest rate policy relative to a truncated Taylor rule.

I illustrate the performance of each family of rules by simulating a liquidity trap

and plotting the implied paths of endogenous variables under each regime. The evalua-

tion of average performance and unconditional welfare is left for the following section.

Given the model's simplicity the focus here is not on �nding the optimal values of

the parameters within each class of rules but rather on evaluating the performance of al-

ternative monetary policy regimes. To do that I use values of the parameters commonly

estimated and widely used in simulations in the literature. I make sure that the para-

meters satisfy a suf�cient condition for local uniqueness of equilibrium. Namely, the

parameters are required to observe the so-called Taylor principle according to which the

nominal interest rate must be adjusted more than one-to-one with changes in the rate of

in�ation, implying �� > 1: I further restrict �x � 0 and 0 � �i � 0:8.
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Figure 1.11 plots the dynamic paths of in�ation, the output gap and the nominal

interest rate which result under regimes TTR and TTRP, conditional on the same path

for the natural real rate as before. Both the truncated Taylor rule (TTR, lines with

squares) and the truncated rule responding to the price level (TTRP, lines with circles)

react contemporaneously with coef�cients �� = 1:5 and �x = 0:5; and �� = 0.

Several features of these plots are worth noticing. First of all, and not surprisingly,

under the truncated Taylor rule, in�ation, the output gap, and the nominal rate inherit

the behavior of the natural real rate. Perhaps less expected though, while both in�ation

and especially the output gap deviate further from their targets compared to the optimal

rules in �gure 1.9, the nominal interest rate stays always above one percent, even when

the natural real rate falls as low as -3 percent! This suggests that - contrary to popular

belief - an equilibrium real rate of 3% may provide a suf�cient buffer from the zero

�oor even with a truncated Taylor rule targeting zero in�ation.

Secondly, �gure 1.11 demonstrates that in principle the central bank can do even

better than TTR by reacting to the price level rather than to the rate of in�ation. The rea-

son for this is clear - by committing to react to the price level the central bank promises

to undo any past disin�ation by higher in�ation in the future. As a result when the econ-

omy is hit by a negative real rate shock current in�ation falls by less because expected

future in�ation increases.

Figure 1.12 plots the dynamic paths of endogenous variables under regimes TTRS

and TFDR, again with �� = 1:5; �x = 0:5 and �� = 0. TTRS (lines with circles)

is a partial adjustment version of TTR, with smoothing coef�cient �i = 0:8: TFDR

(line with squares) is a truncated �rst-difference rule which implies more persistent

deviations of the nominal interest rate from its steady-state level.
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The �gure suggests that interest rate smoothing (TTRS) may improve somewhat

on the truncated Taylor rule (TTR), and may do a bit worse than the rule reacting to

the price level (TTRP). However, it implies the least instrument volatility. On the other

hand, the truncated �rst-difference rule (TFDR) seems to be doing the best job at stabi-

lization in a liquidity trap among the examined four simple instrument rules. However,

under this rule the nominal interest rate deviates most from its steady-state, hitting zero

for �ve quarters. Interestingly, the paths for in�ation and the output gap under this rule

resemble, at least qualitatively, those under the optimal commitment policy. This sug-

gests that introducing a substantial degree of interest rate inertia may be approximating

the optimal history dependence of policy implemented by the optimal commitment rule.

It is important to keep in mind that the above simulations are conditional on one

particular path for the natural real rate. It is of course possible that a rule which appears

to perform well while the economy is in a liquidity trap, turns out to perform badly �on

average�. In the following section I undertake the ranking of alternative rules according

to an unconditional expected welfare criterion, which takes into account the stochastic

nature of the economy, time discounting, as well as the relative cost of in�ation vis-a-vis

output gap �uctuations.

1.7 Welfare Ranking of Alternative Rules

A natural criterion for the evaluation of alternative monetary policy regimes is the cen-

tral bank's loss function. Woodford (2003) shows that under appropriate assumptions

the latter can be derived as a second order approximation to the utility of the represen-

tative consumer in the underlying sticky price model.19 Rather than normalizing the

19 Arguably, Woodford's (2003) approximation to the utility of the representative consumer is accurate
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weight of in�ation to one, I normalize the loss function so that utility losses arising

from deviations from the �exible price equilibrium can be interpreted as a fraction of

steady-state consumption,

WL =
U � U

UcC
=
1

2
E0

1X
t=0

�t
�
" (1 + '") ��1�2t +

�
��1 + '

�
x2t
�

=
1

2
" (1 + '") ��1E0

1X
t=0

�tLt (1.40)

where � = ��1 (1� �) (1� ��) ; � is the fraction of �rms that keep prices unchanged in

each period, ' is the (inverse) elasticity of labor supply, and " is the elasticity of substi-

tution among differentiated goods. Notice that (��1 + ') [" (1 + '")]�1 � = �=" = �

implies the last equality in the above expression, where Lt is the central bank's period

loss function, which is being minimized in (1.3).

I rank alternative rules on the basis of the unconditional expected welfare. To

compute it, I simulate 2000 paths for the endogenous variables over 1000 quarters and

then compute the average loss per period across all simulations. For the initial distrib-

ution of the state variables I run the simulation for 200 quarters prior to the evaluation

of welfare. Table 1.2 ranks all rules according to their welfare score. It also reports the

volatility of in�ation, the output gap and the nominal interest rate under each rule, as

well as the frequency of hitting the zero �oor.

A thing to keep in mind in evaluating the welfare losses is that in the benchmark

model with nominal price rigidity as the only distortion and a shock to the natural real

rate as the only source of �uctuations, absolute welfare losses are quite small - typically

less than one hundredth of a percent of steady-state consumption for any sensible mon-

to second order only in the vicinity of the steady-state with zero in�ation. To the extent that the shock
inducing a zero interest rate pushes the economy far away from the steady-state, the approximation error
could in principle be large. In that case, the welfare evaluation provided here can be interpreted as
a relative ranking of alternative policies based on an ad hoc central bank loss criterion. Studying the
welfare implication of different rules in the fully non-linear model lies outside the scope of this paper.
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etary policy regime.20 Therefore, the focus here is on evaluating rules on the basis of

their welfare performance relative to that under the optimal commitment rule.

In particular, in terms of unconditional expected welfare, the optimal discre-

tionary policy (ODP) delivers losses which are nearly eight times larger than the ones

achievable under the optimal commitment policy (OCP). Recall that abstracting from

the zero �oor and in the absence of shocks other than to the natural real rate, the out-

come under discretionary optimization is the same as under the optimal commitment

rule. Hence, the cost of discretion is substantially understated in analyses which ignore

the existence of the zero lower bound on nominal interest rates. Moreover, conditional

on the economy's fall into a liquidity trap the cost of discretion is even higher.

Interestingly, the frequency of hitting the zero �oor is quite high - around one

third of the time under both optimal discretionary and optimal commitment policy. This

however depends crucially on the central bank's targeting zero in�ation in the baseline

model without indexation. If instead the central bank targets a rate of in�ation of, say

2%, the frequency of hitting the zero �oor would decrease to around 12% of the time

(which is still higher than what is observed in the US).

Table 1.2 further con�rms Eggertsson and Woodford (2003) intuition about the

desirable properties of an (optimal) constant price level targeting rule (PLT) - here losses

are only 56% greater than those under the optimal commitment rule. It also involves

hitting the zero �oor around one third of the time.

In comparison, losses under the truncated �rst-difference rule (TFDR) are 7.5

times as large as those under the optimal commitment rule (even though its performance

in a liquidity trap seemed comparable to that of PLT). Interestingly, however, TFDR

20 To be sure, output gaps in a liquidity trap are considerable; however the output gap is attributed
negligible weight in the central bank loss function of the benchmark model.
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OCP PLT TFDR ODP TTRP TTRS TTR
std(�) x 102 1.04 3.47 4.59 3.85 7.23 9.12 12.9
std(x) 0.45 0.69 1.04 0.71 1.61 1.91 1.90
std(i) 3.21 3.20 1.36 3.27 1.06 0.56 1.14
Loss x 105 6.97 10.9 52.3 54.2 62.9 103 147
Loss/OCP 1 1.56 7.50 7.77 9.01 14.8 21.1
Pr(i = 0) % 32.6 32.0 1.29 36.8 0.24 0.00 0.44

Table 1.2. Properties of Optimal and Simple Rules with Zero Floor

narrowly outperforms optimal discretionary policy. Even though the implied volatility

of in�ation and the output gap is slightly higher under this rule, it does a better job than

ODP at keeping in�ation and the output gap closer to target on average. An additional

advantage - albeit one that is not re�ected in the benchmark welfare criterion - is that

instrument volatility is less than half of that under any of the policies ODP, OCP or PLT.

This implies that the zero �oor is hit only around 1.3% of the time under this rule.

Similarly, losses under the truncated Taylor rule reacting to the price level (TTRP)

are nine times larger than under OCP, and only slightly worse than optimal discretionary

policy. Moreover, instrument volatility under this rule is smaller than under TFDR,

which implies hitting the zero �oor even more rarely - only one quarter every 100 years

on average.

The rule with the least instrument volatility among the studied simple rules - less

than one-�fth of that under OCP - is the truncated Taylor rule with smoothing (TTRS).

As a consequence, under this rule the nominal interest rate virtually never hits the zero

lower bound. However, welfare losses are almost �fteen times larger than under OCP.

Finally, under the simplest truncated Taylor rule (TTR) without smoothing the

zero lower bound is hit only two quarters every 100 years, while welfare losses are

around 20 times larger than those under OCP. Nevertheless, even under this simplest

rule losses are very small in absolute terms.
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The fact that the zero lower bound is hit so rarely under the four simple instrument

rules suggests that the zero constraint may not be playing a big role for unconditional

expected welfare under these regimes. Indeed, computing their welfare score without

the zero �oor (by removing the max operator), reveals that close to 99% of the welfare

losses associated with the four simple instrument rules stem from their intrinsic sub-

optimality rather than from the zero �oor per se. Put differently, if one reckons that

the stabilization properties of a standard Taylor rule are satisfactory in an environment

in which nominal rates can be negative, then adding the zero lower bound to it leaves

unconditionally expected welfare virtually unaffected. Nevertheless, as was illustrated

in the previous section, conditional on a negative evolution of the natural real rate,

the losses associated with most of the studied simple instrument rules are substantially

higher relative to the optimal policy.

1.8 Sensitivity Analysis

In this section I analyze the sensitivity of the main �ndings with respect to the parame-

ters of the shock process, the strength of reaction and the timing of variables in truncated

Taylor-type rules, and an extension of the model with endogenous in�ation persistence.

1.8.1 Parameters of the Natural Real Rate Process

Larger variance

Table 1.3 reports the effects of an increase of the standard deviation of rn to

4.5% (a 20% increase), while keeping the persistence constant, under three alternative
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OCP ODP TTR
std(rn) 4.46 4.46 4.46
std(�) x 1.52 x 1.50 x 1.20
std(x) x 1.46 x 1.45 x 1.20
std(i) x 1.14 x 1.14 x 1.19
Loss x 2.12 x 2.60 x 1.42
Pr(i = 0) % x 1.23 x 1.19 x 3.24

Table 1.3. Properties of Selected Rules with Higher std(rn)

regimes - optimal commitment policy, discretionary optimization and a truncated Taylor

rule.

Under OCP, the zero �oor is hit around 23% more often, while welfare losses

more than double. Figure 1.13 shows that the higher volatility implies that both the pre-

emptive easing of policy and the commitment to future loosening are slightly stronger.

In contrast, �gure 1.14 shows that under ODP preemptive easing is much stronger, the

de�ation bias bigger, and table 1.3 shows that welfare losses increase by a factor of 2.6.

Finally, under TTR, the zero �oor is hit three times more often, while welfare losses are

up by 40%.

Stronger persistence of shocks

Table 1.4 and �gures 1.15-1.17 show the effect of an increase in the persistence

of shocks to the natural real rate to 0:8, while keeping the variance of rn unchanged.

Under OCP (�gure 1.15), preemptive easing is a bit stronger while future mone-

tary loosening is much more prolonged. As a result of the stronger persistence, welfare

losses under OCP more than double. Under ODP (�gure 1.16), preemptive easing is

much stronger, the de�ation bias is substantially larger, and welfare losses increase by

a factor of 5.5. And under TTR (�gure 1.17), deviations of in�ation and the output gap
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OCP ODP TTR
�(rn) 0.80 0.80 0.80
std(�) x 2.14 x 2.94 x 2.44
std(x) x 1.55 x 1.76 x 1.42
std(i) x 1.02 x 1.04 x 1.52
Loss x 2.69 x 5.47 x 4.39
Pr(i = 0) % x 1.09 x 1.21 x 11.2

Table 1.4. Properties of Selected Rules with More Persistent brn
OCP ODP TTR

r� 2% 2% 2%
std(�) x 1.74 x 1.79 x 1.00
std(x) x 1.55 x 1.62 x 1.00
std(i) x 0.89 x 0.87 x 0.98
Loss x 2.55 x 4.47 x 1.48
Pr(i = 0) % x 1.51 x 1.59 x 9.27

Table 1.5. Properties of Selected Rules with Lower r�

from target become larger and more persistent, the frequency of hitting the zero �oor

increases by a factor of 11, and welfare losses more than quadruple.

Lower mean

The effects of a lower steady state of the natural real rate at 2% - keeping the

variance and persistence of rn constant - are illustrated in �gures 1.18 and 1.19 and

summarized in table 1.5.21

Under OCP, preemptive easing is a bit stronger while future monetary policy loos-

ening is much more prolonged; losses more than double. Interestingly, under ODP pre-

emptive easing is so strong that the nominal rate is zero more than half of the time. The

de�ation bias is larger, and losses increase by a factor of 4.5. And under TTR, the zero

�oor is hit nine times more often while losses increase by 50%.

21 Notice that for simple rules such as TTR, it is the sum r� + �� which provides a "buffer" against the
zero lower bound. Therefore, up to a shift in the rate of in�ation, varying r� is equivalent to testing for
sensitivity with respect to ��:
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�� 1.01 1.5 2 3 10 100
�x
0 x 1.89 x 1.80 x 1.71 x 1.57 x 0.95 x 0.18
0.5 x 1.03 x 1 x 0.97 x 0.90 x 0.59 x 0.18
1 x 0.65 x 0.63 x 0.62 x 0.58 x 0.50 x 0.17
2 n.a. x 2.05 x 1.13 x 0.64 x 0.41 x 0.23
3 n.a. n.a. x 4.44 x 1.92 x 0.45 x 0.27

Table 1.6. Relative Losses under TTRs with Different Response Coef�cients

1.8.2 Instrument Rule Speci�cation

The strength of response

Table 1.6 reports the dependence of welfare losses on the size of response coef�-

cients in a truncated Taylor rule. It turns out that losses can be reduced substantially by

having the interest rate react more aggressively to in�ation and output gap deviations

from target. For instance, losses are almost halved with �� = 3 and �x = 1; relative to

the benchmark case with �� = 1:5 and �x = 0:5: And they are reduced further to one

�fth, with �� = 100:22

Forward, contemporaneous or backward-looking reaction

For given response coef�cients of a truncated Taylor rule, welfare losses turn

out to be smallest under a backward-looking rule and highest under a forward-looking

speci�cation. While losses are still small in absolute value, with �� = 1:5 and �x = 0:5

they are up by 25% under the forward-looking rule and are around 15% lower under the

backward-looking rule, relative to the contemporaneous one. The frequency of hitting

the zero �oor is similarly higher under a forward-looking speci�cation and lower under

a backward-looking one. The reason for the dominance of the backward looking rule

22 It is interesting to explore the behavior of truncated Taylor rules as �� !1 and �x !1. However,
the algorithm used here runs into convergence problems with �� > 100 and �x > 3:
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can be that under it the interest rate tends to be kept lower following periods of de�ation,

in a way that resembles the optimal history dependence under commitment. On the

other hand, under forward-looking rules, the effective response to a given shock to the

natural real rate is lower, given the assumed autoregressive nature of the natural real

rate.

1.8.3 Endogenous In�ation Persistence and the Zero Floor

Wolman (1998) among others has argued that stickiness of in�ation is crucial in gener-

ating costs of de�ation associated with the zero �oor. To follow up on this hypothesis, I

extend the present framework by incorporating endogenous in�ation persistence.23 One

way lagged dependence of in�ation may result is if �rms that do not reoptimize prices

index them to past in�ation. In this case the (log-linearized) in�ation dynamics can

be represented with the following modi�ed Phillips curve (Christiano, Eichenbaum and

Evans (2001), Woodford (2003)):

b�t = �Etb�t+1 + �xt (1.41)

where b�t = �t � �t�1 is a quasi-difference of in�ation and  measures the degree of

price indexation.

A thing to keep in mind is that in principle the welfare-relevant loss function is

endogenous to the structure of the model. Hence strictly speaking one cannot com-

pare welfare in the two environments - with and without in�ation persistence - using

the same loss criterion. On the other hand, Woodford (2003) shows that in the case of

indexation to past in�ation, the welfare-relevant loss function takes the same form as

23 In this case the discretionary optimization problem becomes dynamic with lagged in�ation as a rele-
vant state variable.
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PLT PLT ODP ODP TTR TTR
 0.5 0.8 0.5 0.8 0.5 0.8
std(�) x 1.46 x 2.21 x 1.80 x 1.02 x 1.54 x 2.35
std(x) x 1.01 x 1.02 x 1.12 x 0.81 x 0.98 x 0.95
std(i) x 1.00 x 1.00 x 1.01 x 1.02 x 1.06 x 1.10
Loss x 1.50 x 2.77 x 3.74 x 2.66 x 1.83 x 3.70
Pr(i = 0) % x 1.00 x 1.00 x 1.04 x 1.15 x 1.46 x 2.00

Table 1.7. Performance of Selected Rules with Endogenous In�ation Persistence

(1.3), except that in�ation is replaced by its quasi-difference b�t: This implies that in�a-
tion persistence (as measured by ) does not affect welfare under an optimal targeting

rule which takes into account the existing degree of economy-wide indexation. Nev-

ertheless, for the sake of completeness, I compute and report ad-hoc the same criteria

as in the baseline model, in addition to other reported statistics in the case of intrinsic

in�ation persistence.

Table 1.7 reports the properties of selected regimes relative to an environment

without endogenous in�ation persistence. Under the optimal constant price level tar-

geting rule, an increase in the persistence of in�ation to 0.8 results in doubling of in-

�ation volatility and almost tripling of the baseline loss measure. Similarly, in�ation

volatility more than doubles and losses nearly quadruple under the baseline truncated

Taylor rule when the stickiness of in�ation increases to 0.8. Interestingly, the properties

of optimal discretionary policy are found to depend in a non-linear way on the degree

of in�ation persistence. Namely, while an increase in in�ation persistence to 0.5 raises

in�ation volatility by 80% and nearly quadruples losses, a further increase of in�ation

persistence to 0.8 leads to relatively smaller in�ation volatility and losses. The reason

is that high in�ation persistence in this case serves as an additional channel of policy,

making it possible for the central bank to �steer away� from an approaching liquidity

trap by choosing higher current in�ation.
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1.9 Conclusions

Recent treatments of the zero lower bound issue have suffered from some important

limitations. These include assuming perfect foresight or forcing certainty equivalence,

or treating the zero �oor as an initial condition rather than an occasionally binding non-

negativity constraint. This paper addresses these issues, providing a global solution

to a standard stochastic sticky price model with an explicit occasionally binding ZLB

on the nominal interest rate. As it turns out, the dynamics, and in some cases the

unconditional means, of the nominal rate, in�ation and the output gap are strongly

affected by uncertainty in the presence of the zero interest rate �oor.

In particular, optimal discretionary policy involves a de�ationary bias and interest

rates are cut more aggressively when the risk of de�ation is high, implying that they

are kept lower both before and after a liquidity trap. The extent of such lowering of

rates is found to increase in the variance and persistence of shocks to the natural real

rate, and to decrease in its unconditional mean. Moreover, the preemptive lowering of

rates is even more important under discretionary policy in the presence of endogenous

in�ation persistence. Compared to that, under optimal commitment policy the need for

preemptive lowering of interest rates is limited since, conditional on a bad state, the

central bank can commit to a period of looser monetary policy in the future, once the

economy's has recovered from a possible liquidity trap.

Imposing the zero lower bound correctly in the stochastic model allows us to

evaluate quantitatively the performance of a variety of monetary policy regimes. Thus,

commitment to the optimal rule reduces welfare losses to one-tenth of those achievable

under discretionary policy. Constant price level targeting delivers losses which are only
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60% bigger than under the optimal policy. In contrast, under a truncated Taylor rule

losses are 20 times bigger than under the optimal policy. Another interesting �nding

is that the unconditional welfare losses associated with simple instrument rules are al-

most unaffected by the zero lower bound per se and instead derive from the suboptimal

responses to shocks characteristic of simple rules. This is related to the fact that under

simple instrument rules the zero lower bound is hit very rarely, while optimal policy

involves a zero nominal interest rate around one third of the time.

In fact in an extension of the model with money, optimal policy might be expected

to visit the liquidity trap even more often. Hitting the zero lower bound in that case

would be good because it eliminates the opportunity cost of holding cash balances. An

interesting question to address in that setup would be how the optimal mean of the

nominal interest rate is affected by the existence of the zero lower bound. Solving the

fully non-linear problem would be another useful extension, which however increases

the dimensionality of the computational problem. A limitation of the solution technique

employed here is that it is practical only for models with a limited number of states.
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1.A Numerical Algorithm

This section illustrates the algorithm used to solve the problem in the case of discre-

tionary optimization. The cases with commitment and with simple rules are solved in

a similar way. I apply the routines for rational expectations models included in the

COMPECON toolkit of Miranda and Fackler (2001). These solve for the optimal re-

sponse x as a function of the state s, when equilibrium responses are governed by an

arbitrage-complementarity condition of the form

f [st; xt; Eth (st+1; xt+1)] = �t (1.42)

where s follows the state transition function

st+1 = g (st; xt; "t+1) (1.43)

and xt and �t satisfy the complementarity conditions

a(st) 6 xt 6 b(st); xjt > aj(st)) �jt 6 0; xjt < bj(st)) �jt > 0; (1.44)

where �t is a vector whose jth element, �jt, measures the marginal loss from activity

j. In equilibrium, �jt must be non-positive (nonnegative) if xjt is greater (less) than its

lower (upper) bound, otherwise agents can gain by reducing (increasing) activity j. If

xjt is neither at its upper nor at its lower bound, �jt must be zero to preclude arbitrage

possibilities.

In the context of the monetary policy model under discretion, fjt is the derivative

of the complementarity condition (1.15) with respect to the nominal interest rate, and

�jt is the Lagrange multiplier �1t associated to the non-negativity constraint on the

nominal interest rate:

� (�xt + ��t) = �1t (1.45)



1.A Numerical Algorithm 44

Since there is no upper bound on the interest rate, b (st) = +1, and xt < b (st) always

holds so that �1t is non-negative. This, together with a (st) = 0, implies that in the case

of discretionary optimization, the above complementarity problem reduces to

it > 0; �1t > 0; it > 0) �1t = 0; (1.46)

which can be written also as

it > 0; �1t > 0; it�1t = 0 (1.47)

An approximate solution is obtained with the method of collocation, which in this case

consists of approximating the expectation functionsEtxt+1 andEt�t+1 by linear combi-

nations of known basis functions, �j , whose coef�cients, cj , are determined by requiring

the approximants to satisfy the equilibrium equations exactly at n collocation nodes:

h [s; x (s)] �
nX

j = 1

cj�j (s) (1.48)

The coef�cients are determined by the following algorithm. For a given value of the

coef�cient vector c, the equilibrium responses xi are computed at the n collocation

nodes si by solving the complementarity problem (which is transformed into a standard

root-�nding problem). Then, given the equilibrium responses xi at the collocation nodes

si, the coef�cient vector c is updated solving the n-dimensional linear system

nX
j = 1

cj�j (si) = h(si; xi) (1.49)

This iterative procedure is repeated until the distance between successive values of c

becomes suf�ciently small (Miranda and Fackler 2001).

To approximate the expectation functions, Etxt+1 and Et�t+1, one needs to dis-

cretize the shock to rn. Here the normal shock to the natural rate of interest is discretized
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using a K-node Gaussian quadrature scheme:

Eh [s; x (s)] �
KX

k = 1

nX
j = 1

!kcj�j [g (si; x; "k)] (1.50)

where "k and !k are Gaussian quadrature nodes and weights chosen so that the discrete

distribution approximates the continuous univariate normal distribution N (0; �2�).

In the discretionary optimization problem I use linear splines on a uniform grid of

2000 points for values of the natural rate of interest between �10% and +10%, so that

each point on the grid corresponds to 1 basis point. In this problem, linear splines work

better than Chebychev polynomials or cubic splines because the response function has

a kink in the place where the zero bound becomes binding.

There are two types of approximation errors. On the one hand are the deviations

from the equilibrium �rst-order conditions. In this case the �arbitrage bene�ts� are

negligible for each of the three equilibrium equations (1.13), (1.14), and (1.15). Specif-

ically, they are of the order of 10�16 for the IS and the Phillips curves, and 10�19 for

the complementarity condition. On the other hand are the residuals from the approx-

imation of the expectation functions. Except for a few residuals of the order of 10�4,

concentrated mostly in the place where the zero constraint becomes binding, the rest of

the residuals are of the order of 10�8. Given the measurement units, a residual of 10�4

corresponds to 0:001% of annual in�ation or output gap error, which is a satisfactory

level of accuracy for the problem at hand. In principle, the expectations residuals can

be reduced further by concentrating more evaluation points in the neighborhood of the

kink, and by using more quadrature nodes, albeit at the cost of computing time.

In the case of commitment, the problem is �rst cast in the form speci�ed by

(1.42), (1.43), (1.44) by substituting out �2t from (1.22) into (1.23) and the resulting
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expression for �1t into (1.24). In addition, the state transition vector is augmented by

the two �costate� variables �1t and �2t, which are expressed in recursive form using

(1.22) and (1.23):

�1t = �1t�1(1 + ��)=� + ��2t�1 � �xt � ��t (1.51)

�2t = �1t�1�=� + �2t�1 � �t (1.52)

With simple rules, the system is in the required form, and the only necessary adjust-

ments are to the state transition vector in those cases where past endogenous variables

enter the rule.
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Fig. 1.4. Optimal commitment policy (in�ation)

Fig. 1.5. Optimal commitment policy (output gap)
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Fig. 1.6. Optimal commitment policy (nominal interest rate)
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Chapter 2
In�ation�Output Gap Trade-off with a

Dominant Oil Supplier

2.1 Introduction

Over the past �ve years the price of oil has tripled in real terms, from $20 per barrel

in 2002 to $60 per barrel in 2006 (at constant prices of year 2000). This has rekindled

memories of the sharp oil price rises in the 1970s when the real oil price tripled in 1973

and then again more than doubled in 1979 (see Figure 2.1). The former oil price hikes

coincided with dramatic declines in US GDP growth and double-digit in�ation.1 And

while so far the recent oil price build-up has been accompanied with only a modest

pick up in in�ation and more or less stable GDP growth, it has reignited discussions

about the causes and effects of oil price �uctuations, as well as the appropriate policy

responses to oil sector shocks (e.g. Bernanke, 2006).

Most of the existing academic and policy-oriented literature treats oil price move-

ments as unexpected exogenous shifts in the price of oil, unrelated to any economic

fundamentals. Seen in this way, oil price shocks are the typical textbook example of

a supply-side disturbance which raises in�ation and contracts output (e.g. Mankiw,

2006). Thus, for a central bank that cares about in�ation and output stability, oil price

shocks create a dif�cult policy trade-off: if the central bank raises the interest rate in or-

der to �ght off in�ation, the resulting output loss will be larger. And if instead it lowers

1 In fact, Hamilton (1983) observed that all but one US recessions since World War II (until the time of
his publication) were preceded by increases in the price of crude oil.

57
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the rate to prevent output from falling, the ensuing in�ation rise will be higher. In any

case, the central bank simply cannot stabilize both prices and output at their respective

levels before the shock.

Modern theories of the business cycle have questioned the appropriateness of

stabilizing output at its level before the shock. In particular, RBC theory points that in

response to a negative productivity shock � which in that framework is equivalent to an

exogenous oil price increase � the ef�cient (�rst-best) level of output declines, as �rms

�nd it optimal to scale down production (and households to give up some consumption

for additional leisure). An implication of this for a world with nominal price rigidities,

is that in the face of an oil price shock, the central bank should not attempt to stabilize

output, but instead should seek to align the output response with the �rst-best reaction

to the oil price change. That is, it should try to stabilize the output gap, de�ned as the

distance between actual output and its ef�cient level given the shock.

Our �rst result is to show that in the standard New Keynesian model extended

with oil as an additional productive input, if the oil price is taken to be exogenous (or

perfectly competitive), then there is no tradeoff between in�ation and output gap volatil-

ity. In other words, even in the face of oil price shocks, there is a �divine coincidence�

in the sense of Blanchard and Galí (2006): a policy of price stability automatically sta-

bilizes the distance of output from �rst-best. This result is important because, if it is true

in general and is not just an artefact of some simplifying assumptions, it implies that

the task of central banks is much easier and that monetary policy can focus exclusively

on price stability.

Our second contribution is to demonstrate that the above �coincidence� breaks

down when one relaxes the assumption of exogenous oil price and models explicitly
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the oil sector's supply behavior. To show this, we model in general equilibrium the

behavior of OPEC as a dominant producer which seeks to maximize the welfare of

its owner, internalizing the effect of its supply decision on the oil price. Operating

alongside a competitive fringe of price-taking oil suppliers, the dominant oil exporter

sells its output to an oil importing country (the US), which uses it to produce �nal

goods.

The steady-state of this environment is characterized by an inef�ciently low level

of oil supply by OPEC, a positive oil price markup, and a suboptimal level of out-

put in the oil importing country. Importantly, shocks in this setup induce inef�cient

�uctuations in the oil price markup, re�ecting a dynamic distortion of the economy's

production process. As a result, stabilizing in�ation does not fully stabilize the distance

of output from �rst-best, and monetary policy-makers face a tradeoff between the two

goals.2

Our model allows us to move away from discussing the effects of exogenous

oil price changes and towards analyzing the implications of the underlying shocks that

cause the oil price to change in the �rst place. This is a clear advantage over the existing

literature, which treats the macroeconomic effects and policy implications of oil price

movements as if they were independent of the underlying source of disturbance.3 In

our case there are four structural shocks � to US total factor productivity, to monetary

policy, to oil production technology, and to the total capacity of the competitive fringe,

each of which affects the oil price through a different channel. Notably, the effects of

each of these shocks on macroeconomic variables, and their policy implications, are

2 Rotemberg and Woodford (1996) allow for exogenous variation in the oil price markup in a model
very different from ours.
3 See for example Kim and Loungani (1992), Leduc and Sill (2004), and Carlstrom and Fuerst (2005);
see Killian (2006) for an exception.
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quite different. In particular, conditional on the source of the shock, a central bank

confronted with the same oil price increase may �nd it desirable to either raise or lower

the interest rate in order to improve the real allocation.

Finally, we touch on the debate of the relevant in�ation target, that is, �core� ver-

sus �headline� in�ation. If the central bank targets headline in�ation, then it implicitly

reacts to movements in energy prices roughly in proportion to the share of energy in

CPI. Yet our analysis suggests that oil sector developments affect stabilization perfor-

mance through a different channel, and as such should be treated separately from the

CPI index. In particular, we �nd that a relevant variable to target is the oil price markup

(which under the assumptions of our model is related to OPEC's market share). This

is quite different from advocating a uniform Taylor-type reaction to changes in the oil

price (and indeed we show that, in general, the latter policy may not improve much on

a rule which targets in�ation only).

The following section presents the model and the baseline calibration; section 2.3

discusses the steady-state and comparative statics; section 2.4 analyzes the dynamic

properties of the model, including impulse-responses and policy implications; section

2.5 reports the dependence of the effects of oil sector shocks on the oil share in produc-

tion as well as on the monetary regime in place; and the last section concludes.

2.2 The Model

There are two large countries (or regions) � an oil importing and an oil exporting one,

and a fringe of small oil exporting countries in the rest of the world. The oil importing

country (the US) produces no oil itself but needs it to produce �nal goods of which
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it is the only exporter.4 Oil is a homogenous commodity supplied to the US by two

different types of producers: a dominant oil exporter (OPEC) who fully internalizes

his effect on the global economy, and a competitive fringe of atomistic exporters, who

choose their supply taking prices as given. Oil exporters produce oil only, using as

inputs a fraction of the �nal goods sold to them by the US. In addition, they buy from

the US a fraction of �nal goods which they use for consumption, with the rest of �nal

goods output consumed by the US itself. There is no borrowing across regions (regional

current accounts are balanced in each period) and trade is carried out in a common world

currency (the dollar).

Two main features distinguish our model from the rest of the literature: the endo-

geneity of the oil price and the existence of a dominant oil supplier. These assumptions

are consistent with a number of observations in the literature regarding the nature of the

oil market. In particular, Mabro (1998) argued convincingly that oil demand and the

oil price are affected signi�cantly by global macroeconomic conditions.5 At the same

time, Adelman and Shahi (1989) estimated the marginal cost of oil production well

below the actual oil price. Indeed, it is obvious that the world's oil industry is not char-

acterized by a continuum of measureless �Mom and Pop� oil extractors. Instead, there

is one cartel (OPEC) with more power than any other producer, yet other producers ex-

ist and collectively can restrain the exercise of monopoly power by the cartel (Salant,

1976).6 Empirical evidence by Grif�n (1985), Jones (1990), and Dahl and Yucel (1991)

4 The US accounts for around 30% of global output, and 30% of OPEC's oil exports (IMF, 2007).
5 Moreover, when testing the null hypothesis that the oil price is not Granger-caused collectively by US
output, unemployment, in�ation, wages, money and import prices, Hamilton (1983) obtained a rejection
at the 6% signi�cance level. In the same article he explicitly referred to the possibility that the oil price
was affected by US in�ation.
6 Currently OPEC accounts for around 40% of the world's oil production (EIA, 2007).
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also suggests that OPEC behavior is closer to that of a cartel than a confederation of

competitive suppliers.

2.2.1 Oil Importing Country

The oil importing country is a canonical sticky price economy with oil included as an

additional input in production, monopolistic competition, and Calvo (1983) contracts.

We call this country �the US� for short.

Households

The country is populated by a representative household, which seeks to maximize

the expected present discounted �ow of utility streams,

maxEo

1X
t=0

�tU(Ct; Lt); (2.1)

subject to a budget constraint. The period utility function depends on consumption, Ct,

and labor Lt; and we assume that it takes the form

U(Ct; Lt) = log(Ct)�
L1+ t

1 +  
: (2.2)

The period t budget constraint,

PtCt +BtR
�1
t = Bt�1 + wtPtLt + rtPt �K +�ft ; (2.3)

equates nominal income from labor, wtPtLt, capital rtPt �K, dividends from the �nal

goods �rms owned by the household,�ft , and nominally riskless bonds,Bt�1, to outlays

on consumption, PtCt, and bonds, BtR
�1
t . The aggregate stock of capital which the

household rents out to �rms is assumed to be constant, �K; normalized to one.
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The consumption good Ct is a Dixit-Stiglitz aggregate of a continuum of differ-

entiated goods Ct(i),

Ct =

�Z 1

0

Ct(i)
��1
� di

� �
��1

(2.4)

with associated price index,

P 1��t =

Z 1

0

Pt(i)
1��di; (2.5)

where Pt(i) is the price of good i:

The household chooses the sequence fCt; Lt; Btg1t=0 in order to maximize the ex-

pected present discounted utility (2.1) subject to the budget constraint (2.3). In addition,

it allocates expenditure among the different goods Ct(i) so as to minimize the cost of

buying the aggregate bundle Ct:

Final Goods Sector

Final goods are produced under monopolistic competition with labor, capital, and

oil according to

Qt(i) = AtLt(i)
�1Kt(i)

�2Ot(i)
1��1��2 (2.6)

where At denotes aggregate total factor productivity. The latter evolves exogenously

according to

at = �aat�1 + "at (2.7)

where at � log(At) and "at � i:i:d:N: (0; �2a) :

Individual �rms are small and take all aggregate variables as given. In particular,

�rms take factor prices as given as they compete for inputs on economy-wide factor

markets in order to minimize the total cost of production. In addition, �rms reset their

prices infrequently a la Calvo (1983). In each period a constant random fraction � of

all �rms is unable to change their price and must satisfy demand at whatever price they
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posted in the previous period. Whenever they get a chance to change their price Pt(i),

�rms seek to maximize the expected present discounted stream of pro�ts,

maxEt

1X
k=0

�k�t;t+k[Pt(i)Qt+k(i)� Pt+kC (Qt+k(i))] (2.8)

subject to a downward sloping demand schedule,

Qt+k(i) =

�
Pt(i)

Pt+k

���
Qt+k; (2.9)

where Qt+k(i) is demand for the output of �rm i, C (Qt+k(i)) is the real cost of pro-

ducing that output, and �t;t+k is the discount factor for nominal payoffs.

Monetary Policy

The central bank in the oil importing country is committed to set the nominal

interest rate according to the rule

Rt

�R
= ert

�
Rt�1
�R

��R ��t
��

��� � pot
pot�1

��o
; (2.10)

where �R � ��=� and �� is the target rate of in�ation; rt is an i.i.d. �interest rate shock�,

distributed normally with mean zero and variance �2r: �R is an �interest rate smoothing�

parameter, and �� and �o are policy reaction coef�cients.

We allow for a possible non-zero reaction of the central bank to the change in the

real price of oil. While our analysis in section 2.6 shows that the welfare-relevant target

variable is not this but the oil price markup, the latter depends on the current marginal

cost of oil production, which we assume to be unobservable by the monetary authority.

2.2.2 Oil Exporting Countries

Modelling the oil industry as a dominant �rm with competitive fringe dates back to

Salant (1976). He argued that neither perfect competition, nor a single monopolist
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owning all the oil, bear much resemblance to the actual structure of the world oil in-

dustry. While his focus was on the Cournot-Nash equilibrium of the game between the

competitive fringe and the dominant extractor of exhaustible oil, our interest lies in the

links between the dominant oil supplier and the oil importer. As we shall see, the ex-

istence of competitive oil producers affects in important ways the equilibrium behavior

of the dominant oil supplier.

Dominant Oil Exporter

The large oil exporting country, called �OPEC�, is populated by a representa-

tive household that seeks to maximize its expected present discounted �ow of utility

streams,

maxEo

1X
t=0

�tU( ~Ct); (2.11)

where the period utility function is logarithmic in consumption,

U
�
~Ct

�
= log( ~Ct): (2.12)

The household faces a period budget constraint,

Pt ~Ct = �
o
t ; (2.13)

which equates consumption expenditure to dividends from OPEC, �ot ; which is wholly

owned by the household. As such, the representative household's objective of expected

utility maximization is consistent with maximizing the expected present discounted

value of the logarithm of real pro�ts from oil production, where period pro�ts are given

by

�ot
Pt
= potOt � ~It: (2.14)
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OPEC produces oil according to

Ot = Zt ~It, (2.15)

where Zt is an exogenous productivity shifter, and ~It is an intermediate good used in

oil production and bought from the oil importing country. The productivity of OPEC

evolves exogenously according to

zt = �zzt�1 + "zt ; (2.16)

where zt � log(Zt) and "zt � i:i:d:N (0; �2z) :

The consumption good ~Ct and the intermediate good ~It are Dixit-Stiglitz aggre-

gates of a continuum of differentiated goods of the same form (2.4) and with the same

price index (2.5) as before. OPEC allocates expenditure among the different intermedi-

ate and �nal goods so as to minimize the cost of buying the aggregate bundles ~It and ~Ct.

It chooses a level of oil output, so as to maximize the expected present discounted util-

ity of the representative household, subject to the behavior of competitive oil exporters,

and households, �rms and monetary authority in the US.

Competitive Fringe of Small Oil Exporters

Apart from the dominant oil exporter, in the rest of the world there is a continuum

of atomistic oil �rms, indexed by i 2 [0;
t]: Each �rm produces a quantityXt(i) of oil

according to the technology

Xt(i) = �(i)ZtÎt(i); (2.17)

subject to the capacity constraint,

Xt(i) 2 [0; �X]; (2.18)
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where [�(i)Zt]�1 is the marginal cost of oil production of �rm i; 1=Zt is a compo-

nent of marginal cost common to all oil �rms, while 1=�(i) is a constant �rm-speci�c

component distributed according to some probability distribution function F (1=�(i)).

The input Ît(i) is purchased from the oil importer as is consumption of the represen-

tative household owning each oil �rm, Ĉt(i), which is equal to the real pro�t from oil

production.7 Both Ît(i) and Ĉt(i) are Dixit-Stiglitz aggregates of differentiated goods

analogous to those of the dominant oil �rm.

The total mass (or total capacity) of competitive fringe producers 
t is allowed to

vary according to a stationary stochastic process,

!̂t = �!!̂t�1 + "!t (2.19)

where !̂t � log
�

t=�


�
and "!t � i:i:d:N (0; �2!) : We make this allowance to capture

the fact that some oil �elds of the fringe are used up, while new ones are discovered

and so the total amount of oil recoverable by the competitive fringe is not constant over

time. In section 4 we evaluate the effects of a transitory change in the availability of

oil outside OPEC's control on the equilibrium oil price and macroeconomic aggregates.

As we will see, it is the only shock in our model which induces a negative correlation

between the supply of OPEC and the output of the competitive fringe, a feature of the

data which is prominent in the 1980-s and early 1990-s (see �gure 2.10).

The produced oil can either be sold at the international price pot, which the atom-

istic exporters take as given, or it is lost. Each small supplier chooses the amount of oil

7 We assume perfect risk-sharing among competitive fringe producers.
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to produce in each period so as to maximize pro�ts,

max fpotXt(i)�Xt(i)= [�(i)Zt]g (2.20)

s.t. Xt(i) 2 [0; �X]

The existence of competitive producers restrains signi�cantly the exercise of mar-

ket power by the dominant oil �rm. In our case, the measure of non-OPEC competitors

(calibrated to match their average market share) reduces the average oil price markup

from 20 (in the case of full oil monopoly) to 1.36 times marginal cost (in the case of

a �dominant �rm�). Moreover, the introduction of a competitive fringe allows us to

model transitory shifts in the market share of OPEC. Figure 2.2 shows that this share

has not been constant over the last four decades: it was around 50% in the 1970s, then

dropped down to 30% in the 1980s, before recovering to around 40% in the last two

decades. Since around 70% of the world's �proven reserves� are under OPEC control

(EIA, 2007), some observers suggest that in the absence of any new major oil discover-

ies or technological advances in non-OPEC countries, the cartel's market share would

rise steadily in the future (however, see Adelman (2004) for a forceful refutation of

the idea that oil is running out and on the meaninglessness of the concept of �proven

reserves�).

Most importantly for the oil importing country, the asymmetric distribution of

market power between the two types of oil suppliers induces a dynamic production dis-

tortion re�ected in variation of the oil price markup in response to all shocks. This is

what ultimately breaks the �divine coincidence� between stabilizing in�ation and stabi-

lizing the welfare-relevant output gap, creating a tension between the two stabilization

objectives.
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2.2.3 Equilibrium Conditions for a Given Oil Supply

Optimality conditions

The �rst-order optimality conditions of the representative US household are:

Ct(i) =

�
Pt(i)

Pt

���
Ct (2.21)

CtL
 
t = wt (2.22)

1 = �RtEt

�
Ct
Ct+1

Pt
Pt+1

�
: (2.23)

Condition (2.21) states that the relative demand for good i is inversely related to

its relative price. Equation (2.22) is a standard labor supply curve equating the marginal

rate of substitution between consumption and leisure to the real wage; and (2.23) is a

standard consumption Euler equation.

Cost minimization by �nal goods �rms implies

wtLt(i) = �1mctQt(i) (2.24)

rtKt(i) = �2mctQt(i) (2.25)

potOt(i) = (1� �1 � �2)mctQt(i) (2.26)

where wt is the real wage, pot is the real price of oil, rt is the real rental price of capital,

and mct are real marginal costs, which are common across all �rms. The above con-

ditions equate marginal costs of production to the factor price divided by the marginal

factor product for each input of the production function for �nal goods. At the same

time, with Cobb-Douglas technology, marginal costs are given by

mct =
w�1t r

�2
t p

1��1��2
ot

At�
�1
1 �

�2
2 (1� �1 � �2)1��1��2

: (2.27)
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The optimal price-setting decision of �rm i implies that the optimal reset price

P �t (i) satis�es

p�t �
P �t (i)

Pt
=
Nt

Dt

; (2.28)

where Nt and Dt are governed by

Dt =
Qt

Ct
+ ��Et

�
���1t+1Dt+1

�
(2.29)

Nt = �mct
Qt

Ct
+ ��Et

�
��t+1Nt+1

�
(2.30)

with � � �
��1 : These conditions imply that whenever a �rm is able to change its price,

it sets it at a constant markup � over a weighted average of current and expected future

marginal costs, where the weights associated with each horizon k are related to the

probability that the chosen price is still effective in period k:

All resetting �rms face an identical problem and hence choose the same price.

Given that the fraction of �rms resetting their price is drawn randomly from the set of

all �rms, and using the de�nition of the aggregate price index, we have

P 1��t = �P 1��t�1 + (1� �)P ?
t
1�� (2.31)

which implies

1 = ����1t + (1� �)p?t
1��: (2.32)

Denoting the relative price dispersion by

�t �
Z 1

0

�
Pt(i)

Pt

���
di; (2.33)

we can derive a law of motion for this measure as

�t = ���t�t�1 + (1� �)p?t
��: (2.34)
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Finally, each competitive fringe exporter �nds it pro�table to produce oil if and

only if the current market price of oil pot is greater than his marginal cost. Thus, com-

petitive oil �rm i produces �X if [�(i)Zt]�1 � pot and zero otherwise.

Aggregation

Aggregating the demand for labor, capital and oil by �nal goods �rms yields,

Lt =

Z 1

0

Lt(i)di (2.35)

Kdt =

Z 1

0

Kt(i)di (2.36)

Odt =

Z 1

0

Ot(i)di (2.37)

In turn, aggregate demand for �nal goods output is given by,

Qt =

�Z 1

0

Qt(i)
��1
� di

� �
��1

: (2.38)

Analogous expressions describe the aggregate consumption and intermediate goods

import components of aggregate demand for each country.

The above, together with (2.9), imply that the following aggregate demand rela-

tionships hold,

potOdt = (1� �1 � �2)mctQt�t (2.39)

wtLt = �1mctQt�t (2.40)

rtKdt = �2mctQt�t; (2.41)

where aggregate output satis�es

Qt =
At
�t

L�1t K
�2
dt O

1��1��2
dt : (2.42)
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Notice in particular the distortionary effect of aggregate price dispersion in (2.42),

which acts like a tax on aggregate output, in a way similar to a negative productiv-

ity shock.

Aggregate real pro�ts of �nal goods �rms in the oil importing country are given

by,

�ft
Pt
= Qt � potOdt � wtLt � rt �K: (2.43)

Finally, the amount of oil produced by the competitive fringe as a whole is given

by

Xt �
Z 
t

0

Xt(i)di = 
tF (potZt) (2.44)

To simplify, we assume that the idiosyncratic component of marginal costs 1=�(i)

is distributed uniformly in the interval [a; b]: In that case

Xt =

8<:

t �X; potZt > b

t �X

potZt�a
b�a ; a < potZt � b

0; potZt � a
(2.45)

We further assume without loss of generality8 that a = 0 and normalize b = �X >

1 which we choose suf�ciently large that at least some competitive fringe producers

(potential entrants) are always priced out of the market by the dominant oil �rm. With

these assumptions the output of the competitive fringe is a product of the price of oil

(pot), productivity of the oil sector (Zt), and a component related to the depletion and

discovery of new oil deposits by the competitive fringe (
t):

Xt = 
tpotZt: (2.46)

8 Our main results are unaffected if we assume instead that OPEC is the most ef�cient oil supplier by
setting a = 1:
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Market clearing

Bonds are in zero net supply and the supply of capital is �xed at the aggregate

level. Hence, in equilibrium, we have

Bt = 0 (2.47)

Kdt = �K = 1 (2.48)

which, substituting into the budget constraint of the oil importing country's household,

implies

Ct = wtLt + rt �K +
�ft
Pt
: (2.49)

Substituting aggregate real pro�ts from (2.43) in the above equation yields,

Ct = Qt � potOdt: (2.50)

Further, aggregate oil demand is equal to the supply of the dominant oil �rm plus

the aggregate output of the competitive fringe of oil exporters:

Odt = Ot +Xt: (2.51)

Finally, the aggregate consumption of small oil exporters equals their aggregate

real pro�ts,

Ĉt = potXt � Ît (2.52)

With these conditions we can verify that the aggregate resource constraint holds,

Qt = Ct + ~Ct + ~It + Ĉt + Ît; (2.53)

whereby global �nal goods output is equal to global �nal goods consumption plus

global intermediate input purchases.
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2.2.4 The Dominant Oil Exporter's Problem

We assume that OPEC solve a Ramsey-type problem. Namely, they seek to maximize

the expected welfare of the representative household-owner of OPEC, subject to the

behavior of all other agents and the global resource constraint. Formally, in our setup

this is equivalent to maximizing the expected present discounted value of the logarithm

of oil pro�ts,

maxE0

1X
t=0

�t log [potOt �Ot=Zt] (2.54)

subject to the constraints imposed by the optimal behavior of the competitive fringe,

Xt = 
tpotZt; (2.55)

of households,

wt = CtL
 
t (2.56)

1 = �RtEt

�
Ct
Ct+1

Pt
Pt+1

�
; (2.57)

and �nal goods �rms in the oil importing country,

Dt =
Qt

Ct
+ ��Et

�
���1t+1Dt+1

�
(2.58)

Nt = �mct
Qt

Ct
+ ��Et

�
��t+1Nt+1

�
(2.59)

1 = ����1t + (1� �)

�
Nt

Dt

�1��
(2.60)

�t = ���t�t�1 + (1� �)

�
Nt

Dt

���
(2.61)

pot = (1� �1 � �2)mctQt�t= (Ot +Xt) (2.62)

Lt = �1mctQt�t=wt (2.63)

Qt =
At
�t

L�1t �K�2
t (Ot +Xt)

1��1��2 ; (2.64)
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the rule followed by the monetary authority,

Rt

�R
= ert

�
Rt�1
�R

��R ��t
��

��� � pot
pot�1

��o
; (2.65)

and the global resource constraint,

Ct = Qt � pot (Ot +Xt) : (2.66)

We assume throughout that OPEC can commit to the optimal policy rule that

brings about the equilibrium which maximizes expression (2.54) above. Furthermore,

we restrict our attention to Markovian stochastic processes for all exogenous variables,

and to optimal decision rules which are time-invariant functions of the state of the econ-

omy.

2.2.5 Flexible Price Benchmarks

We begin by characterizing the equilibrium allocation in two benchmark scenarios

which we will use later to evaluate alternative monetary strategies. One is the nat-

ural allocation, which corresponds to the equilibrium that would obtain if all prices

were fully �exible. And the other is the ef�cient allocation, which we de�ne as the allo-

cation that would obtain if prices were fully �exible and there was perfect competition

in oil production.

We make use of the following relation for equilibrium labor which holds regard-

less of the behavior of the oil sector. Substituting (2.22), (2.39), and (2.40) into (2.50),

we can solve for equilibrium labor as a function of marginal cost and relative price

dispersion in the US:

Lt =

�
�1mct�t

1� (1� �1 � �2)mct�t

� 1
1+ 

: (2.67)
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Ef�ciency: perfect competition in oil and �exible prices

The ef�cient allocation (denoted by the superscript �e�) is the one which would

obtain under perfect competition in oil production and fully �exible prices.9

Will full price �exibility (attained by setting � = 0) all �rms charge the same

price and hence in the symmetric equilibrium there is no price dispersion,

�e
t = 1: (2.68)

Moreover, in this case marginal costs are constant and equal to the inverse of the optimal

markup of �nal goods �rms (related to the elasticity of substitution among �nal goods)

mcet = ��1 =
�� 1
�

: (2.69)

With these substitutions, equation (2.67) reduces to

Let =

�
�1

�� (1� �1 � �2)

� 1
1+ 

� �L; (2.70)

which implies that equilibrium labor is constant, unaffected by shocks. At the same

time, equation (2.39) becomes

peotO
e
dt = (1� �1 � �2)�

�1Qe
t : (2.71)

If, in addition, the dominant oil exporter operated as a perfect competitor, the real price

of oil would be equal to its marginal cost,10

peot = mcot = Z�1t ; (2.72)

which is exogenously given. We can establish the following

9 Without loss of generality, we keep in the de�nition the static distorion due to monopolistic competi-
tion in the oil importing country.
10 Since our focus is on OPEC, we rule out the corner solution in which the collective supply of the
more ef�cient fraction of the competitive fringe is suf�cient to meet all demand and price OPEC out of
the market.
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Proposition 1 With exogenous or competitive oil prices and full price �exibility, a

shock to the oil price (or to the marginal cost of oil production) is equivalent to a total

factor productivity shock.

Proof. Equations (2.72) and (2.71) combined with (2.42) imply

Qe
t =

�
AtZ

1��1��2
t

� 1
�1+�2 �L

�1
�1+�2 �K

�2
�1+�2

�
(1� �1 � �2)�

�1� 1��1��2�1+�2 (2.73)

Labor and real marginal costs are constant, and all other real endogenous variables of

the oil importer (wet , ret , Ce
t , and Oe

dt) can be expressed in terms ofQe
t . For example, the

ef�cient level of consumption (or value added) is given by,

Ce
t = (1� (1� �1 � �2)�

�1)Qe
t : (2.74)

In other words, apart from a possible scaling down by the share of oil in output, an

oil price shock (a change in Zt) affects the ef�cient level of output and all real variables

in the same way as a TFP shock (a change in At).

Corollary 2 With an exogenous or competitive oil sector any movements in the oil

price caused by real shocks re�ect opposite shifts in the ef�cient level of output.

Replicating the ef�cient allocation under sticky prices

The above corollary suggests that one thing that monetary policy should not at-

tempt is to �neutralize� shifts in competitively set (or exogenous) oil prices. We can

show that in a scenario with sticky goods prices and an exogenous or competitive

oil price, monetary policy can replicate the ef�cient equilibrium by targeting in�ation

alone, as stated in the following
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Proposition 3 If the oil price is exogenous or competitive and there is no price disper-

sion initially, then the optimal monetary policy is full price stability.

Proof. See Appendix 2.B

In other words, with an exogenous or competitive oil price, there is a �divine co-

incidence� of monetary policy objectives in the sense of Blanchard and Galí (2006):

stabilizing in�ation will automatically stabilize the distance between output and its ef-

�cient level.

The intuition for this result is straightforward: with a competitive or exogenous

oil price, there is only one source of distortion in the economy � the one associated

with nominal price rigidity. A policy of full price stability eliminates this distortion and

replicates the ef�cient allocation.

The following sections show how this result can be overturned with a dominant

oil supplier.

Natural allocation: market power in oil and �exible prices

The natural allocation (denoted by the superscript �n�) is de�ned as the one which

would obtain if all prices were fully �exible. In this case, it is straightforward to show

that equilibrium labor supply is constant and given by equation (2.70). We can use this

fact to derive a relationship between the oil price and the demand for oil that obtains

under �exible prices,

pnot = (1� �1 � �2)�
�1At �L

�1 �K�2 (On
dt)

��1��2 : (2.75)

Consecutive substitution of (2.55) into (2.51) and the resulting expression into the

equation above yields an oil demand curve which relates directly the natural price of oil

to the demand for OPEC's output independently of any other endogenous variables.
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This greatly simpli�es the problem of OPEC (2.54) since now the only relevant con-

straint for the maximization of pro�ts is a single demand curve (2.77). Hence, OPEC

solves

max
Ont

E0

1X
t=0

�t log[pnotO
n
t �On

t =Zt] (2.76)

s.t. pnot = (1� �1 � �2)�
�1At �L

�1 �K�2 (On
t + 
tp

n
otZt)

��1��2 (2.77)

The solution to this problem implies that the price of oil is a time-varying markup

�nt over marginal costmcot,

pnot = �ntmcot; (2.78)

where marginal cost is given by

mcot = Z�1t = peot (2.79)

while the optimal markup is inversely related to the (absolute) price elasticity of demand

for OPEC's oil:

�nt =

���"On; pnot

������"On; pnot

���� 1 : (2.80)

The latter can be derived from constraint (2.77) as���"On; pnot

��� � ����@On
t

@pnot

pnot
On
t

���� = 1

�snt
� 1; (2.81)

where � � �1+�2
1+�1+�2

; and snt =
Ont

Ont +X
n
t
is the natural market share of OPEC.

Since (�1 + �2) 2 (0; 1) implies � 2 (0; 0:5), and given that snt 2 [0; 1], we have

�snt 2 (0; 0:5) and therefore
���"O; pot

��� 2 (1;+1): This implies that the pro�t-maximizing
dominant �rm produces always on the elastic segment of its effective demand curve and

that the oil price markup is positive (�nt > 1).

Moreover, from (2.81) we see that the (absolute) price elasticity of demand for

OPEC's oil is a decreasing function of OPEC's market share. Hence, a negative shock
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to the supply of the competitive fringe which increases OPEC's market share, makes

the demand for OPEC's oil less price-elastic, raising the optimal markup charged by

OPEC.

Substituting (2.81) into (2.80) we can obtain a direct relationship between the

optimal oil price markup and the market share of the dominant oil exporter,

�nt =
�snt � 1
2�snt � 1

; (2.82)

which in a �rst-order approximation around the steady state becomes

�̂nt =
�

(2��s� 1)2 ŝ
n
t : (2.83)

This implies that, up to a �rst-order approximation, the oil price markup co-moves with

OPEC's market share,

corr(�nt ; s
n
t ) � 1: (2.84)

Full Monopoly in Oil Production

It is informative to consider the special case of a single oil supplier with full

monopoly power (corresponding to 
t = 0 and snt = 1). The solution (denoted by the

superscript �m�) implies:

Om
t =

�
(1� �1 � �2)

2��1AtZt �L
�1 �K�2

� 1
�1+�2 ; (2.85)

pmot =
1

Zt [1� �1 � �2]
= �mpeot (2.86)

The price of oil is a constant markup over marginal cost, where the optimal

markup �m = [1� �1 � �2]
�1 is the inverse of the elasticity of oil in �nal goods pro-

duction. For instance, if 1� �1 � �2 = 0:05, the optimal markup �m would be 20!
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The intuition for this result is straightforward: with snt = 1 the price elasticity of

demand for the monopolist's oil (2.81) reduces to���"Om; pmot

��� = ����@Om
t

@pmot

pmot
Om
t

���� = 1

�1 + �2
=

1

1� (1� �1 � �2)
: (2.87)

In words, with a single oil monopolist the (absolute) price elasticity of oil demand

is positively related to the elasticity of oil in production. Therefore, a small share of oil

in output implies that oil demand is quite insensitive to the price, which allows the

monopolist to charge a high markup.

Finally, notice that the existence of a competitive fringe greatly reduces OPEC's

optimal markup. For example, if in steady-state the supply of the competitive fringe is

roughly equal to that of OPEC (On
t = Xn

t ), OPEC's optimal markup reduces to a level

which is an order of magnitude lower than the full monopoly markup,

snt = 0:5 =) �n = 1 +
�1 + �2
2

= 1:475 << �m = 20: (2.88)

The natural GDP gap

Since part of gross output is spent on intermediate (oil) imports, the output vari-

able relevant for US welfare is value added (or GDP), which from the resource con-

straint (2.50) equals simply consumption,

Yt = Qt � potOdt = Ct: (2.89)

We call �natural GDP gap�, the distance between the natural level of value added, Y n
t ,

and its ef�cient counterpart, Y e
t , and denote this distance by Ŷ n

t . It is straightforward

to show that this distance is a function only of the natural oil price gap (pnot=peot), which

from (2.78) and (2.79) is equal to the oil price markup in the natural allocation,

Ŷ n
t � Y n

t =Y
e
t = (p

n
ot=p

e
ot)

� 1��1��2
�1+�2 = (�nt )

� 1��1��2
�1+�2 : (2.90)
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Since we have seen in (2.80) that with a dominant oil supplier the oil price markup

is always greater than one, the natural equilibrium is characterized by underproduction

in the US, related to an inef�ciently low oil supply by OPEC. Moreover, contrary to

the polar cases of perfect competition or full monopoly power in oil, in the interme-

diate case with a dominant �rm, the oil price markup �uctuates in response to all real

shocks. And while these �uctuations are optimal responses from the point of view of

OPEC, they are distortionary from the point of view of the US economy. Therefore,

if US monetary policy can affect the actual evolution of output (and hence the aver-

age markup of �nal goods producers), it would make sense to counter, at least to some

extent, �uctuations in the oil price markup, in addition to targeting in�ation.

2.2.6 Equilibrium with Sticky Prices

Given a certain degree of price stickiness, monetary policy can affect the real econ-

omy in the short run. In particular, it can affect US output (and �nal goods producers'

markup), and indirectly the demand for oil and its price.

The equilibrium with sticky prices and a dominant oil supplier is de�ned by a

set of time-invariant decision rules for the endogenous variables as functions of the

state and the shocks observed in the beginning of each period, which satisfy constraints

(2.55) - (2.66) and which solve the dominant oil supplier's problem in (2.54). Appendix

2.A lists the �rst-order conditions of the optimal oil pricing problem.

We derive an expression for the welfare-relevant GDP gap, ~yt (to which we refer

sometimes simply as �the output gap�), de�ned as the (log) distance between actual

value added and its ef�cient level given by (2.73),

~yt � yt � yet : (2.91)
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As shown in Appendix 2.B, this gap is related to real marginal costs mct � a

standard result in the New Keynesian literature � but in our model also to the oil price

markup �t. Thus, up to a �rst-order approximation, �uctuations in the output gap are

related to shifts in these two variables,

~yt = �mcm̂ct � �� �̂t; (2.92)

where �mc and �� are related to the structural parameters of the model and are de�ned

in Appendix 2.B; m̂ct are real marginal costs in the �nal goods sector, and �̂t = p̂ot�p̂eot

is the oil price markup, expressed in log-deviations from the ef�cient equilibrium.11

Proposition 4 In the presence of a dominant oil supplier, optimal monetary policy

seeks to strike a balance between stabilizing in�ation and stabilizing the output gap.

From equation (2.92) we see that a policy aimed at full price stability would set

m̂ct equal to zero and would thus stabilize the gap between actual value added and its

natural level. Yet this would not stabilize fully the welfare-relevant output gap,

~yt = (yt � ynt ) + (y
n
t � yet ) ; (2.93)

since in response to real shocks OPEC's pro�t maximizing behavior induces inef�cient

�uctuations in the oil price markup �̂t; re�ected in a time-varying wedge between the

natural and the ef�cient level of output. The above result breaks the �divine coinci-

dence� of monetary policy objectives and provides a rationale for the central bank to

mitigate to a certain extent inef�cient output gap �uctuations by tolerating some devia-

tion from full price stability.

11 Appendix 2.B shows that de�ning the output gap in terms of gross output instead of value added
yields an identical expression with a minor reparametrization of �mc (provided the share of oil in GDP
is not large).
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2.2.7 Calibration

We calibrate our model so that it replicates some basic facts about the US economy and

OPEC. Table 2.1 shows the parameters used in the baseline calibration. The quarterly

discount factor corresponds to an average real interest rate of 3% per annum. Utility is

logarithmic in consumption and we assume a unit Frisch elasticity of labor supply. We

set the elasticity of labor in production equal to 0.63 and the elasticity of capital to 0.32,

consistent with measures of the average labor and capital shares in output. This implies

an elasticity of oil of 0.05 and an oil share of 0:05=� � 0:04, which roughly corresponds

to the value share of oil consumption in US GDP. The Calvo price adjustment parameter

is set equal to 0.75, implying an average price duration of one year. The elasticity of

substitution among �nal goods is assumed to be 7.66 corresponding to a steady-state

price markup of 15%. And the mean of the total capacity of non-OPEC producers is set

to match the average market share of OPEC of around 42%.

We choose the baseline parameters of the monetary policy rule as follows. We

set the target in�ation rate equal to zero, consistent with the optimal long-run in�ation

in our model.12 The short-run reaction coef�cient on in�ation is set to 0.4, while the

interest rate smoothing parameter is set to 0.8, implying a long-run in�ation coef�cient

of 2. These values are similar to the estimates by Clarida, Gali and Gertler (2000) for

the Volcker-Greenspan period. The baseline short-run coef�cient on oil price in�ation

is set equal to zero.

There are three real and one nominal exogenous variables in our model. For US

total factor productivity we assume an AR(1) process with standard deviation of the in-

novation of 0.007 and an autoregressive parameter of 0.95, similar to those calibrated

12 More on this in the following section.
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by Prescott (1986) and Cooley (1997). With these values we are able to match the stan-

dard deviation and persistence of US GDP growth from 1973:I to 2007:I. Similarly, the

processes for oil technology and the capacity of non-OPEC producers are parametrized

to match the volatility of the oil price (about 20 times more volatile than US GDP), its

autoregressive coef�cient (0.97), as well as the relative volatility of OPEC versus non-

OPEC output (the former is �ve times more volatile) over the same period.13 Finally,

the interest rate shock is assumed to be i:i:d: with standard deviation corresponding to

a 25 basis points disturbance of the interest rate rule.

In the following section we study the steady-state properties of the model and

perform comparative statics exercises varying some of the above parameters.

13 Quarterly data on OPEC and non-OPEC oil output are taken from EIA (2007), and on US GDP
from FRED II. Actual and model-generated data are made comparable by taking growth rates and then
subtracting the mean growth rate for each variable. Volatility is measured as the standard deviation of the
demeaned growth rate series.
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Structural parameters
Quarterly discount factor � 0.9926
Elasticity of output wrt labor �1 0.63
Elasticity of output wrt capital �2 0.32
Elasticity of output wrt. oil 0.05
Price adjustment probability � 0.75
Price elasticity of substitution � 7.66
Mean of non-OPEC capacity �
 0.0093
Inv. Frisch labor supply elast.  1

Monetary policy
Long run in�ation target �� 1
Interest rate smoothing coeff. �R 0.8
In�ation reaction coef�cient �� 0.4
Oil price reaction coef�cient �po 0

Shock processes
Std of US TFP shock �a 0.007
Persistence of US TFP shock �a 0.95
Std of oil tech. shock �z 0.12
Persistence of oil tech. shock �z 0.95
Std of non-OPEC capacity �! 0.10
Persist. of non-OPEC capacity �! 0.975
Std dev of int. rate innovation �r 0.001

Table 2.1. Baseline calibration

2.3 Steady State and Comparative Statics

We focus our attention on the steady-state with zero in�ation. The reason is that for

an empirically plausible range of values for the reaction coef�cients of the monetary

policy rule, the optimal long-run rate of in�ation in our model (from the point of view

of the US consumer) is essentially zero.

The zero in�ation steady-state is characterized by an inef�ciently low oil supply

by OPEC14, a positive oil price markup, and underproduction of �nal goods in the US.

In particular, under our baseline calibration OPEC produces only 45% of the amount of

14 This result ignores any longer term costs of oil associated with environmental pollution and global
warming.
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oil that it would produce if it operated as a competitive �rm. This allows it to charge a

markup of around 36% over marginal cost, and make a positive pro�t of around 0.5%

of US output (or around $65 billion per annum based on nominal US GDP in 2006). At

the same time, imperfect competition in the oil market opens a steady-state output gap

in the US of 1.6% ($208 billion per annum).

Figures 2.3 and 2.4 show two comparative statics exercises. Figure 2.3 illustrates

the sensitivity of the steady-state to the availability of oil outside OPEC. In the face of a

50% reduction of the capacity of competitive oil producers with respect to the baseline,

OPEC's output increases only by 10%. The market share of OPEC increases, and by

(2.82) the oil price markup jumps from 35% to 75% over OPEC's marginal cost. This

widens the US output gap to 3%, while doubling OPEC's pro�t as a share of output.

The relationship however is highly non-linear and a further reduction of the capacity of

oil producers outside OPEC results in a much more dramatic increase in the equilibrium

price of oil and a larger output loss in the US.

Figure 2.4 shows the sensitivity of the results to the elasticity of oil in output.

Keeping the capacity of non-OPEC producers constant, an increase of the oil elasticity

to 0.1 raises the market share of OPEC. As a result, the oil price jumps to 57% over

marginal cost and the US output gap widens to 5%.

2.4 Dynamic Properties of the Model

We solve the model numerically by �rst-order Taylor approximation of the decision

rules around the deterministic steady-state with zero in�ation (following Blanchard and
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Kahn (1980)).15 This section reports some of the more interesting dynamic features of

the economy under our preferred calibration.

Figures 2.5, 2.7, 2.9 and 2.11 in Appendix 2.C show the impulse-response func-

tions for several variables of interest. The signs of the shocks are chosen so that all

impulses result in an increase in the oil price on impact. The �gures plot the ef�cient

allocation (denoted by the superscript �e�); the natural allocation (denoted by �n�; it

coincides with the actual evolution under a policy of full price stability); and the ac-

tual evolution of the relevant variables with nominal rigidity and under the benchmark

policy rule.

To help clarify the intuition, the bottom-right panel of the �gures shows three

GDP gap measures: the actual (or welfare-relevant GDP gap, denoted by Ygap), the

natural GDP gap (denoted by Y n
gap), and the �sticky price GDP gap� (denoted by Y s

gap),

de�ned as the distance between the actual and the natural level of GDP.

2.4.1 US technology shock

We begin with a typical (one-standard-deviation) positive shock to US total factor pro-

ductivity in �gure 2.5. Consider �rst the ef�cient allocation. As is standard in RBC

models, the ef�cient level of output rises (in our case by 0.74%). Since OPEC acts

competitively and there is no change in the marginal cost of oil production, the oil price

remains constant. Because there is no change in the price, the supply of the fringe stays

�xed as well. With OPEC as the marginal oil producer, all of the additional oil demand

is met by a rise in OPEC's supply, which raises OPEC's market share.

15 Solving the model by second-order approximation yields virtually identical impulse-response func-
tions.
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Now let's turn to the natural evolution and compare it to the ef�cient one. In

response to the positive TFP shock, dominant OPEC raises its oil supply, while en-

gineering a slight increase in the oil price markup.16 This is a consequence of pro�t

maximization subject to downward-sloping demand: since OPEC's pro�t is the prod-

uct of the oil price markup and oil output, in the face of stronger US demand for oil

due to oil's enhanced productivity, it is optimal to increase both pro�t factors. As �g-

ure 2.5 shows, this requires that OPEC increase its supply by a slightly smaller fraction

of steady-state output than if it operated as a perfect competitor.17

Due to the oil price rise, the supply of non-OPEC increases as well, albeit by

less than OPEC. OPEC's market share rises, consistent with the increase in the oil

price markup as per equations (2.82) and (2.84). Natural output in the US increases by

slightly less than the ef�cient amount because of the inef�cient response of natural oil

supply. Quantitatively, however, the natural GDP gap moves very little in response to

a US technology shock. This suggests that, with respect to US TFP shocks, a policy

aimed at full price stability would almost stabilize the GDP gap.

Finally, consider the actual allocation with nominal rigidity and given the bench-

mark policy rule (2.10). In�ation falls by around 30 basis points (annualized), while

output increases by 0.61% � less than the ef�cient increase. As it turns out, most of

the inef�ciency in response to the US TFP shock stems from the suboptimality of the

benchmark policy rule. This can be seen from the bottom-right panel, in which nearly

all of the 13 basis points fall (that is, widening) of the GDP gap induced by the shock

16 The latter can be seen as the difference between the natural and the ef�cient response of the oil price.
17 Figure 2.6 illustrates this in the case of linear demand. If OPEC operated as a perfect competitor,
an increase in demand would move it from point A to point A' where marginal cost crosses the new
oil demand schedule. The oil price remains unchanged and all adjustment falls on oil supply. Since
instead OPEC is a pro�t-maximizing monopolist, marginal revenue shifts out by less than the oil demand
schedule. As a result, both oil output and the oil price rise as OPEC moves from point B to point B'.
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is attributable to the fall of the �sticky price GDP gap� (Y s
gap). Hence, there is almost

no tradeoff between in�ation and GDP gap stabilization. Compared to the benchmark

Taylor-type rule, a positive technology shock calls for a somewhat more aggressive in-

terest rate reduction even if the shock is associated with a slightly rising oil price.

2.4.2 Oil technology shock

We next discuss the responses to a one-standard-deviation negative shock to oil produc-

tivity shown in �gure 2.7. Again, we focus in turn on the evolution of the ef�cient, the

natural, and the actual allocations.

First, because a negative oil technology shock is a positive marginal cost shock

for the oil industry, the ef�cient level of oil supply falls while the ef�cient oil price rises

(by 12%). Since oil is an intermediate input, the ef�ciency of �nal goods production is

also affected, so that the �rst-best level of output declines by 0.65%. The supply of the

fringe remains constant because the oil price rise is completely offset by the increase in

the marginal cost of oil production. As a result, OPEC's share declines in response to

the shock.

In the natural equilibrium, since marginal revenue is steeper than the demand

curve, OPEC's oil price markup decreases, meaning that the natural oil price rise (around

9%) is less than the ef�cient increase (of 12%).18 Similarly, the fall in OPEC's output

(as a fraction of steady-state) is less than the ef�cient decline. Because of the decrease

of the oil price markup, non-OPEC supply falls by around 3%, while OPEC's market

share declines by around 3 percentage points, shadowing the movement of the oil price

markup.

18 Figure 2.8 illustrates this in the case of linear demand.



2.4 Dynamic Properties of the Model 91

Actual US GDP falls by around 0.4%, which is less than the ef�cient decline

of 0.65%.19 As a result, the rise in in�ation by 20 basis points is accompanied by an

increase (that is, narrowing) of the GDP gap by around 25 basis points. In contrast to

the previous shock, however, this time much of the GDP gap movement is �natural� in

the sense that it is attributed more to the temporary fall in the oil price markup than to

sticky prices.

The part of the GDP gap due to sticky prices can be stabilized better by raising

the nominal rate more aggressively than the benchmark rule (2.10) prescribes. In fact,

a policy of full price stability would bring the response of the GDP gap down to that

of the natural GDP gap (a 19 basis points rise, instead of 25), which is unambiguously

welfare-improving compared to the benchmark rule. But, clearly, a policy of full price

stability is not optimal either, as it is not able to fully stabilize the GDP gap, and in

general results in excessive GDP gap variation. In order to stabilize the GDP gap more,

the central bank would have to allow some amount of de�ation. In other words, the

optimal rule would seek to strike a balance between stabilizing prices and stabilizing

the GDP gap. From the point of view of rule (2.10), in response to a negative oil

technology shock which raises the oil price, the central bank should raise the nominal

rate by more than what the benchmark rule prescribes (but not by so much as to cause

excessive de�ation).

19 This output response is in the ballpark of empirical estimates of the response of US GDP to an
"oil price shock"; admittedly, uncertainty about this empirical response is an order-of-magnitude large:
according to Bernanke et al. (2004) and IMF(2005) a 10% increase in the oil price leads to a 0.10% to
0.20% drop in US GDP after 1 to 2 years. On the other extreme, Rotemberg and Woodford (1997) and
Finn (2000) argue that the effect is as large as a 2.5% drop in GDP after 5 to 7 quarters.
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2.4.3 Fringe capacity shock

In third place we analyze the effects of a one-standard-deviation negative shock to the

total capacity of competitive fringe producers.20

First notice in �gure 2.9 that this shock has no effect on the ef�cient oil price

or on the �rst-best level of output (the latter can be seen also in expression (2.73) in

which the fringe shock does not appear). The reason is that, unlike the oil technology

disturbance, the fringe shock does not affect the ef�ciency of oil production. The latter

in turn is related to the fact that in the ef�cient equilibrium, and for the allowed size

of oil demand and fringe shocks, the aggregate oil supply curve is �at at the marginal

cost of OPEC. Since OPEC can supply any amount of oil at that price, shocks to fringe

capacity are of no relevance for the marginal cost of oil production and as a consequence

do not affect the ef�cient level of output.

Turning to the natural allocation, a negative fringe shock decreases non-OPEC

supply by 7.3% and raises OPEC's market share by around 2.6 percentage points. By

(2.81) the effective demand for OPEC oil becomes less price-elastic, which implies that

the pro�t-maximizing oil price increases by around 2.7%. OPEC's output increases by

less than the decrease in non-OPEC supply, and as a consequence total oil production

declines. The resulting drop in US output (by around 0.15%), coupled with the con-

stancy of the ef�cient level of output, translates into a fall (that is, widening) of the

natural GDP gap by 15 basis points.

The actual allocation for this shock almost coincides with the natural one. The

GDP gap fall is by 14 basis points and it is accompanied by a rise in in�ation by 3 basis

20 Alternatively, one could think of the negative fringe shock as a positive demand shock from the rest
of the world (e.g. China), where demand is postulated to decrease linearly in the price.
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points. Importantly, virtually all of the GDP gap fall is due to imperfect competition

in the oil sector and as such cannot be stabilized through a policy of price stability. In

fact, any attempt to stabilize the GDP gap in this case would have to come at the cost of

increasing in�ation. Hence, with respect to this shock, optimal monetary policy would

involve a welfare-relevant trade-off between in�ation and GDP gap stabilization. With

respect to the benchmark rule, the central bank should either raise or lower the nominal

interest rate, depending on the relative bene�t of in�ation versus GDP gap stabilization.

Finally, notice in passing that this shock creates a negative conditional correlation

between OPEC and non-OPEC oil supply. This negative correlation features impor-

tantly in the data throughout the 1980s when non-OPEC oil production (especially that

of UK, Norway, Russia and Mexico) took off, while OPEC's output was essentially

halved (see �gure 2.10).

2.4.4 Monetary policy shock

Finally, we illustrate the monetary transmission mechanism by tracing out the effects of

a monetary policy shock in �gure 2.11. The ef�cient and the natural allocations are of

course unaffected by this type of shock.

In terms of the actual allocation, in response to an unexpected 25 basis points

interest rate cut, US output (+0.25%) and in�ation (+45 bp) both rise as is standard in

the New Keynesian model. OPEC responds to the rise in demand by raising its output

(+1.3%) while engineering an increase in the oil price markup (+0.2%). The supply of

the competitive fringe increases by the same proportion as the oil price markup. This

is less than OPEC's supply rise and OPEC's share increases, in line with the oil price

markup rise. Since the ef�cient and the natural levels of output remain constant, the
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shock results in an inef�cient rise (narrowing) of the GDP gap by 25 bp, all of which

is attributable to sticky prices. Monetary policy in this model has a strong in�uence on

the actual evolution of output and prices and can be used as an effective tool to offset

the real disturbances causing inef�cient �uctuations in welfare-relevant variables.

2.4.5 Summary and policy implications

Table 2.2 summarizes the conditional correlation of the oil price with US output, the

GDP gap, in�ation and the oil price markup (or OPEC's share), induced by each of

the four shocks under the benchmark monetary policy rule. In addition, the last col-

umn of the table sums up the policy implications of each type of shock, relative to the

prescription of the benchmark policy rule.

The table shows that the oil price could be positively or negatively correlated with

the GDP gap and in�ation depending on the source of the shock. A somewhat surprising

�nding, perhaps, is that conditional on an oil technology shock, the oil price is positively

correlated with the GDP gap. As mentioned earlier, the reason is that conditional on

this shock, the oil price is negatively related to the oil price markup. In contrast, the

oil price is negatively correlated with the GDP gap if the shock is due to an unexpected

change in non-OPEC capacity.

Related to the above, the policy implications of an oil price change depend cru-

cially on the underlying source of the shock. In particular, an oil price increase due

to a negative oil technology shock calls for a somewhat higher interest rate vis-a-vis

the benchmark, since this type of shock lowers the ef�cient level of output while imper-

fect competition in the oil market and price stickiness prevent actual output from falling

suf�ciently. As we saw in section 2.4.2, a typical negative oil technology shock which
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raises the oil price by 9% results in a 3% decrease in the oil price markup. Because of

the relatively small share of oil in output, this translates into a 25 basis points increase

in the GDP gap (and a 20 bp rise in in�ation). If the central bank were to offset com-

pletely the effect of the shock on the GDP gap, it would have to raise the nominal rate

by roughly 25 basis points above the benchmark policy rule.

In contrast, an oil price increase associated with a negative fringe shock may

well require a lower interest rate with respect to the benchmark. This is because the

ef�cient level of output remains unaffected, while actual output falls as OPEC uses the

opportunity to raise the oil price markup. In particular, a typical fringe shock raises the

oil price markup by 3%, which translates into a 20 basis points decrease in the GDP

gap. Therefore, if the central bank wants to offset completely the effect of the shock on

the GDP gap, it would have to lower the interest rate by around 20 basis points relative

to the benchmark rule. Of course, in both scenarios, there is no reason why the central

bank should want to completely insulate the GDP gap from the shock, since that would

generate below target in�ation (de�ation) in the former case, and above target in�ation

in the latter.

Lastly, if the oil price rise is caused by a rise in technology (and oil productivity)

in the US, the interest rate should be set lower than the benchmark rule for a reason

independent of the oil price movement. Namely, the interest rate smoothing of rule

(2.10) prevents it from offsetting the GDP gap and in�ation fall due to the shock in the

presence of nominal rigidities. Unlike the previous two disturbances, for this shock the

tradeoff between in�ation and GDP gap stabilization is quantitatively small.
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Cond. correlation Desirable deviation from benchmark
Shock Y ~Y � � rule (2.10) in response to an oil price rise
Z pZo � + + � R " to stabilize ~Y , tradeoff for de�ation

 p
o � � + + R #", traditional �� ~Y tradeoff
A pAo + � � + R # to stabilize �, virtually no tradeoff
R pRo + + + +

Table 2.2. Oil price correlations and policy implications conditional on shock

2.4.6 A note on Taylor-type reaction to the oil price

Taylor (1993)-type rules are often advocated as useful guidelines for policy on the ba-

sis of their simplicity and good performance (in terms of implied welfare loss) in the

standard sticky price model. In its simplest form, in the context of the New Keynesian

model, a Taylor rule prescribes that the central bank should adjust suf�ciently the in-

terest rate in response to variations in in�ation and the welfare-relevant output gap. In

fact, as already discussed, in the standard New Keynesian model stabilizing in�ation is

equivalent to stabilizing the output gap and hence the latter term can be dropped from

the rule. But in the absence of �divine coincidence� of monetary policy objectives, as

in this model, the presence of the output gap in the rule is justi�ed as it would result in

superior performance in general compared to a rule which reacts to in�ation only.

Unlike in�ation, though, the output gap is an unobservable variable, making a rule

which reacts to it less useful as a policy guide. In our context, it may be interesting to

know whether there is an observable variable, perhaps the oil price or its change, which

is a good substitute for the output gap. Indeed, to the extent that some in�ation-targeting

central banks target not �core� but �headline� in�ation, which includes the price of

energy, a Taylor type rule would implicitly react to energy price changes proportionately
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to the share of energy in CPI. What can we say about the advisability of a Taylor rule

reacting to the oil price on the basis of our �ndings?

From our discussion in the previous section it is already clear that a mechanical

Taylor-type reaction to the oil price regardless of the source of the shock is not likely

to be very useful, and might even be harmful. The reason is that, as witnessed in

table 2.2, the correlation of the oil price with the output gap can be either positive or

negative conditional on the type of the shock. As a result, the unconditional correlation

between the oil price and the output gap can be quite weak (�0.11 under our benchmark

calibration).

As shown in section 2.2.6, it is instead the oil price markup which enters unam-

biguously in the expression for the output gap. And while the oil price markup may

be dif�cult to come by in practice because of the lack of reliable estimates of OPEC's

marginal costs, according to our model it should be highly positively correlated with

OPEC's market share, a variable which is more directly observable. In this sense, rather

than removing energy prices from the �headline� consumer price index to obtain an in-

dex of �core� in�ation, our analysis suggests treating the oil price markup (or OPEC's

market share) as an independent target variable.

2.4.7 Variance decomposition

To assess the relative importance of the four sources of �uctuations in our model, in

table 2.3 we show the variance decomposition for several key variables, along with

their unconditional standard deviations. Clearly, these statistics are sensitive to our

calibration of the shock processes.
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In particular, under our baseline calibration, US technology shocks account for

around 40% of the volatility of in�ation, 68% of the volatility of output, but only 3% of

the volatility of the welfare-relevant output gap. Oil technology shocks are responsible

for around 16% of the volatility of in�ation, 26% of the volatility of output, and as

much as 44% of the volatility of the output gap. Fringe shocks contribute only 1% of

the volatility of in�ation and 5% of the volatility of output, but as much as 44% of the

volatility of the output gap. And monetary policy shocks are responsible for 44% of

the volatility of in�ation, 1% of the volatility of output, and 8% of the volatility of the

output gap.

Not surprisingly, US output, in�ation and the interest rate can be explained to

a large extent by the US-originating technology and monetary policy shocks. Still,

as much as 31% of US output variance and 17% of US in�ation volatility can be ac-

counted for by the combined contribution of oil technology and fringe shocks. More

importantly, these two shocks together contribute close to 89% of the variance in the

welfare-relevant output gap. Since these are precisely the shocks that make monetary

policy interesting (in the sense of inducing a meaningful policy tradeoff), the fact that

they account for much of the output gap and in�ation variability con�rms that the lack

of a policy tradeoff in the standard New Keynesian model is just a coincidence.

Another way of seeing this is by observing that under the benchmark policy rule

the bulk of the volatility of the actual output gap (std 93 basis points) is due to �uc-

tuations in the natural output gap (std 81 bp). Indeed, the correlation between these

two output gap measures is around 0.95. In contrast, the correlation between the nat-

ural output gap and the sticky price output gap (std 29 bp) is +0.26. In other words,

monetary regime (2.10) which targets only in�ation misses on the opportunity to stabi-
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lize the welfare-relevant output gap by countering �uctuations in the natural output gap

(caused by OPEC's time-varying market power), through opposite movements in the

sticky price output gap (which would entail a negative correlation between the two).

Std Variance due to
A Z 
 R

US output Y 0.76 67.50 26.13 5.36 1.01
Output gap ~Y 0.93 2.94 44.24 44.44 8.38
Natural output gap ~Y n 0.81 0.15 44.62 55.23 0.00
Sticky price output gap ~Y s 0.29 19.15 7.28 0.24 73.33
In�ation � 0.63 39.79 15.72 0.76 43.73
Interest rate R 0.68 63.20 24.54 1.61 10.65

Table 2.3. Variance decomposition
Note: for in�ation and the interest rate �std� is annualized; for US output �std� is the standard deviation

(in percentage points) of the quarterly growth rate of output.

2.5 Sensitivity Analysis

In this section we report the sensitivity of our main �ndings to the elasticity of oil in

production as well as to the monetary policy regime in place.

2.5.1 The elasticity of oil in production

Expression (2.92) for the output gap and the expressions for �� and �mc suggest that the

elasticity of oil in �nal goods production is likely to be an important parameter affecting

the model's dynamics. At the same time there is evidence that, at least in the US, this

parameter has declined, so that today the oil share in GDP is much smaller than what it

used to be three decades ago. To test the extent to which the macroeconomic effects of

oil sector shocks depend on this elasticity, we recompute our model with a twice larger

oil share, by reducing the share of labor to 0.6 and the share of capital to 0.3.
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We �nd that the impact of oil sector shocks on the US economy approximately

doubles with respect to the baseline. In particular, the impact of a typical oil technology

shock that raises the oil price by 9% is now a 0.75% drop in US output, a rise (narrow-

ing) of the output gap by 55 basis points, and an increase in in�ation by 40 basis points.

The impact of a typical fringe shock which increases the oil price by 2.5% is a 0.25%

drop in US output, a corresponding fall (widening) of the output gap by 25 basis points

and a rise in in�ation by 5 basis points.

A larger oil share ampli�es the responses of US output and in�ation also to mone-

tary policy shocks. The overall effect is that doubling the oil share increases the uncon-

ditional volatility of US in�ation by around 25%, of output by 41%, and of the output

gap by 94% with respect to the baseline. These volatility effects are substantial and

point to the possibility that reduced dependence of the US economy on oil may have

played an important role in the pronounced decline in US in�ation and output volatil-

ity since the mid 1980-s (a phenomenon dubbed by some economists as the �Great

Moderation�, e.g. McConnell and Perez-Quiros (2000)).

2.5.2 Monetary policy

Table 2.4 summarizes the stabilization properties of several monetary policy regimes in

terms of the implied volatility of US welfare-relevant variables, as well as the impact

responses to oil sector shocks (normalized to produce the same 10% increase in the oil

price). The alternative monetary policies considered include the benchmark rule (2.10);

full price stability, �t = 1; constant nominal interest rate, Rt = 1=�; rule (2.10) with

�� = 2 and without interest-rate smoothing, �R = 0; rule (2.10) with �� = 2 without

smoothing and with (the optimal) oil price reaction �o = �0:02; and rule (2.10) with
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smoothing and with (a sub-optimal) oil price reaction, �o = +0:04. In what follows,

we discuss brie�y three of these monetary policy regimes.

Constant interest rate policy

How would the economy evolve in the wake of an �oil shock� if the interest rate

did not react to any endogenous variable, but instead remained constant? To answer this

question we simulate our model under the assumption that the central bank follows a

constant nominal interest rate policy.21

We �nd that this rule ampli�es dramatically the effects of oil sector shocks on

the US economy. In particular, the impact of an oil technology shock which raises the

oil price by 10% is an increase in in�ation by 2 percentage points � a response which

is ten times larger compared to the benchmark policy! US output increases by 0.45%,

raising (narrowing) the output gap by more than a full percentage point � four times

more than the benchmark policy! And in response to a negative fringe capacity shock

which raises the oil price by the same 10%, US output (and the output gap) falls by 4%

(4 percentage points for the gap), while in�ation falls by more than 7 percentage points!

The reason for this very different impact of oil sector shocks is that a constant

nominal interest rate policy implies that any movements in expected in�ation (including

those induced by oil sector developments) translate one-for-one to opposite movements

in the ex-ante real interest rate, with the usual consequences for output demand and

in�ation. For instance, in response to a negative oil technology shock which lowers the

ef�cient level of output, the dominant oil �rm optimally commits to reducing future oil

supply, inducing a rise in expected in�ation. With a constant nominal rate, this lowers

21 In our model, the endogeneity of the oil price implies that the Blanchard and Khan (1980) conditions
for local determinacy of the solution are satis�ed even under a constant interest rate policy. See chapter
3 and �gure 3.4 for details.
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the ex-ante real interest rate and stimulates US activity so that instead of falling, output

actually increases. The latter boosts temporarily oil demand and mitigates the negative

impact of the shock on the dominant oil supplier's pro�ts. Thus, in the absence of active

monetary policy, the pursuit of pro�t-smoothing on behalf of the dominant oil �rm

comes at the cost of higher volatility in the oil importer. As a result, the unconditional

output volatility increases by 55%, output gap volatility doubles, and in�ation volatility

increases by a factor of 4.7 with respect to the benchmark policy rule!

Optimal uniform reaction to oil price changes

In section 4.6 we discussed the reasons why a uniform Taylor-type reaction to

the oil price is not likely to improve signi�cantly on the benchmark rule. To quantify

the extent to which it might help, we compute the optimal uniform reaction to oil price

changes, conditional on �xing the long-run reaction coef�cient on in�ation to its base-

line value, and considering the cases with and without interest rate smoothing. To �nd

the optimal coef�cient, we approximate the solution of our model to second order and

evaluate directly the expected welfare of the US consumer, conditional on the economy

starting in the deterministic steady-state.

In the case with interest rate smoothing, the optimal uniform reaction to oil price

changes is virtually zero and the welfare gain with respect to the benchmark rule is

negligible. We then set the interest rate smoothing parameter to zero while maintaining

the same long-run in�ation response coef�cient. This removes the dependence of the

nominal interest rate on oil price and CPI in�ation which occurred in the more distant

past. We �nd that in this case, the expected welfare of the US consumer is maximized

for a value of the reaction coef�cient on the oil price �o � �0:02.



2.5 Sensitivity Analysis 103

The speci�c value of �o is not very interesting since it is clearly sensitive to the

calibration (the relative size of the shocks) of our model. In particular, the optimal

reaction should induce more ef�cient responses to the shocks which fall more strongly

on welfare-relevant variables. However, the gain in expected welfare under this rule

vis-a-vis the same rule with �o = 0 is quite modest � equivalent to a permanent rise in

consumption of only 0.02% (or around $1.8 billion per year based on US consumption

expenditure in 2006).

Sub-optimal uniform reaction to oil price changes

If the optimal uniform reaction does not improve signi�cantly on the performance

of the benchmark policy, how harmful can a sub-optimal Taylor-type reaction to the oil

price be (assuming a plausible response coef�cient)? Let us suppose that the monetary

authority chooses a contemporaneous reaction coef�cient to oil price in�ation �o =

0:04 keeping all other parameters constant (that is, a long run in�ation reaction of 2).

In response to a negative oil technology shock which raises the oil price by 10%,

the nominal interest rate increases by around 125 basis points. As a result output falls by

1.3% and in�ation falls by 90 basis points. Importantly, US output falls by more than

the ef�cient decrease widening the output gap by around 50 basis points (contrary to

the output gap narrowing by around 25 bp under the benchmark rule). And in response

to a negative fringe shock which raises the oil price by 10%, output falls by 1.5%

which widens the output gap by 150 basis points (compared to the 50 bp widening

under the benchmark rule), at the same time as in�ation decreases by around 140 basis

points. Therefore, this policy is clearly destabilizing, throwing the economy into an
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unnecessary recession in response to oil sector shocks which raise signi�cantly the oil

price.

Benchmark �t = 1 Rt = ��1 �R = 0 �o = �:02 �o = :04

Unconditional standard deviation
Output gap 0.93 0.81 1.85 0.83 0.85 1.11
In�ation 0.63 0 2.99 0.43 0.42 1.28
Interest rate 0.68 0.45 0 0.87 0.89 1.70

Impact responses to an oil tech. shock that raises the oil price by 10%
Output -0.43 -0.53 0.45 -0.52 -0.36 -1.29
Output gap 0.28 0.21 1.10 0.21 0.36 -0.51
In�ation 0.21 0 2.01 0.11 0.20 -0.90
Interest rate 0.08 0.11 0 0.21 -0.40 1.25

Impact responses to a fringe shock that raises the oil price by 10%
Output (gap) -0.49 -0.53 -4.10 -0.54 -0.37 -1.49
In�ation 0.11 0 -7.77 0.03 0.16 -1.39
Interest rate 0.04 0.05 0 0.06 -0.49 1.05

Table 2.4. Stabilization properties of alternative policy rules
Note: output (%); output gap (percentage points); in�ation and interest rate (pp annualized)

To sum up, we �nd that the monetary policy regime in place in the US plays an

important role for the behavior of the oil sector and the way in which oil sector shocks

are transmitted to the US economy.

2.6 Conclusion

Killian (2006) argues that the economics profession should move beyond studying the

effects of changes in the real price of oil and address the problem of identifying the

structural shocks underlying such changes. Only then can economists make the next

step of evaluating alternative policies in response to the fundamental shocks. Our model

is an attempt in that direction, demonstrating how oil technology and fringe capacity

shocks in the oil producing part of the world, combined with monetary policy and TFP
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shocks in the oil importing region, are transmitted to the price of oil in a world oil

market dominated by OPEC. At the same time, and conditional on the monetary policy

regime in place, each of these shocks affects through different channels the evolution

of macroeconomic variables relevant for the oil importer, and as a consequence has

distinct policy implications.

Unlike previous studies of the link between oil and the macroeconomy, we model

explicitly OPEC as a dominant oil supplier with a fringe of competitive oil producers.

This implies that, in equilibrium, the supply of oil �uctuates around an inef�ciently

low level, re�ected in a positive oil price markup and a negative output gap in the

US. Importantly, shocks in this environment induce inef�cient variation of the oil price

markup, and create a meaningful tradeoff between in�ation and output gap stabilization

� a feature which many central bankers perceive as realistic, but which is absent from

the standard monetary policy model.

We are aware that by assuming a frictionless labor market we may be understa-

ting the ef�ciency costs of oil sector shocks. Moreover, our analysis ignores several

potentially important aspects of the oil industry: the fact that oil is a storable commod-

ity, which is actively traded on futures markets, and the long gestation lags in adding

productive capacity, to name a few. By making oil supply less responsive in the short-

run, the latter in particular may be relevant for explaining the puzzlingly high volatility

of the oil price relative to oil output. At the same time, we may be omitting other im-

portant shocks, for example precautionary demand shifts due to fears about future oil

availability (Killian, 2006). We must leave for future research the analysis of some of

these issues in an appropriately modi�ed framework.
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2.A First Order Conditions of OPEC's Problem

Let so � 1 � �1 � �2 denote the share of oil in GDP. The following are the �rst order

conditions of Ramsey-type problem (2.54) solved by the dominant oil exporter:
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2.B GDP Gap Derivation and Proof of Proposition 3

GDP Gap Derivation

We denote the natural (�exible-price) level of variables with the superscript n;

the ef�cient level of variables with the superscript e, and steady-state variables with

an upper bar. We de�ne the production gap ~qt as the (log) difference between actual

production Qt and its ef�cient level Qe
t .

From the �nal-goods production function (2.42) and the oil share condition (2.39),

we obtain the following two equations,

�tQt

Qe
t

=

�
Lt
�L

��1 �Odt

Oe
dt

�1��1��2
; (2.94)

potOdt

peotO
e
dt

=
mct�t

��1
Qt

Qe
t

: (2.95)

Eliminating the Odt=O
e
dt from the above equations and taking log-deviations (de-

noted by hats) yields,

~qt =
�1

�1 + �2
l̂t +

1� �1 � �2
�1 + �2

�
m̂ct + �̂t

�
� 1� �1 � �2

�1 + �2
(p̂ot � p̂eot) : (2.96)

Taking a log-linear approximation of (2.67), we obtain,

(1 +  )l̂t = �[�� 1 + �1 + �2]
�1m̂ct: (2.97)

Combining it with expression (2.96) above, dropping the constant and the higher

order term related to �t, we obtain the following �rst-order approximation for the pro-
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duction gap,

~qt ' �qmcm̂ct � �� �̂t; (2.98)

where �̂t = p̂ot � p̂eot, and

�qmc � ��1 + (1� �1 � �2)(1 +  )(�� 1 + �1 + �2)

(1 +  )(�� 1 + �1 + �2)(�1 + �2)
(2.99)

�� � 1� �1 � �2
�1 + �2

: (2.100)

To obtain the GDP gap ~yt, de�ned as the log-difference between U.S. value added

and its ef�cient level, we use the condition

Yt = Ct = [1� (1� �1 � �2)mct�t]Qt; (2.101)

which implies

~yt = ~qt �
1� �1 � �2

�� 1 + �1 + �2
m̂ct: (2.102)

Combining the above expression with the production gap (2.98), we obtain

~yt = �mcm̂ct � �� �̂t; (2.103)

where

�mc � �qmc �
1� �1 � �2

�� 1 + �1 + �2
=
��1 + (1� �1 � �2)(1 +  )(�� 1)
(1 +  )(�� 1 + �1 + �2)(�1 + �2)

: (2.104)

Proof of proposition 3

With exogenous or competitive oil price, peot = Z�1t , the model can be written as

follows: the production function is given by,

Qt = AtL
�1
t
�K�2O1��1��2dt =�t: (2.105)

Combining (2.40) with (2.22) we obtain,

CtL
1+ 
t = �1mctQt�t: (2.106)
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And combining (2.39) and (2.106) yields,

peotOdt =
1� �1 � �2

�1
CtL

1+ 
t : (2.107)

Resource constraint,

Ct = Qt � peotOdt: (2.108)

The above four equations, together with (2.58), (2.59), (2.60), (2.61), describe

fully the behavior of the private sector. A benevolent monetary policy maker who wants

to maximize the welfare of the representative US household would solve the following

Lagrangian:
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System of �rst-order conditions:

1=Ct � �1t +
peotOdt

Ct
�2t � L1+ t �4t � �5tQt=Ct � �6t�mctQt=Ct = 0 (Ct)

�L t + (1 +  )�2t
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Lt
+ �1�3tQt=Lt � (1 +  )CtL t �4t = 0 (Lt)
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In what follows we guess and verify that zero in�ation in each period is a solution.

From (2.60), our guess�t = 1 implies thatNt = Dt. This, from (2.58) and (2.59)

yields mct = ��1 (the price markup is constant). In addition, from (2.61) and starting

with ��1 = 0; we have �t = 1 (there is no price dispersion). Substituting �t = 1 and

mct = ��1 in (2.67) we obtain

Lt =

�
�1

�� (1� �1 � �2)

� 1
1+ 

= �L; (2.110)

which is equal to the ef�cient level of labor effort established in section 2.2.5. Rewriting

(2.39) using the above results,

peotOdt = (1� �1 � �2)Qt=�; (2.111)
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and substituting Odt from above equation into (2.105), we obtain

Qt =
�
AtZ

1��1��2
t

�L�1 �K�2
� 1
�1+�2

�
(1� �1 � �2)�

�1� 1��1��2�1+�2 = Qe
t (2.112)

which is equal to the ef�cient level of output derived in section 2.2.5. Moreover,

Ct =
�
1� (1� �1 � �2)�

�1�Qt = Ce
t (2.113)

corresponds to the ef�cient level of consumption. All other real endogenous variables

can be expressed similarly in terms of Qt = Qe
t . Thus, a policy of full price stability

replicates the real allocation attained in the ef�cient (�rst-best) equilibrium.

Using the above, we can rewrite the conditions that have to be satis�ed by the

Lagrange multipliers as follows:

�3t =
1

(�1 + �2)Qt

(2.114)

�5t = �3t � �1t (2.115)

�6t = ��4t�1=� (2.116)
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�
�2t �
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1� �1 � �2

�4t

�
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�L1+ 

(1 +  )
� �1
(1 +  )(�1 + �2)

(2.117)

�1Qt�4t=�+ �8t+1�� � �8t =
1

�1 + �2
(2.118)

�5t�1�Ct�1 � Ct�5t = �7t(1� �)(1� �)=D (2.119)

�6t�1�Ct�1 � Ct�6t = ��7t(1� �)(1� �)=D (2.120)

�5t�1(�� 1)Ct�1 + �6t�1�Ct�1 = �7t(1� �)=D (2.121)
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A recursive solution consistent with the �timeless perspective� requires to set

�5;�1 + �6;�1 = 0:

�5t = ��6t (2.122)

Ct�6t = Ct�1�6t�1 (2.123)

�7t =
D

1� �
Ct�6t (2.124)

�4t = � �

�1
�6t (2.125)

(1� ��)�1�8t = �1=(�1 + �2)�
Q

C
Ct�6t (2.126)

�1t = �3t � �5t: (2.127)

.
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Fig. 2.5. Responses to a positive US TFP shock
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Chapter 3
Oil and the Great Moderation

3.1 Introduction

Hamilton (1983) noticed that all but one US recessions since World War II were pre-

ceded by increases in the price of crude oil, suggesting that exogenous oil shocks were

responsible for much of the post-war volatility of US GDP growth (see Figure 3.1).

Other authors found similar evidence of a link between oil price rises and US in�ation,

as well as a link between oil price �uctuations and both output growth and in�ation in

other industrialized countries (e.g. Darby (1982), Burbidge and Harrison (1984)).

The relevance of oil as a source of macroeconomic �uctuations was established

as conventional wisdom at least until Hooker (1999) pointed to a break in the oil price�

GDP relationship and Hooker (2002) found a parallel break in the oil price�in�ation

relationship around 1981.1 This break date roughly coincides with (but precedes) the

beginning of a period of remarkable macroeconomic stability, dubbed by some econo-

mists as the �Great Moderation�, and re�ected in a dramatic decline in the volatility

(and persistence) of key macro variables in a number of industrialized economies, in-

cluding the US (see Table 3.1 and �gures 3.2 and 3.3).2

1 Speci�cally, Hooker (1999) found that two widely used transformations of the oil price do not Granger
cause output in the post-1980 period, while Hooker (2002) identi�ed a structural break in core US in�a-
tion Phillips curves such that oil prices contributed substantially to core in�ation before 1981 but since
that time the pass-through has been negligible.
2 The "Great Moderation" was noticed by Kim and Nelson (1999) and McConnel and Perez-Quiros
(2000) and its beginning is usually dated around 1984.
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Since evidence suggests that the moderation is spread across a number of coun-

tries3, and oil supply shocks are likely to affect many oil-importing countries in a sim-

ilar way, a reduction in oil sector volatility or a dampening of the transmission (or

�pass-through�) of that volatility to the rest of the world economy is a natural candidate

(perhaps working alongside other factors) for explaining the rise of macroeconomic

stability in the advanced world. One possibility is that oil supply shocks have simply

become smaller in the period after 1984; at the same time, diversi�cation towards less

oil-intensive sectors and increased energy ef�ciency (reducing the share of oil in GDP)

may have diminished the importance of oil supply shocks.

We asses the extent to which the macroeconomic moderation in the US can be

accounted for by changes in oil shocks and the oil share, by performing counterfactual

simulations based on Bayesian estimation of the model developed in Chapter 2 for the

periods before and after 1984. In doing so, we nest two popular explanations for the

Great Moderation: (1) �good luck� in the form of a favorable change in the distribution

of TFP and other (non-oil) real shocks, as claimed for example by Ahmed, Levin and

Wilson (2002) and Stock and Watson (2002); and (2) an improvement in the conduct of

monetary policy, as argued by Clarida, Gali and Gertler (2000) and Boivin and Giannoni

(2003).4

We �nd that oil played a non-trivial role in the moderation. In particular, the

reduction of the oil share alone can explain around one third of the in�ation moderation,

and 13% of the GDP growth moderation. In turn, oil sector shocks alone can account

3 Cecchetti et. al. (2006) �nd evidence of moderation in 16 out of 25 industrialized countries and Stock
and Watson (2003) report similar evidence for 6 of the G-7 countries; on the other hand, see Canova et.
al. (2007) for evidence that the moderation has been more of an Anglo-Saxon phenomenon.
4 We do not control for other possible explanations involving structural changes in private sector behav-
ior, such as better inventory management (McConnell and Perez-Quiros, 2000), or �nancial innovation
(Dynan, Elmendorf and Sichel, 2005).
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for 7% of the growth moderation and 11% of the in�ation moderation. Still, consistent

with other studies, we �nd that the dominant role in the reduction of macroeconomic

volatility was played by non-oil real shocks and by monetary policy. In particular,

smaller TFP shocks account for around two-thirds of GDP growth moderation, while

better monetary policy alone can explain about two-thirds of the in�ation moderation.

Related to the above, we �nd evidence that the in�ation-output gap tradeoff has

become more benign after 1984 due to the smaller share of oil in GDP. As a result, oil

sector shocks have become less important for US macroeconomic �uctuations relative

to US-originating shocks to TFP, preferences and policy.

The rest of the paper is organized as follows. The next section puts our work in the

context of the related literature; section 3.3 presents some stylized volatility facts; sec-

tion 3.4 sketches a log-linearized version of the oil pricing model developed in Chapter

2 and illustrates how different factors could cause moderation; section 3.5 covers the

data and estimation methodology; section 3.6 describes our priors and the estimation

results; section 3.7 contains counterfactual analysis decomposing the volatility modera-

tion into contributions by each factor, and discusses the implied changes in the Phillips

curve; section 3.8 relates our results to those of the literature and the last section con-

cludes.

3.2 Related Literature

Our paper is related to several distinct lines of research. One is the empirical literature

on the link between oil and the macroeconomy starting with Darby (1982) and Hamil-

ton (1983). Bernanke, Gertler and Watson (1997) challenged the �nding of Hamilton
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(1983), documenting that essentially all U.S. recessions in the postwar period were pre-

ceded by both oil price increases as well as a tightening of monetary policy. Using a

modi�ed VAR methodology they found that the systematic monetary policy response

to in�ation (presumably caused by oil price increases) accounted for the bulk of the de-

pressing effects of oil price shocks on the real economy. What is more, Barsky and

Killian (2001) and Killian (2005) argued that even the major oil price increases in the

1970s were not an essential part of the mechanism that generated stag�ation, and that

the latter is attributable instead to monetary factors. Unlike these studies, our analysis is

based on a structural model featuring optimal oil price setting, estimated with Bayesian

methods. This allows us to disentangle the contribution of policy from the effects of oil

shocks and the oil share without running into the Lucas critique.

Another strand of research deals with theoretical models of the link between

oil and the macroeconomy. Some of the more recent contributions include Kim and

Loungani (1992), Rotemberg and Woodford (1996), Finn (1995, 2000), Leduc and Sill

(2004), and Carlstrom and Fuerst (2005). While these studies differ in the way oil is

employed in the economy (as a consumption good, as a standard productive input, or

as a factor linked to capital utilization), and in the implications of oil shocks, they all

share the assumption that the oil price (or oil supply) is exogenous, and hence unre-

lated to any economic fundamentals. This is not only unappealing from a theoretical

point of view as pointed out by Killian (2007), and inconsistent with the evidence pre-

sented in Killian (2007), Mabro (1998), and Hamilton (1983).5 The issue is that with

an exogenous (or a perfectly competitive) oil sector, and absent any real rigidities (e.g.

5 When testing the null hypothesis that the oil price is not Granger-caused collectively by US output,
unemployment, in�ation, wages, money and import prices, Hamilton (1983) obtained a rejection at the
6% signi�cance level.
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real wage rigidities as in Blanchard and Gali, 2007), there is no meaningful trade-off

between in�ation and output gap stabilization, implying that full price stability is opti-

mal even in the face of oil sector shocks. The fact that in�ation in the 1970s was highly

volatile suggests that either policy was very far from optimal, or that indeed there was

an important policy trade-off. Different from the existing contributions, our model fea-

tures a dominant oil exporter that charges an endogenously varying (optimal) oil price

markup, which enters the Phillips curve as a �cost-push� term and induces a trade-off

between the output gap and in�ation (see Chapter 2).

Finally, our paper is related to the literature on the Great Moderation, starting

with Nelson (1999) and McConnell and Perez-Quiros (2000). With some simpli�ca-

tion, most of the explanations for the rise in macroeconomic stability can be classi�ed

into three broad categories: (a) �good practices�, that is, changes in private sector be-

havior unrelated to stabilization policy, for instance improved inventory management

(McConnell and Perez-Quiros, 2000) or �nancial innovation (Dynan, Elmendorf and

Sichel, 2005); (b) �good policy�, notably better monetary policy as argued by Clarida,

Gali and Gertler (2000), Boivin and Giannoni (2003), and Gali and Gambetti (2007);

and (c) �good luck�, meaning a favorable shift in the distribution of real shocks, as in

Ahmed, Levin and Wilson (2002), Stock and Watson (2002), and Justiniano and Prim-

iceri (2006). Explanations of �good luck� in particular often give smaller oil shocks as

an example (e.g. Summers, 2005).6

6 Not all studies �t the above classi�cation. For example, Canova et. al. (2007) claim that it is impos-
sible to account for both the Great In�ation of the 1970s and the strong output growth of the 1990s with
a single explanation. Using a different approach, Canova (2007) similarly �nds that the fall in variances
of output and in�ation had different causes, and suggests that the quest for a single explanation is likely
to be misplaced. See section 8 for more on this.
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Our framework allows us to separate oil from non-oil factors, while nesting the

�better policy� and �smaller non-oil shocks� explanations. In this respect, our work is

most closely related to Leduc and Sill (2007) who assess the role played by monetary

policy relative to TFP and oil shocks in the Great Moderation. The main advantage of

our approach lies in modelling the oil sector from optimizing �rst principles rather than

assuming an exogenous process for oil supply. Another difference is that we estimate

most of the model's parameters separately for each sample with Bayesian techniques

which allows us to �t better the volatility reduction facts compared to Leduc and Sill

who calibrate their model. In addition, compared to their paper, we put special focus on

the role played by the oil share and not only on oil shocks.

3.3 Volatility Reduction Facts

Table 3.1 shows the standard deviations of three quarterly US macro series: GDP

growth, de�ator in�ation, and the federal funds rate, for two subsamples, pre- and post-

1984. �The Great Moderation� refers to the pronounced decline in the volatility of these

(and other) macro variables in the post-1984 sample. In particular, the volatility of GDP

growth declined by about 55%, of in�ation by 60%, and of the nominal interest rate by

30%. For comparison, the last row of the table shows the standard deviation of the quar-

terly percentage change in the real price of oil. While there is a reduction in its volatility

by 20%, this is somewhat less pronounced than for the other three variables.

Clearly, the volatility reduction facts reported in Table 3.1 are not insensitive to

the choice of break year. Different studies have estimated different break dates for the

different variables, but usually they lie in the range around 1982 to 1986. Redoing the
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calculations with 1982:I as the break date, we obtain volatility reductions of 45%, 57%,

20%, and 25%, respectively. And doing the same with 1986:I, we obtained 54%, 62%,

36%, and 13%. While the differences are non-trivial, by and large all three calculations

show a similar picture.

The aim of this paper is to evaluate empirically the contribution of oil sector

volatility and transmission, and compare it with alternative explanations for the volatil-

ity reduction (better monetary policy and non-oil related �good luck�). While the Great

Moderation is sometimes associated also with a reduction in the persistence of macro

variables (e.g. Canova et. al. 2007), we do not attempt to explain this phenomenon or

attribute it to the various factors.

Standard deviation (x 100) Volatility
1965:I � 1983:IV 1984:I � 2006:IV reduction

GDP growth 1.126 0.508 55%
In�ation 0.609 0.244 60%
Interest rate 0.847 0.583 31%
Real oil price 16.33 12.99 20%

Table 3.1. US volatility reduction since 1984

3.4 The Log-Linearized Model

We base our empirical analysis on the full version of the model developed in Chapter 2.

Here we sketch a compact representation, expressed in terms of log-deviations from the

ef�cient equilibrium. For equal treatment of the household sector with the other four

types of agents (�rms, monetary authority, OPEC and non-OPEC), we include a shock

to the time discount factor as an additional source of aggregate demand disturbance.

This improves the �t of our model in terms of matching the volatility and moderation

facts reported in Table 3.1. In addition, we allow for monetary policy to react to the
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output gap besides in�ation, which in our model is an appropriate objective for a central

bank concerned with the welfare of the representative household.

3.4.1 Dynamic IS curve

Log-linearizing the consumer's Euler equation, replacing consumption with �nal goods

value added (that is, GDP), and casting the resulting expression in deviation from the

ef�cient allocation, we obtain,

ŷt = Etŷt+1 � (̂{t � Et�t+1 � r̂ret) ; (3.1)

where ŷt = yt � yet is the (log) distance between actual value added and its ef�cient

level (we refer to it as the �output gap� for simplicity)

The IS curve thus relates the current output gap positively to its expected future

level, and negatively to the distance between the ex-ante real interest rate {̂t � Et�t+1

and the ef�cient real interest rate r̂ret . The latter is de�ned as the expected growth rate

of ef�cient GDP, and in equilibrium is given by the expression,

r̂ret = (1� �b) b̂t �
�
1� �a
1� so

�
ât �

�
so (1� �z)

1� so

�
ẑt; (3.2)

which depends negatively on shocks to technology ât (in �nal goods) and ẑt (in the oil

sector), and positively on the shock to the discount factor b̂t, where so7 is the share

of oil in GDP. The driving variables ât; ẑt; and b̂t are assumed to follow independent

stationary AR(1) processes,

ât = �aât�1 + �at ; (3.3)

ẑt = �z ẑt�1 + �zt ; (3.4)

b̂t = �bb̂t�1 + �bt ; (3.5)

7 In the notation of Chapter 2, so � 1� �1 � �2:
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where

ât � log(At); (3.6)

ẑt � log(Zt); (3.7)

b̂t � log(�t)� log(�); (3.8)

�a; �z; and �b are shock persistence parameters, and �at ; �zt ; and �bt are i:i:d: innovations

to US total factor productivity, oil technology, and the time discount factor, all mean

zero and with standard deviations �a; �z; and �b respectively.

Notice that the observable GDP growth rate is given by

�yt = �ŷt +�y
e
t : (3.9)

3.4.2 Phillips curve

Aggregating the optimal staggered price-setting decision of �nal goods �rms, we obtain

the following �rst-order approximation to the dynamics of in�ation around the deter-

ministic steady-state with zero in�ation,

�t = �Et�t+1 + (1� so)�ŷt + so��̂t; (3.10)

where �t denotes in�ation, ŷt the output gap, �̂t � p̂�ot � p̂eot is the optimal oil price

markup (determined below), � is the (mean) time discount factor; and parameter � is

related to the structural parameters of the underlying model as follows,

� =
(1 +  )(�� so) (1� �) (1� ��)

[��1 + (�� 1) (1 +  ) so] �
; (3.11)

where  is the inverse of the Frisch labor supply elasticity, � is the average markup in

the �nal goods sector, 1 � � is the frequency of price adjustment, and �1 is the labor

share in �nal goods production.
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Notice that the oil price markup enters the Phillips curve like a �cost-push� term.

Namely, a rise in the oil price markup leads to a rise in in�ation and/or a negative output

gap, implying a trade-off between the two policy objectives. This is in contrast with the

case of perfect competition in the oil sector (or exogenous oil price), in which oil price

shifts are necessarily associated with an opposite movement in the ef�cient level of

output and imply no tension between in�ation and output gap stabilization (for more

details see Chapter 2).

Iterating the Phillips curve forward, we obtain the expression,

�t = �

1X
k=0

�kEt [(1� so)ŷt+k + so�̂t+k] (3.12)

which shows that in�ation is a weighted average of current and expected future output

gaps and oil price markups.

3.4.3 Monetary policy

The central bank follows a Taylor-type rule of the form,

{̂t = �i{̂t�1 + (1� �i) (���t + �yŷt) + r̂t; (3.13)

where �t is in�ation, ŷt is the output gap, r̂t is a zero mean i:i:d:monetary policy shock,

and �i; �� and �y are policy reaction coef�cients.

3.4.4 Oil sector

In Chapter 2 we model OPEC as a dominant �rm which seeks to maximize the welfare

of its owner, internalizing the effect of its pricing decision on global output and oil

demand. Operating alongside a competitive fringe of price-taking oil suppliers, the
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dominant oil exporter sells its output to an oil importing country (the US), which uses

it to produce �nal goods.

A �rst-order approximation of the optimal oil price setting rule of the dominant

oil supplier takes the form,

�̂t = 
0

2664
ŷt�1
{̂t�1
�̂t�1
�̂t

3775 ; (3.14)

in which past period's value added, ŷt�1, and nominal interest rate, {̂t�1, are state vari-

ables; �̂t�1 is a vector of co-state variables (Lagrange multipliers) capturing the effect

of commitment; �̂t =
h
ât; b̂t; r̂t; ẑt; !̂t

i0
is a vector of exogenous states; and  is a vector

of non-linear functions of the structural parameters of the model.

Competitive fringe producers seek to maximize pro�ts while taking the oil price

as given. In equilibrium, competitive fringe output x̂t is an increasing function of the

oil price p̂�ot, oil technology ẑt, and the shock to fringe capacity !̂t,

x̂t = p̂�ot + ẑt + !̂t: (3.15)

The total capacity of the competitive fringe is assumed to follow a stationary AR(1)

process with persistence �!;

!̂t = �!!̂t + �!t ; (3.16)

where !̂t � log
�

t=�


�
and �!t is i:i:d: with mean zero and standard deviation �!:

3.4.5 What factors could cause moderation?

We illustrate how different factors may contribute to the moderation based on the above

model.

The �rst explanation is that the distribution of real disturbances hitting the econ-

omy has changed so that real shocks have become �smaller� on average. Notice that
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smaller real shocks would reduce the volatility of r̂ret , while smaller oil sector shocks

in particular are likely to diminish the variance of the oil price markup, �̂t. Since these

are the two driving variables in our model, for any given interest rate rule and oil share,

the volatility of output, in�ation and the interest rate would be reduced.

An alternative (or complementary) explanation has to do with better monetary

policy. This includes smaller monetary surprises (r̂t shocks), as well as a more stabiliz-

ing policy rule. Smaller monetary shocks reduce the volatility of the interest rate, which

is transmitted through the IS and Phillips curves to actual output and in�ation. At the

same time stronger systematic reaction of the policy instrument to in�ation and output

deviations from target results in better stabilization of these variables over the cycle.8

Finally, part of the moderation may be due to the fact that oil � perhaps once an

important source of volatility � now accounts for a smaller fraction of GDP compared

to the past. The latter can be due to increased energy ef�ciency and diversi�cation away

from oil-intensive sectors.

The oil share affects the volatility of r̂ret and hence of the output gap, and at the

same time it affects the pass-through coef�cient on the oil price markup in the Phillips

curve. Other things equal, a smaller oil share is likely to reduce the volatility of output

and the pass-through from the oil price to in�ation.

To see how the oil share affects the in�ation�output gap tradeoff, notice that a

policy of strict price stability (�t = 0) implies

ŷt = �
so

1� so
�̂t; (3.17)

8 Strictly speaking, stronger reaction to the output gap would result in better alignment of output with
its ef�cient level, which need not imply a smaller volatility of the growth rate of output, especially if real
shocks are large.
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while a policy aimed at strict output gap stability (ŷt = 0) implies,

�t = so�
1X
k=0

�kEt�̂t+k: (3.18)

In both cases the extent to which stabilizing one variable induces inef�cient �uctuations

in the other is a function of the oil share. Finally, the oil share affects the elasticity of

demand for OPEC's oil and thus the volatility of the oil price markup.

3.5 Data and Methodology

We asses the extent to which the macroeconomic moderation in the US can be accounted

for by changes in oil shocks and the oil share by performing counterfactual simulations

based on Bayesian estimation of the model of Chapter 2 for the periods pre- and post-

1984. Our estimation methodology is in the spirit of Smets and Wouters (2003), Gali

and Rabanal (2005), and An and Shorfheide (2005). The observable variables (the

moderation of which we want to explain) are US GDP growth, in�ation, the nominal

interest rate, and the percentage change of the real price of oil. Quarterly data on real

GDP, the GDP de�ator, the Federal Funds rate and the West Texas Intermediate oil

price from 1965:I to 2006:IV are taken from FRED II.9 GDP growth and in�ation are

computed as quarterly percentage changes of real GDP and the GDP de�ator10; the

nominal interest rate is converted to quarterly frequency to render it consistent with

the model; and the oil price is detrended by the GDP de�ator and cast in quarterly

percentage changes. The resulting series are demeaned prior to estimation.

Since our model is meant to describe the behavior of OPEC, we start the sample

in 1965 which marks the year in which OPEC based their Secretariat in Vienna. Be-

9 The original series names are GDPC96, GDPDEF, FEDFUNDS and OILPRICE.
10 Our model makes no difference between GDP de�ator and CPI in�ation.
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fore that the international oil industry was dominated by seven major oil companies of

Anglo-Saxon origin, known as the �Seven Sisters�. Of these �ve belonged to the US

(Esso, Mobil, Chevron, Texaco and Gulf), one to the UK (BP), and one was Anglo-

Dutch (Shell). Even though OPEC was created in 1960, in the �rst few years of its exis-

tence its activities were of a low-pro�le nature, as it set out its objectives, established a

secretariat, and engaged in negotiations with the oil companies.11 Thus, throughout the

period 1959-1964 the nominal oil price remained unchanged at just below 3$ a barrel.

The sample is split in 1984:I. This corresponds to the estimated break in US output

volatility by McConnell and Perez-Quiros (2000), Cecchetti et al (2006) and others. A

break in in�ation volatility was found around that date as well (Kahn, McConnell, and

Perez-Quiros, 2002); a break in the oil � GDP link (Hooker, 1999) and the oil � in�ation

relationship (Hooker, 2002) was identi�ed around 1981; and a break in the conduct of

monetary policy around 1979�1982 (Gali and Gertler, 2000).

We �x several parameters of the model based on historical averages over the full

sample (as in the case of the time discount factor), or on values which are standard in

the literature (as with the elasticity of substitution among �nal goods). These calibrated

parameter values are given in Appendix 3.A.

The elasticity of oil in production is calibrated separately for each sub-sample

based on the average nominal expenditure on oil as a share of nominal GDP, that is,

so =
X
t

(barrels of oil consumed in the US)t x ($ per barrel)t
(nominal GDP)t

; (3.19)

where t runs from 1965 to 1983 in the �rst sample and from 1984 to 2006 in the second.

This yields a value of 0.036 for the �rst period and 0.022 for the second, which we �x

11 Source: OPEC
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prior to estimation.12 The reason we choose to calibrate the oil share in this way rather

than letting the estimation procedure tell us about its distribution is that we do not expect

the variables we use in the estimation to be informative about this parameter. Instead,

we use a formula for the oil share which is consistent with our model, and for which we

have accurate data.

The above procedure leaves us with fourteen parameters to estimate: the fre-

quency of price adjustment (�), the Frisch labor supply elasticity ( ), the parameters of

the monetary policy rule (�i; ��; �y), the shocks' autoregressive parameters (�a; �b; �z;

�!) and standard deviations of the innovations (�a; �b; �z; �!; �r).

We approximate our model to �rst-order and solve it with a standard method for

linear rational expectations models (e.g. Sims 2002, and Klein, 2000). Given the state-

space representation, we use the Kalman �lter to evaluate the likelihood of the four

observable variables. From Bayes' rule the posterior density function is proportional

to the product of the likelihood and the prior density of the parameters. We use a

random walk Metropolis-Hastings algorithm to obtain 5 chains of 50000 draws from

the posterior distribution. We choose a scale for the jumping distribution in the MH

algorithm which yields an acceptance rate of around 30%. The posterior distributions

are obtained by discarding the �rst half of the draws from each chain.

Once we obtain the estimates for each sample period, we perform counterfactual

simulations isolating the effect of a change in a single factor (e.g. the oil share) on the

volatility moderation.13

12 We do this by setting the share of labor to 0.634 in the �rst sample, and to 0.648 in the second, while
keeping the share of capital �xed at 0.33.
13 We do not model any transition dynamics; Canova and Gambetti (2007) propose an alternative method
of performing counterfactual simulations based on re-estimating all the model's parameters conditional
on the chosen counterfactual value for any given parameter. We stick to the more standard approach,
followed e.g. by Stock and Watson (2003), treating our parameters as behavioral and thus independent
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3.6 Priors and Estimation Results

3.6.1 Choice of priors

The �rst four columns of tables 3.2a and 3.2b show the assumed prior densities for the

parameters whose posterior distributions we want to characterize. For each parameter

we use the same prior density in both samples, except for the parameter on in�ation in

the monetary policy rule. For this parameter we assume a normal (1.5, 0.5) distribution

in the second sample, but a gamma prior with mean 1.1 and a standard deviation of 0.5 in

the �rst sample. Following Lubik and Schorfheide (2004) and Justiniano and Primiceri

(2007), this assigns roughly equal probability on the in�ation coef�cient being either

less or greater than one, while restricting it to be positive.14

We should stress that the conditions for local determinacy of equilibria in our

model are not the standard ones. In particular, �� > 1 is not a necessary condition for

local uniqueness, and indeed there is a large region of determinacy for values of �� suf-

�ciently below 1 (see Figure 3.4). The reason is that, different from the standard three

equation New Keyenesian framework, in our model the Phillips curve includes an ad-

ditional term � the oil price markup � which responds (optimally) to other endogenous

variables, and in particular to the past output gap. This explains why we can solve and

estimate our model for values of �� below 1.

For the other parameters of the monetary policy rule we use normal prior densities

in both samples. For the price adjustment probability we assume a beta prior with mean

0.75 and standard deviation of 0.1. For the inverse Frisch labor supply elasticity we as-

of the experiment.
14 The estimation results turn out to be very similar if instead we assume the same normal prior density
for the coef�cient on in�ation in both samples.
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sume a gamma prior with mean 1 and standard deviation of 0.5. The autocorrelation

coef�cients of the shocks are assumed to be beta with mean 0.9 and standard devia-

tion of 0.05. And for the standard deviation of the innovations we assume an inverted

gamma distribution (which ensures non-negativity) and use prior information from the

calibrated model in Chapter 2 to specify the mean.

3.6.2 Estimation results

Comparing the two sets of estimated posterior modes in tables 3.2a and 3.2b we notice

several important parameter shifts. First, the mode of the in�ation coef�cient of the

monetary policy rule is larger in the second sample, implying that monetary policy was

reacting more strongly to in�ation compared to the �rst period. At the same time, the

estimated standard deviation of the interest rate innovation in the pre-1984 sample is

more than double that in the post-1984 sample, suggesting that policy was more erratic

in the �rst period.

Secondly, the mode of the Calvo parameter governing the frequency of price ad-

justment is smaller in the post-1984 period suggesting that prices have become more

�exible.

Third, there is evidence of changes in the volatility (and persistence) of real

shocks. In particular, the volatility of the US technology innovation is cut by half in

the post-1984 period, while preference shocks have become more persistent. Finally,

oil sector shocks (especially oil technology shocks) have become smaller in the latter

period.
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Para- Prior distribution Posterior distribution
meter Density and domain Mean Std Mean Std Mode
� Beta [0; 1) 0.75 0.100 0.649 0.076 0.627
 Gamma R+ 1.00 0.500 1.097 0.397 0.901
�i Normal R 0.60 0.100 0.557 0.075 0.543
�� Gamma R+ 1.10 0.500 1.887 0.292 2.096
�y Normal R 0.50 0.125 0.596 0.105 0.586
�a Beta [0; 1) 0.90 0.050 0.957 0.015 0.974
�b Beta [0; 1) 0.90 0.050 0.883 0.035 0.894
�z Beta [0; 1) 0.90 0.050 0.933 0.026 0.940
�! Beta [0; 1) 0.90 0.050 0.931 0.024 0.947
100�a Inv. Gamma R+ 0.70 1 1.220 0.098 1.180
100�b Inv. Gamma R+ 0.70 1 2.170 0.480 1.900
100�z Inv. Gamma R+ 10.0 1 18.27 1.870 18.59
100�! Inv. Gamma R+ 10.0 1 31.74 5.300 28.64
100�r Inv. Gamma R+ 0.10 1 0.430 0.053 0.430

Table 3.2a. Prior and posterior distributions, 1965 �1983

Table 3.3 shows that the estimated model does quite a good job at matching the

second moments and the post-1984 volatility reduction of the variables of interest. To

be precise, the model slightly overestimates the volatility of GDP growth and in�ation

in both periods but matches quite well the post-1984 reduction in volatility of these

variables. The moderation of the nominal interest rate is somewhat overestimated but

the volatility and moderation of the oil price is matched pretty well.
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Para- Prior distribution Posterior distribution
meter Density and domain Mean Std Mean Std Mode
� Beta [0; 1) 0.75 0.100 0.529 0.067 0.543
 Gamma R+ 1.00 0.500 1.328 0.405 1.248
�i Normal R 0.60 0.100 0.684 0.057 0.704
�� Normal R 1.50 0.500 3.115 0.290 3.012
�y Normal R 0.50 0.125 0.549 0.101 0.572
�a Beta [0; 1) 0.90 0.050 0.978 0.009 0.984
�b Beta [0; 1) 0.90 0.050 0.950 0.015 0.950
�z Beta [0; 1) 0.90 0.050 0.870 0.040 0.867
�! Beta [0; 1) 0.90 0.050 0.948 0.021 0.955
100�a Inv. Gamma R+ 0.70 1 0.595 0.044 0.590
100�b Inv. Gamma R+ 0.70 1 2.108 0.512 1.880
100�z Inv. Gamma R+ 10.0 1 13.70 1.708 14.45
100�! Inv. Gamma R+ 10.0 1 28.70 5.134 25.63
100�r Inv. Gamma R+ 0.10 1 0.226 0.033 0.200

Table 3.2b. Prior and posterior distributions, 1984 � 2006

1965-1983 1984-2006 Volat. reduction
Data Model Data Model Data Model

GDP growth 1.126 1.381 0.508 0.669 55% 52%
In�ation 0.609 0.658 0.244 0.279 60% 58%
Interest rate 0.847 0.860 0.583 0.455 31% 47%
Real oil price 16.32 15.71 12.99 12.92 20% 18%

Table 3.3. Second moments of model and data

3.7 Implications

3.7.1 What accounts for the Moderation?

In this section we attribute the volatility reduction implied by the model (the last column

of Table 3.3) to counterfactual changes in each factor in isolation, including: (1) the

oil share; (2) monetary policy; (3) real shocks, including oil sector shocks and US

shocks; (4) a shift in the frequency of price adjustment or (5) in the Frisch labor supply
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elasticity; and (6) the residual due to the interaction of all factors (this is just to say

that the contributions of factors 1 to 5 are not linearly additive and do not sum up to

explaining 100% of the moderation).

Table 3.4a presents the percentage reduction in volatility which would be achieved

by a change in any single factor keeping the rest of the parameters at their pre-1984

values. Thus, had the oil share in the period 1965-1983 been at its post-1984 value

(that is, 0.022 instead of 0.036), GDP growth would have been 6.5% less volatile, the

nominal interest rate 10.7% less volatile, and in�ation 23% less volatile, while the oil

price would have been 0.4% more volatile. Expressed in percent of the actual reduction

in the volatility of these variables (reproduced in the last column), the change in the oil

share alone could explain around one tenth of the GDP growth moderation, a quarter of

the interest rate moderation, and one third of the in�ation moderation. This points to

the oil share decline having played a considerable role in the moderation, especially of

in�ation.

By the same token, better monetary policy alone could explain around two thirds

of the in�ation moderation, a half of the interest rate moderation, but only 5% of the

GDP growth moderation. And smaller real shocks explain around three quarters of

the GDP growth moderation, one quarter of in�ation moderation, and one third of the

interest rate moderation. Smaller oil shocks in particular account for 7% of GDP growth

moderation, 11% of in�ation moderation, and all of the oil price moderation.

Table 3.4b shows that around two thirds of the GDP growth moderation can be

accounted for by smaller TFP shocks alone, while smaller time preference shocks ac-

count for around one tenth of the in�ation moderation and a quarter of the interest rate
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moderation. Interestingly, smaller oil technology shocks were responsible for the bulk

of the oil price moderation, with fringe (or cartelization) shocks playing a smaller role.

Our �ndings ascribe to monetary policy quite a modest role in GDP growth mod-

eration. This could be for several reasons. One is the proximity of our simple model

to the RBC paradigm: apart from nominal price rigidities (with a Calvo parameter esti-

mated at 0.63 in the �rst period) and imperfect competition in oil, our model features no

other imperfections or real rigidities (e.g. as in Blanchard and Gali, 2007) that would

raise the importance of the interest rate channel. Second, we assume that the central

bank reacts to the output gap (and not to output growth), which in our model is a rele-

vant target variable for a central bank concerned with the welfare of the representative

household. Given this rule, better monetary policy does not necessarily imply smaller

output �uctuations, especially if real disturbances are large. Third, the estimated reac-

tion to the output gap is not much different across the two samples (it is the reaction to

in�ation which increases substantially in the second period), so even if the �uctuations

of ef�cient output were not large, the post-1984 rule would not have stabilized output

much better than the pre-1984 one.

The bottom line of this analysis is that the reduced oil share and smaller oil shocks

have played a non-trivial role in the volatility reduction even if the other two factors �

smaller TFP shocks and better monetary policy � have played the dominant role in the

moderation of GDP and in�ation respectively.
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Oil Monet. Real shocks Calvo Frisch All
share policy Oil US All param elast. factors

GDP growth 6.49 2.29 3.40 34.9 40.3 1.07 0.37 52
In�ation 23.0 40.2 6.06 6.43 13.0 -6.89 -2.28 58
Interest rate 10.7 26.5 1.22 15.8 17.3 -1.98 -0.71 47
Real oil price -0.42 0.01 17.9 0.02 18.0 0.05 0.01 18

Table 3.4a. Percent moderation by factor15

Real shock All
â b̂ ẑ !̂ factors

GDP growth 34.1 0.54 3.13 0.27 52
In�ation 0.88 5.50 4.64 1.37 58
Interest rate 2.98 12.4 0.52 0.70 47
Real oil price 0.02 0.00 14.8 2.65 18

Table 3.4b. Percent moderation by shock

3.7.2 Changes in the Phillips curve

Hooker (2002) �nds evidence of a break in standard (backward-looking) core US in�a-

tion Phillips curves regressions, with oil price changes making a substantial contribution

to core in�ation before 1981 but little or no pass-through since that time. Similarly, es-

timating the standard New Keynesian model via maximum likelihood, Ireland (2004)

�nds that �cost push� shocks have become smaller since the 1980s.

Our model estimated with Bayesian techniques is in broad agreement with these

claims. Indeed, it points to the decrease in the oil share as a likely cause for the improve-

ment in the Phillips curve tradeoff as in�ation and the output gap have become more

aligned with each other and less sensitive to oil price markup �uctuations. In particular,

15 The numbers indicate by how much the volatility of a (row) variable would have been reduced by a
change in a single (column) factor. A negative sign means that the factor alone would have raised
volatility post-1984
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the last column of Table 3.5 shows that conditional on a reduction of the oil share from

3.6% to 2.2% (and keeping all other factors unchanged), the coef�cient on the oil price

markup (the �cost push� term) in the Phillips curve is reduced by about 40%. In addi-

tion, thanks mostly to smaller oil sector shocks, the volatility of the oil price markup

itself has decreased by around 15% in the period after 1984. This, together with in-

creased price �exibility (in the form of higher �) since the mid-1980s and a stronger

transmission channel, has made it possible for monetary policy to stabilize better both

the output gap and in�ation. As a result, the volatility of in�ation has declined by about

23%, while the volatility of the output gap has been cut by around 40%.

1965-1983 1984-2006 Counterf so
Oil share so 0.036 0.022 0.022
Common slope coeff. � 0.643 1.337 0.641
Oil price markup coeff. so� 0.023 0.029 0.014
Output gap coef�cient (1� so)� 0.620 1.312 0.627
Oil price markup volatility std(�̂) 29.35 25.08 28.77
Oil price markup persist. ��̂ 0.946 0.947 0.946
Output gap volatility std(ŷ) 1.072 0.562 0.678
Output gap persistence �ŷ 0.902 0.925 0.817

Table 3.5. Changes in the Phillips Curve

3.7.3 Changes in the relative importance of shocks

Tables 3.6a and 3.6b show the asymptotic variance decomposition16 of the four variables

of interest in the �rst and the second sample.

Notably, the last two columns of each table reveal that the contribution of oil

sector shock to US GDP growth and in�ation variability has been considerable, both

16 This is obtained by solving the Lyapunov equation �y = A�yA0 +B�uB0 in �y , the unconditional
variance of y; where yt is the solution to the linear rational expectations model of the form yt = Ayt�1+
But. It is thus simply the decomposition of the unconditional variance of endogenous variables, given
that shocks occur in every period from now to in�nity.
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before and after 1984. In particular, oil shocks (ẑ and !̂) contributed to around 17% of

GDP growth volatility, and as much as 60% of in�ation volatility and 32% of interest

rate volatility in the period 1965�1983. Thereafter, oil shocks continued to account

for around 17% of growth volatility, but were responsible for �only� 33% percent of

in�ation volatility and 14% of interest rate volatility. Interestingly, the shock to oil

productivity turns out to be more important for GDP growth and oil price volatility,

while the fringe shock is more relevant for the volatility of in�ation and the interest

rate.

US shocks Oil shocks
Real Nom.

â b̂ r̂ ẑ !̂
GDP growth 75.6 1.38 5.76 14.4 2.84
In�ation 1.95 24.4 10.4 9.86 53.4
Interest rate 6.77 57.5 3.77 1.34 30.6
Real oil price 0.04 0.01 0.04 74.0 25.9

Table 3.6a. Variance decomposition, 1965 � 1983

US shocks Oil shocks
Real Nom.

â b̂ r̂ ẑ !̂
GDP growth 79.0 0.76 3.53 12.3 4.39
In�ation 0.60 33.1 32.8 0.55 32.9
Interest rate 2.59 82.1 1.41 0.76 13.2
Real oil price 0.02 0.00 0.01 70.0 30.0

Table 3.6b. Variance decomposition, 1984 � 2006

Turning to US-originating disturbances, the shock to TFP (â) which accounted for

the bulk of GDP growth volatility pre-1984 has become even more important for GDP

growth, and has decreased its impact on in�ation, the interest rate and the oil price. The

preference shock (b̂) has become even more important for in�ation and the interest rate,

and less important for GDP growth; and the interest rate shock (r̂) has increased its
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relative importance for in�ation, but has become less relevant for GDP, the interest rate

and the oil price.

3.8 Comparison of the Results with the Literature

Based on a calibrated model with exogenous oil supply, Leduc and Sill (2007) conclude

that improved monetary policy can account for 45% of the decline in in�ation volatility

but only 5% to 10% of the reduction in output volatility, the bulk of which can be

explained by smaller TFP shocks. In this regard our �ndings are similar to theirs: we

�nd that better policy can explain around two thirds of the in�ation moderation but only

around 5% of the GDP growth moderation. However, our results are distinct when it

comes to attribution of the Great moderation to oil shocks. While we �nd that smaller

oil sector shocks would have contributed to 7% of GDP growth moderation and 11%

of the in�ation moderation, Leduc and Sill claim that oil quantity shocks would have

raised volatility in the �rst period. This discrepancy is likely due to the fact that Leduc

and Sill treat oil supply as exogenous17, in contrast to our explicit modelling of the

oil sector with a dominant player. In addition, we �nd that the reduced oil share can

explain 13% of the GDP growth moderation, and one third of the in�ation moderation,

a question which is not addressed by Leduc and Sill.

Gali and Blanchard (2007) introduce real wage rigidities to generate an in�ation-

output gap trade-off. They demonstrate how a reduction in the oil share in consumption

and production shifts inward the policy frontier and goes some way towards explain-

ing the observed reduction in in�ation and output volatility. Our model in comparison

17 In fact they treat it as constant, apart from a few discrete jumps lasting for one quarter, as identi�ed
by Hamilton (2000).
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generates a policy tradeoff by assuming imperfect competition in the oil market while

ignoring real wage rigidities. We also attempt to quantify more precisely the contribu-

tion of each factor by estimating the model with Bayesian techniques and performing

counterfactual simulations.

Canova (2007) investigates the causes of output and in�ation moderation in the

US by estimating the benchmark small scale New Keynesian model with Bayesian tech-

niques over rolling samples. He �nds instability in the posterior of the parameters de-

scribing private sector behavior, the coef�cients of the policy rule, and the covariance

structure of shocks. Canova further shows that even though changes in the parameters

of the private sector are largest, they cannot account by themselves for the full decline

in volatility of output and in�ation, while changes in the parameters of the policy rule

and the covariance of the shocks can. Our �ndings are similar to Canova in that the

bulk of GDP growth moderation is attributed to changes in real shocks, while most of

the in�ation moderation is due to monetary policy. Yet we �nd that as much as a third

of the in�ation moderation and 10%-13% of the moderation of output is attributable to

the smaller share of oil in GDP, which is not directly measurable in the benchmark New

Keynesian model estimated by Canova.

Gali and Gambetti (2007) look for the sources of the Great Moderation using a

VAR with time-varying coef�cients and stochastic volatility. Their �ndings point to

structural change, as opposed to just good luck, as an explanation. In particular, they

show that a signi�cant fraction of the observed changes in comovements and impulse-

responses can be accounted for by stronger reaction of monetary policy to in�ation,

and an apparent end of short-run increasing returns to labor. On the other hand Canova

and Gambetti (2007) using a VAR with time-varying coef�cients identi�ed through
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sign restrictions, �nd no evidence that there was an increase in the response of the

interest rate to in�ation, and overall conclude that monetary policy was only marginally

responsible for the Great Moderation. Compared with these studies, our counterfactual

analysis based on a structural DSGE model estimated with Bayesian techniques assigns

an important role to monetary policy, especially in the moderation of in�ation (and the

nominal interest rate). At the same time we point to the non-trivial role played by oil,

especially in the moderation of in�ation and in the improvement of the in�ation-output

gap tradeoff.

3.9 Conclusions

We asses the extent to which the increased macroeconomic stability after 1984 can be

accounted for by changes in oil shocks and the oil share by taking the model developed

in Chapter 2 to the data with Bayesian techniques and performing counterfactual simu-

lations. In doing so we nest two popular explanations for the Great Moderation, namely

smaller non-oil shocks, and better monetary policy.

Our estimates indicate that oil played a non-trivial role in the volatility reduction.

In particular, the reduced oil share alone can explain around one third of the in�ation

moderation, and 13% of the GDP growth moderation. Smaller oil sector shocks account

for 7% of the growth moderation and 11% of the in�ation moderation. Nevertheless,

we �nd that smaller TFP shocks can explain two-thirds of the growth moderation, while

better monetary policy alone can explain two-thirds of the in�ation moderation.
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3.A Calibrated parameters
Quarterly discount factor � 0.9926 Aver. annual real rate 3%
Steady-state markup � 1.15 Aver. markup 15%
Mean of non-OPEC capacity �
 0.004925 OPEC market share 40%
In�ation target �� 1 Optimal long-run in�ation

Capital share �2 0.33 Aver. capital income share
Oil share, 1965-1983 so 0.036 Aver. oil income share
Oil share, 1984-2006 so 0.022

Table 3.1. Calibrated parameters

3.B Figures

Fig. 3.1. Oil price and US recessions
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Fig. 3.4. Instability (dark) and determinacy (white) regions of the model
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