
Conclusions

On the other hand, the testing that Seidenberg and McClelland used to

evaluate the performance of their model could be carried out after the

monolingual training of BAR, examining the performance of the model on

different types of words such as low frequency words, exceptions,

homographs, and non-words. These tests could be realized at different stages

of learning (after different training epochs), examining both the output results

and the internal representations.

With respect to the study of bilingualism, the model has a big potential for the

study of different factors. As mentioned above, it can be used in studies of

second language acquisition to predict the sequence of learning and the

mistakes of second language students. Modifications in the training procedure

could allow simulation of different types of bilingualism according to

learning experience; for example, both languages could be trained at the same

time. Other options include the training of three or more languages in the

same network, and changing the structure of the network after the learning by

eliminating units (causing a lesion in the model) and exploring the

consequences.

Finally, as mentioned in the discussion on Chapter 3, the scope of the model

can be extended by including a semantic representation level. This level

would make possible the learning of translation, thus widening the range of

comparison with applied bilingual research.

Summarizing, the Bilingual Representations Model constitutes a tool for

further exploring both monolingual and bilingual lexical processing. Only

further research may evaluate its cognitive validity in the fields suggested.
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Appendixes

Appendix 1. Coding

In order to present the words to the neural network, Seidenberg and

McClelland (1989) incorporated two different coding schemes that Rumelhart

and McClelland (1986) developed for their model on past tense. One coding

is used for the phonology of the word and the other for its orthography. Both

coding schemes use coarse-coded, distributed representations of words. The

local context-sensitive coding allows the network to generalize the local

contextual similarity with a minimum of built-in knowledge of phonological

or orthographic structure.

For the phonology coding they used the Wickelphones and Wickelfeatures

inspired on Wickelgren (1969). The Wickelphones are sequences of context-

sensitive phoneme-units, which represent each phoneme in a word as a triple,

consisting of the phoneme itself, its predecessor and its successor. For

example, the phoneme string /tEst/ is treated as the set of phoneme triples _tE,

tEs. Est. st_, where _ is a word-boundary marker.

The problem with this coding is the number of Wickelphones needed. With n
fj

possible phonemes, n Wickelphones would be needed. For that reason each

phoneme is not represented by a single Wickelphone but by a pattern of

Wickelfeatures. Each Wickelfeature is a conjunctive, or context sensitive

feature, capturing a feature of the central phoneme, a feature of the

predecessor and a feature of the successor. These features are extracted from

the categorization of the phonemes.

Each phoneme is categorized on each of four dimensions. The first dimension
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divides the phonemes into three major types: interrupted, continuous

consonants, and vowels. The second dimension divides the interrupted

consonants into stops and nasals; the continuous consonants are divided into

fricatives and sonorants; and the vowels are divided into high and low vowels.

The third dimension classifies the phonemes into front, middle and back. The

forth dimension subcategorizes the consonants into voiced and voiceless, and

the vowels into long and short. Using this code, each phoneme can be

categorized by one value on each dimension. As the first and third dimension

distinguish 3 possible values and second and fourth dimension distinguish 2

possible values, representing the features of a single phoneme would require

ten units. A special eleventh feature is introduced to capture the word

boundary marker. Using this scheme, a Wickelphone could be represented as

a pattern of activations over a set of 33 units.

It is not difficult to see that if each wickelphone needs 33 units to be

represented, the total amount of units used to represent a whole word is

extraordinarily high. Although Rumelhart and McClelland (1986) reduced

this number by combining the features of the central, predecessor and

successor phonemes , the amount of input units needed for the phonological

representation was still very high (460). A serious inconvenient of this coding

scheme is that it can not guarantee that different words are represented by

different patterns.

The orthographic coding of words is very similar to the phonological coding.

In this coding scheme, 400 units are needed to represent a word. For each unit,

a table containing a list of ten possible first letters, ten possible middle letters

1. A full description of the procedure can be found in Rumelhart & McClelland
(1986)
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and ten possible end letters is generated randomly. By selecting one member

from each list of ten, thousand possible triples can be made. When a unit is

on, it indicates that one of these possible thousand possible triples is present

in the string being represented. The accuracy of this representation is then far

from good, because more than one word can actually be represented by the

same combination.

In all, this encoding needs 860 units to represent a word orthographically and

phonologically, causing the network to be very large and thus the learning

procedure very slow. This fact, together with the limitations already

remarked, make this encoding scheme not very desirable.

In Patterson, Seidenberg & McClelland (1989) the authors pointed out that

these encoding schemes are not fully sufficient for representing all the letter

or phoneme sequences that form words. Pinker and Prince (1988), very

critical on Rumelhart & McClelland (1986), pointed out many weak points of

the Past Tense Learning model that were actually a consequence of the

encoding. Another feature of this encoding is that it cannot be decoded from

the output, due to the lack of accuracy of the representations. Thus the

performance of the network has to be checked through the learning rates and

other parameters, and the actual output of the network cannot provide

examples to compare with human performance.

The first implementation of BAR I, which is not reported here, used this

coding. The result was that the network was.too large and could not cope with

the learning of two sets of words. It became clear that a different coding

scheme should be adopted.
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Appendix 2. Orthographic and phonological fea-
tures for coding (BAR 1)

A. 1 Orthographic features

alOOl
elOlO
ilOll
ollOO
ullOl
ylllO
bOOOOOl
cOOOOlO
dOOOOll

A.2 Phonetic features

bOOOOOOl
pOOOOOlO
dOOOOOll
tooooioo
gOOOOlOl
kOOOOHO
mOOOOlll
F0001000
nOOOlOOl
C0001010
H0001011
N0001100
vOOOHOl
D0001110
fOOOllll
T0010000
zOOlOOOl
sOOlOOlO
Z0010011
xOOlOlOO
JÏOIOIOI

fOOOlOO
gOOOlOl
hOOOHO
jOOOlll
kOOlOOO
1001001
mOOlOlO
nOOlOll
pOOllOO

G0010110
J0010111
S0011000
J0011001
wOOHOlO
10011011
P001 1100
rOOlllOl
R0011110
jOOlllll
hOlOOOOO
11000001
Y1000010
ylOOOOll
C1000100
Í1000101
¡1000110
O1000111
$1001000
Q1001001
V1001010

U1001011
}1001100
ulOOHOl
11001110
E1001111
©1010000
)1010001
elOlOOlO
21010011
alOlOlOO
&1010101
A1010110
{1010111
#1011000
31011001
61011010
*1011011
-1011100
olOlllOl
11011110
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Appendix 3. Phonological Coding for BAR 2

Consonants

P

b

t

d

k

g

N

m

n

1

r

f

v

T

D

s

z

S

Vowel

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

Voiced

0

1

0

1

0

1

1

1

1

1

1

0

1

0

1

0

1

0

Labial

1

1

0

0

0

0

0

1

0

0

0

1

1

0

0

0

0

0

Apical

0

0

1

1

0

0

0

0

1

1

1

0

0

1

1

0

0

0

Coronal

0

0

0

0

0

o-

0

0

0

1

1

0

0

0

0

1

1

1

Back

0

0

0

0

1

1

1

0

0

0

0

0

0

0

0

0

0

0

Nasal

0

0

0

0

0

0

1

1

1

0

0

0

0

0

0

0

0

0

Conti
nuous

0

0

0

0

0

0

0

0

0

1

1

1

1

1

1

1

1

1

disambi
guating

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1

0

0

0

0

0

1

0
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Z

j

x

G

h

w

J

-

C

F

H

P

R

Vowe
1

0

0

0

0

0

0

0

0

0

0

0

0

0

Voiced

1

1

0

1

0

1

0

1

1

1

1

1

1

Labial

0

0

0

0

0

1

0

0

0

1

0

0

0

Apical

0

0

0

0

0

0

0

0

1

0

1

1

1

Coronal

1

0

0

0

0

0

1

1

1

0

0

1

1

Back

0

0

1

1

0

1

0

1

0

0

0

0

0

Nasal

0

0

0

0

0

0

0

0

1

1

1

0

0

Conti
nuous

1

1

0

1

1

1

0

0

0

0

0

1

1

disambi
guating

0

0

0

0

0

0

0

0

0

0

0

1

1

1

0

1

0

0

0

0

0

0

1

1

0

1

Vowels and Diphthongs

I

E

{

A

Q
V

o

vowel

1

1

1

1

1

1

1

back

0

0

0

0

1

0

1

front .

1

1

1

0

0

0

0

low

0

1

1

1

1

0

0

middle

1

0

0

0

1

0

1

high

0

0

0

0

0

0

0

round

0

0

0

0

1

0

1

length

0

0

0

0

0

0

0

disambi
guating

0

0

0

0

0

0

1

0

0

1
0

0

1

0
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U

}
@
i

i

#

a

$

u

3

y
(
)
*

<

e

1

o

vowel

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

back

1

0

0

0

0

0

0

1

1

0

0

0

0

0

1
0

0

1

front

0

0

0

1

1

0

0

0

0

0

0

0

1
0

0

1
0

0

low

0

0

0

0

0

1

1
0

0

0

0

0

0

0

0

0

0

o .

middle

1

1

1

0

0

0

0

1

0

1

0

0

0

1

1

1

1

1

high

0

0

0

1

1

0

0

0

1
0

1
1
0

0

0

0

0

0

round

1

1

0

0

0

0

0

1

1

0

1

1
0

1
1
0

1
1

length

0

0

0

1

1

1

1

0

1

0

1

1

1

1

1

1

1

1

disambi
guating

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1

0

0

0

1

0

1

0

0

1

0

1

0

1

0

0

0

1
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Diphthongs

The diphthongs are treated as the sum of 2 vowels. Thus,

l=e+I

4=O+I
5=@+U
6-a+U
7=I+@

9=U+@
K=E+i
L=*+y

W-a+i
B=a+u
X=O+y
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Appendix 4. List of Stimuli Used in Experiment
1
Words: Cognate List

repeated

appel

bal

broer

klok

vorm

fruit

haar

hel

dief

hart

cognate

apple

ball

brother

clock

form

fruit

hair

hell

thief

heart

false-friend

appeal

bald

broad

block

warm

fury

hear

bell

diet

part

control

sauce

fire

time

salt

king

sheep

boat

cow

gold

lion

target

APPEL

BAL

BROER

KLOK

VORM

FRUIT

HAAR

HEL

DIEF

HART

Words: Non-cognate List

repeated

wortel

paard

grap

mes

spiegel

geld

kantoor

varken

winkel

broek

non-cognate

carrot

horse

joke

knife

mirror

money

office

Pig

shop

trousers

false-friend

worth

parade

grasp

less

spilled

belt

contour

darken

twinkle

broker

control

bike

mail

coat

law

arrow

rose

duck

nature

year

task

target

WORTEL

PAARD

GRAP

MES

SPIEGEL

GELD

KANTOOR

VARKEN

WINKEL

BROEK

197



Appendixes

Non words: Cognate List

prime

baker

crown

pipe

needle

rabbit

uncle

town

maid

rice

hedge

target

BADAR

CREU

PIPA

NEULA

RIBOT

ONCLE

TRAU

MAI

RICA

FETGE

Non words: Non-cognate List

prime

rule

action

rose

train

pen

boat

negro

dance

mouse

calf

target

PANXA

CORDA

BLEDA

PORTA

GORG

MERLA

GERRA

PATRÓ

PENCA

BASTO
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Cognate list

targets

cognates

false friends

control

average
othographic

length

4.1 letters

4.8 letters

4.4 letters

4 letters

average
orthographic

overlap

2.5 letters

2.5 letters

0.1 letters

average
phonological

length

3. 70 pho-
nemes

3.60 pho-
nemes

4 phonemes

3. 4 phonemes

average
phonological

overlap

1.9 phonemes

1.3 phonemes

0 phonemes

Non-
Cognate list

targets

non-cognates

false friends

control

average
othographic

length

5.3 letters

5 letters

5.7 letters

4.5 letters

average
orthographic

overlap

0.2 letters

2.9 letters

0.2 letters

average
phonological

length

4.7 phonemes

3.9 phonemes

5. 11 pho-
nemes

3. 4 phonemes

average
phonological

overlap

0 phonemes

1.67 pho-
nemes

0 phonemes
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Appendix 5. List of Stimuli Used in Experiment
2

Words: Cognate List

repeated

apple

ball

brother

clock

form

fruit

hair

hell

thief

heart

cognate

appel

bal

broer

klok

vorm

fruit

haar

hel

dief

hart

false-friend

applaus

baal

brozer

kloek

ferm

fuif

hier

heel

tien

hert

control

huis

dik

tafel

bond

muis

auto

fiets

kat

jurk

mond

target

APPLE

BALL

BROTHER

CLOCK

FORM

FRUIT

HAIR

HELL

THIEF

HEART

Words: Non-cognate List

repeated

carrot

horse

joke

knife

mirror

money

office

pig

shop

trousers

non-cognate

wortel

paard

grap

mes

spiegel

geld

kantoor

varken

winkel

broek

false-friend

kaart

horde

jokken

knijp

morrel

mond

affiche

pil

hoop

trouwen

control

sfeer

prooi

schouw

naam

koffie

regen

rivier

rood

nacht

straat

target

CARROT

HORSE

JOKE

KNIFE

MIRROR

MONEY

OFFICE

PIG

SHOP

TROUSERS
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Non words: Cognate List

prime

regel

actie

roos

trein

pen

boot

neger

dans

muis

kalf

target

REGAR

ACTIU

RAO

TREN

PENA

BOTA

NEGRE

DANSA

MEUS

CALB

Non words: Non-cognate List

prime

bakker

kroon

piJP

naald

konijn

oom

stad

meid

rijst

heg

target

MAONS

CARRER

CAMÍ

PERA

FOSC

CRIT

PATI

TARD

CONTE

GRASSA
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Cognate list

targets

cognates

false friends

control

average
othographic

length

4.8 letters

4.1 letters

4.5 letters

3.9 letters

average
orthographic

overlap

2.6 letters

2.2 letters

0 letters

average
phonological

length

3. 6 phonemes

3. 7 phonemes

3.5 phonemes

3.75 pho-
nemes

average
phonological

overlap

1 .9 phonemes

1.44 phonemes

0 phonemes

Non-
Cognate list

targets

non-cognates

false friends

control

average
othographic

length

5.2 letters

5.3 letters

5.2 letters

5.2 letters

average
orthographic

overlap

0.1 letters

2.4 letters

0.2 letters

average
phonological

length

3.9 phonemes

4.7 phonemes

4.2 phonemes

3. 56 pho-
nemes

average
phonological

overlap

0 phonemes

1.11 phonemes

0 phonemes

202



Appendixes

Appendix 6. Target frequencies

The results obtained in the non-cognate list in Experiment 2, indicating that

the repeated primes and the non-cognate primes produced a similar

facilitatory effect, was unexpected. In fact, the facilitation obtained using

repeated primes in the cognate list was of-71.90 msec, whereas it was only of

-17.00 in the non-cognate list. This difference seems to indicate that both lists

are different, and probably the difference is due to the frequency of the words

used in both lists.

In order to check if the frequencies of the English targets were different in the

cognate and the non-cognate list, the CELEX database was consulted. The

frequency for targets in the cognate list and in the non-cognate list is displayed

in the following table.

non-cognate
targets

carrot

trousers

Pig

knife

joke

mirror

horse

shop

office

money

frequency
(per million)

8

28

43

44

50

52

132

135

281

403

cognate targets

thief

apple

clock

fruit

hell

ball

brother

heart

hair

form

frequency
(per million)

12

30

40

68

89

111

138

164

199

439

Table 7. Frequencies per million of non-cognate ,and cognate targets used in
Experiment 2
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The words have been ordered from higher to lower frequencies, in order to

better compare the values in the two lists. Although the mean frequency in the

two lists is similar (117.60 for non-cognate targets and 129 for cognate

targets), this value for the non-cognate targets is mainly due to the target

'money', that has a very high frequency in comparison with the other targets.

Moreover, it should be taken into account that these frequencies should be

scaled down for Dutch speakers using English as a second language .

1. The same calculations were made for the list of targets hi Dutch used in Experi-
ment 1, where the differences are even more extreme (528.50 occurrences per
million for cognates and 76.40 for non-cognates). The high mean for the cognates
is mostly due to the word 'haar', which has a very high frequency. Probably
because in Experiment 1 the targets were in the first language of the subjects,
these differences were not reflected in the results.
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