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Abstract

Graphene has shown extraordinary electronic and mechanical properties that can
be applied in a wide variety of devices and technological fields. Exploring and con-
trolling the different methods to obtain graphene is a crucial step for the successful
implementation of this material. Epitaxial growth of graphene on metal surfaces by
CVD processes has proven to be a reliable method to obtain graphene layers with
good quality and, most importantly, scalable for industrial processes. In this thesis
we study using Scanning Tunnel Microscopy at RT and at high temperature the
Chemical Vapor Deposition (CVD) reaction that takes place in the Ni(111).

We develop a method to grow graphene nanoislands on Ni(111) by tuning the param-
eters involved in the CVD reaction such as the crystal temperature, propene dose
and reaction time. The method consist in dosing the propene at RT and heat the
sample once the dosing process is complete during a controlled time. The tempera-
ture turns out to be the most determinant parameter. Heating the sample below 400
ºC results in the formation of Ni2C, a surface carbide that inhibits the formation of
graphene at the surface. Heating the sample above 400 ºC results in the formation
of graphene nanoislands with irregular shape. Above 500 ºC the number of islands
diminishes strongly due to gas desorption. To obtain graphene nanoislands in a re-
producible manner a minimum dose of 1 L is required, and the coverage of graphene
increase with the total dose offered to the surface until it reaches the saturation value
at 5 L. The heating time also has an effect in the formation of graphene nanoislands
and is found to be optimum for 5 min. A post-reaction thermal treatment can lead
to a shape transformaiton of the islands. Annealing at 500 ºC during 20 min forms
triangular graphene nanoislands, while annealing the sample at 650 ºC for 10 min
leads to hexagonal islands.

The structure of the islands is systematically studied paying special attention to
the stacking configuration and island edges. Most islands exhibit a 1x1 stacking, al-
though some islands with rotational Moiré patterns were observed. Islands obtained
after the thermal treatment have straight edges, which have a crystallographic ori-
entation characteristic of zigzag edges. On the Ni(111) the zigzag hollow (zzh) edges
are stable at RT but zigzag top (zzt) edges present a pentagon-heptagon reconstruc-
tion named zzt(57). Triangular nanoislands exhibit zzh edges with a predominant
top-fcc stacking. The interaction between the substrate and the zzh edges is strong
enough to produce stacking changes in some small triangular nanoislands and is-
lands with top-hcp are occasionally observed. Hexagonal nanoislands have zzh and
zzt(57) edges alternated.
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Clearly the edges are related with the final shape of the islands, for that reason we
studied the dynamics of the growth processes of the islands by high temperature
STM. We observe that island grow in a isotropically manner with defective edges
at a temperature of 450 ºC. Increasing the sample temperature at 500 ºC modify
the island edges, which acquire a straight shape. The island growth at 500 ºC takes
place in both types of zigzag edges with different growth velocity. Zzt edges than
grow faster than zzh and tend to disappear. The difference in the edge growth
velocity is the responsible of the evolution of the island to a triangular shape. The
growth velocity of zzh and zzt edges equals at 650 ºC and consequently the islands
grown at this temperature have an hexagonal shape.
Finally we studied the growth of a graphene monolayer on Ni(111) by in-situ high
temperature STM. At the initial stages of the CVD reaction a Ni2C layer is formed
on the surface. This layer is formed at temperatures as high as 600 ºC and covers
the whole surface. With some delay in time the growth of graphene is observed. The
graphene grows by propagation of a reaction front. Growth of graphene is observed
in a temperature range from 500 to 730 ºC.
Overall, the results provide a detailed study of the graphene growth on Ni(111) by
CVD reaction focused on nanoisland growth, as well as a characterization of their
structure.
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1 Introduction

Graphene is a one atom thick layer of Carbon atoms forming a 2D structure. Its elec-
tronic bands were theoretically studied in the 40’s [1], but considered to be unstable
in free-standing conditions due to the instability of 2D structures in the free state
[2, 3, 4]. However, in 2004 Geim et. al. developed a method to mechanically isolate
graphene sheets from Highly Ordered Pyrolytic Graphene (HOPG) by mechanical
exfoliation [5], and demonstrated that graphene is in fact stable at RT thanks to
intrinsic microscopic roughening [6]. This discovering owns to him and his college
Novoselov the Nobel Prize in Physics in 2010 and was the detonating step to study
its properties experimentally. Since then, more than 20.000 scientific articles have
been published and graphene has established as a hot topic of actual research.
Graphene is a singular material thanks to its unique electronic band, which make
electrons and hole behave as relativistic particles. It has an extraordinary electronic
properties which overcome those of most metals and semiconductors. Mechanically
speaking, graphene is the hardest material ever tested, far above diamond. Not
enough with that, graphene also have an unique optical properties, which makes it
a good candidate for production of solar cells. It can be said that graphene has a
new range of properties that could be applied to many technological field and, as
already has been claimed, could represent a revolution in the society as plastics did
in the XX century.
A necessary step is the development of new production processes able to produce
graphene with different quality and price ranges. As an example graphene produced
with chemical exfoliation techniques produce gram quantities of graphene at a low
cost but with poor structural quality. On the other extreme, mechanically exfoliated
graphene exhibits good crystalline quality but the method is not scalable and only
flakes of few micrometers can be obtained. Epitaxial graphene grown by Chemical
Vapor Deposition (CVD) methods on metal surfaces exhibit good crystalline quality
and the method is scalable to obtain graphene buffers of several. In this thesis we
study the CVD growth of graphene on nickel surfaces.

1.1 Graphene structure

Carbon atoms on graphene are bounded with p and sp2 orbitals. Sp2 orbitals have a
planar structure and are perpendicular to p orbitals, as observed in Figure 1.1.a. The
resultant structure is a 2D honeycomb lattice (Figure 1.1.b), which can be described
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Chapter 1 Introduction

as an hexagonal lattice with a basis composed of two carbon atoms. The sp2 orbitals
give rise to the valence band σ and conduction band σ∗. The sp2 covalent bond is
the responsible of the extraordinary mechanical properties, such as high resistance
and flexibility, which will be explained in detail below. The p orbital forms the
valence band π and conduction band π∗. Near the fermi energy, only π and π∗

are available, hence the electronic properties of graphene are determined by those
bands. The electronic structure of graphene is shown in Figure 1.1.c. We observe
that the conduction and the valence bands touch in a single point called the Dirac
Point. Near this point the bands have a conic shape.

Figure 1.1: Graphene structure. a) Carbon atom with p and sp2 orbitals [7]. b)
Graphene atomic structure [8]. c) Electronic dispersion of graphene [9].
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1.2 Graphene properties

1.2 Graphene properties

1.2.1 Electronic properties.

Graphene has unique electronic band formed by the π and π∗ bands, which touch
in a single point at the Fermi energy called the Dirac point. Those bands have a
conic shape near the Dirac point [1], what implies the electrons and holes has a
zero effective mass. This means that the electrons and holes on those bands can be
described by the Dirac equation and behave as Dirac fermions (relativistic particles
with semi-integer spin). The Dirac equation is

Ĥ = c�σ · p̂

where Ĥ is the Hamiltonian of the system, �σ the Pauli Matrix, p̂ the momentum
operator and c is the speed of light. Adapting this equation to graphene

Ĥ = vf�σ · p̂

where Ĥ is the Hamiltonian of the system, �σ the pseudo-spin matrix [10], p̂ the
momentum operator and vf is the fermi velocity (∼ 106m · s−1).
Hence graphene represents a unique system in where to study the properties of Dirac
fermions and its unusual related effects. An intrinsic effect of electronic systems
described by the Dirac equation is the minimum conductivity [11, 12, 13, 14], which
can be observed in graphene since its conductance never falls below the quantum
unit of conductance (e2

h
) even when the concentration of electrons or holes tends

to zero[15]. Quantum Hall Effect (QHE) is observed in 2D systems such as Si or
GaAs at extremely low temperature and high magnetic fields. Additionally QHE in
graphene presents a unique behavior due to the pseudo-spin of its charge carriers
which arise from its honeycomb structure [10]. The pseudo-spin introduce an extra
degree of freedom to the system which results in an anomalous QHE named as
Fractional Quantum Hall Effect (FQHE) [16]. But what is more extraordinary is
the observation of FQHE in graphene at relative low magnetic fields and at RT [17]
thanks to its unique properties such as large carrier concentration (up to 1013 cm−2)
with only a single 2D subband occupied and high mobility of Dirac fermions (10,000
cm2 V−1 s−1) at RT. The carrier concentration and mobility of graphene depends
strongly on the samples. Mobilities as high as 185,000 cm2 V−1 s−1 were reported
on suspended graphene at 20 K for a carrier concentration below 5 × 10−9 cm−2[18].
These value can not be attained in semiconductors, for that reason graphene is a very
interesting material with potential applications in the electronic industry. Graphene
has also an intrinsic interest from the magnetic point of view due to its low spin-
orbit interaction, which results in long spin coherence length above 1 μm at room
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Chapter 1 Introduction

temperature [19]. Spin currents can be injected and collected in graphene without
suffering an important loss, which is crucial for the implementation of spintronic
devices. Also, gate-tunable spin valve made of graphene has shown sharp switching
at RT [20]. Hence graphene seems the ideal material to push the spintronics to a
new level of sophistication.

1.2.2 Mechanical properties

The strong covalent bond of the sp2 orbital gives graphene an extraordinary me-
chanical properties. Graphene has proven to be the hardest material ever tested.
Changgu Lee et. al. measured the elastic properties and intrinsic breaking strength
of free-standing monolayer graphene membranes by nanoindentation in an atomic
force microscope [21]. They obtained a breaking strength of 42 N m−1, which is a
huge value for a single atom thick layer. As a comparison, assuming an effective
graphene thickness of 0.335 nm, the resultant intrinsic stress is 1.3 × 1011 Pa, which
is several orders of magnitude below the intrinsic stress of Diamond (2.800×109 Pa)
and steel (5 − 10 × 108 Pa).

1.2.3 Optical properties

The conical shape of the electronic bands of graphene strongly determine its optical
properties. Theoretically graphene absorbs πα of light independently of its fre-
quency, where α is the fine structure constant. Experimentally this value has been
confirmed with very good agreement between 0.1 and 0.6 eV [22]. The frequency
independence of the absorption and its high value makes graphene a promising ma-
terial for solar cells, since it can use all the spectra of white light. Also, since a
monolayer graphene only absorbs 2.3% of light, graphene is a good material for
transparent electrodes.

1.3 Graphene synthesis

All the properties explained in previous section depend strongly on the crystalline
quality of graphene layers. The crystalline quality of graphene depend strongly
on the synthesis method used to obtain it. There are several methods to obtain
graphene, which can be mostly divided in to groups, exfoliation and epitaxial meth-
ods.

1.3.1 Exfoliation methods

Exfoliation methods produce graphene sheets for graphitic materials, normally HOPG.
HOPG has a lamellar structure, which consists of planes of graphene sheets stacked
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1.3 Graphene synthesis

and with an week interaction between them. For that reason it can be exfoliated
easily.

1.3.1.1 Mechanical exfoliation

A good technique to obtain high quality graphene flakes is mechanical exfoliation
of HOPG. It was the first developed method to obtain graphene and is still widely
used for scientific applications. The mechanical exfoliation is done using a scotch
tape. A HOPG is placed on a scotch tape (Figure 1.2.a), which is folded to cover
the HOPG. Then the tape is unfolded, what causes the HOPG to divide in two
pieces, one on each side of the tape (Figure 1.2.b). This process is repeated several
until the HOPG is divided in extremely thin flakes. The flakes are transferred to
a substrate (Figure 1.2.c). Luckily one of these flakes will contain a small piece of
graphene, which normally are identified by optical techniques (Figure 1.2.d). Al-
though this process seems too simple, it allow the obtainment of graphene flakes in
a cheap way. Graphene flakes obtained by mechanical exfoliation are widely used
for research purposes, however these method has an intrinsic randomness that limits
its scalability.

Figure 1.2: Graphene mechanical exfoliation [23].

1.3.1.2 Chemical exfoliation

The chemical exfoliation of graphene consist also in the separation of graphene layers
from graphite and can be achieved by a wide variety of chemical techniques. Chou-
cair et. al. [24] obtained gram-scale quantities of graphene by low-temperature flash
pyrolysis of a solvothermal product of sodium and ethanol, followed by gentle soni-
cation of the nanoporous carbon product. Stankovich et. al. synthesized graphene
by reduction of a colloidal suspension of exfoliated graphene oxide sheets [25]. Her-
nandez et. al. use organic solvents to disperse and exfoliate graphite and obtain
individual graphene sheets. An alternative method proposed by Dan Li et. al. con-
sist in the the oxidation of graphite followed by its exfoliation by ultrasonication in
water to obtain individual graphene oxide sheets. The graphene oxide sheets are
converted back to graphene by chemical reduction. The chemical methods have the
advantage of obtaining gram quantities of graphene at low cost, however the quality
of the graphene layers obtained with these techniques needs to improve to achieve
the needs of the electronic industry.
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Chapter 1 Introduction

1.3.2 Epitaxial methods

An alternative method to obtain graphene layers is the epitaxial grow. Epitaxial
techniques offer a good quality graphene layers, an easily scalable process and rel-
ative cheap. The epitaxial growth of graphene has been achieved succesfully in a
wide variety of substrates, which can be divided in Silicon Carbide (SiC) and metal
surfaces.

1.3.2.1 Silicon carbide

Epitaxial graphene grown on Silicon Carbide (SiC) is a promising candidate, since
the industrial processes are already familiarized with silicon [26]. The epitax-
ial growth is achieved by thermal decomposition in two different faces of SiC,
the SiC(0001) and the SiC(0001̄), which show different advantages and disadvan-
tages. The graphene layers obtained by this process display the properties of ideal
graphene and have carrier mobilities equivalent to free-standing graphene [27]. How-
ever graphene grown on this substrate usually present areas with bi and tri-layer
graphene, which can dramatically changes its properties.

1.3.2.2 Metal surfaces

Several decades before the mechanical exfoliation of graphene [5], graphene layer
were obtained on metal substrates [28, 29, 30, 31, 32]. During the preparation of Ru
and Pt crystals, carbon impurities segregate and form graphitic layers on the surface.
The thick of these graphitic layers can be controlled by controlling the carbon density
and temperature of the crystal, reaching a few graphene layers only, or even of
monolayers [33]. The epitaxial growth of graphene on transition-metal substrates
by chemical vapor deposition (CVD) represents one of the most promising routes for
the production of large-area homogeneous graphene sheets [34, 35, 36, 37, 38, 39],
offering significant advantages over the micro-mechanical cleavage of highly oriented
pyrolytic graphite [40]. Graphene has been grown on several metal surfaces, being
the most studied Rh(0001), Ir(111), and Ni(111). Graphene grown on metal surface
has been prepared by two methods; by surface decomposition of carbon-containing
molecules such as propene, ethylene, or bigger molecules, and by segregation of
carbon previously dissolved in the bulk. The surface reaction of carbon-containing
molecules always results in monolayer graphene, since the metal surface have a
catalytic role in the reaction. The segregation of carbon to the surface can lead
to a monolayer graphene, due to the difference in the thermodynamical stability of
single and multiple layer graphene. Multilayer graphene can also be prepared by
this method [41]. These different methods have been observed by isotope labeling
by Li et. al. [42]. They grow graphene on Ni and Cu substrates by two steps
dosing process using methane with C12 and C13 isotopes. Once the graphene layer
is formed they measure it with Raman spectroscopy and observe the shift of the
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1.4 Graphene nanostructures

graphene characteristic peaks due to the different nuclear mass of the isotopes. On
Cu domains with different Raman signatures were observed (Figure 1.3.c,d), what
indicates that carbon atoms react at the surface and the graphene was formed during
the dosing of each isotope. On Ni, the Raman signature does not differentiate any
domains (Figure 1.3.e), what indicates that carbon atoms dilute to the bulk and
precipitate once both isotopes are mixed.

Graphene is normally grown on hexagonally close-packed metal surfaces and present
a Moiré structure resulting from the lattice mismatch or the lattice misorientation
with the substrate . The origin of the Moiré is explained in detail in subsubsection 4.2.3.2.
On and Ru(0001) , graphene is grown normally by carbon segregation. The growth
of graphene on Ru(0001) can lie to big domains, since the layers growth overpassing
the limits of substrate terraces. The first graphene layer is strongly attached to the
metal surface, what strongly modifies its electronic properties. However the sec-
ond graphene layer is almost completely detached and shows the inherent electronic
properties of graphene [34]. On Ir(111), graphene is obtained by surface decompo-
sition of carbon containing molecules. Graphene layers on Ir(111) shows a small
interaction with the substrate and its electronic structure is weekly altered [43].

The growth of graphene on Ni(111) has been achieve by both techniques, carbon
segregation and surface reaction. Nickel has the advantage than the substrate have
a small lattice mismatch with graphene and lies in a 1x1 stacking. This allows to
produce high quality graphene monolayers. Recently, a method to transfer graphene
layers from a nickel substrate to any arbitrary substrate was developed [44], allowing
to obtain cheap and high quality graphene layers in a industrial scale.

1.4 Graphene nanostructures

A necessary condition for its success in the electronic industry and any nanotech-
nological application is the control of graphene structure and properties at the
nanoscale. Owing to confinement and edge effects, graphene quantum dots have
attracted considerable interest for applications in nanoelectronics [45, 46] as well as
for fundamental reasons [47, 48, 49]. Moreover, theoretical investigations predict
the appearance of intriguing magnetic properties on the edges of graphene islands
[50, 51, 52], where zigzag edges may possess finite magnetic moments that add up
in triangular islands but compensate exactly in hexagonal ones [50].

Most efforts to produce graphene nanostructures with controlled shape rely on top-
down techniques such as electron beam lithography (Figure 1.4.a) [53], nanoimprint
(Figure 1.4.b) [54], and scanning probe lithography [55, 56]. An interesting possi-
bility is the fine-tuning the epitaxial process to induce the self-assembly of graphene
nanostructures of well-defined shape and dimensions. On metals, graphene nanois-
lands have been obtained by surface segregation of bulk C [34], direct evaporation of
C, and thermal dissociation of hydrocarbons on Ir(111) [57], Ru(0001) [58], Co(0001)
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Chapter 1 Introduction

Figure 1.3: Growth by surface decomposition and carbon segregation. a) Scheme
of carbon segregation growth. Red and black balls represent C12 and C13 isotopes.
b) Scheme of surface decomposition growth. c,d) Intensity of G Raman peak of
assigned to C13 and C12 isotopes respectively of a graphene layer on Cu. e)
Relation between G bands of C13 and C12 isotopes of a graphene layer on Ni.
Images obtained from[42].

10



1.5 Thesis structure

(Figure 1.4.c) [48] and Cu(001) [59]. In most of such cases, the islands grow with
irregular shapes and present a broad size distribution. Attempts to steer the growth
process towards shape and size selection have so far been successful only for nanorib-
bons [60] and very small graphene-like clusters with dimensions in the range of 1 to
25 nm2 [61, 62, 63].

Figure 1.4: Graphene nanostructures obtained by a) electron beam lithography
[53] b) nanoimprint [54]c) and epitaxial growth [48].

For graphene nanoislands on metals, the edge energy can play an important role on
the islands stacking. Straight graphene edges are usually found on metals and are di-
vided in two groups depending on the symmetry direction they follow, called zigzag
and armchair edges. Once the graphene atomic structure is observed, armchair
and zigzag edges can be easily distinguished by 30º difference of their orientation.
Epitaxial graphene nanoislands with zigzag edges have been observed on transition
metals as Co(0001) [48], Ir(111) [64] and Pd(111) [65] . However, graphene nanois-
land on these substrates do not have a lattice coincidence.
In this thesis we present a method to grow graphene nanoislands on Ni(111). We
study the growth, structure and dynamics of the islands as well as the dependence
on the CVD reaction on parameters such as the temperature and dose. Graphene
nanoislands on Ni(111) are specially interesting for two reasons: first, the small
lattice mismatch that produces the 1x1 stacking avoids any superstructure such as
moiré pattern and the islands are more homogenous; and, second, the magnetic
properties of nickel and its interaction with the graphene nanoislands could result
in the stabilization of the net magnetic moment predicted for triangular graphene
nanoislands with zigzag edges [50].

1.5 Thesis structure

After the introduction presented on this chapter, this thesis is organized as follows:
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Chapter 1 Introduction

• chapter 2 explains the experimental technique used for the experiments pre-
sented, which is Scanning Tunnel Microscopy (STM). STM experiments were
performed at RT and high temperature and allow us to determine the atomic
structure and dynamics of the system.

• In chapter 3 we present a method to grow graphene nanoislands on Ni(111).
By controlling the parameters of the reaction we are able to obtain shape
selected graphene nanoislands. A modified form of this chapter is published
in [66].

• In chapter 4 we study the structure of the graphene nanoislands, the stacking
configuration with the substrate, and the structure of the edges. Density
Functional Theory (DFT) calculations corroborate the experimental results.

• chapter 5 presents the study of the dynamics and growth processes of graphene
nanoislands on Ni(111) depending on the temperature.

• In chapter 6 we show the CVD process that occurs when a hot Ni(111) surface
is exposed to carbon containing gasses such as propene. The formation and
stability of nickel carbide and graphene layers is studied in-situ.

• chapter 7 present the main conclusions obtained from all the experiments pre-
sented in this thesis.

12



2 Scanning Tunneling Microscopy

In this chapter we describe the basic functioning of scanning tunneling microscopy
(STM) and scanning tunneling spectroscopy (STS) used to obtained all the experi-
mental result described in this thesis. STM and STS are a surface characterization
technique widely used in the scientific community due to their high spatial resolu-
tion, better than one Angstrom (Å) and their versatility. STM can be performed in
ambient or UHV conditions and even in liquids. The basic functioning of an STM
is to measure the electric current flowing between a conductive sample and a sharp
conductive tip maintained at a different voltage. The tip and the sample are sep-
arated by a few Å and the electric current is very sensitive to the relative position
between the tip and the sample. From this sensitivity emerges the high resolution
of the STM/STS techniques. The tip is attached to a piezodrive which consist of
three piezoelectric transducers that control the movement in the x-y-z directions
by applying a voltage to them. The system is vibration-isolated to maintain the
relative position between the tip and the sample as controlled as possible. Although
STS measurements are usually done at low temperature, STM measurements can be
performed in a wide range of temperature, ranging from mK to above 1000 K. No
matter the temperature used, it is very important to maintain it constant to avoid
thermal drift, which can affect the relative position between the tip and the sample.
Figure 2.1 shows the basic scheme of an STM. The tip is approached to the sample
using a coarse positioner. Once the distance between tip and sample is of the
order of a few Å, the distance is precisely controlled by the z piezo. When we
apply a bias voltage between the sample and the tip, the resulting tunneling current
is measured and recorded by the computer. This electric current is the primary
measured quantity and is very sensitive to the distance between tip and sample
surface. It is used to obtain a contour of the sample surface by scanning the sample
with the x and y piezos. The tunneling current is produced due to the overlap of
the electronic wave functions of the sample and tip, and is a quantum phenomena
that cannot be explained by classical models. Its origin is explained in detail in
section 2.1.

2.1 The quantum tunneling effect

The quantum tunneling effect was predicted in the early 20th century [67]. It de-
scribes how a particle can pass through a potential energy barrier higher than its
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Chapter 2 Scanning Tunneling Microscopy

Figure 2.1: The scanning tunnel microscopy. An atomically sharp tip is placed
near a sample surface and moved through it using a piezo scanner. Due to the
bias voltage applied between the sample and the tip a tunnel current flows, which
is recorded and used to obtain information of the sample surface. The informations
obtained gives us information about the sample surface topography and electronic
properties.

own energy. In classical mechanics the particle will never penetrate in the potential
barrier, but a detailed study of the problem using quantum mechanics reveals that
the particle can penetrate the barrier and even pass through it with a probability
that depends on the height and width of the barrier. The particles of interest, in
the case of STM, are electrons.

2.1.1 1D model

First we will study the quantum tunneling process in a simple 1D model as an
illustrative example. In classical mechanics a particle with mass m moving in a
potential U(z) has total energy

E = p(z)2

2m
+ U(z) (2.1)

where z is the position of the particle and p(z) is the kinetic momentum. From this
relationship, the kinetic momentum of the particle is
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2.1 The quantum tunneling effect

p(z) =
√

2m(E − U(z)) . (2.2)

Equation 2.2 implies that the particle can move only in regions where U(z) ≤ E,
otherwise p will be imaginary, which is not possible.

This conclusion is not valid for quantum mechanics. In quantum mechanics a particle
with mass m moving in a potential U(z) is described by the Schrödinger equation

− �
2

2m

d2

dz2 ψ(z) + U(z)ψ(z) = Eψ(z) (2.3)

where ψ(z)is the wave function of the particle. For simplicity we consider a potential
of the form

U(z) =
⎧⎨
⎩

U

0
0 ≤ z ≤ m

z < 0 or d < z
(2.4)

Using Equation 2.3 andEquation 2.4 we obtain

ψ(z) ∝ e±ikz with k =

√
2m(E − U(z))

�
(2.5)

where k is the particle wave vector. Opposite to the classical case, Equation 2.5 has
physical meaning also for U(z) > E. In this case

ψ(z) = ψ(0)e−κz with κ =

√
2m(U − E)

�
= ik ∈ R . (2.6)

This means that there is a nonzero probability to find the particle inside the barrier.

To simplify the calculations we chose the phase to satisfy ψ(0) ∈ R and ψ(0) < 0.
With these conditions and taking into account that the wave function has to be
continuous, Equation 2.5 can be written as

15



Chapter 2 Scanning Tunneling Microscopy

Figure 2.2: Propagation of a wave function of a free electron moving from the left
to the right part through a potential barrier higher than the electron’s energy in
a one dimensional model.

ψ(z) =

⎧⎪⎨
⎪⎩

ψ(0)eikz z < 0
ψ(0)e−κz 0 ≤ z ≤ d

ψ(0)e−κdeikz d < z
(2.7)

Figure 2.2 represents the wave function on both sides of and inside the potential
barrier.
The transmission probability thoguht the barrier will be defined by

T (a → b) = |ψ(b)|2
|ψ(a)|2 =

∣∣∣ψ(0)e−κdeikb
∣∣∣2

|ψ(0)eika|2 = e−2κd for a < 0, d < b (2.8)

In an STM the tunneling effect occurs with the electrons that move between the
sample surface and the tip (normally made of tungsten or platinum-iridium alloy)
that is located to a distance d from the sample. Analogously to the problem discussed
in subsection 2.1.1 with the simple 1D model, the potential barrier in this system is
defined as the energy needed to move an electron from the surface to a free state,
that is the work function φ of the material. To simplify the calculus the work
function of the tip and the sample are defined to be equal. While the sample and
the tip are at the same potential, the electrons will tunnel from the Fermi level of
the sample surface to the Fermi level of the tip (and opposite). As a first approach,
using Equation 2.8 we obtain

T (sample → tip) = |ψ(tip)|2
|ψ(surface)|2 = e−2κd = e− 2d

√
2meφ

� = e−10.2d
√

φ (2.9)
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2.1 The quantum tunneling effect

Due to the exponential nature of the transmission probability the tunnel current
is very sensitive to the distance between the surface and the tip. As an example,
using the work function of Nickel (5.0 eV) measured with the photoelectric effect
we obtain an increase of the transmission probability of an order of magnitude by
displacing the tip from 1 Å to 11 Å.

2.1.2 Quantum tunneling beyond the 1D model

If we consider a more elaborated model, for a 3D system the problem can be ad-
dressed by separately considering the penetrations of the wave function of two elec-
trodes to a potential barrier [68]. Then the rate of transferring electrons from one
subsystem to the other can be calculated by using first-order time dependent per-
turbation theory. As Bardeen demonstrated [69] the probability of an electron to
tunnel through two states will be determined by

T = 2π

�
|M |2 δ(Eψ − Eχ) , (2.10)

where ψ and χ are the wave functions of the states of the different electrodes, Eψ and
Eχ is the energy of the states and M is the tunneling matrix element that depends
on the overlap of the wave functions

M = �

2m

ˆ
z=d

(χ∗ ∂ψ

∂z
− ψ∗ ∂χ

∂z
)dS . (2.11)

The term δ(Eψ − Eχ) in Equation 2.10 clearly indicates that electrons tunnel only
through states with the same energy.
We can obtain a net electric current flow by applying a bias voltage (VT ) between the
electrodes. As seen in Figure 2.3, this allows the transition between certain energy
states that otherwise would be occupied. Depending on the sign of the bias voltage
we can induce a net tunnel current flow from one direction or the opposite direction.
When applying a bias voltage, the tunnel effect takes place for more than one pair of
states at the same time, hence the net tunnel current will be the addition of all the
tunnel channels formed by the overlapping of the wave functions of the electrodes.

I = e

ˆ ∞

∞
[f(EF − eVT + ε) − f(EF + ε)]Dψ(EF − eVT + ε)Dχ(EF + ε)Tdε (2.12)

where f(ε)is the Fermi distribution function and Dψ(�) and Dχ(�) are the density
of states of the different electrodes. Using the low temperature approximation, the
Fermi distribution function will be approximated by a step function; in this case,
Equation 2.12 can be written as
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I = e

ˆ eVT

0
Dψ(EF − eVT + ε)Dχ(EF + ε)Tdε . (2.13)

For low values of the bias voltage VT we can assume that the tunneling matrix
element |M | is constant for the states considered, and the tunnel current can be
expressed as the convolution of the densities of states of the tip and sample:

I ∝
ˆ eVT

0
Dψ(EF − eVT + ε)Dχ(EF + ε)dε . (2.14)

Figure 2.3: Schematics of the net current flow between the states of the sample and
tip when applying a bias voltage. a) VT = 0, no net tunnel current is obtained.
b) VT > 0, the electrons tunnel from the sample to the empty states of the tip.c)
VT < 0, the electrons tunnel from the tip to the empty states of the sample.

2.1.3 The Tersoff-Hamann model

Using the same perturbative approach of Bardeen, Tersoff and Hamann introduce
the effect of the electronic structure of the sample and the tip shape in a more
realistic model [70]. They described the wave functions using the symmetries of the
system, considering the sample as a perfect surface and the tip as a sphere. The
states for the sample have a wave function decays exponentially outside the sample
in the perpendicular direction

ψν = V −1/2
s

∑
G

aG ei(�k‖+ �G)�x︸ ︷︷ ︸
Bloch’s function

e
−

√
κ2+|�k‖+ �G|2

z︸ ︷︷ ︸
exp. decay
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2.1 The quantum tunneling effect

where VS is the normalization surface volume, aG is the state coefficient, �G is the
reciprocal lattice vector, k‖ is the wave vector of the surface bloch wave vector of
the state and κ = (2meφ)1/2

�
−1 is the decay rate.

In the case of the tip, Tersoff and Hamann consider it as a locally spherical (Figure 2.4)potential
well with wave functions in the region of interest of the form of

χμ = V
−1/2

T ip κReκR e−κ|�r− �r0|

κ |�r − �r0| (2.15)

where V
−1/2

T ip is the normalization tip volume and R the tip radius.

Figure 2.4: Geometry of the tip-sample system in the Tersoff-Hamann model.

Using the wave functions proposed by Tersoff and Hamann for the sample and the
tip in Equation 2.11 and after a relatively complex calculation [70] one obtains

Mν,μ = �
2

2me

4πκ−1V
−1/2

T ip κReκRψν( �r0) . (2.16)

The tunnel current for an arbitrary geometry can thus be defined as

I = 2πe

�

∑
μ,ν

f(Eψν )[1 − f(Eχμ + eVT ) |Mμ,ν |2 δ(Eψν − Eχμ) . (2.17)
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This equation can be simplified for the low temperature case and eVT � φ as

I = 2π

�
e2VT

∑
μ,ν

|Mμ,ν |2 δ(Eψν − EF )δ(Eχμ − EF ) . (2.18)

Inserting Equation 2.16 in Equation 2.18 we obtain

I = 32π3

�κ4 e2VT φ2R2e2κR 1
VT ip

∑
μ,ν

∣∣∣ψν( �r0)
∣∣∣2 δ(Eψν − EF )δ(Eχμ − EF ) . (2.19)

Note that the density of states is defined as

D(E) = 1
V

∑
i

δ(EΨi
− E) (2.20)

for a system with states Ψi . The local density of states at a point �r is defined as

D(E,�r) = 1
V

∑
i

|Ψi(r)|2 δ(EΨi
− E) . (2.21)

Using these definitions in Equation 2.19 we obtain

I ∝ VT DT ip(EF )DSample(EF , �r0) . (2.22)

These expression is only valid for low temperatures and eVT � φ. A more realistic
description consider the contribution of all states by integrating over the states that
contribute to the tunnel process, that is the states with energies between EF and
EF + eVT [71, 72, 73]:

I =
ˆ EF +eVT

EF

DSample(ε−eVT )DT ip(ε)T (d, ε, VT )dε ∝
ˆ EF +eVT

EF

DSample(ε−eVT , �r0)DT ip(ε)dε

(2.23)
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2.2 Fundamentals of STM and STS

2.2 Fundamentals of STM and STS

2.2.1 Scanning tunneling microscopy

As explained in section 2.1, the quantum tunneling effect takes place between the
tip and an electrically conductive sample when applying a bias voltage between
them (in the range from mV to several V). For a fixed bias voltage there are two
dependent magnitudes involved in a tunneling process:

1. The tunnel current: Measured between the tip and the surface, usually ranges
from a few pA to a few nA.

2. The tip-surface distance: Controlled with the Z piezo, ~5-10Å.
An STM measurement consists in obtaining a representation of a certain area of the
sample surface. This is done by fixing one of these parameters while measuring and
recording the variation of the other. To do that, the tip is moved over the surface in
the x-y plane by applying a voltage to the X and Y piezos (Ux, Uy). It describes a
scanning movement consisting of parallel straight lines that cover all the measured
area. Changes of the morphology and local electronic structure in this area produce
changes in the tunneling conditions that are used to form an image. Depending
on the parameter that is fixed the measurement is performed using one of the two
scanning modes, the constant current or the constant height modes.

2.2.1.1 Constant current mode

In the constant current mode (Figure 2.5.a-b), the bias voltage is maintained con-
stant and a tunnel current value is selected by the user. To obtain an image, the
scanner moves the tip over the surface (x-y plane) and the local differences of the
surface produces a change in the tunnel current (IT). This change is detected by a
feedback that reacts by applying a voltage to the z piezo (Uz) and approaches or
retracts the tip to cancel the difference between the measured and the set tunnel
current. Therefore, the signal Uz(Ux, Uy) is recorded and can be easily transformed
into z(x, y) by knowing the X,Y,Z piezos responses to voltage. The function z(x, y)
represents the tip height depending on its position with respect to the sample sur-
face. The final STM image in constant current mode is a representation of the values
of the function z(x, y) (Figure 2.5.e).
Although the basic functioning of this mode is rather simple, the fundamental un-
derstanding of the contour z(x, y) is not as simple as it seems. The height of the
tip cannot be interpreted as a pure topographic image. According to Equation 2.22,
z(x, y) represents a surface of constant density of states of the sample, which is
often, but not always, related to the morphology of the sample but a convolution
between topography and electronic structure. An important factor to consider is
the response velocity of the feedback. A slow feedback response could result in the
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Figure 2.5: Brief description of the constant current (c.c) and constant height (c.h)
mode. a) Tip movement in the c.c mode. b) Signals obtained for the tunnel
current (red) and tip height(blue) in c.c mode. c) Tip movement in the c.h mode.
As observed the tip is displaced in the x,y plane but not in the z direction b)
Signals obtained for the tunnel current (red) and tip height(blue) in c.c mode. e)
3D (upper) and 2D (lower) representation of the same z(x, y) (constant current
mode) function, which constitute the STM image. The images represents an
Au(111) surface with an atomic defect.

lost of information, while a fast feedback response would amplify the residual noise
produced by mobile molecules absorbed on the surface or at the tip and can produce
a resonance with the system vibrational frequencies. For these reason the feedback
velocity has to be chose carefully and it is a limiting factor of the scan velocity.

2.2.1.2 Constant height mode

The main drawback of the constant current mode described in subsubsection 2.2.1.1
lies in the finite time of response of the feedback which affects the obtained STM
image and limits the scan velocity and hence the data acquisition time. To solve this
problem the feedback can be switched off completely during the scanning process
and the variation of the tunnel current measured to form an image by recording
IT (Ux, Uy) (Figure 2.5), which can be easily transformed into IT (x, y) by knowing
the X,Y piezos response to voltage. This scanning mode is called constant height
mode and is represented in Figure 2.5c-d. The main advantage to use this scanning
mode lies in the high data acquisition velocity. In contrast, STM measurements in
constant height mode have to be done on nearly atomically flat surfaces, since the
feedback is switched off and the roughness of the surface could provoke a tip crash
with the sample. Another important disadvantage of the constant height mode is
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2.2 Fundamentals of STM and STS

that the resulting function IT (x, y) is difficult to transform into z(x, y), while in
constant current mode it is obtained almost directly.

2.2.1.3 Artifacts and tip effects in STM measurements

The images obtained by STM represent the interaction between a sample surface
and a tip that is supposed to be atomically sharp. However the reality is not always
like this. Although the exponential decay of the tunnel current minimizes any effect
of the surrounding of the end of the tip, in some cases we obtain artifacts that
do not represent or distort real physical information. One of the undesired effects
that affect significantly the function Z(x, y) or IT (x, y) is the tip shape, as observed
in Figure 2.6. When the STM measurement is performed with a tip that is not
perfectly sharp, tunneling can take place simultaneously in more than a single point
or even in a finite area. This leads to shadows in the final image and, in extreme
cases, to a total loss of useful information. This effect is known as multiple-tip
effect. Some tip preparation techniques as voltage pulses, or indentations have been
developed to solve the problem of multiple tip and tip roundness, although their
success depends strongly on random processes. Another important effect to be aware
for the evaluation of the images is the different apparent height of different atomic
species. As explained in section 2.1 the tunnel current depends on the local density
of states of the surface at the tip position. Every atomic species has different states
and the transition probability of electrons between them and the tip is strongly
affected. As an example substitutional carbon on a Ni(111) surface results in a local
minimum in the z(x, y) or IT (x, y) function, while topographically speaking, both
atoms are at the same height (Figure 2.6).

2.2.2 Scanning tunneling spectroscopy

The STS technique is used to electronically characterize a sample surface. The ob-
jective of this technique is to measure the change in the tunnel conditions produced
by the variation of one of the three parameters described in subsection 2.2.1. Con-
trary to the STM technique, in STS the tip is stabilized at a certain position, and
the changes in the tunnel condition are produced by the change of the bias voltage
or the surface-tip distance.

As deduced from Equation 2.22 the tunnel current depends on the integral of the
local density of states of the sample and tip. Therefore, by taking the derivative of
the tunneling current with respect to the bias voltage , one obtains

dI

dV

∣∣∣∣∣
VT

∝ Dtip(EF )DSample(EF , �r0) . (2.24)
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Figure 2.6: Artifacts and tip effects in STM images. a) Scan line profile for an
atom on a surface in ideal conditions. b) Scan line profile for an atom on a
surface with a multiple tip. c) Scan line profile for two atoms of different species
on a surface.

Clearly the first derivative of the current has a measurable contribution of the density
of states of the tip. For this reason, one has to be very careful to distinguish between
the features attributed to the tip and the ones attributed to the sample in STS. The
spectra obtained can be interpreted as a convolution between DSample and DT ip.
For these reason the spectra obtained reflects reasonable well the position of the
peaks in DSample, while its intensity can differ significantly. When performing STS
measurements, it is very important to know the form of DT ip, since peaks in the
density of states of the tip would be also observed in the obtained spectra. The
easiest way to obtain an approximation of DT ip, is by performing a spectra on a
surface with a known density of states.

STS can also be used to investigate the electronic states in the field emission regime,
where the bias voltage is larger than the work function. In this case, the voltage is
increased while the tip is removed from the sample to maintain the tunnel current
constant. This technique is used to investigate the field emission resonances (FER).

Although numerical methods can be used to obtain the first derivative of the tunnel
intensity with respect to the bias voltage, a lock-in amplifier is used to directly
measure it with a better signal to noise ratio and increased dynamic range.
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2.3 Experimental setup

Two different experimental setups have been used in this work. In this subsection
we will briefly describe the configuration and advantages of each one of them. Ba-
sically the two microscopes used for these work can be divided by the operation
temperature, being these the room temperature and the high temperature setups.

2.3.1 The room temperature experimental setup.

Performing experiments at RT has the advantage that the sample preparation and
analysis are far simpler and faster. These conditions are ideal for the study of
systems with lots of variables involved, such as chemical vapor deposition (CVD)
growth, where big series of experiments have to be done. The experimental setup
for room temperature experiments consist of a UHV chamber with a base pressure
below 3 · 10−10 mBar (Figure 2.7.a). The pumping system of the chamber consist of
an ionic pump, a titanium sublimation pump and a turbomolecular pump supported
by a scroll pump. The chamber is equipped with a commercial STM 150 Aarhus
to perform the STM measurements. All measurements have been performed at RT.
The chamber also have a Low Energy Electron Diffraction (LEED) unit. Samples
are prepared at the same chamber, which is equipped with an argon ion gun, a
heating stage, a metal evaporator and leak valves to dose gases with a controlled
manner.

2.3.1.1 The 150 Aarhus STM

The 150 Aarhus STM is mounted on a heavy copper block that offers to the STM
head a vibrational and thermal stability as seen in Figure 2.7.b. The copper block
is held by springs, which offer a good vibrational isolation.

The STM head (Figure 2.7.c) is composed by and inchworm coarse motor that holds
the scanner. The tip is placed at the end of the scanner. The inchword is the
responsible of approaching the tip to the sample (Z direction) and can not move
in the X-Y direction. The scanner is composed by 5 piezos responsible of scanning
movement, which are X+,X-, Y+,Y- and Z. The Z piezo is responsible of the distance
of the tip and hence affects directly the tunnel current, the other four piezos are
used to displace the tip through the surface and scan it. The sample is placed on
top in the center of the STM head (silver plate in Figure 2.7.d) facing down.

In this system the tip can not be replaced without opening the chamber. For that
reason an argon sputter gun is placed on top of the microscope in the UHV chamber
to clean the tip by argon sputtering in case it is necessary.
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Figure 2.7: a) The room temperature STM vacuum chamber. The chamber is
equipped with leak valves, two ion guns, a heating stage, and a triple metal
evaporator to prepare and grow the samples. To characterize the samples the
chamber is equipped with a LEED and a variable temperature STM. b) Detail
of the commercial 150 Aarhus STM from the company Specs. We can observe
the microscope lies in the upper part of a cooper block that provides thermal and
mechanical stability. c) The sample is held on top of the microscope facing down.
d) Detail of the tip, which is attached to the piezo scanner pointing upwards.
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2.3.2 The high temperature experimental setup

The experimental setup for high temperature experiments consist of a UHV multi-
chamber system with a base pressure below 3 · 10−10 mBar (Figure 2.7.a). The
system consist in a preparation chamber, a sample storage chamber and a microscope
chamber. This division is done to maintain the microscope chamber and storage
chamber as clean as possible. The pumping system consist of two ionic pumps, a
titanium sublimation pump and two turbomolecular pumps supported by a scroll
pumps. The preparation chamber is equipped with an ionic gun, a heating stage
and several leak valves. The microscope chamber is equipped with a commercial
STM 150 Aarhus HT to perform the STM measurements all high temperature.

2.3.2.1 The 150 Aarhus STM HT

High temperature STM measurements offer the opportunity to study the dynam-
ics of systems and the phenomena involved in their growth. The high temper-
ature setup to realize these experiments consist in a UHV chamber divided in
different sub-chambers. Each one of these sub-chambers can be separated of the
others by using valves and are designed to realize a concrete task, such as sam-
ple preparation or sample analysis. The HT STM images are taken using a 150
Aarhus STM HT (Figure 2.8.a), which is a modification of the 150 Aarhus STM
(subsubsection 2.3.1.1) consisting of an addition of a radiation heater attached to
the cooper base with a high stability power supply (Figure 2.8.b), capable of stabilize
the temperature with a precision of 0.1 K and up to 1300 K.

2.4 Topographic sample characterization

A good way to characterize the sample composition is to compare the relative height
of certain areas with respect to the others. In this thesis the system studied is
graphene on Ni(111). Identifying graphene layers or nanoislands with their topogra-
phy is quite easy and allows us to identify them rapidly. For that we have to know
the height of nickel steps and the apparent height of graphene on Ni(111), which
depends on the bias voltage used. Figure 2.9.a shows an STM image of a clean
Ni(111) surface. The height of the nickel terrace steps is 2.1 Å and is independent
of the bias voltage, since the dependence of the tunnel current with the bias voltage
is the same for all terraces. Figure 2.9.b shows an STM image of a graphene nanois-
lands of Ni(111) with a bias voltage of 10 mV. The apparent height of the island is
1.6 Å, but change with different bias voltages. As an example Figure 2.9.c shows a
decrease of the apparent height down to 1.2 Å for a bias voltage of 400 mV, which
increase to 1.5 Å when measuring with a bias voltage of 1.3 V (Figure 2.9.d). The
different electronic states below the bias voltage of Ni(111) and graphene on Ni(111)
contribute in a different manner to the tunnel current, what results in the change of
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Figure 2.8: a) The high temperature measurements are done using a commercial
150 Aarhus STM with the high temperature upgrade. b) The HT upgrade consist
of a filament that heats the sample by means of thermal radiation. The sam-
ple is thermally isolated from the microscope by placing the sample holder on
a separation plate, which prevents radiation and diffusion heat transfer to the
microscope.

the apparent height. The topographic characterization of the sample has an error
of ±0.1 Å.
As an exercise we show the characterization of a graphene partially covered Ni(111)
surface. In this system we can observe 3 different values of the step height, which
correspond to nickel on nickel (HNi), graphene on nickel (HGr), and the interphase
of graphene and nickel on the same terrace ( HNi-HGr). The STM image showed
in Figure 2.10.a was obtained with a bias voltage of 0.5 V. At this voltage the
apparent height of a graphene monolayer on nickel is HGr=1.2 Å. The apparent
height of nickel on nickel is independent of the bias voltage and equal to 2.0 Å and
the height of the interphase is HNi-HGr= 0.8 Å. With this values we can identify the
different regions of a sample. The STM image shows 6 different numbered terraces.
Terrace 1 corresponds to a terrace situated far below, hence will not be considered.
While terraces 2, 4 and 5 are assigned to graphene monolayers, terraces 2 and 6 are
assigned to nickel. The height difference between terraces 3 and 4 is 1.2 Å (blue
height profile), this identifies terrace 3 as a nickel terrace, while terrace 4 is the
graphene monolayer that lies on it. The height difference between graphene terraces
2, 4 and 5 is 2.0 Å, which corresponds to a nickel terrace step. Hence these terraces
are graphene monolayers situated on different nickel terraces. The height difference
between terrace 5 and 6 is 0.8 Å, which is the height difference of a nickel-graphene
interface
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2.4 Topographic sample characterization

Figure 2.9: Topography dependence on Bias. a) Clean Ni(111) terrace steps show-
ing a height of 2.1 Å. b) Graphene nanoislands on Ni(111) obtained with a bias
voltage of 10 mV and with an apparent height of 1.6 Å. c) Bias voltage of 400 mV
resulting in an apparent height of 1.2 Å. d) Bias voltage of 1.3 V resulting in an
apparent height of 1.5 Å.
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Chapter 2 Scanning Tunneling Microscopy

Figure 2.10: a) STM image of a partially graphene covered Ni(111) surface. The
terraces are numbered for illustrative purposes. Height profiles are obtained along
the line of the same color in the STM image. b) Scheme showing the height
difference between the different terraces of the STM image.
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3 Island growth

The catalytic decomposition of hydrocarbons on transition-metal surfaces has at-
tracted increasing interest as a method to prepare high quality graphene layers
and nanostructures. Graphene nanoislands prepared by hydrocarbon decomposi-
tion have been obtained on Ir(111) [57], Ru(0001) [58], Co(0001) [48] and Cu(001)
[59]. Ni(111) appears to be an ideal substrate to tune the magnetic properties of
zigzag edges present in graphene nanoislands[50] due to its surface magnetism [74]
and small lattice mismatch [75]. Graphene layers on Ni(111) are prepared by de-
composition of carbon containing molecules such as carbon monoxide [76], ethylene
[77]and propene [78]. However the production of graphene nanostructures is still lim-
ited to other substrates and no graphene nanoislands have been grown on Ni(111)
substrate.
In this chapter, we develop a method to grow graphene nanoislands on a Ni(111)
surface with selected shape, dimensions from a few atoms up to 300 nm2, and op-
timal edge quality. We present a systematic investigation of the growth parame-
ters that affect the yield, structure, size, and shape of sub-monolayer C islands on
Ni(111) following the deposition of propene (C3H6) at room temperature. We show
that sequential control of the catalytic decomposition of a fixed dose of propene on
nickel, reaction temperature, and post-annealing procedure leads to the formation of
graphene islands with either triangular or hexagonal shape, zigzag edges and partial
size selection.

3.1 Experimental details

All the experiments described in this chapter were performed in the room tempera-
ture experimental setup (subsection 2.3.1). A Ni(111) single-crystal surface was kept
at all time in the ultra-high vacuum chamber with a base pressure of 3 · 10−10 mbar.
The crystal surface was cleaned by repeated cycles of Ar+ sputtering followed by an-
nealing at 800 ºC for 1 minute. The surface temperature was measured throughout
the experiment using a pyrometer (IMPAC IGA 140) with ±25 ºC accuracy at 450
ºC and ±2 ºC at 500 ºC. Topographic images of the surface were obtained using a
variable-temperature scanning tunneling microscope (STM) and processed using the
WSxM software [79]. After the cleaning procedure, the nickel crystal presented less
than 0.01 monolayers (ML) of carbon contamination in the form of nickel carbide.
Such a minor contamination did not affect the growth process in a measurable way,
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as verified by the absence of graphene nucleation upon annealing to 500 ºC. The
procedure used to prepare the graphene nanoislands, represented in Figure 3.1, is
divided in three steps:

1. Dosing of propene on Ni(111) at room temperature (RT).

2. Decomposition of propene and formation of ordered C phases at the reaction
temperature 350 ≤ TR ≤ 600 ºC.

3. Post-annealing of graphene nanoislands at temperature 450 ≤ TA ≤ 650 ºC.

Figure 3.1: Scheme of the sample preparation procedure to form the graphene
nanoislands. The preparation is divided in three main steps. a) The dosing step
consists in dosing propene at a constant pressure of 10−6 mbar during a certain
time. The final dose D is the time integral of the pressure. b) Once the dose is
complete the sample is heated to a reaction temperature TR during a time tR.
The surface reaction results in the formation of irregular graphene nanoislands.
c) Post-annealing at a temperature TA during a time tA induce changes of the size
and shape of the irregular graphene nanoislands.

During the first two steps propene decomposes and forms graphene; during the
third step, surface and bulk C diffusion compete, determining the yield as well as
the average size and shape of graphene nanoislands. The initial dose of propene (D)
is expressed in Langmuirs, calculated by time-integration of the partial pressure of
propene. Once D has reached its programmed value and the chamber has recovered
its base pressure, the sample is heated up to TR using a constant heating rate of 12
ºC/s. After reaching TR, the sample temperature is kept stable within ±5 °C for
a time t = tR, after which heating is stopped and the sample allowed to cool at a
rate of 1.7 ºC/s until RT, before transfer into the STM. This sequence is repeated
on a clean surface for every value of TR investigated in this chapter. The results of
systematically varying D, tR and TR are described in detail in section 3.2. During
the post-annealing process the graphene nanoislands are heated from RT to TA for
a time tA, after which the sample is cooled and observed by STM. The results of
the post-annealing process are explained in detail in section 3.3.
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3.2 Graphene nanoislands growth

In order to describe the critical steps of graphene growth, we have systematically
varied the values of the reaction parameters TR, D, and tR .

3.2.1 Temperature dependence

We start by describing the effect of TR, which turns out to be the most important
reaction parameter. To study the effect of this parameter we prepared a series of
samples at constant dose (D = 1 L) and reaction time (tR = 1 min) varying the
value of TR between 350 ºC and 550ºC. Figure 3.2 shows representative STM images
of the submonolayer growth process obtained after step 2 described in section 3.1.
As observed in Figure 3.2.a, relatively large round islands form already at TR=350
ºC. These islands are 2.5 Å high and present a characteristic stripe pattern on their
upper surface. The same pattern can be observed on the terraces, covering the
entire crystal surface and forming a multi-domain striped phase. High resolution
STM images of this pattern on flat terraces (Figure 3.2.e, left) reveal the atomic
structure of nickel carbide (Ni2C), as previously observed by Klink et. al. [80]
and confirmed by low energy electron diffraction. Similar results are obtained for
reactions up to TR=400 ºC.

At TR=450 ºC (Figure 3.2.b) the Ni2C islands are still present, but the surface is only
partially covered by the Ni2C phase, which is now single-domain and concentrated
on the upper part of the surface steps (light blue area on the right hand side of
Figure 3.2.b). Atomic resolution images (Figure 3.2.e) taken on an area equivalent
to the dark blue region of Figure 3.2.b reveal an hexagonal lattice with interatomic
distance identical to that of pristine Ni(111). In the regions where pure nickel is
exposed to the surface we observe small islands of irregular shape with a height of
1.5 Å, which represent the first stage of graphene formation on this surface.

Figure 3.2.c shows the preparation at TR=500 ºC. The Ni2C phase has entirely dis-
solved. On the other hand, we observe a broad distribution of islands with compact
but rather irregular shape, which have the same height (1.5 Å) as the small islands
observed in Figure 3.2.b. High-resolution images of these islands (Figure 3.2.e, cen-
ter) show the threefold symmetry typical of the monolayer graphene structure on
Ni(111) [80]. The images also show the presence of a second phase enclosed in some
of the graphene islands, which we attribute to nickel atoms from its apparent height
(2.1 Å). As TR increases up to 550 ºC, we observe that the density of graphene
islands has reduced drastically (Figure 3.2.d) and that the islands present a more
regular shape compared to Figure 3.2.b, c. Above 600 ºC, we observe no graphene
formation and the nickel surface appears clean and homogenous.

33



Chapter 3 Island growth

Figure 3.2: STM images of the surface topography following preparations with
D=1 L, tR=1 min and (a) T R=350 ºC, (b) TR=450 ºC, (c) TR=500ºC, and (d)
TR=550 ºC. Images b and d are affected by a double tip effect. (e) Atomic
resolution images of Ni2C (left), graphene (center), and Ni(111) (right).
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3.2 Graphene nanoislands growth

Clearly, there are large differences in graphene yield depending on TR. Figure 3.3
shows the graphene coverage estimated from the STM images at different tempera-
tures. In such analysis, we did not consider the contribution of islands smaller than
1 nm2 and of the nickel atoms enclosed in graphene, which amount to about 0.02 of
a clean nickel monolayer. We observe that the graphene yield peaks at TR=500 ºC
and decreases steeply already at 520 ºC. Graphene formation starts at around 450
ºC as the Ni2C phase recedes. Our results show that annealing a sample covered
with Ni2C for 1 min at 500 ºC yields a clean Ni(111) surface with no traces of ei-
ther graphene or carbide. Thus, the carbide phase does not transform directly into
graphene. This is in agreement with the results of Lahiri et. al. [39], which showed
that C atoms first dissolve into the bulk at 480 ºC, whereas nucleation of graphene
from reverse C diffusion to the surface occurs on a time scale of hours.

Figure 3.3: Graphene coverage as a function of TR at constant D=1 L and tR=1
min.

The growth process as a function of TR is summarized in Figure 3.4. At temperatures
below 400 ºC, propene reacts with nickel surface atoms to form nickel carbide, in
agreement with previous observations [81]. The Ni2C phase observed at TR=450 ºC
is most probably formed during the heating ramp, as the carbide starts to decompose
around 400 ºC [82] and our data indicate that the atomic mobility is high enough to
restructure the carbide domains above this temperature. As mentioned above, the
carbide phase does not directly contribute to the formation of graphene but rather
diffuses into the bulk upon increasing TR to 500 ºC. Graphene formation therefore
occurs above 400 ºC in the presence of C atoms directly dissociating from propene.
This explains why monolayer graphene is usually grown by dosing hydrocarbons
directly at high temperature. Above this point the reaction rate decreases abruptly,
which can be explained by the onset of propene desorption from the surface before
the reaction can take place. We thus find that the optimal reaction temperature to
grow graphene on Ni(111) is 500 ºC, whereas dosing at RT allows for reproducible
submonolayer control of the graphene coverage.
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Figure 3.4: The Carbon phase formation and stability on Ni(111) surface depends
strongly on the temperature. Below 400 ºC a carbidic phase is formed, above z
graphitic phase prevails. The stability of carbidic and graphitic phases is compro-
mised at high temperature.

3.2.2 Dose dependence

The relationship between the dose D and final graphene coverage has been studied
at TR=500 ºC and tR=5 min to ensure that a maximal amount of graphene is formed
and that all the propene molecules have reacted with the surface. Figure 3.5 shows
that the coverage of graphene increases linearly with the propene dose up to about
0.5 ML between 1 L and 5 L. The saturation value depends on the competition
between propene dissociation and desorption, which prevents the formation of a full
graphene ML at constant dose. The increase in coverage is also accompanied by a
change in morphology of the graphene. Below 0.1 ML, we observe isolate nanoislands
of different sizes, whereas at larger coverage the islands start to coalesce, becoming
large and irregular.

Low dose reproducibility Samples with D ≤0.5 L (TR=500 ºC and tR=5 min.)
are not included in Figure 3.5 due to the low reproducibility of the graphene yield:
most of preparations with D=0.5 L present no graphene islands, whereas for some of
them the graphene coverage is lower than expected, around 0.01 ML. This behavior
can be understood if we assume that the critical island size to catalyze the growth
of graphene on metals is a C5 cluster, as proposed by Zangwill and Vvedensky [83],
implying that fluctuations of the density of C atoms around a minimum threshold
value are critical to stabilize the growth of graphene. Meng et. al. [84] calculate
the final structure of carbon atoms placed on a Ni(111) surface. Their calculations
were done on a cell containing 3 terraces of 64 nickel atoms and a certain number of
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3.2 Graphene nanoislands growth

Figure 3.5: Graphene coverage as a function of D at constant TR=500 ºC and tR=5
min.

carbon atoms. If 32 carbon atoms are introduced to the system a graphitic structure
is formed at the surface, while introducing 16 carbon atoms results in their diffusion
into the bulk and no structure is formed.
The effect of this phenomena is observed in Figure 3.6, where we show two STM
images with identical preparations parameters. The values used were D=0.5 L and
TR=500 ºC. However, the reaction time was increased up to tR=25 min to increase
the sample coverage by carbon precipitation (see subsection 3.2.3 and chapter 5).
While for the preparation shown in Figure 3.6.a no graphene was found, the prepa-
ration shown in Figure 3.6.b results in a significant graphene coverage. In the first
preparation no graphene nucleation takes place while in the second preparation the
carbon concentration is high enough to nucleate graphene nanoislands that act as
a seed for the graphene growth as we will show in chapter 5. Both preparations
were grown consecutively, so the different result could not be attributed to different
sample history.

3.2.3 Time dependence

Our study shows that the reaction time has also significant effects on the final
amount of graphene, as expected for a kinetically controlled process. Figure 3.7
shows that the graphene coverage increases with tR. For tR≤1 min, the coverage
increases rapidly with an average growth rate of 8·10−2 ML/min and reaches satura-
tion after 2 min at constant dose (D=1 L) and temperature (TR=500 ºC). To study
the effect of temperature at long timescales, a sample with a low initial coverage of
graphene (0.06 ML) was kept at 500 ºC for up to 90 min and observed by STM at
the same temperature. We found that the graphene coverage increases slowly with
time with a growth rate of about 8 · 10−4 ML/min (Figure 3.7). Since propene has
entirely desorbed at this temperature, such a small growth rate is attributed to car-
bon diffusion from the bulk. We thus conclude that graphene growth occurs in two
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Figure 3.6: Two samples with identical preparation parameters and different result
due to low reproducibility of low dose regime. Parameters used for both samples
are D=0.5 L, TR=500 ºC and tR=25 min. The resultant preparations shows a) a
clean Ni(111) surface with no traces of nickel carbide nor graphene nanoislands.
b) a Ni(111) surface with notorious graphene coverage.

different regimes. The first one (tR≤5 min) is characterized by a high growth rate
and attributed to carbon obtained directly from the propene reaction, whereas the
second regime is characterized by a very low growth rate and is attributed to carbon
precipitation from the bulk. The effects of the growth by carbon precipitation is
studied in detail in chapter 5.

Figure 3.7: Graphene coverage as a function of tR at D=1 (red), 2 (blue) L and
TR=500ºC. The black curve shows the slow increase of the graphene coverage of
a sample maintained at 500ºC for up to 90 min due to carbon precipitation.
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3.3 Post-annealing effect on graphene nanoislands

A common feature of the graphene islands prepared according to the method de-
scribed above is the irregularity of sizes and shapes, which seems to be inherent to
the graphene growth process. As observed in Figure 3.8, STM images obtained for
preparations with identical TR and D and different reaction times (tR=2,20 min)
further show that the island density, morphology, and size change with time . This
motivated us to investigate systematically to what extent the average size and shape
of the islands can be controlled through post-annealing, once the graphene reaction
is complete. To systematically study the effect of a post-annealing process (step 3
in section 3.1), we systematically anneal graphene nanoislands at a temperature TA

during a time tA. The graphene nanoislands are prepared with the method described
in previous section (section 3.2) using TR=500 ºC, to ensure graphene formation and
avoid nickel carbide contamination, and tR=5 min for complete graphene formation
and a variable D. All result shown in this sections are obtained after the post-
annealing process.

Figure 3.8: STM images of surface topography of two preparations with TR=500
ºC, D=1 L and a) tR=2 min and b) tR=20 min.

Figure 3.9 shows the graphene coverage of a group of samples whit identical prepa-
ration parameters but varying TA after the post-annealing process. We observe a
decreasing of the final coverage as TA increases. To counter this effect and obtain a
moderated final graphene coverage, in the preparations used in next subsections the
value of D is selected to be 1 L for samples with TA<600 ºC and 2 L for samples
with TA ≥600 ºC. For the same reason, for samples with TA<600 ºC we use tA=20
min, while for TA ≥600 ºC tA=10 min is used.
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Figure 3.9: Graphene coverage as a function of TA at constant D=2 L, tR=1 min,
TR=500ºC, and tA=10 min.

3.3.1 Shape selection

STM images in Figure 3.10 show that post-annealing induces significant changes of
the island shape. Figure 3.10.a shows the results of the annealing at TA=450 ºC
and tA=20 min. The edge of the islands remains irregular and no appreciable edge
reorganization is observed. At this temperature the island structure is stable since no
change in the island morphology is observed as a function of tA. A major change of
the average island morphology is observed for TA≥500 ºC. Figure 3.10.b shows that
the larger islands assume a triangular shape after prolonged annealing at 500 ºC.
Atomic resolution STM images further show that the triangle edges are now smooth
zigzag edges oriented parallel to the [111], [111] and [111] directions of the Ni(111)
surface, as explained in chapter 4. Upon increasing TA to 600 ºC, we observe that
most of the islands present truncated corners. The transition from equilateral to
truncated triangles is associated to the different growth rates of the islands along the
[112] and [112] high-symmetry directions of Ni(111) surface, in analogy with epitaxial
metal systems [3, 4]. This process culminates in the formation of hexagonal islands
as TA reaches 650 ºC, as shown in Figure 3.10.d. We note that at this temperature
the island density is very low owing to graphene lost to C migration into bulk nickel.
To statistically study the effect of the post-annealing process to the islands shape
we define the shape parameter (Σ) the area of each island divided by its perimeter
squared

Σ = Area
Perimeter2

The value of Σ is determined by the shape of the island. As an example for equilateral
triangles, hexagons and circles we have
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Statistic measurements have been done on samples with triangular (Figure 3.10.b)
and hexagonal (Figure 3.10.d) islands. Figure 3.11 show the histogram of the shape
parameter before (blue) and after (red) the post-annealing process. as observed
in Figure 3.11.a reveals that most islands evolve from a round irregular shape
(0.048<Σ≤1/4�) towards a triangular shape (Σ=0.048). Although the number of
islands is not enough to collect a statistic comparable to the triangular case (TA=500
ºC), Figure 3.11.b shows that after post-annealing at TA=650 ºC the Σ distribution
narrows around an intermediate value between triangles (Σ=0.048) and hexagons
(Σ=0.072), representing hexagonal islands with unequal edge length.

3.3.2 Size distribution

As observed in Figure 3.8, the post-annealing process has a clear effect on the island
size. To study its effect we perform statistical analysis on samples prepared with
the optimal conditions for triangular (Figure 3.10.b; TR=500 ºC, tR=5 min, D=1 L,
TA=500 ºC and tA=20 min.) and hexagonal (Figure 3.10.d; TR=500 ºC, tR=5 min,
D=2 L, TA=650 ºC and tA=10 min.) graphene nanoislands, which is represented in
Figure 3.12.
For preparation with TA=500 ºC, the size distribution peaks at S=100 nm2 while the
number of smaller islands decreases significantly with respect to the islands observed
before the post-annealing process (Figure 3.12.a). Although the number of islands
is not enough to collect a statistic comparable to the TA=500 ºC case, for TA=650
ºC, we observe that all the small islands have completely disappeared during the
post-annealing process and that the average size of the hexagons is about 130 nm2

(Figure 3.12.b).
In both cases we find that the island size (S) follows a gamma distribution function

P (S) = αM

Γ(M)e−αSSM−1

where Γ is the gamma function, � a scale parameter, M the shape parameter gov-
erning disorder, and the average island size is given by 〈S〉 = M/α [1, 2]. The limit
M=1, represents the exponential distribution expected for random events. Prior
to post-annealing, we obtain M=1.2, indicating that the simple decomposition of
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Figure 3.10: Size and shape of graphene nanoislands as a function of post-
annealing. All samples are prepared with TR=500 ºC and tR=5 min. Repre-
sentative STM images are shown for (a) D=1 L, TA=450 ºC, and tA=20 min. (b)
D=1 L, TA=500 ºC and tA=20 min. (c) D=2 L TA=600 ºC and tA=10 min. (d)
D=2 L, TA=650 ºC and tA=10 min. (e-h) Size and shape histograms of islands
obtained before (blue sticks) and after (red stick) post-annealing at TA=500 ºC
(e,f) and TA=650 ºC (g,h).
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Figure 3.11: Shape parameter histograms of preparations before and after the
post-annealing treatment. Parameters used for the preparations are a) TR=500
ºC, tR=5 min, D=1 L, TA=500 ºC and tA=20 min. b) TR=500 ºC, tR=5 min,
D=2 L, TA=650 ºC and tA=10 min.

propene does not lead to the self-assembly of graphene islands with a preferred size.
Following post-annealing, we find that the distribution changes from exponential to
a peaked function with increasing TA, leading to M=2.8±0.3 at TA=650 ºC and a
10-fold increase of the average island size from about 10 to 120 nm2.

Figure 3.12: Size distribution histograms of preparations before and after the post-
annealing treatment. Parameters used for the preparations are a) TR=500 ºC,
tR=5 min, D=1 L, TA=500 ºC and tA=20 min. b) TR=500 ºC, tR=5 min, D=2
L, TA=650 ºC and tA=10 min.

3.4 Summary

Epitaxial graphene islands grown on close-packed metal surfaces by decomposition
of hydrocarbons usually present broad shape and size distributions [1-4]. Inducing
the self-assembly of graphene nanoislands appears to be particularly difficult due to
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the need of optimizing several contrasting processes, such as hydrocarbon pyrolysis
against desorption, graphene against carbide formation, edge and surface diffusion
of C atoms against bulk diffusion. To summarize our systematic investigation of
the growth parameters governing the formation of graphene on Ni(111), we found
that the reaction temperature, dose, and post-nucleation annealing of the substrate
must be sequentially optimized in order to minimize the width of the size and shape
distribution of nanosized graphene islands. We developed a method to grow rel-
atively large graphene nanoislands of selected shape on Ni(111). This method is
based on the pre-adsorption of a fixed dose of propene on nickel at RT, followed
by heating up to 500 ºC, which yields the maximum amount of graphene per dose
unit but irregular islands. Lower reaction temperatures favor the formation of Ni2C
, whereas larger temperatures favor fast propene desorption. Annealing time and
dose determine the amount of graphene formed. The graphene coverage increases
proportionally to the dose up to D=5 L, after which it saturates to about 0.5 ML.
In the final post-annealing step, irregular graphene islands undergo a thermal shape
selection process, while the smallest islands vanish due to ripening and C migration
into the bulk. We showed that, by varying the annealing temperature between 500
and 650 ºC, we can induce the formation of islands larger than 100 nm2 with either
triangular or hexagonal shape. These islands present good structural quality and
straight zigzag edges.
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The lattice of free-standing graphene and the Ni(111) surface are known to have a
small mismatch. Due to this coincidence the graphene/Ni(111) system presents a
1x1 stacking [76]. Gamo et. al. [85] studied the stacking of graphene on Ni(111)
by means of LEED. The 3m symmetry observed in the LEED pattern observed in
their studies indicated that carbon atoms are situated on the symmetry points of
the Ni(111) surface. These symmetry points are the “on-top” sites, located on the
topmost nickel atoms, and one of the two hollow sites corresponding to hcp and fcc
stacking, located on top of the 2nd and 3rd layer nickel atoms. Graphene has a
honeycomb structure composed by two sub-lattices. Gamo et. al. considered thee
possible stacking structures: top-fcc, top-hcp and fcc-hcp. They conclude that the
top-fcc structure is the most likely in accordance to their LEED intensity experi-
ments. DFT calculations performed by Lahiri et. al. [77] show the lowest energy
configuration for the top-fcc stacking, although the increase of the system energy
corresponding to top-hcp is only 12 meV/atom . Experimentally both stackings
where observed by STM [77]. The fcc-hcp structure is energetically unstable and no
experimental evidence of its existence has been found. Kozlov et. al. expand the
study of graphene stacking on Ni(111) with three more possibilities, called bridge-
top, brigde-fcc and bridge-hcp. In their results bridge-top stacking is the lowest
energy stacking [86], with a small energy decrease from top-fcc stacking.

Besides the stacking configuration, another factors that determines the electronic
properties of graphene is the presence and type of edges in nanostructures [45,
46, 47, 48, 49]. Graphene edges can be divides in two main groups, being chiral
and achiral edges. Achiral edges have been observed to dominate over chiral edges
after Joule heating [87]. Two types of achiral edges exist, named armchair and
zigzag edges. Theoretical calculations show that armchair edges are stable, while
zigzag edges are metastable and reconstruct spontaneously into pentagon-heptagon
configuration [88]. The stabilization of zigzag edges can be achieved by substrate
interaction. For that reason epitaxial growth of graphene nanoislands is a good
method to produce and study zigzag edges.

Graphene nanoislands have been obtained epitaxially on Ir(111) [57], Ru(0001) [58],
Co(0001) [48] and Cu(001) [59]. Graphene nanoislands on Ni(111) are specially
interesting for two reasons: first, the small lattice mismatch that produces the 1x1
stacking avoid any superstructure such as Moiré pattern and the islands are more
homogenous; and second, the magnetic properties of nickel and its interaction with
the graphene nanoislands could result in a fixation of the net magnetic moment
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predicted for triangular graphene nanoislands with zigzag edges [50].

In this chapter we present an structural study of graphene nanoislands on Ni(111).
The islands present zigzag edges, which can be divide in hollow (zzh) and top (zzt)
edges depending on the position of the outer carbon atom with respect to the sub-
strate. While zzh edges are found to be stable at RT due to the effect of the
substrate, zzt edges reconstruct into pentagon-heptagon structure (zzt(57)) as in
the case of free-standing graphene. The stacking with the substrate of the islands
depends strongly on the edges and can adopt different configurations to minimize
the edge energy. As we show in the following sections, triangular graphene nanois-
lands are have top-fcc stacking with zzh edges while hexagonal graphene nanoislands
have both types of edges, zzh and zzt(57). The proposed structures are supported
by DFT calculations. Three different Moiré patters are observed in some graphene
nanoislands attributed to different angle rotations of the graphene lattice respect to
the substrate.

4.1 Experimental details

All the experiment described in this chapter were performed in the room temperature
experimental setup described in detail in subsection 2.3.1. A Ni(111) single crystal
was used to grow graphene nanoislands using the procedure described in ??.

4.2 Stacking and edge types of graphene on Ni(111)

In this section we introduce the possible stacking configurations of graphene on
Ni(111) . We will also discus the different types of graphene edges depending on the
edge direction and graphene stacking.

4.2.1 Atomic structure of nickel crystal and Ni(111) surface

Nickel has a face centered cubic (fcc) atomic structure. The Ni(111) surface presents
a hexagonal structure as illustrated in Figure 4.1.a. The nickel atoms at the (111)
surface are separated by 249 pm [75]. The crystal structure can be understood as
multiple planes of (111) surfaces displaced by a distance d/3 in the

[
112̄

]
direction,

being d the distance between two atoms in this crystallographic direction equal to
431 pm (Figure 4.1.b). Figure 4.1.c illustrates the atomic position of nickel atoms
when observing the crystal in the direction perpendicular to the (111) surface.
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Figure 4.1: a) Atomic structure of the Ni(111) surface. b) Atomic structure of the
nickel crystal in a plane perpendicular to the surface. c) Position of the nickel
atoms of different layers on the Ni(111) surface.

4.2.2 Atomic structure of graphene

To study the atomic structure of graphene we will first consider the case of free-
standing graphene. Free-standing graphene is a 2D crystal of carbon atoms with
honeycomb structure kept together by sp2 bonds. As seen in Figure 4.2.a, honey-
comb structure consist of an hexagonal lattice with a basis composed of two carbon
atoms (A and B). The distance between carbon atoms in freestanding graphene is
142 pm and the lattice parameter is 246 pm, which is very similar to the inter-
atomic distance in the Ni(111) surface. Figure 4.2.b shows the atomic structure of
the Ni(111) surface at scale for comparison.

Figure 4.2: a) Graphene structure, composed of atoms belonging to two sublattices
A and B. b) Ni(111) structure represented at the same scale.

4.2.3 Graphene stacking with the substrate

When placing a graphene sheet on a metal surface the final structure of the sys-
tem will strongly depend on the graphene interaction with the substrate. In this
subsection we introduce the possible structures of graphene on a Ni(111) surface.
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4.2.3.1 1x1 stacking configuration

The absence of a Moiré pattern (see subsubsection 4.2.3.2) in the vast majority
of graphene nanoislands on Ni(111) indicates a pseudomorphic alignment of the
graphene lattice with the nickel substrate. Several 1x1 stacking structures have
been proposed. Gamo et. al. [85] proposed three stacking configurations called
top-fcc (Figure 4.3.a), top-hcp (Figure 4.3.b) and fcc-hcp (Figure 4.3.c). In their
experiments the top-fcc stacking was proposed to be the most common configura-
tion. Later, Lahiri et. al.[77] found a coexistence of two stacking configurations
that they identify to be top-fcc and top-hcp. Their DFT calculations predict a
slight difference in energy for top-fcc and top-hcp, with top-fcc being the most sta-
ble. The fcc-hcp structure was found to be unstable. Kozlov et. al. performed DFT
calculation on six stacking configurations [86], the three already defined by Gamo
et. al. and three more called bridge-top (Figure 4.3.d), bridge.hcp (Figure 4.3..e)
and bridge-fcc (Figure 4.3.f). They found bridge-top stacking to be the more ener-
getically favorable stacking configuration. The energy difference calculated between
bridge-top and top-fcc configurations was less than 0.5 kJ·mol-1. Surprisingly, all
other stacking configurations, including top-hcp, were found to be unstable, in con-
tradiction with the results of Lahiri et. al. Although there is no agreement with
respect the minimum energy stacking, some configurations as fcc-hcp, bridge-hcp
and bridge-fcc are considered unstable in all publications. For that reason, we will
consider only top-fcc, top-hcp and bridge-top stacking in our analysis.

Figure 4.3: Graphene stacking structures on Ni(111) in case of perfect lattice align-
ment. The stacking configurations are called a) top-fcc b) top-hcp c) fcc-hcp d)
bridge-top e) bridge-hcp f) bridge-fcc. Nickel atoms are represented as black (1st

layer) dark grey (2nd layer) and light grey (3rd layer) spheres. Carbon atoms are
represented as yellow spheres
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4.2.3.2 Moiré pattern as a measure of graphene orientation

Although very rare, Moiré patterns are observed for certain preparations on graphene
on Ni(111)[89, 39]. In this subsubsection introduce the origin of Moiré patterns and
present the results obtained for graphene nanoislands on Ni(111).
Graphene grown on metals normally presents a moiré pattern determined by the
mismatch between the lattice parameters of graphene and the substrate, and the
lattice orientation with respect to the substrate. A Moiré pattern is an interfer-
ence pattern caused by the superposition of two periodical lattices with different
periodicity or different orientation. In the case of graphene on Ni(111) the lattice
parameters are almost equal hence the Moiré patterns formed by the two lattices are
due to a misalignment. Figure 4.4 illustrates the effect of superposing two lattices
with identical lattice parameter. When a rotation is introduced to the system, a
Moiré patters in formed. The Moiré has a periodicity and a inclination that depends
on the misalignment of the superposed lattices.
Given a certain 2D Bravais lattice R =n1 �a1+n2�a2 where ni are integers and ai are the
lattice vectors, we define the reciprocal lattice as a set of vectors K = m1�k1 + m2�k2
that fulfills the condition

eiK·R = 1 (4.1)

which implies

∣∣∣�ki

∣∣∣ = 2π

|�ai| i = 1, 2 . (4.2)

Generally, the periodicity and orientation of a Moiré pattern is given by [57]

KM = KΘ − KΛ (4.3)

where KM , KΘ, and KΛ are the reciprocal lattice vectors of the Moiré, lattice Θ
and lattice Λ. In our case, lattice Θ is the nickel surface (KNi) and lattice Λ is the
graphene (KG). If we consider the reciprocal vectors separately, Equation 4.3 can
be written as

�ki,M = �kj,Ni − �kk,G i, j, k = 1, 2 . (4.4)
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Figure 4.4: Origin of a Moiré pattern. a) Two identical lattices superposed with
identical structure and orientation do not result in a Moiré pattern. b) When one
lattice is rotated by an angle β a Moiré pattern is created, which has a periodicity
aM and a rotation α. c) The reciprocal vectors of the Moiré pattern are the
subtraction of the reciprocal vectors of the original lattices.

The nickel surface, graphene, and the Moiré patterns have hexagonal structure,
for these reason the calculations will be equivalent for both reciprocal vectors. To
simplify the notation we remove the i sub-index. The reciprocal vector can be
expressed as

�k1,M = �kM =
∣∣∣�kM

∣∣∣ (cos α, sin α)
�k1,Ni = �kNi =

∣∣∣�kNi

∣∣∣ (1, 0)
�k1,G = �kG =

∣∣∣�kG

∣∣∣ (cos β, sin β)
(4.5)

where α is the angle between �kNi and �kM and β is the angle between �kNi and �kG.
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By substituting Equation 4.5 in Equation 4.3 we have

∣∣∣�kM

∣∣∣ cos α =
∣∣∣�kNi

∣∣∣ −
∣∣∣�kG

∣∣∣ cos β∣∣∣�kM

∣∣∣ sin α = −
∣∣∣�kG

∣∣∣ sin β

⎫⎬
⎭ . (4.6)

By squaring each side

∣∣∣�kM

∣∣∣2 cos2 α =
∣∣∣�kNi

∣∣∣2 +
∣∣∣�kG

∣∣∣2 cos2 β − 2
∣∣∣�kNi

∣∣∣ ∣∣∣�kG

∣∣∣ cos β∣∣∣�kM

∣∣∣2 sin2 α =
∣∣∣�kG

∣∣∣2 sin2 β

⎫⎪⎬
⎪⎭∣∣∣�kM

∣∣∣2
(

1 −
∣∣∣�kG

∣∣∣2 sin2 β
)

=
∣∣∣�kNi

∣∣∣2 +
∣∣∣�kG

∣∣∣2 cos2 β − 2
∣∣∣�kNi

∣∣∣ ∣∣∣�kG

∣∣∣ cos β∣∣∣�kM

∣∣∣2 =
∣∣∣�kNi

∣∣∣2 +
∣∣∣�kG

∣∣∣2 − 2
∣∣∣�kNi

∣∣∣ ∣∣∣�kG

∣∣∣ cos β .

(4.7)

In the case of graphene on Ni(111), the lattice parameters have a difference of 1%
[75]. Since

∣∣∣�kNi

∣∣∣ ≈
∣∣∣�kG

∣∣∣ we define

∣∣∣�keff

∣∣∣ = 2π

aeff

= 2π
aNi+aG

2
= 2

1
|�kNi| + 1

|�kG|
=

2
∣∣∣�kNi

∣∣∣ ∣∣∣�kG

∣∣∣∣∣∣�kNi

∣∣∣ +
∣∣∣�kG

∣∣∣ ≈
∣∣∣�kNi

∣∣∣ ≈
∣∣∣�kG

∣∣∣ (4.8)

where aeff is the median of both lattice parameters. By substituting
∣∣∣�kNi

∣∣∣ and
∣∣∣�kG

∣∣∣
by

∣∣∣�keff

∣∣∣ in Equation 4.7 we obtain

cos β = 1 −
∣∣∣�kM

∣∣∣2
2

∣∣∣�keff

∣∣∣2 (4.9)

With this expression we can obtain the rotation angle of the Moiré with respect
to the graphene lattice more precisely than by directly measuring it from the STM
images. To obtain the rotation of the graphene lattice with respect to the nickel
surface we only have to substitute Equation 4.9 in the first Equation 4.7

∣∣∣�kM

∣∣∣ cos α =
∣∣∣�keff

∣∣∣ −
∣∣∣�keff

∣∣∣ (1 − |�kM |2

2|�keff |2 )
∣∣∣�kM

∣∣∣ cos α = |�kM |2

2|�keff |
cos α = |�kM |

2|�keff |

(4.10)

51



Chapter 4 Island structure

4.2.4 Edge configuration and symmetries

When considering nanostructured graphene the edges acquire an increasing impor-
tance on its properties and can determine the stacking with the substrate [90]. In
this subsection we define the different graphene edge types as well as their geometry
when placed on a Ni(111) substrate.

4.2.4.1 Edges of free-standing graphene

Figure 4.5: Armchair and zigzag edges
of free-standing graphene. Red (blue)
lines represent alternative directions
with armchair (zigzag) edges.

On free-standing graphene two types of
edges are identified, the so called arm-
chair and zigzag edges. As illustrated
in Figure 4.5, armchair edges own their
name to their shape. They are com-
posed by two atoms at the outer part
of the edge and two in the inner part.
Zigzag edges have one atom in the outer
part and one in the inner part. Both,
armchair and zigzag edges, have six-
fold symmetry. There is a deviation of
30º between armchair and zigzag edges,
hence we can change from one to the
other by rotating the edge direction by
30º.

4.2.4.2 Edge of top-fcc stacking

graphene

The different edge types of graphene on Ni(111) are shown in Figure 4.6. Graphene
edges are illustrated in an ordered way, when moving leftwards the edge orientation
is rotated by 30º with respect to the previous one, when moving downwards the edge
orientations is rotated by 120º. Zigzag graphene edge placed on Ni(111) substrate
follow different crystal directions (11̄0), (1̄10), (101̄), (1̄01), (011̄) and (01̄1). Arm-
chair graphene edges placed on Ni(111) follow the crystal directions (112̄), (1̄1̄2),
(12̄1), (1̄21̄), (2̄11), and (21̄1̄).

Zigzag edges loose the sixfold symmetry when placed on Ni(111) with top-fcc stack-
ing. They can be dived in two groups, called zigzag hollow (zzh) and zigzag top
(zzt). The zzh edges, marked with a blue background, have the outer carbon atom
placed on top of the 3rd (light grey) layer nickel atom, while the inner carbon atom
is on top of the 1st (black) layer nickel atom. In contrast, Zzt edges, marked with a
yellow background, have the outer carbon atom placed on top of the 1st layer nickel
atom, while the inner carbon atom of the edge is on top of the 3rd layer nickel atom.
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4.2 Stacking and edge types of graphene on Ni(111)

Both zigzag edges types have threefold symmetry, and are rotated by 60º between
them. The energy of each zigzag edge type differ significantly, as we will show below.
On the other hand, the symmetry of the armchair edges (green background in
Figure 4.6) does not change when placed on Ni(111). Although armchair edges
also divide in two groups with threefold symmetry, the two groups have the same
structure with a different chirality. For this reason we will generally refer the two
groups simply as armchair edges (ac).

Figure 4.6: Graphene edges on Ni(111) with top-fcc stacking. Armchair edges are
represented on a green background. Zigzag hollow (zzh) edges are represented on a
blue background. Zigzag top (zzt) edges are represented on a yellow background.

4.2.4.3 Edge of top-hcp stacking graphene

The top-fcc and top-hcp stacking have the same symmetry. For this reason the
resultant edge symmetries of graphene with top-hcp stacking are the same as in the
case of top-fcc stacking. Figure 4.7 illustrates the structure of zzt, zzh and ac edges.
The only difference with respect to top-fcc edges is the position of the “hollow”
atom, which is situated on top of the 2nd layer nickel atom (dark grey) in top-hcp
stacking.
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Figure 4.7: Graphene edges on Ni(111) with top-hcp stacking. Zzt (yellow back-
ground), ac (green background)and zzh (blue background) .

4.2.4.4 Edge of bridge-top stacking graphene

Graphene edges on Ni(111) with bridge-top stacking have different symmetries and
atomic structures than in the cases of top-fcc and top-hcp stackings. Figure 4.8
shows all types of graphene edges, the color contour identifies edges with the same
atomic structure (some times with different chirality). Zigzag edges type are named
as zzα (red contour), zzβ (blue contour) and zzγ (purple contour). While both zzγ

edges are equal and have twofold symmetry, the two pair of edges grouped in zzα

and zzβ types have the same structure and different chirality. Armchair edges are
named as acα (green contour), acβ (yellow contour) and acγ (black contour). All
three ac edges types are formed with pairs of edges with the same atomic structure
and different chirality.

4.3 Triangular graphene nanoislands

Triangular graphene nanoislands were grown using the procedure described in detail
in chapter 3. The parameters used to grow the triangular graphene nanoislands
are D=1 L, TR=500 ºC, tR=5 min, TA=500 ºC and tA=20 min. In this section
we discus the atomic structure of the islands, including their stacking with the
substrate and edge configuration. The most stable configuration is experimentally
and theoretically determined to be top-fcc stacking with zzh edge type. First we will
report experimental evidences and after that present DFT calculations to support
the experimental result.

4.3.1 Experimental results

4.3.1.1 Possible structures of triangular graphene nanoislands on Ni(111)

When considering the structure of a graphene nanoisland on Ni(111), both, the
stacking and edge type, have a determinant influence on its final shape. In nanos-
tructured systems, the edge energy is an important part of the total energy and can
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Figure 4.8: Graphene edges on Ni(111) with bridge-top stacking. Three types of
zigzag edges named zzα (red contour), zzβ (blue contour) and zzγ (purple contour)
and three types of armchair edges named acα (green contour), acβ (yellow contour)
and acγ (black contour).

affect the final stacking with the substrate. For this reason all possible combinations
of stacking and edge have to be considered in order to determine the possible system
structures.
Figure 4.9 shows the structure of triangular graphene nanoislands with top-fcc, top-
hcp and bridge-top stacking. Other stackings, such as fcc-hcp, bridge-fcc, and
bridge-hcp, have not been considered since it is unlikely that the energy cost can be
compensated by most stable edge configuration. The islands presented here are con-
sidered to have zigzag edges, since no triangular graphene nanoisland with armchair
edges has been observed in all the experiments realized.
Triangular graphene nanoislands with bridge-top stacking are composed of one zzγ

edge and two zzα (or zzβ) edges. Considering the edges structure we would expect
different properties for zzγ and zzα (or zzβ) edges, such as stability, growth rate,
reactivity. However, there is no statistically relevant variation of the length of one
edge with respect to the others in triangular islands and they posses a marked
threefold symmetry, for that reason we discard bridge-top stacking as a possible
candidate.
However triangular graphene nanoislands with top-fcc and top-hcp stacking have
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edges of the same type, as observed in Figure 4.9. However, the orientation of a
triangular graphene nanoisland depends on the combination of the stacking with
the edge type. For example, islands with top-fcc stacking and zzh edges have the
same orientation than islands with top-hcp stacking and zzt edges. Changing either
the stacking or the edge type alone results in a change of the orientation of the
triangular graphene nanoisland.

Figure 4.9: Structure of triangular graphene nanoislands depending on the stack-
ing with the substrate and the edges type.

4.3.1.2 Edge influence on stacking and most stable configuration

As observed in Figure 4.10.a, most triangular graphene nanoislands grown on Ni(111)
have the same orientation, indicating that they have the same stacking and edge con-
figuration. However, when observing the sample in more detail (Figure 4.10.b), we
observe some graphene nanoislands pointing to the opposite direction (marked with
arrows). This change in orientation could be explained by a change in stacking or
edge type. All triangular graphene nanoislands with inverted orientation observed
have a small size, below 10 nm2. Generally, the effect of the edge in the system
energy is higher for small systems, which indicates that islands with inverted orien-
tation maintain the edge type and change their stacking.
Atomically resolved STM images were obtained on a triangular graphene nanoisland
with the most common orientation. Figure 4.11.a shows a derivative STM image
obtained from the topography shown in the inset. The derivative image allows
us to better observe the atomic structure of the system. Figure 4.11.b shows an
enlarged area of the derivative image with a superposed graphene lattice and a
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Figure 4.10: a) STM image of triangular graphene nanoislands on Ni(111) showing
a preferred orientation of the triangular graphene nanoislands. b) STM image of
triangular graphene nanoislands showing small nanoislands with opposite orien-
tation (marked with arrows).

contour plot for illustrative purposes. In the left part of the image we can identify
the atomic structure of graphene, in where the carbon atoms of both sublattices are
observed forming the characteristic honeycomb structure..We can observe that the
nanoisland show zigzag edge with no defects and that the carbon atoms situated at
the outer part of the edge (red points) are situated on hollow positions on the Ni(111)
surface, hence the edge are zzh type. On the graphene structure, we observe that
the carbon atoms marked with the blue points are brighter than the ones marked
with red points. The “blue” atoms are situated on top of the 1st layer nickel atoms
as observed on the nickel surface, hence are situated on a top position. Lahiri et. al.
deduce in a indirect way than the brighter atoms correspond to hollow positions[77].
This statement is in contradiction with our results, but the evidence of the atomic
resolved STM images is beyond doubt.

Figure 4.11.c shows a scheme of the structure of the system. For the zzh edge type,
the carbon atoms situated at the outer edge have the dandling bonds pointing to 1st

layer nickel atoms situated close to them, which may stabilize the sp2 bond. On the
contrary, zzt edge type would have the dangling bonds pointing to a hollow position,
making more difficult to saturate them and increasing the energy of the edge.

In conclusion, the majority of the islands have a top-fcc stacking because it reduce
total system energy for complete monolayers (see subsubsection 4.2.3.1). Those
islands that point to the opposite direction have a top-hcp stacking, what increase
a little the system energy compared with the top-fcc stacking, but is compensated
by the lower energy of the dominant edge type.
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Figure 4.11: a) Derivative STM image of a triangular graphene nanoisland with
the most common orientation. Original STM image is showed in the small inset.
b) Zoomed image with a topographic contour and a superposed lattice to show
the stacking of the graphene nanoislands with the substrate. c) Proposed model
for the stacking and edge type of triangular graphene nanoislands. The model is
top-fcc stacking with zzh edges.

4.3.2 DFT calculation on triangular graphene nanoislands

configuration

The coexistence of triangular graphene nanoislands with opposite orientation indi-
cates that two types of islands coexist. A change in the stacking configuration of
the island or the edge type produce a change in the orientation. Although the small
size of the inverted islands indicate that the difference is probably due to a stacking
change, theoretical calculations are needed to corroborate this hypothesis.
Here we present the theoretical calculations performed by Aran Garcia-Lekue1 and
Daniel Sanchez-Portal2 from the Donostia International Physics Center (DIPC)3.
The electronic structures and geometries were calculated using density functional
theory (DFT) as implemented in SIESTA [91], using the generalized gradient ap-
proximation for exchange-correlation [92] and a cutoff of 310 Ry for the real-space

1Ikerbasque, Basque Foundation for Science, E-48011 Bilbao.
2Centro de Física de Materiales CFM-MPC, Centro Mixto CSIC-UPV, Apdo. 1072, San Sebas-

tian.
3Paseo Manuel de Lardizabal 4, E-20018 San Sebastian.
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grid integrations. The basis set consisted of double-zeta plus polarization orbitals
for all the atomic species. All the systems investigated were relaxed until forces were
smaller than 0.04 eV/Å.

For triangular graphene nanoislands on Ni(111) 7x7 supercell made of a three layer
Ni(111) slab was used, with a vacuum region of more than 10 Å between both
surfaces, and a graphene island containing 22 carbon atoms placed on one of the
surfaces. A 4x4x1 Monkhorst-Pack mesh was used for the k-point sampling of the
three-dimensional Brillouin zone. Islands with top-fcc or top-hcp stacking and zzh
or zzt edges configuration were considered. The system energies obtained are listed
in Table 4.1.

System structure Total energy ΔE (per C atom)
zzh, top-fcc -192338.7771 eV E0 Ê0 = E0/22
zzh, top-hcp -192338.5348 eV E0+0.24 eV Ê0+11.01 meV
zzt, top-fcc -192334.9143 eV E0+3.86 eV Ê0+175.58 meV
zzt, top-hcp -192334.8637 eV E0+3.91 eV Ê0+177.93 meV

Table 4.1: DFT calculated energies for triangular graphene nanoislands with dif-
ferent stacking and edge type.

The lowest energy corresponds to the triangular graphene nanoislands with zzh edges
and top-fcc stacking. The small energy difference with zzh edges and top-hcp stack-
ing explains why we observe small triangular graphene nanoislands pointing to the
opposite direction. The zzt edges cause a large increase in the system energy, in
agreement with the fact that they are not observed experimentally.

A system with bridge-top stacking with one zzγ and two zzα edges have also been
studied. The structure relaxed to a system with zzh edge and top-fcc stacking.
Therefore the system is considered to be unstable.

4.4 Hexagonal graphene nanoislands

Hexagonal graphene nanoislands were grown using the procedure described in detail
in chapter 3. The parameters used to grow the hexagonal graphene nanoislands
are D=2 L, TR=500 ºC, tR=5 min, TA=650 ºC and tA=10 min. In this section
we discus the atomic structure of the hexagonal graphene nanoislands edges and
their stacking with the substrate. Hexagonal graphene nanoislands have a top-fcc
stacking with alternated zzh and zzt(57) edges, a pentagon-heptagon reconstruction
of the zzt edge. In analogy to the study of triangular graphene nanoislands, we
present experimental and theoretical evidences.
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4.4.1 Experimental results

4.4.1.1 Possible structures of hexagonal graphene nanoislands on Ni(111)

Figure 4.12 illustrates the possible atomic structure of hexagonal graphene nanois-
lands. Independently of the stacking configuration, hexagonal graphene nanoislands
have both types of edges, zzh and zzt. For this reason the minimum energy stacking
should prevail, which is top-fcc stacking (see subsubsection 4.2.3.1).

Figure 4.12: Structure of hexagonal graphene nanoislands depending on the stack-
ing with the substrate. Both structures are composed of zzh and zzt edges.

4.4.1.2 Edge reconstruction on hexagonal graphene nanoislands

Figure 4.13.a shows an STM image of a hexagonal graphene nanoislands prepara-
tion. We observe isolated hexagonal-like graphene nanoislands with a similar size
as expected from the preparation size distribution (subsection 3.3.1). As in the case
of triangular graphene nanoislands, the hexagonal graphene nanoislands have their
edges aligned with the high symmetry directions of the substrate. Because of this
alignment, straight zigzag edges would be expected as shown in Figure 4.12. How-
ever the following analysis reveals the hexagonal graphene nanoislands are composed
of three zigzag edges and three reconstructed edges, as can be seen in more detail
in Figure 4.14.
Figure 4.13 shows a STM image of a hexagonal graphene nanoislands, note that the
islands have two types of edges that can be distinguished by its structural quality.
Figure 4.13.c,d shows STM images of the nanoisland edges obtained by zooming in
the STM image shown in Figure 4.13.b. The edges show in Figure 4.13.c have a
good structure quality and are assigned to zzh edges, since they are known to be
stable as demonstrated in subsubsection 4.3.1.2. Edges shown in Figure 4.13.d have
the same orientation as zzt, but the zoomed STM images reveal an atomic structure
different of pure zigzag edges.
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Figure 4.13: a) STM image of hexagonal graphene nanoislands on Ni(111). b)
STM image of an hexagonal graphene nanoisland. Note that the island have
zz edges with good structural quality, shown in (c), and edges with an atomic
structure different than zigzag, shown in (d).

In Figure 4.14.a we observe a corner of a hexagonal graphene nanoisland showing the
two types of edges. The edge at the upper part of the image has a zigzag structure
with a very good structural quality as seen for triangular graphene nanoislands and
corresponds to the zzh edge. The edge at the lower part of the image corresponds to
the edges with a different atomic structure. The atomic resolution STM image re-
veals an edge reconstruction with a periodicity of two benzene rings. Reconstruction
of zz edges has been previously observed on free-standing graphene [93]. Koskinen
et. al. [88] calculated the most stable reconstruction for zz edges on free-standing
graphene and obtain a reconstruction formed by an pentagon-heptagon carbon rings
named zz(57). The zz(57) edge has a periodicity of two benzene rings and perfectly
matches the atomic structure observed in Figure 4.14.b.

Figure 4.14.c shows the proposed edge structure for hexagonal islands. As seen
in Figure 4.11.c, the last carbon atom of the zzh edges have their dangling bond
pointing to the 1st layer nickel, which gives them a relative stability to avoid the
reconstruction. Without reconstructing the zzt edges would have the dangling bond
pointing to a hollow site, but with the proposed zzt(57) edge, the dangling bonds
point to the 1st layer nickel (Figure 4.14.c), which would be energetically more fa-
vorable. This model is valid for both top-fcc and top-hcp stacking.

Since all hexagonal islands have about the same length of zzt(57) and zzh edges, the
edge energy should have no effect on the stacking of the islands with the substrate
and the most energy favorable stacking should prevail, which is top-fcc stacking. In
any case, we have not found any experimental evidence to determine any of the two
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Figure 4.14: a) STM image of an hexagon corner showing an edge with zigzag
structure (upper), identified as zzh, and reconstructed zigzag edge (lower), identi-
fied as zzt(57). b) Derivative of the image shown in (a). The edge reconstruction
shows a periodicity of two benzene rings. c) Proposed structure of the hexago-
nal graphene nanoisland stacking and edge. The zzt(57) consist of a pentagon-
heptagon reconstruction of the zzt edge.
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models and both stacking could co-exist.
To summarize, hexagonal graphene nanoislands grown on Ni(111) substrate inter-
act with the substrate strong enough to orientate all island edges with the crys-
tallographic symmetry directions. Two different types of edges are observed and
attributed to zzh and zzt(57) edges.

4.4.2 DFT calculation on hexagonal graphene nanoislands

configuration

As in the case of triangular nanoislands, to corroborate the experimental results
obtained for hexagonal nanoislands we present the theoretical calculations performed
by Aran Garcia-Lekue4 and Daniel Sanchez-Portal5 from the Donostia International
Physics Center (DIPC)6.
The edge energy of hexagonal nanoislands is more complex to calculate than the case
of triangular nanoislands since the cell needed to properly define the structure would
be too large and the system can not be calculated directly. In order to determine
the stability of reconstructed and non-reconstructed edges the system energies of
graphene nanoribbons with zigzag edges were calculated. A 4x8 supercell made up
of a 3 layer Ni(111) slab was employed, with a vacuum region of more than 10A
between both surfaces, and a graphene ribbon containing 40 C atoms placed on one
of the surfaces. A 5x2x1 Monkhorst-Pack mesh was used for the k-point sampling of
the three-dimensional Brillouin zone. In this case, only ribbons with top-fcc stacking
were considered.
Four different structures are calculated, which consist on nanoribbons with zzh/zzt,
zzh(57)/zzt, zzh/zzt(57), and zzh(57)/zzt(57). The system energies obtained are
listed in Table 4.2.

Edge configuration Total energy
zzh/zzt -129577.6442 eV E0+1.77 eV

zzh(57)/zzt -129575.9845 eV E0+ 3.43eV
zzh/zzt(57) -129579.4155 eV E0

zzh(57)/zzt(57) -129577.9532 eV E0+1.46 eV

Table 4.2: hexagon energies

From the energies obtained it is clear that the lowest energy configuration is the
zzh/zzt(57), corroborating our experimental results.

4Ikerbasque, Basque Foundation for Science, E-48011 Bilbao.
5Centro de Física de Materiales CFM-MPC, Centro Mixto CSIC-UPV, Apdo. 1072, San Sebas-

tian.
6Paseo Manuel de Lardizabal 4, E-20018 San Sebastian.

63



Chapter 4 Island structure

Additionally, if we consider the edges individually, the reconstruction of the zzh
increase the system energy 1.65 eV if the other edge is not reconstructed and 1.46
eV in case it is, hence it is not favorable. Nevertheless the reconstruction of zzt
decrease the system energy 1.77 eV if the other edge is not reconstructed and 1.97
eV in case it is, hence it is favorable.

4.5 Stacking rotation in graphene nanoislands

Triangular and hexagonal graphene nanoislands present a 1x1 stacking, minimizing
its energy. However in some cases Moiré patters are observed on islands, indicating
a rotation of the graphene lattice with respect to the Ni(111) surface.

Different Moiré patterns were observed in a preparation with D=1 L, TR=500 ºC and
tR=20 min and no post-annealing treatment . Figure 4.15.a shows large graphene
island, with dimensions of 50x90 nm, which contains a Moiré pattern, that we desig-
nate as pattern “A”. Figure 4.15.b shows an enlarged image of the same area (black
box). Although the Moiré is present in the majority of the nanoisland, some areas,
which are separated by a grain boundary, exhibit the regular graphene topography
with the 1x1 stacking. The Moiré maintains the same periodicity and orientation
around the nanoisland. The periodicity of the Moiré pattern “A” is determined to
be 1.33 nm and the corrugation 0.3 Å. Figure 4.15.c shows the Fast Fourier Trans-
formation (FFT) of the Moiré pattern. Note that the FFT contains two groups of
hexagonal spots with different periodicity and orientation. The spots marked with
green circles correspond to the graphene lattice, while the spots marked with blue
circles correspond to the Moiré pattern. The orientation angle between the Moiré
pattern “A” and the graphene lattice can be determined experimentally by directly
measuring it on the FFT image. The resulting value is γ=27º.

The lattice parameter of the Moiré pattern “A” observed in Figure 4.15.b is 1.33 nm,
which results in reciprocal vector of

∣∣∣�kMA

∣∣∣=4.72 nm-1; nickel has a lattice parameter
of 249 pm [75], resulting in

∣∣∣�kNi

∣∣∣=25.2 nm-1 and freestanding graphene has a lattice
parameter of 246 pm [75], which results in

∣∣∣�kNi

∣∣∣=25.5 nm-1. Since graphene and
nickel have a very similar lattice parameter, we use aeff=247.5 pm and

∣∣∣�keff

∣∣∣=25.39
nm-1 for simplifying the calculations. The resultant angles between the reciprocal
vectors are α=±84.7º, β=∓10.7º. Both solutions will result in the same periodicity
of the Moiré pattern, although the orientation will be different. We choose the
positive value of β for simplicity reasons. Since the angles are conserved in reciprocal
space, the rotation angle between the nickel and graphene lattice is 10.7º. The
angle between the nickel lattice and the Moiré pattern “A” is α=-84.7º, which is
equivalent to 35.3º due to the six-fold symmetry. The angle between the graphene
lattice and the Moiré pattern “A” is γ = α − β=-95.4º, equivalent to 24.6º due
to six-fold symmetry. This measure of the rotation between the graphene lattice
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and the Moiré pattern “A” has better resolution than the angle obtained directly
measuring Figure 4.15.c due to the lens effect of the Moiré.

Figure 4.15: a) Graphene nanoislands preparation using D=1 L, TR=500 ºC and
tR=20 min with no post-annealing treatment. b) Moiré pattern observed in a
graphene nanoisland. c) FFT of the Moiré pattern. The green circles mark
the sport corresponding to the graphene lattice, the blue circles mark the spots
corresponding to the Moiré lattice.

In the same preparation (D=1 L, TR=500 ºC and tR=20 min) two additional Moiré
structures are observed on graphene attached to a Ni(111) terrace step. Figure 4.16.a
shows an STM image containing a Ni(111) terrace step on the right (bright area)
which is surrounded by a graphene layer (light brown). In the left part of the image
we can observe the Ni(111) surface (dark brown) with some graphene nanoislands.
The graphene layer contains two Moiré patterns with different periodicity, indicating
a difference in the orientation of the graphene atomic structure. The Moiré situated
in the lower part of the graphene layer, which we will call Moiré pattern “B”, has a
periodicity of 1.02 nm. These periodicity implies a rotation of 13.9º of the graphene
lattice with respect to the nickel surface and an angle of 36.9º between the nickel
surface and the Moiré pattern. Note that these value is more precise than the
35º obtained directly by measuring the STM images (Figure 4.16.b). The Moiré
pattern observed in the central part of the graphene layer, which we will call Moiré
pattern “C”, has a periodicity of 1.80 nm. Equation 4.9 gives a rotation between
the graphene lattice and the nickel surface of 7.8º, and Equation 4.10 gives an angle
between the nickel surface and the Moiré pattern of 33.9º, which is close to 31º
obtained by STM.

Figure 4.17 shows an illustration of the three Moiré patterns observed. Note that
not any angle is possible. Similarly to what occurs in the center of the schemes
shown in Figure 4.17, the coincidence of carbon and nickel atoms repeats in the
symmetry points of the Moiré pattern. Tacking as a reference the lattice vectors
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Figure 4.16: a) Two Moiré patterns observed in graphene on Ni(111). The small
inset is a zoom with increased contrast of the region inside the black box containing
the two Moiré patterns. b) The Moiré patterns are rotated rotated 31º and 35º
respect to the Ni(111) surface.

of the rotated graphene lattice (�ag,1 and �ag,2) and and the nearest neighbor of the
nickel surface (�aNi,1 and �aNi,2) the Moiré superstructure show here correspond to a
displacement of

3�ag,1 + 3�ag,2 = 2�aNi,1 + 4�aNi,1
3�ag,1 + 2�ag,2 = 2�aNi,1 + 3�aNi,1
5�ag,1 + 4�ag,2 = 4�aNi,1 + 5�aNi,1

for Moiré patterns A, B, and C respectively.
Moiré patterns of graphene on nickel were previously observed by Murata et. al.
[94] on Ni(111) and Ni(110) facets of a nickel island grown on an HOPG substrate.
Moiré patterns were also reported on graphene on single crystal Ni(111) samples
[39, 95, 77, 89]. Jacobson et. al. investigated the origin of graphene Moiré patterns
on Ni(111) [89]. They found that the presence of Ni2C on the Ni(111) surface
prevents graphene from adopting the 1x1 stacking configuration and leads to grain
rotation. The Moiré patterns reported in this study show periodicities of 9.5 Å and 6
Å with rotation angles of 14.6º and 23.8º respectively. An alternative mechanism to
obtain rotated graphene on Ni(111) is proposed by Lahiri et. al. [39]. They obtained
a Moiré pattern with a periodicity of 2.7-3 nm and a rotation of 3º. They stated
that this small angle misalignment have its origin in the growth of graphene from
Ni2C that occurs at 400 ºC in the time scale of hours. In the case of the graphene
nanoisland preparations shown in this thesis, the formation of Ni2C occurs during the
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4.5 Stacking rotation in graphene nanoislands

Figure 4.17: Scheme of Moiré patterns “A”, “B” and “C” respectively. Red (blue)
represent the nickel (graphene) lattice and latticevectors.

heating ramp and could explain the observed graphene rotation. Since the sample
is maintained at TR=500 ºC for several minutes, Ni2C dissolves into bulk because it
is unstable at 500 ºC (see Figure 3.4 and subsection 6.2.3) and no graphene growth
by direct transformation from Ni2C is expected. Also the periodicities observed
correspond to higher angles, in the same range than the observed by Jacobson et.
al. For those reason we believe than our rotated domains have the same origin than
the obtained by Jacobson et. al.

The existence of Moiré patterns with different orientations demonstrates the weak
adsorption of graphene on Ni(111). However, the presence of Moiré patterns in the
system is very limited, indicating that the lowest energy configuration for graphene
on Ni(111) is the 1x1 stacking.
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4.6 Summary

Graphene nanoislands on Ni(111) usually present a 1x1 stacking with the substrate.
Moiré patterns occasionally found on large graphene nanoislands on Ni(111) indicate
a small interaction of the graphene layer with the substrate. This means that the
graphene edge interaction with the substrate plays a dominant role in determining
its atomic structure.
Atomic resolution STM images show triangular and hexagonal graphene nanoislands
on Ni(111) with good structural quality and 1x1 stacking with the substrate. Island
edges are zigzag-like and no armchair edges are observed in any case. Depending
on the position of the last carbon atom, zigzag edges can be divided in hollow (zzh)
and top (zzt) type.
Triangular graphene nanoislands are composed only of zzh edges. Although both
stacking configurations were observed in triangular graphene nanoislands, due to
the small energy difference, top-fcc stacking is by far more frequent. Hexagonal
graphene nanoislands show zzh and zzt(57) edges alternated. The zzt(57) edge is
a pentagon-heptagon reconstruction of the zzt edge. Although top-fcc stacking is
expected to be more frequent due to its lower energy, no experimental evidence
has been found to corroborate this statement. DFT calculations corroborate the
experimental results obtained and assign the lowest energy configuration to the
structures observed experimentally.
Moiré patterns are observed on some graphene nanoislands. Three different period-
icities are observed, which correspond to different rotations of the graphene lattice
with respect to the Ni(111). The rotation angles are determined to be 27º, 31º and
35º. The existence of rotated domains is attributed to the presence of Ni2C domains
in the surface during the growth mechanism. Its stability demonstrates the weak
absorption of graphene on Ni(111), and the prevalence of the minimum energy edge
configuration in the final system structure, also supported by DFT calculations.
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nanoislands growth

The electrical properties of graphene strongly depend on its crystalline quality. For
that reason understanding and controlling the growth mechanism is of a crucial im-
portance to obtain graphene layers with enough good quality. Although graphene
growth on metals has been studied for long time [96], few is know about the growth
mechanism that drives the reaction. On Ni(111) the growth of graphene has been
studied by different techniques. Grüneis et. al. studied the reaction with photoe-
mission [81]. They found that graphene growth does not start immediately when
the crystal is exposed to carbon containing gas. Images obtained with low energy
electron microscopy [41, 97] show the growth of the graphene layer and multilayer
in real time, but the spatial scale does not allow to determine the atomic mecha-
nism. Measurements performed with Raman spectroscopy [42] demonstrate that on
Ni(111) the carbon is dissolved into the bulk and then incorporated to the graphene
layer, in contrast to the case of Cu(111) where the carbon stays at the surface.
The growth mechanism of graphene on Ni(111) have also been studied theoretically
by means of molecular dynamics [84], density functional theory [98, 99] and Monte
Carlo simulations [100, 101]
Although several efforts have been devoted to the study of graphene growth, a little
is know about the growth of graphene on Ni(111). Up to date, no conclusive stud-
ies have been done at the nanoscale and the theoretical models are on their initial
stages. In section 3.3 we observed an evolution of the irregular graphene nanois-
lands when annealing the sample at a temperature TA during a certain time tA. The
changes observed consist in shape changes and an area increase of the nanoislands.
In this chapter, we present a real time study of the growth and reshaping of graphene
nanoislands on Ni(111) when annealed, which takes place by incorporation of new
carbon to the islands. This system is ideal for the study of carbon incorporation to
graphene edges since the carbon concentration is low and the reaction occurs in mea-
surable time scales, also graphene nanoislands offer a system with edge abundance.
We found that different growth modes are found depending on the temperature.

5.1 Experimental details

All the experiment described in this chapter were performed in the high temperature
experimental setup (subsection 2.3.2). In this series of experiments a clean Ni(111)
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sample was used. The Ni(111) crystal was cleaned by repeated cycles of Ar+ sputter-
ing followed by annealing at 800 ºC for 1 minute until the surface presents no traces
of carbon contamination by means of STM inspection. Topographic STM images of
the surface were obtained using the Aarhus 150 STM HT STM and processed using
the WSxM software [79].
Figure 5.1 describes the procedure used to prepare the sample used in the experi-
ments described in this chapter. Irregular graphene nanoislands were grown on the
clean Ni(111) sample using the method described in section 3.2. The parameters
used for the growth of the irregular nanoislands are TR=500 ºC, tR=5 min and
a dose D of propene which varies depending on the preparation (Figure 5.1). No
annealing treatment was done on the sample prior to the STM measurements.
Once the nanoislands are formed the sample is introduced on the STM. The sample
is heated in-situ in the STM at a temperature T ′

A while measuring to recreate the
conditions of the post-annealing process performed after the graphene nanoislands
formation (Figure 3.1.c) , as observed in Figure 5.1.c. It is important to mention
that to obtain STM images at high temperature the temperature of the sample has
to be very stable to minimize the thermal drift. During this process we obtain STM
images at time t′

A, with t′
A=0 being defined as the starting moment of the first STM

image with a manageable thermal drift. The duration of the heating ramp varies
from preparation to preparation with a period of time that ranges from 10 to 15
min.

Figure 5.1: Scheme of the preparations to study the growth of graphene nanois-
lands on Ni(111) used in this chapter. a) The dosing phase consist in exposing
the clean Ni(111) sample to a propene pressure. b) At the reaction phase the
sample is heated to a temperature TR during a time tR. The sample is cooled RT
at the end of that phase. c) The annealing phase consist of annealing the sample
at T ′

A. In this chapter the STM images are obtained during the annealing process
using a high temperature STM. t′

A represents the acquisition time of repeated
STM images.

Due to the impossibility of obtaining the surface temperature with the pyrometer
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(Tp) while heating, the temperature was measured using a thermocouple(Ttc) in-
tegrated in the sample holder. A calibration function f(Ttc) = Tp was determined
experimentally between the two temperature values by measuring simultaneously
with the thermocouple and the pyrometer the temperature of a sample when cool-
ing from 800 ºC to RT. The different thermalization speed of the sample and the
sample holder could induce and systematic error in the calibration function that, in
expenses of the results obtained in the experiments, could result in an underestima-
tion of ≤20 ºC of Tp. For clarity reasons, the temperature values in all chapters in
this thesis are given using the pyrometer scale (Tp).
In order to study the evolution of the system while heating the sample at T ′

A, most of
the STM images shown in this chapter are obtained in the same area of the sample
consecutively. These sets of images can be interpreted as frames of a movie showing
the time evolution of the sample. The complete movies can be found in [102].
For clarity reasons, the images which belong to a movie are numbered with white
roman numbers in figures.

5.2 Annealing at 450 ºC

When annealing irregular graphene nanoislands at TA=450 ºC, no shape evolution
is observed, although this fact does not imply that the system remains stable at
this temperature. In the following section, we discuss the evolution of the irregular
graphene nanoislands on Ni(111) when annealed at 450 ºC for different periods of
time.

5.2.1 Experiment description

To study the evolution of the graphene nanoislands on Ni(111) during annealing, we
perform in-situ STM measurements on a sample with previously prepared irregular
graphene nanoislands and annealed at T ′

A=450 ºC. The irregular graphene nanois-
lands were prepared following the procedure described in section 3.2 using D=1.8
L, TR=500 ºC and tR=5 min. We perform in situ STM measurements on two areas
of the sample with the following characteristics:

• First set: Contains 15 STM images with a size of 50 X 50 nm with an acquisi-
tion time of 52.6 s, obtained with a bias voltage of 0.4 V. The first STM image
was obtained at t′

A=2 min 40 s and the last at t′
A=16 min 42 s, hence the set

covers a time period of 14 min 2 s. This set illustrates the early evolution
of the system.

• Second set: Contains 31 STM images with a size of 150 X 150 nm with an
acquisition time of 157.6 s, obtained with a bias voltage of 0.4 V. The first
STM image was obtained at t′

A=19 min 16 s and the last at t′
A=98 min 7 s,
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hence the set covers a time period of 78 min 51 s. This set illustrates the late
evolution of the system.

5.2.2 Early evolution of the growth

In this subsection we show the early evolution of the system. To do so, a preparation
of irregular graphene nanoislands is heated at T ′

A=450 ºC and maintained at this
temperature while obtaining the STM images. Figure 5.2.a shows a group of STM
images which belong to the first set described in subsection 5.2.1. The STM images
are obtained using a bias voltage of 0.4 V. Each image has an acquisition time of
52.6 s and are obtained non consecutively at time t′

A=5 min 56 s, 8 min 34 s, 11
min 26 s, 14 min 4 s and 15 min 49 s respectively. The whole set of images shown
in Figure 5.2.a covers a period of time of 9 min 53 s.

As observed in Figure 5.2.a, the irregular graphene nanoisland grow with time. The
growth of the islands takes place by adding new carbon atoms to the edges. It
is important to mention that no additional carbon is introduced in the system by
dosing propene and no Ni2C is observed in the surface. Therefore, the only sources
of carbon must be the one from the previously dissolved in the nickel. The origin
of this carbon can be the cracking of the hydrocarbon molecules or the intrinsic
carbon impurities of nickel crystals . The diluted carbon emerges and propagates
the graphene structure around the islands. The carbon density is an important
factor for the nucleation of graphene nanoislands at the initial stages [100], but
once the C atoms form the graphene nanoislands, they remain stable at the surface
and act as C traps. Hence the graphene nanoislands will grow by incorporation of
new carbon atoms, independently of the carbon concentration of the system. The
growth takes place in an isotropic manner. The islands presents some structural
defects observed as bright points, no changes in these defects is observed so we can
conclude that no reorganization of the internal structure of the islands occurs at
this temperature. Figure 5.2.b shows a scheme of the island growth followed by the
nanoisland marked with a blue asterisk in Figure 5.2.a.I. The island growth in all
directions until it encounters another nanoislands and merge with it. Figure 5.2.c
shows the time evolution of the area of the islands marked with a green asterisk in
Figure 5.2.a.I. As seen in the graph the nanoisland grows constantly with time and
increases its area from 53 to 127 nm2 in 520 s.

Recent theoretical studies [84] predict a growing mechanism for graphene nanois-
lands using a molecular dynamics model consisting on the addition of individual
carbon atoms to the nanoislands. The addition of individual atoms induces defect
formation at the edges, which would be solved by the addition of new carbon atoms
and the time evolution of the system. This study considers time evolution periods
lower than 100 ps, which is far below our time resolution. The annealing tempera-
tures for this study range between 800-1400 K, which in our opinion are too high.
It has been probed experimentally that graphene nanoislands are not stable at this
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temperature (see section 3.3). In any case, graphene nanoislands at 450 ºC does
not posses straight edges (zigzag), but rather rough edges. This implies a high con-
centration of defects on its edges which could act as carbon traps. The isotropical
distribution of defect could explain the isotropical growth of graphene nanoislands
at 450 ºC.

.

Figure 5.2: a)STM images of irregular graphene nanoislands on Ni(111) growth
process at 450 ºC. b) scheme of the isotropic growth of graphene nanoislands at
450 ºC. c) areal increase with time of the graphene nanoislands marked with a
green asterisk in (a)

5.2.3 Late evolution of the growth

At small time scales the growth of the islands occurs similarly in all directions;
however, when the annealing is maintained for long enough time, the coalescence of
islands starts to play an important role in the system evolution. In this subsection we
show the processes that take place at long time scales. All STM images which contain
graphene nanoislands shown in this section belong to the second set described in
subsection 5.2.1.
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Figure 5.3.a shows an STM image of a clean Ni(111) surface obtained at 450 ºC
with a bias voltage of 0.4 V prior the preparation of graphene nanoislands. This
STM image does not belong to the second set, but it is useful to show the substrate
properties. The image contains a terrace step that cross the whole frame verti-
cally. The horizontal blue line in Figure 5.3.a represents the height profile shown in
Figure 5.3.c. The height profile is obtained along the scanline direction and shows
a terrace step height of 2.1 Å, which is the same of a Ni(111) terrace step height at
RT. The Ni(111) surface is relatively stable at this temperature and no significant
terrace step mobility is observed.
Figure 5.3.b shows a group of four STM images of irregular graphene nanoislands
while annealed at at T ′

A=450 ºC. The images belong to the second set of images
described in subsection 5.2.1. The images were obtained all in the same area, al-
though the effect of the thermal drift displace the scanned area downwards. The
STM images were obtained at t′

A=19 min 16 s, 35 min 2 s, 61 min 19 s and 98
min 7 s respectively. Hence the STM images shown in Figure 5.3.b represents the
time evolution of the irregular graphene nanoislands on Ni(111) when maintained
at 450ºC for a period of time of 78 min 51 s.
Figure 5.3.b.I shows a STM image of irregular graphene nanoislands on two terraces
of a Ni(111) surface. The terrace step crosses the frame in the vertical direction as
in Figure 5.3.a, although this is a different area of scanning. We observe irregular
graphene nanoislands on both terraces with the same density, showing an homoge-
neous distribution. The horizontal blue line in the upper-left of Figure 5.3.b.I rep-
resents the height profile shown in Figure 5.3.d. The height profile shows a Ni(111)
terrace step, with a height of 2.2 A, and a graphene nanoislands, with a height of
1.3 Å. The small difference of the height of the graphene nanoislands with respect
to the value obtained in previous chapters (1.3 Å vs 1.5 Å) is due to the difference
in the bias voltage of the STM measurements (see section 2.4).
As observed in the STM images of Figure 5.3.b the graphene nanoislands grow con-
tinuously until they merge (Figure 5.3.b.II-IV). This process culminates once the
graphene covers the whole nickel terrace and forms a graphene monolayer (Figure 5.3.b.IV).
It is important to mention that no graphene bilayer is formed with this process at
this time scale as we will demonstrate below. Graphene growth occurs only by
adding new material to the graphene edge as described in subsection 5.2.2. At the
nickel terrace step, the graphene growth is stopped, and the graphene does not
overcome the step as in the case of graphene growth on Ru [34] or Ir(111) [103],
neither upwards nor downwards. We can also observe a dendritic structure interca-
lated in the graphene monolayer attributed to intercalated nickel clusters as we will
demonstrate below. The nickel clusters have a random shape and appear during the
graphene growth. As for the graphene, the nickel clusters are stable once formed.
The horizontal blue line in the center of the STM image in Figure 5.3.b.IV repre-
sents the path of the height profile shown in Figure 5.3.e. The height profile crosses
a small nickel cluster, with height of 1.0 A. The formation mechanism of the nickel
cluster will be explained in subsubsection 5.2.3.1.
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Figure 5.3: a) STM image of a Ni(111) surface at 450ºC. b) Four STM images of
graphene nanoislands at 450 ºC showing the late evolution of the system. The
nanoislands grow until a graphene monolayers covers the whole surface. c) Height
profile along the blue line in a). d) Height profile along the blue line in (b.I). e)
Height profile along the blue line in (b.IV).

5.2.3.1 Nickel trapped between graphene islands

The STM image shown in Figure 5.4.a was obtained in the same area represented
in Figure 5.3.b at t′

A=29 min 47 s. The area inside the black box shows 5 graphene
nanoislands that are about to merge. The process is illustrated in Figure 5.4.b, with
three STM images of the same area that were obtained at t′

A=29 min 47 s, 32 min 24
s and 56 min 4 s respectively. Figure 5.4.b.I, the islands are about to merge. Note
that in Figure 5.4.b.II, the small area that separated the nanoislands 1, 2, 3 and
5 in Figure 5.4.b.I is mostly covered by nickel trapped between graphene islands,
although is it possible to observe some graphene that “connects” the nanoislands
(except in the case of island 1 with 2) . Hence the nickel trapped between graphene
islands, which we will name as nickel cluster, has a growth rate much faster than the
acquisition time, contrary to the graphene growth, which occurs on the scale time
of several minutes.
The blue horizontal line in Figure 5.4.b.II represents the path of the height profile
shown in Figure 5.4.c. The height profile shows three regions. The sides of the height
profile are attributed to the Ni(111) surface. The center-left layer is attributed to
graphene, with a height of 1.3 Å respect to the nickel substrate. The center-right of
the height profile is attributed to nickel cluster, since its height is 2.2 Å, the same
height of the Ni(111) terrace step. Note that the height of the nickel cluster respects
to the graphene layer is 0.9 Å, which is in the margin of error of the value obtained in
subsection 5.2.3. Figure 5.4.d shows a scheme of the assignation of different height
areas with the different compounds.
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Gao et. al. [98] studied the energy cost of graphene edges on a Ni(111) surface.
They found that the energy cost of zigzag and armchair edges is reduced when the
graphene edge is situated on a metal step edge by about 3 eV/nm. This notable
energy reduction could be the driving force of the formation of the nickel clusters.
Note that the metal decorated graphene edge is not observed experimentally in
graphene nanoislands on Ni(111) (see chapter 4) due to its instability [99]. It is
important to remark that the nickel clusters are only formed when the graphene
edges are very close. Also all the nickel clusters observed have most of their edges
bounded to a graphene layer, hence we can think that the nickel edge formation
energy is the limiting factor for the passivation of the graphene edges by Ni atoms.

Figure 5.4: a) STM image of irregular graphene nanoislands at 450 ºC. The black
box indicates the area zoomed in STM images shown in b). b) Three STM iamges
representing the time evolution of the system. The frontier between island is filled
with nickel cluster that appear suddenly. c) Heigh profile along the blue line in
b.II). d)scheme of the atomic structure of the system compared to the height
profile in c)

5.2.3.2 Impurities on nickel clusters

Once the graphene nanoislands have merged and stop their growth, the resultant
layers is a mix of a monolayer graphene with trapped nickel clusters. In this situation
the graphene appears stable for long time scales. However, the nickel clusters suffer
an evolution induced by the apparition of impurities and its associated instabilities.
Figure 5.5 shows the changes observed in three different nickel clusters in different
periods of time. In Figure 5.5.a, we show an STM image of the graphene monolayers
formed during the nanoisland merging process. The image contains three black
boxes which situate the processes illustrated in Figure 5.5b-d. These three processes,
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which are not unique, take place in different moments in the scanned region with a
frequency of 8 observed events for 50 min 2 s, which corresponds to a frequency of
∼10-7 s-1nm-2. The STM images shown in Figure 5.5b-d are obtained by zooming
in STM images with a size of 17.6x17.6 nm, for this reason the resolution is limited.
Figure 5.5.b shows three STM images obtained at t′

A=71 min 50 s, 74 min 27 s and
77 min 5s respectively. In Figure 5.5.b.I we can identify a nickel cluster surrounded
by a graphene layer. The nickel cluster has a ribbon shape and crosses the frame
in the horizontal direction. In Figure 5.5.b.II an impurity appears at the center
of the nickel cluster. The horizontal blue line represents the path followed by the
height profile shown in Figure 5.5.b.IV. The impurity height 1.8 Å with respect to
the nickel cluster, although this measurement may have an additional error due to
the low resolution of the zoomed images. In Figure 5.5.b.III we observe that the
impurity has disappeared. In its place the nickel cluster has now a hole which is
filled by graphene. Then, this process results in the partial destruction of the nickel
cluster and substitution by graphene.
In Figure 5.5.c we observe a similar process. Figure 5.5.c shows three STM images
obtained at t′

A=60 min 59 s, 63 min 57 s and 69 min 12 s respectively. In the first
STM image we observe two nickel clusters, one in the lower-left part of the image
and the other in the upper-right. In Figure 5.5.II two impurities appear on the
cluster, one on each. The two horizontal blue and green lines represent the path of
the height profiles shown in Figure 5.5.c.IV and Figure 5.5.c.V respectively. The two
impurities have different height, a difference that could be due to the different size of
the impurities and the error induced by the low resolution of the STM images. The
different origin of the impurities is a fact that can not be discarded since the two
impurities evolve in a different manner as seen in Figure 5.5.c.III. The impurity on
the nickel cluster in the lower-left part of the image evolve as in the previous cases,
disappearing and creating a hole in the nickel cluster which is filled by graphene.
Nevertheless the impurity on the nickel cluster in the upper-right part of the image
acts as a nucleation center of a new layer of graphene that grows on the nickel cluster
as explained in detail in the next subsection.

5.2.3.3 Graphene growth on nickel clusters

As discussed in the previous section, the nickel clusters trapped in the monolayer
graphene are not stable for long scale times. In this section we illustrate the growth
on a graphene monolayer on a nickel cluster induced by an impurity. Figure 5.6.a
shows an almost complete graphene monolayer with intercalated nickel clusters as
a result of the process illustrated in subsection 5.2.3. The images proceed from a
zoom realized in the area marked by a black box in Figure 5.6.b. The STM images
shown in Figure 5.6.b are obtained with a bias voltage of 0.4 V at t′

A=60 min 59
s, 63 min 57 s, 74 min 27 s, 84 min 58 s and 98 min 07 s respectively. They show
the process that initiates in Figure 5.5.d. As explained in the previous section, two
impurities appear, which evolve differently. The first one, situated in the lower
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Figure 5.5: a) STM image of a graphene monolayer at 450ºC formed from irregular
graphene nanoislands growth. The black boxes represent the area zoomed in b),
c) and d). b,c,d) Impurities evolution on nickel clusters and their height profile
along the color lines in STM images.

left part of the STM image disappears creating a hole in the nickel cluster. The
second one acts as a nucleation center for the growth of a graphene monolayer on
the nickel cluster, as seen in Figure 5.6.b.III. The graphene monolayer grow through
the nickel cluster until it is completely covered, as seen in STM images shown in
Figure 5.6.b.IV-V. The growing of this graphene never extends over the limits of the
nickel cluster growing of top of the original graphene monolayer, hence no graphene
bilayer is observed in this experiment. At the same time, the growth of graphene
monolayers on nickel clusters occurs in other areas, as observed in Figure 5.6.b.IV-
V. From the eight impurity events observed, three evolve as a graphene monolayer.
Therefore this process is quite common and is expected to cover all the nickel clusters
if the sample is held at 450ºC for enough time. The horizontal blue line drawn in
Figure 5.6.b.III represents the path of the height profile shown in figure Figure 5.6.c.
In the height profile we observe that the graphene layer on the nickel cluster has a
height of 1.2A with respect to the nickel cluster, which is comparable to that of the
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graphene nanoislands with respect to the Ni(111) surface.

Figure 5.6: a) STM images representing the time evolution of an impurity on a
nickel cluster and the formation of a graphene monolayer on it. b) STM image of
the graphene monolayer formed from irregular graphene nanoisland growth. The
black box represents the area zoomed in a). c) Height profile along the blue line
in a.III). d) Scheme of the atomic structure of the system in comparison of the
height profile show in c).

5.3 Annealing at 500ºC

As described in section 3.3, the irregular graphene nanoislands undergo several
changes when annealed at 500ºC for a certain time. One is the increase of the
area of the nanoislands. This process occurs in the same way when annealing the
irregular graphene nanoislands at lower temperatures as explained in section 5.2, for
this reason it will not be explained again in this section.
Another important change when annealing at 500ºC, is the shape variation of the
nanoislands. In experiments performed in subsection 3.3.1 the shape parameter
of the islands shows a clear peak around the triangular value (see Figure 3.11).
This indicates that irregular graphene nanoislands adopt a triangular shape when
annealed at 500 ºC. In this section we study the changes that take place in the
irregular graphene nanoislands when annealed at 500ºC in detail.
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5.3.1 Shape evolution of irregular graphene nanoislands

The growth of the islands at T ′
A=450 ºC is isotropic as seen in subsection 5.2.2.

When increasing the temperature to at T ′
A=500 ºC or higher the growth becomes

anisotropic, leading to a preferred shape of the nanoislands.

In order to study the transformations of the islands at T ′
A=500 ºC we prepare a

sample with graphene nanoislands on Ni(111) by following the method described in
detail in section 3.2. A clean Ni(111) crystal was dosed with D=1.8 L of propene
at RT and then heated at T R=500 ºC for tR=5 min. This results in the formation
of irregular graphene nanoislands. Once the nanoislands are formed the sample
is transferred to the STM, where it is heated at T ′

A=500 ºC, and STM images
were acquired sequentially to study in detail the processes that take place at this
temperature.

In Figure 5.7.a we show three STM images obtained at T ′
A=500 ºC with a bias

voltage of 1.1 V. The images have an acquisition time of 105 s and were obtained
at t′

A=17 min 32 s, 42 min 56 s and 93 min 49 s respectively. The images are part
of a set of 46 STM images obtained consecutively in the same area to study the
time evolution of the irregular graphene nanoislands when annealed. The complete
movie can be found in [102]. In Figure 5.7.a.I-III we observe a Ni(111) terrace that
covers almost the entire image. In the upper-right part of the image a higher Ni(111)
terrace is observed. The main Ni(111) terrace contains 7 graphene nanoislands with
irregular shape and different sizes. In Figure 5.7.a.I we observe a double tip effect,
which does not affect the interpretation of the data. All the graphene nanoislands
increase their size by adding new graphene to the edges and the nanoislands approach
a triangular shape. It is important to remark that all the triangular nanoislands
are oriented in the same manner, which indicates an effect of the substrate in this
process. Hence, the addition of new material to the nanoislands does not take
place in a random manner as in the case at T ′

A=450 ºC. This difference is due to
the edge structure. At T ′

A=500 ºC, the triangular graphene nanoislands had zigzag
edges, what decrease its reactivity and partially inhibits the addition of single carbon
atoms. The growth of the zzh and zztedges is explained in detail in Figure 5.9.

Note that Figure 5.7.a shows STM images that cover a period of time of 76 min
17 s. This annealing time is much longer than the 20 minutes annealing studied in
section 3.3 necessary to obtain triangular graphene nanoislands. Also, the annealing
times required to obtain shape selected graphene nanoislands in next sections are
shorter, in agreement with the results obtained in section 3.3. The need of longer
annealing times here can be attributed to a specially lower carbon concentration in
this preparation as indicated by the low graphene coverage. The minimum coverage
obtained in the reproducible regime is 0.1 ML (section 3.2), while in this experiment
we measure a coverage of 0.05 ML (in Figure 5.7). This unusually low carbon
concentration could be due to a different sample history or an undetected error in
the sample preparation procedure.

80



5.3 Annealing at 500ºC

Figure 5.7: a) Evolution of a group of irregular graphene nanoisland to triangular
graphene nanoislands at 500 ºC. b) Height profile along the blue line in (a.III)

5.3.2 Growth mechanism of a single graphene nanoisland at

T ′
A=500ºC

In the previous subsection we have seen the evolution of a group of graphene nanois-
lands at T ′

A=500ºC. In this section the evolution of a single graphene nanoislands is
studied in more detail.
A set of irregular graphene nanoislands is prepared by using the method described
in section 3.2. The parameters used are D=1.8 L, TR=500 ºC, and tR=5 min. Once
the irregular graphene nanoislands are formed, the sample is introduced in the STM
an annealed at T ′

A=500 ºC while acquiring STM images. In order to study the time
evolution of the graphene nanoislands when annealed, we recorded 22 consecutive
images of the same nanoislands with an acquisition time of 56 s and a bias voltage
of 0.4 V. These images form a movie with a duration of 19 min 14 s which can be
seen in [102].
Figure 5.8.a shows three STM images obtained at t′

A=16 min 12 s, 24 min 07 s
and 32 min 55 s respectively. The images cover a period of time of 16 min 43s.
Figure 5.8.a.I shows the graphene nanoisland with its initial shape at t′

A=16 min
12 s. The nanoisland has two defects that are visible as two bright points in the
STM image. These defects can be used to determine the drift of the STM images.
In Figure 5.8.a.II-III we observe the growth process of the nanoisland. At this
temperature the nanoisland edges are straight, in contrast to the T ′

A=450 ºC case
where we observed irregular edges.
Figure 5.8.b shows an image that is the result of the superposition of the three STM
images shown in Figure 5.8.a. As observed in the composed image, the growth of the
nanoisland takes place maintaining the edge direction. The long edges are parallel to
the symmetry directions (11̄0), (101̄) and (011̄) of the Ni(111) surface as explained
in detail in chapter 4.
The area of the island is represented in the graphic shown in Figure 5.8.c. The area
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Figure 5.8: a) Three STM images showing the growth of a single graphene nanois-
land at T ′

A=500ºC. b) Superposition of the three STM images shown in (a), The
colors represent the island area in different periods of time. c) Areal evolution
with time of the graphene nanoisland. The blue line represents a quadratic fit.

has a quadratic behavior with time, as shown by using a polynomial curve of second
order. This behavior is expected for a 2D growth with a constant growth rate at
edges. In this case the perimeter of the nanoislands increases linearly with time,
implying a quadratic increase of the area. Hence we can determine that the growth
rate is constant with time. The island increase its size from 76 to 116 nm2 in 530 s,
which is very similar to the case of the graphene nanoisland grown at T ′

A=450 ºC,
where we observe a growth of 53 to 127 nm2 in 520 s. The areal increase observed
between 0 s and 500 s could be identified as linear, although the measurements
obtained for further time reveal its quadratic nature. This explains why the areal
increase observed in Figure 5.2.c appear to be linear. Also other factors such as
neighboring islands proximity, which reduce the number of diffusing atoms, could
affect.
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It is important to mention that the preparation with T ′
A=450 ºC was realized the

day before the preparation with T ′
A=500 ºC and no other experiments were realized

in the Ni(111) crystal between them. Hence the history of the sample is almost the
same.

5.3.2.1 Row-by-row growth of zigzag edges

Contrary to the T ′
A=450 ºC case, at T ′

A=500 ºC the edges of the nanoislands are
straight and are supposed to have a zigzag structure as explained in chapter 4. These
edges are chemically stable on a Ni(111) surface, and their reactivity is lower than
the reactivity of irregular edges. In Figure 5.9 we show the growth mechanism of
nanoislands with zigzag edges, which differs significantly from the growth mechanism
of irregular edges.

The structure of the graphene nanoislands and their edges was studies in detail in
chapter 4. As demonstrated, top-fcc is the most common stacking. Zigzag edges
in top-fcc stacking can be divided in two groups with three-fold symmetry called
zigzag hollow (zzh) and zigzag top (zzt) edges (Figure 4.6). Zzh and zzt edges are
oriented 60º to each other. The zzh edges have the outer carbon atom of the edge
on top of the 3rd layer nickel atom and its dangling bond is pointing to the 1st

layer nickel atom, giving some stability (Figure 4.11). In contrast, zzt edges have
the outer carbon atom of the edge on top of the 1st layer nickel atom and its dan-
gling bond is pointing to the 1rd layer nickel atom, this structure is unstable and
lays to the reconstruction observed at RT called zzt(57) (Figure 4.14). Due to the
lower resolution of STM images obtained at high temperature no zzt(57) edges were
observed at high temperature, but we can not discard its existence.

Growth of zzh edges Figure 5.9.a shows a STM image obtained with a bias voltage
of 1.1 V at T ′

A=500 ºC and t′
A=30 min 16 s. The image has an acquisition time of

52.6 s and a resolution of 512 X 512 pixels. In the STM image we observe a graphene
nanoisland with zigzag edges which is growing as illustrated in subsection 5.3.2. On
the right of the island, marked with an arrow, we observe two kinks. The scanning
direction of the STM tip is upwards, suggesting that the kink represents an increase
of at least one row of hexagons in the nanoisland edge with respect to the previous
lines. The two kinks observed in the image have the same orientation, hence they
represent the same phenomena. All the images obtained in the growth process of this
nanoisland have the same scanning direction and all the kinks observed in the STM
images represents an increase of the island area. No kinks representing a decrease
of a row of hexagons were observed during the growth process. We thus suppose
that the growth of the nanoisland takes place by adding an entire row on a scale
time much lower than the acquisition time of the STM images. Shu et. al. [99]
studied the kinetics of graphene edges on transition metals and proposed a growth
mechanism for zigzag edges in Cu(111). They observe that the addition of a carbon
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hexagon to a zigzag graphene edge produces two armchair edges on each side of
the hexagon. Due to the higher reactivity of armchair edges the graphene grows
parallel to the zigzag edges propagating the graphene line though the nanoisland
edge. Armchair graphene edges on Ni(111) are also highly reactive, as deduced from
its absence in all graphene nanoislands (see chapter 4), for these reason we think
that the growth mechanism of zigzag edges on Ni(111) could be a similar process.

The proposed mechanism is illustrated in Figure 5.9.b. The island show zigzag
edges with low reactivity, but once a benzene ring is incorporated to such an edge
two armchair edges are created, one on each side. The high reactivity of armchair
edges induces the formation of another benzene ring on each armchair edge in an
iterative process, which produces a growth along the edge with a velocity that is at
least as fast as the scanning velocity in the vertical direction. The growth velocity
is determined to be faster than 0.47 nm/s (the angle between the edge and the
vertical direction is almost 0º). However, the low probability of the incorporation
of a benzene to the zigzag edge results in a small growth rate of the island in the
perpendicular direction to the edge.

Growth of zzt edges The incorporation of a benzene ring to the zigzag edge is
a limiting factor of the growth. Obviously, the probability of the incorporation
will depend on the type of zigzag edge. At T ′

A=500ºC, the triangular shape of the
graphene nanoislands indicates that the growth velocity of the zzt edge is consider-
ably higher. Figure 5.10 illustrates the formation mechanism of a triangular island
from an hexagonal island. The growth velocity along the edge direction is consid-
ered to be much higher than in the perpendicular direction. For illustrative purposes
the perpendicular growth velocity of the zzt edge (vt) has been considered to be the
double of that of the zzh edge (vh). We can observe how the hexagonal island evolves
in a triangular island with time. Note that the edges of the triangular island will
always be truncated as long as the zzh edge has a non zero growth velocity. This
conclusion is valid for any initial shape, although stranger shapes will require more
time to acquire a triangular form.

Inhibition of edge propagation by edge defect An additional proof of the nature
of the growth mechanism described in this subsection is shown in Figure 5.11. It
contains eight STM images obtained with a bias voltage of 1.1 V at T ′

A= 500 ºC.
The first image is obtained at t′

A=24 min 07 s and the following images are obtained
consecutively. Each image have an acquisition time of 53 s and the whole set of
images covers a period of time of 6 min 8 s. In the first image we observe a graphene
nanoisland with straight zigzag edges. In the second image a defect is created in
the center of the lower edge, marked with an arrow. This defect has not the same
nature of the kinks observed previously, since it does not generates an increase of
the nanoisland area. As seen in the following images this defect does not act as a
nucleation center, but acts as a barrier for the growth propagation along the edge.
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Figure 5.9: a) STM image of a graphene nanoisland at 500 ºC. The scanning direc-
tion of the image is upwards, each scanning line being horizontal. The two arrows
indicate kinks in the edge of the nanoisland. b) Proposed growth mechanism for
zigzag edges. c) Effect of the instant edge growth and the finite scanning time.
At the beginning of the image acquisition the island has a certain area. Before
the STM image is complete the island increases its area in a time interval much
faster than the acquisition time. The resulting STM image is an island with a
kink on its edge.

This results in a unbalance in the growth between the two sides of the defect due to
the random nature of the edge growth, as observed in STM images from III to VI.
However this barrier has a resistance limit and once the growth overflows the defect
(image VII), the edge recovers its straightness quickly as seen in image VIII.

5.4 Annealing at 650 ºC

We have seen in section 3.3 that the annealing temperature has an important effect
on the morphology of the nanoislands. The changes of the edge structure provoke a
change in the growth mechanism that influences the growth rate and the final shape
of the islands. By increasing the temperature from T ′

A=450 ºC to T ′
A=500 ºC the
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Figure 5.10: Effect of the different growth velocity of edges zzh and zzt on the
island shape .

nanoislands adopt a triangular shape. As I will explain in this section, by increasing
further the temperature the graphene nanoislands can adopt an hexagonal shape.

5.4.1 Growth mechanism of a single graphene nanoisland at

T ′
A=650ºC

We prepared a sample of graphene nanoislands on Ni(111) by following the method
described in section 3.2. A clean Ni(111) single crystal was dosed with D=6 L
of propene at RT. Once the dosing process is finished we heated the sample at
TR=500 ºC for tR=5 min. This results in irregular graphene nanoislands on Ni(111).
Then the sample is transferred to the STM and heated at T ′

A=600 ºC while acquir-
ing STM images to follow the evolution of the nanoislands at this temperature.
Figure 5.12.a shows three STM images obtained with a bias voltage of 1.3 V. The
images were obtained at t′

A=8 min 31 s, 9 min 26 s and 12 min 18 s respectively. In
Figure 5.12.a.I we observe a graphene nanoisland. Although the nanoislands has an
irregular shape, it maintains straight edges characteristic of the high temperature
regime. In Figure 5.12.a.II-III we observe the evolution of the island with time,
which leads to the hexagonal shape.
In Figure 5.12.a.III, we observe two kinks marked with arrows. Since the scanning
direction of the STM image is downwards, these kinks are the result of the growth
process as explained in detail in subsubsection 5.3.2.1. Hence the growth mechanism
is expected to be the same as in the T ′

A=500 ºC case. Note that the kinks are situated
on consecutive edges, of zzh and zzt type. Hence the growth of the two zigzag edges
takes place in a row-by-row manner. The adoption of a hexagonal shape by the
nanoisland indicates that the growth velocity in the perpendicular direction of the
zzt and zzh is very similar as we discuss in detail in the next subsection.
Figure 5.12.b represent the time evolution of the shape parameter of the nanoislands.
The shape parameter is a measurement of the shape of the nanoislands, as explained
in detail in subsection 3.3.1. As observed, the shape parameter evolves from a value
of Σ=0.058, which corresponds to an irregular shape, to a value of Σ=0.064. The
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Figure 5.11: STM images of a graphene nanoisland evolution at 500ºC. In II a de-
fect is created at the middle of the lower edge. This effect inhibits the propagation
of the graphene growth along the edge resulting in a imbalance of the growth of
the two sides of the edge. After a certain time the triangular shape is recovered.

final value of the shape parameter remains practically constant with time, which
indicates a stability of the adopted shape of the nanoisland. The value of the
shape parameter for a perfect hexagon is Σ=0.072. Our value is 11% smaller. This
deviation is attributed to the different size of the edges that compose the hexagonal
nanoislands, hence the island is not perfectly hexagonal, but close to it.
Note that the island has an intercalated nickel cluster in the left part. It is interesting
to mention that the cluster grows with the nanoisland and contributes to maintain
the hexagonal shape of the island. This phenomenon is in agreement with the
observation in subsubsection 5.2.3.1, where we observe that the nickel clusters form
only when most nickel atoms are surrounded by graphene.

5.5 Thermodynamical shape selection

The island shape and growth dynamics strongly depends on T ′
A, as seen in previous

sections. At T ′
A=450 ºC, no zigzag edges are observed and the islands grow isotrop-

ically. At T ′
A =500 ºC, zigzag edges are observed and the island edges grow with

different velocities (vh < vt), which results in the adoption of a triangular shape as
seen in Figure 5.10. At T ′

A =650 ºC, zigzag edges are also observed, and the growth
of different zigzag edges types occurs with the same velocity (vh = vt), which re-
sults in the adoption of an hexagonal shape. Therefore here we have to processes
that determine the shape of the islands: the zigzag edge formation and the growth
velocities of zzh and zzt edges.
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Figure 5.12: a) STM images of a graphene nanoisland evolution at 650 ºC. The
nanoisland evolves from an irregular shape to an hexagonal shape. b) Time evo-
lution of the shape parameter of the island.

Michely et. al. [104] studied the growth of Pt islands on Pt(111) surface. They
observe a dependence with the temperature of the shape of the islands. Similarly
to our system, they observe Pt islands that change its shape to triangular or hexag-
onal depending on the temperature. Jacobsen et. al. [105] explain the theoretical
background of the phenomena. Their Monte-Carlo simulations obtain a good agree-
ment with the experimental results. Their model was based on several temperature
activated phenomena such as step diffusion, dimer dissociation, kink dissociation,
etc, Those phenomena directly influence in a differentiated way the growth velocity
of the different types of edges, and determines the shape of the islands. Graphene
nanoislands on Ni(111) differ from metallic islands since carbon adatoms experience
a large energy barrier to attaching to graphene edges, but we think that the system
can be kinetically described in a similar way.
Suppose the probability of incorporating a new carbon hexagon to the system behave
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as

P ∝ d · A

where P is the probability of incorporation, d i the carbon density and A the ab-
sorption probability.
At T ′

A=450 ºC, the islands have irregular edges and the incorporation of new carbon
atoms is dependent on the local geometry of each point. This leads to an isotropic
growth resulting from many different absorption possibilities. When the temperature
is increased the local defects of the edges heal [84] and the island adopts its lower
configuration energy with zigzag edges.
At T ′

A=500 ºC, the island has zigzag edges, but their grow velocity is different
depending on its type. The zzt edges are weakly bonded to the nickel substrate and
the incorporation of carbon hexagons (see subsubsection 5.3.2.1) has a small energy
barrier (Et) [99]. If Et > kBT , where kB is the Boltzmann constant, the energy
barrier is overcame by the temperature, what results in a high growth velocity.
On the other hand, zzh edges are strongly bonded to the nickel substrate and the
incorporation of carbon hexagons should have a high energy barrier (Eh). If Eh >
kBT , the incorporation of new carbon hexagon takes place by tunneling the barrier
and is relatively rare, what results in a low growth velocity. The differences in the
growth velocity of the edges is the reason for the triangular shape of the island.
When increasing the temperature to T ′

A=650 ºC, the energy barriers are both over-
came by system thermal energy (Eh, Et > kBT ) and both edges have the same
growth rate.
Note that the growth of the system is limited by the carbon density d, since the
growth velocity observed is not increased when increasing the temperature (see
Figure 5.2.c and Figure 5.8.c).

5.6 Summary

The growth and shape of graphene nanoislands on Ni(111) when heated was stud-
ied dynamically by high temperature STM. The growth occurs by incorporation of
carbon segregated from the bulk to the surface. The incorporation of carbon has a
temperature dependent behavior, which determined the growth mode and the final
island shape. At 450 ºC, the carbon is incorporated isotropically and the islands
grow uniformly. Increasing the temperature at 500 ºC leads to the formation of
zigzag edges, which incorporate carbon selectively depending on its stacking with
the substrate. Zzh edges have a slow growth velocity, while zzt edges grow fast, what
results in the triangular shape of the islands. At 650 ºC the growth velocity of both
zigzag edges is equal and the islands adopt an hexagonal shape.
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When islands start to coalesce, nickel clusters appear between graphene islands.
Those clusters have formation time below the time resolution of the STM and its
growth mechanism was not determined. Graphene growth was also observed on
nickel clusters.
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6 Dynamics of the growth of a

graphene monolayer on Ni(111)

The CVD growth on metals has been largely studied [96]. Graphene layers have
been obtained on a wide variety of transition metals [96]. Ni(111) present the
unique advantage to have a small lattice mismatch of only 1%. On Ni(111), the
CVD growth have been obtained using different gas precursors such as methane,
propene, ethylene, toluene, CO, etc. The crystal is heated and exposed to those
gases, which supply the crystal with the necessary carbon that dilutes into the
bulk[42] The graphene formation occurs by carbon segregation when decreasing the
crystal temperature [106, 107] or when the crystal reach the supersaturation limit at
a constant temperature [108][76]. Several in-situ experiment studied the graphene
formation on Ni(111) [41, 97, 109, 81, 110]. Although valuable data was obtained,
there is a controversy in the interpretation of the obtained results.
Regarding the early stages of the graphene monolayer growing there are many refer-
ences of carbide formation. Controlling the Ni2C formation is is important because
it can inhibit the graphene formation [111]. Grüneis et. al. studied the CVD growth
by means of photoemission. They monitored the photoemission signal peak evolu-
tion when exposing a Ni(111) crystal to propene at 511 ºC and found a peak at 283
eV at the initial stages of the exposition, before the graphene growth. The peak was
assigned to propene fragments, atomic carbon and graphene edges, although they
consider the possibility of belonging to Ni2C which has an energy peak at 284 eV.
With LEEM and AES experiments, Addou et. al. observe changes in Ni(111) at 500
ºC at the initial stages of ethylene exposition, which they attribute to the formation
of Ni2C domains [97]. . Although Ni2C could transform into graphene [39], it is
only reported to occur at long timescales and at 460 ºC, which results in graphene
films with a high defect density [112]. Note that heating a Ni2C covered Ni(111) at
500 ºC in UHV conditions results in the dissolution of the carbide. Hence, there is
a controversy in the products of initial stages of the CVD reaction, and the need of
more conclusive studies is evident.
In this chapter we report STM measurements of all stages of the CVD growth of
graphene on Ni(111) using propene as precursor gas at different temperatures. We
found that Ni2C layers form at the initial stages of the CVD reaction and cover
the whole surface. Ni2C is stable at temperatures below 600 ºC under propene
atmosphere but unstable under UHV conditions. Graphene growth occurs in sam-
ples with enough carbon concentration after several minutes and does not need a
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continuous exposure to propene.

6.1 Experimental details

All the experiment described in this chapter were performed in the high temperature
experimental setup (subsection 2.3.2). In the experiments referred in this chapter
a clean Ni(111) sample was used and maintained in UHV conditions. The Ni(111)
crystal was cleaned by repeated cycles of Ar+ sputtering followed by annealing at
800 ºC for 1 minute until the surface presents no traces of carbon contamination by
means of STM inspection. Topographic STM images of the surface were obtained
using the Aarhus 150 STM HT and processed using the WSxM software [79].
Figure 6.1 describes the procedure used to prepare the sample used in the experi-
ments described in this chapter. The procedure can be summarized in 6 steps:

1. The clean Ni(111) crystal was placed in the Aarhus 150 STM HT and heated
at a temperature T ′

R (Figure 6.1.1).
2. Once the temperature was stabilized we performed STM measurements to

check the surface clearness and find an area with the desired topography
(Figure 6.1.2).

3. At time t=0 a leak valve was opened filling the chamber with propene at
controlled pressure (Figure 6.1.3).

4. At t=t′
R the leak valve was closed and the chamber recovered its base pressure.

The sample was maintained at temperature T ′
R until the CVD reaction was

finished. (Figure 6.1.4).
5. After that, at t=tRT the heating was stopped and the sample cooled down to

RT (Figure 6.1.5).
6. STM measurements were performed at RT to study the final effect of the CVD

reaction (Figure 6.1.6).
The Aarhus 150 STM HT allows us to perform STM measurements in all the steps
with constant temperature of the CVD reaction described in Figure 6.1.
The surface temperature was measured using a thermocouple integrated in the sam-
ple holder, which gives a temperature value Ttc. To use a single temperature scale
in all experiment in this thesis, a calibration function f(Ttc) = Tp was determined
experimentally as explained in section 5.1. The temperature values in all chapters
in this thesis are given using the pyrometer scale (Tp).
In previous chapters, the dose supplied to the sample was calculated by the time
integration of the chamber pressure. In this chapter, the dose is calculated by
directly multiplying the chamber pressure by t′

R due to technical limitations. Note
that this procedure overestimated the final dose D, since the chamber pressure takes
a certain time to reach the desired value once the leak valve is opened.
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Figure 6.1: Scheme of the CVD reaction used. The preparation is divided in six
main steps. 1) The clean Ni(111) surface is placed in the Aarhus 150 STM HT
and heated to a temperature T ′

R. 2) The sample temperature is stabilized. 3) The
leak valve is opened (t=0) and the chamber is filled with propene at a defined
pressure, 4) Once the desired dose D is reached, the leak valve is closed and the
chamber recovers its base pressure. 5) Heating is turned off and the sample cools
down. 6) The sample reaches RT. At all the steps with constant temperature
(2,3,4 and 6) STM images were acquired.

6.2 CVD reaction at 500 ºC

In order to study the CVD reaction that takes place on the Ni(111) surface, we
performed several in-situ STM measurements at different values of T ′

R corresponding
to the steps described in section 6.1. At T ′

R=500 ºC, the CVD reaction results in the
formation of both graphene and Ni2C, which are the two possible reaction products.
For that reason T ′

R=500 ºC is a good temperature to study in detail the growth
mechanism which produce both carbon phases. In this section we present a detailed
study on the CVD reaction characteristics, as well as their dependence on parameters
such as the propene pressure and dose.

6.2.1 The Ni(111) at 500 ºC

The behavior of the Ni(111) is an important factor in the study of CVD reactions
on this surface, therefore it must be characterized previously. Figure 6.2 shows the
characteristics of a Ni(111) surface at 500ºC. STM images showed in Figure 6.2.a,b
are obtained in the same area with a time separation of 53 s. Thermal drift is
observed but it is small enough to have no significant effect on our analysis. The
fuzzy appearance of the step edges observed in the STM image obtained at 500 ºC
(Figure 6.2.d) shows that the steps are mobile and that nickel atoms continuously
attach and detach to the steps, although no significant modification of the shape
of the terraces is observed. In comparison, Figure 6.2.e shows an STM image of a
Ni(111) step at RT where we can observe that the step edge is well delimited.
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Chapter 6 Dynamics of the growth of a graphene monolayer on Ni(111)

Figure 6.2: Mobility of nickel steps at 500 ºC. a,b) STM images of a clean Ni(111)
surface at 500 ºC obtained in the same area with a time separation of 53 s. The
arrow indicates an adsorbate used to determinate the thermal drift. c) Height
profile obtained along the blue line in (a). d,e) STM image of a nickel step edge
at 500ºC (d) and RT (e). The arrow indicates a contamination trace.
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6.2.2 Ni2C formation at 500 ºC

The first step of the CVD reaction observed at 500 ºC is the formation of a Ni2C
layer. Although Ni2C is not stable at 500 ºC in UHV conditions (see chapter 3)[39]
we find it to be stable in a propene atmosphere. The identification of Ni2C can be
easily done by observing its characteristic stripped pattern [80, 89].

Figure 6.3 shows the dependence of the Ni2C-nickel topography on the STM bias
voltage at RT. STM topography at high temperature presents the same bias depen-
dence. STM images shown in Figure 6.3.a,b are obtained at a bias voltage of 70 mV
and 1 V respectively. For a bias voltage of 70 mV, the height profile obtained along
the blue line in Figure 6.3.a shows an apparent height of 0.16 Å. When increasing
the bias voltages up to 2 V a decrease of the height of Ni2C with respect to nickel
is observed, as expected for an insulating material such as Ni2C. At a bias voltage
of 1 V the apparent height of the Ni2C with respect to nickel is of -0.33 Å.

Figure 6.3: Bias dependent topographic contrast of Ni2C layers. a) STM image
obtained with a bias voltage of 70 mV of the lateral interface between a Ni(111)
terrace and the Ni2C layer. b) STM image of the same area obtained with a bias
voltage of 1 V.

In the following , we describe the reactions that take place during step 3 of the
preparation process. In the first instants of the dosification process (step 3), the
surface reacts and forms a Ni2C layer. The details of the Ni2C layer formation are
described below.
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6.2.2.1 Reaction at terraces

Figure 6.4 shows STM images acquired during the formation of the Ni2C layer.
All STM images in Figure 6.4 are obtained using a bias voltage of 0.8 V. STM
images shown in Figure 6.4 have an acquisition time of 26 s. The drift of the
system was determined by measuring the position of the adsorbates in consecutive
images. The STM image shown in Figure 6.4.a corresponds to a Ni(111) surface in
UHV environment at t=0. The bright dots observed in the image correspond to
adsorbates. During the image acquisition we open the leak valve and increase the
propene pressure up to 1 · 10−6 mbar. Figure 6.4.b shows an STM image started at
t=26 s (D=26 L) with STM tip scanning downwards (the upper lines of the image are
acquired previous to the lower lines); we can observe a decrease of the surface height
in certain areas of the surface. This decrease is due to a chemical reaction attributed
to the formation of a Ni2C layer. The image inset in the right of Figure 6.4.b shows
a zoomed in area with increased contrast where we can distinguish the characteristic
structure of Ni2C [80, 89] with a periodicity of 16.5 Å. The chemical reaction starts
at point 1 (t=28.9 s, D=28.9 L). As the tip moves downwards we observe that the
reacted surface propagates. At point 2 we observe the creation of another Ni2C
domain, which indicates that the reaction can start simultaneously in more than
one point. Note that the starting point of the reaction takes place in the middle of
a terrace, without a terrace step. . At point 3 we observe a new nickel terrace step
emerging from the left part of the image, which was not there before the reaction as
seen in Figure 6.4.a. Figure 6.4.c shows and STM image of the same region started
at t=52 s with the STM tip scanning upwards. The new nickel step does not change
position or shape with respect to the image in Figure 6.4.b, and remains unchanged
in STM images obtained up to 3 minutes later (not shown). At t=58.9 s we observe
a small unreacted area, marked with an asterisk, which disappears at t=116s (image
not shown), hence the completion of the Ni2C layer in the scanned area takes places
in 87±29 s. Figure 6.4.d shows a height profile along the red line in Figure 6.4.d.
The reacted surface (attributed to Ni2C) decreases its height with respect to a nickel
by 0.5 Å, which is consistent with the height decrease observed when scanning at
high bias voltages (Figure 6.3). The step situated in the lower part of the image has
a height of 2.5 Å. This height difference is attributed to a jump between a double
nickel step and a Ni2C layer.

After the reaction of propene with the nickel surface two main changes are observed.
The formation of Ni2C in some areas of the surface, which results in lower apparent
height; and a nickel mass transport due to the formation of Ni2C, which implies
a 20% reduction of the nickel density on the surface top layer [80]. Note that
the reaction starts in multiple points almost simultaneously and then propagates
through the surface. Ni2C formation on a Ni(111) surface was also observed by
Addou et. al. [97] in the initial stages of the reaction when dosing ethylene at a
pressure of 1.3 ·10−6 mbar on Ni(111) at a temperatures ranging from 500 ºC to 600
ºC.
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Figure 6.4: Real time growth of Ni2C on flat nickel terraces. Consecutive STM
images are obtained on the same area during propene dosing at 1 · 10−6 mbar at
T ′

R=500 ºC using a bias voltage of 0.8V. The acquisition time is 26 s. Image (a),
started at t=0 s with scanning direction upwards, shows the unreacted Ni(111)
surface, with some adsorbates used to characterize the thermal drift. Image (b),
started at t=26 s with scanning direction downwards, shows a Ni(111) surface
(upper part) that reacts with propene and forms a Ni2C layer (point 1 and 2)
while the tip is scanning. The enlarged image on the right shows the striped
pattern typical of Ni2C. A nickel terrace appears in the lower part of the image.
Image (c), started at t=52 s with scanning direction upwards, shows a surface
mostly covered by a Ni2C layer, except in the region marked with an asterisk. d)
Height profile obtained along the red line in (b).
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6.2.2.2 Nickel mass transport at the surface

The mass transport observed in Figure 6.4 indicates that the carbon atoms supplied
by propene penetrates the first nickel atomic layer during the CVD reaction to form
a Ni2C monolayer. Figure 6.5 illustrates the mass transport induced by the CVD
process.
Figure 6.5.a shows a STM image of a clean Ni(111) surface at 500 ºC in UHV con-
ditions. Figure 6.5.b shows an STM image of the same area once the leak valve was
opened and the propene partial pressure reached 1 · 10−6 mbar (t=0). The scanning
direction is upwards. Figure 6.5.c shows the same STM image with increased con-
trast in order to observe the Ni2C striped pattern. The acquisition time of the STM
image is 52.6 s. At t=18.7 s (D=18.4 L) the Ni2C growth starts. At the same time,
a notable step mobility is observed. The dashed lines drawn in Figure 6.5.b shows
the position of the terrace step edges prior to the reaction. Figure 6.5.d shows an
STM image of the same area, as demonstrated by the defect marked with an arrow
in Figure 6.5.b and d, started at t=187 s where the terrace has expanded and all the
scanned area is covered by Ni2C. It is important to mention that the Ni2C growth
does not occur on all terraces at the same time.
Note that the clean Ni(111) surface showed in Figure 6.5.a do not show adsorbates
comparing with the one described in subsubsection 6.2.2.1, however the Ni2C growth
occurs in the same manner, which supports the statement that the adsorbates ob-
served by STM do not act as nucleation centers for Ni2C.

6.2.2.3 Pressure threshold

Ni2C was reported to be unstable at 500 ºC [39] and its growth was not expected
at 500 ºC due to the results obtained in previous experiments (see section 3.2) .
These experiments were performed in UHV conditions. However the Ni2C layers
grown in the experiments performed in this chapter were observed while exposing
the Ni(111) surface to a propene atmosphere of 1 · 10−6 mbar. Also Amara et. al.
[100] predict a stability of the carbidic layer depending on the chemical potential,
which should increase with the propene dose. To demonstrate the dependence of
the Ni2C layer formation and stability to propene pressure and dose we exposed a
hot Ni(111) sample at different propene pressures.
Figure 6.6 shows the evolution of clean Ni(111) at 500 ºC when exposed to a con-
trolled dose of propene. All STM images in Figure 6.6 were obtained with a bias
voltage of 0.8 V. The thermal drift was compensated following the impurity marked
with an asterisk in Figure 6.6.a and Figure 6.6.b (observable when increasing image
contrast). Figure 6.6.a shows an STM image of clean Ni(111) at 500 ºC in UHV
conditions (no propene) started at t=-105 s. Just after finishing this STM (t=0 s),
we dose propene at a pressure of 1 · 10−8 mbar. No changes in the surface were
observed after 9 minutes, which corresponds to a dose exposure of D=5.4 L. After
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Figure 6.5: Nickel mass transport during Ni2C formation. Consecutive STM im-
ages are obtained on the same area during propene dosing at 1 · 10−6 mbar at
T ′

R=500 ºC using a bias voltage of 1 V. Image (a), started before the leak valve
was opened, shows the unreacted Ni(111) surface. Image (b), started at t=0 s
with a scanning direction upwards and an acquisition time of 52.6 s, shows the
Ni2C formation reaction in the middle of the STM image acquisition characterized
by the terrace steps mobility. The dashed lines show the position of the terrace
steps prior to the reaction start. c) The same STM image showed in b) with
increased contrast to observe the striped pattern. Image (d), started at t=187
s, shows the surface completely covered by a Ni2C layer. The arrow indicates a
defect also present in (b) used to identify the surface area.
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that we increased the propene pressure up to 2 · 10−7 mbar. This pressure change
was not abrupt and the pressure increased smoothly from 1 · 10−8 mbar.
Figure 6.6.b shows an STM image of the same area started at t= 946 s (accumulated
dose D=87 L). As observed in the STM image no changes are observed. Figure 6.6.c
shows an STM image started at t=1051 s. The tip position is the same than in
Figure 6.6.b and only a small displacement caused by thermal drift is observed due to
the small time difference between the two images. Starting at t=1099 (accumulated
dose D=118 L) s we observe a change in the Ni(111) surface attributed to the Ni2C
growth reaction. The dashed line in Figure 6.6.c indicates the expected position of
the terrace step if no mass transport would occur. Note that the expansion of the
Ni2C terrace stops when it reaches the next terrace step.
Figure 6.6.d shows a height profile obtained from the STM image in Figure 6.6.b.
The height of each step is 2.0 Å, confirming that the surface has not reacted when
exposed to a propene atmosphere of 1 ·10−8 mbar. Figure 6.6.e show a height profile
through the blue line in Figure 6.6.c. We can identify the effect of the Ni2C growth
in the apparent height of 0.5 Å. Figure 6.6.f shows the height profile along the green
line in the left part of Figure 6.6.c. The height changes of 2.0 Å, 1.5 Å and 3.5 Å
are attributed to a nickel terrace step, a Ni2C layer, and a Ni2C layer on a nickel
terrace respectively.
The experiments performed in this subsection suggest that a Ni2C layer does not
form when the propene pressure is equal or lower than 1 · 10−8 mbar. However, in-
creasing the propene pressure up to 2 · 10−7 (for 9 minutes) results in the formation
of a Ni2C layer on the Ni(111) surface. Hence we can conclude than the forma-
tion of the Ni2C layer does not occur spontaneously when the crystal is exposed
to propene, but it needs to reach a certain carbon concentration on the surface to
start the growth reaction and make Ni2C stable at 500 ºC. This phenomena was
also reported on ethylene CVD reaction on Ni(111) in similar conditions [97]. Note
that the dose at which the reaction starts is highly dependent on the propene pres-
sure. While the doses needed for propene pressure of 1 · 10−6 mbar are 28.9 L and
18.4 L (at subsubsection 6.2.2.1 and subsubsection 6.2.2.2 respectively), for lower
propene pressure of 2 · 10−7 mbar a considerable higher dose is required (118 L),
what demonstrates that propene pressure is a determinant factor. At 500 ºC the
surface concentration of carbon depends largely on the propene pressure and is de-
termined by the difference between propene molecules supplied from the gas phase
and those that desorb from the surface (see subsection 3.2.1) and the carbon diffu-
sion to the bulk. This dynamic equilibrium situation makes Ni2C stable only where
there is an excess of carbon at the surface.

6.2.3 Ni2C dilution to bulk

As demonstrated above, the growth and stability of the Ni2C layer depends on the
propene pressure and dose at which the crystal is exposed. In this subsection, we
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Figure 6.6: Dependence of Ni2C reaction with the propene partial0 pressure. a)
STM image of a clean Ni(111) surface started at t=-105 s. When the image
end (t=0s) we fill the chamber with propene at a pressure of 1 · 10−8 mbar for 9
minutes. At t=50 s the pressure is increased up to 2 · 10−7 mbar. b) STM image
started at t=946 s. No reaction is observed. c) STM image started at t=1051
s. At the middle of the image the Ni2C formation is observed. The dashed line
indicates the position of the terrace edges prior to the CVD reaction. d) Height
profile obtained along the red line in figure (b). e) Height profile obtained along
the blue line in figure (c). f) Height profile obtained along the green line in figure
(c)

present the results obtained in the first instants of the step 4 of the preparation
procedure (see section 6.1). After closing the propene leak valve, the chamber re-
covered UHV conditions, which resulted in the dissolution of the Ni2C layer to the
bulk. The dissolution of the Ni2C was studied by means of high temperature STM.
Figure 6.7 shows the results obtained.

All STM images shown in Figure 6.7 were obtained using a bias voltage of 1 V, at
a sample temperature of 500 ºC and with upwards scanning direction. Figure 6.7.a
shows an STM image of a Ni2C layer at 500 ºC in a propene atmosphere of 1 · 10−6

mbar . At t=360 s (D=360 L) the leak valve was closed and the chamber recovers
its base pressure. Note that the pressure decrease toke place smoothly. STM image
shown in Figure 6.7.b was started at t=652 s. At this moment the sample underwent
an abrupt change. In the STM image we observe two distinct regions. The right
part of the image is assigned to a Ni2C layer, thanks to its characteristic striped
pattern, while the bright region in the left of the image is attributed to nickel
due to its relative height of 0.4 Å with respect to the Ni2C layer. Normally the
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nickel-Ni2C interface follows the same direction of the striped pattern observed in
the Ni2C layer (see Figure 6.3), however in that case the nickel-Ni2C interface has
an oblique direction with respect to the striped pattern, which could indicate an
interface mobility while scanning. Note that the scanning direction is upwards,
hence the image suggests that the nickel is substituting the Ni2C layer, in agreement
with the fact that the Ni2C phase is unstable at 500 ºC in UHV conditions [39].
Figure 6.7.c shows an STM image of the same area started at t=796 s. The surface,
previously covered by Ni2C, has completely transformed in a clean Ni(111) surface
with no traces of Ni2C. The Ni2C phase is indeed not stable at 500 ºC if no propene
is continuously offered to the surface.

Figure 6.7: Dissolution of Ni2C into bulk. a) STM image of the sample surface
fully covered by a Ni2C layer at TR=500 ºC. b,c) STM images of a nickel-Ni2C
interface obtained at t=652 s and t=711 s respectively. The images were obtained
after closing the propene leak valve in UHV conditions, using a bias voltage of
1 V. The scanning direction is upwards, indicating a dilution of the Ni2C layer.
Height profiles are obtained along the lines in STM images. d) Ni(111) surface
obtained at t=796 s. no traces of Ni2C are observed The black box indicates the
area in where (a) was obtained.

6.2.4 Graphene growth at 500 ºC

Graphene is known to grow on samples kept in a propene atmosphere [113], hence
the graphene growth is driven by a combination of the carbon concentration and the
time at which the sample is heated. However the presence of a carbon-containing
atmosphere is not a necessary condition to growth graphene, but the presence of
carbon diluted in the bulk.

In this subsection we show the growth of a graphene monolayer on a Ni(111) sample
by means of in-situ high temperature STM measurements. We show the evolution
of a Ni(111) sample when maintained at 500ºC in UHV conditions for a long period
of time after the dosing process and dissolution of the Ni2C layer, corresponding to
the late step 4 of the CVD reaction showed in section 6.1. After 5 minutes of dosing
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propene at a pressure of 1 · 10−6 mbar (D=300 L), the propene dosing is stopped
and the sample is maintained at 500 ºC in a UHV environment. All STM images
showed in this subsection are obtained in the same preparation.
The growth mode of graphene nanoislands when heated (chapter 5) indicate that
graphene act as a “trap” for free carbon atoms. The growth of graphene monolayer
seem to follow a similar behavior as we will show in this section. For that reason
we believe that the growth of graphene monolayer is driven by the availability of
free carbon which incorporates at the graphene edges and not by the incorporation
of carbon coming directly from the propene molecules. This incorporation has a
potential barrier that has to be overcome[99], for that reason the incorporation of
carbon to graphene edges only occurs at high temperature.

6.2.4.1 Growing front

STM images in Figure 6.8 are obtained once the chamber has recovered its base pres-
sure and using a bias voltage of 0.5 V. Each STM image shown in Figure 6.8 has an
acquisition time of 65.7 s, and all images were obtained consecutively. Figure 6.8.a
shows an STM image started 7 minutes after the dosing end (t=12 min) once the
Ni2C layer has completely dissolved into the bulk. In the images sequence shown in
Figure 6.8.c we observe a new phase growing with an average velocity of 0.35 nm/s.
This new phase is attributed to a graphene monolayer. Figure 6.8.d shows a STM
image obtained at t=18 min. The graphene layer has a height of 1.2 Å (Figure 6.8.b)
and a granulated fine structure due to the combination of the graphene layer imper-
fections and a multiple tip effect. The detailed atomic structure cannot be identified
due to the multiple tip effect. (see Figure 6.9). Since the STM image shown in
Figure 6.8.a was obtained 7 min after the dosing ends (t=12 min), we can conclude
that the graphene growth does not need a continuous dose offered to the crystal but
to hold the sample at high temperature. The carbon necessary to form the graphene
layer have to come from the crystal bulk, because its the only carbon source avail-
able. Hence the crystal has to have a certain amount of carbon dissolved into the
bulk obtained during the dosing process. The heating of a Ni(111) sample without
previous dosing of propene does not result in the formation of graphene. Once the
surface is fully covered by graphene no changes are observed in a scale time of several
minutes.
One could think that the initial surface is covered by a Ni2C layer that transforms
directly to graphene as observed by Lahiri et. al. at 400 ºC[39]. However this
statement is highly improbable due to the fast dilution of the Ni2C at 500 ºC as
observed in subsection 6.2.3, also observed in the Lahiri’s experiments. Anyway, the
carbon density in the surface in the graphitic phase is 5 times the carbon density
in the carbidic phase. Since the graphene covers the whole surface, an additional
carbon source would be necessary, which implies that the carbon diluted in the
bulk has an indispensable role in the graphene growth on Ni(111) in any case,
in agreement with previous experiments using isotope labeling of carbon [42]. A
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similar graphene growth behavior have been previously reported with higher growth
velocities [97, 41] in experiments with higher carbon availability, which indicates
that in our CVD reaction the graphene growth velocity is limited by the availability
of free carbon atoms.

6.2.4.2 Surface stability and bias dependent structure

Once graphene growth terminates, the surface remains stable and no changes are
appreciated after several minutes allowing us to determinate the bias dependent
structure of the graphene monolayer.
Figure 6.9 shown STM images of the graphene layer obtained at different bias volt-
ages. Figure 6.9.a-c were obtained consecutively. In the STM image shown in
Figure 6.9.a and obtained at 2 V we observe that the surface is all covered with
graphene. The fine structure of the graphene layer shows some imperfections in the
form of impurities with a height of ≈0.5 Å. Figure 6.9.b shows an STM image of
the same region obtained with a bias voltage of 3 V and show a dendritic structure
of the layer, which has been observed previously for such voltages [114]. Note that
the dendritic structure is also observed in the surface holes. Figure 6.9.c shows an
STM image of the same region obtained with a bias voltage of 4 V. We observe that
the dendritic structure vanishes, suggesting that it is related to an electronic state
around 3 V as observed by Mugarza et. al. [114] .Figure 6.9.d shows the area market
with a black rectangle in Figure 6.9.a measured at 2 V and 3 V. We can observe
that the nickel intercalated atoms, which appear as bright point at 2 V, are situated
in the dark areas measured at 3 V. However, the dendritic structure does not invert
its contrast as nickel atoms does, what indicates it is not related with nickel impu-
rities. Mugarza et. al. [114] realized spectroscopic measurements on this dendritic
structure and found that it is related to the stacking of the graphene with the nickel
substrate. Areas with a on-top stacking (see chapter 4) have a surface state around
2.5 V, which increase its conductivity at higher bias voltages. Areas with a different
stacking does not have this state, what results in a lower conductivity.

6.2.5 Sample surface after cooling to RT

In previous subsections we have seen that the products of the CVD reaction are
the formation of a Ni2C layer in the initial instant of the propene exposition and a
graphene monolayer that grows several minutes later than the carbide phase. Al-
though the surface seems stable at 500 ºC after the graphene monolayer growth, we
found that the cooling process could introduce further changes. For these reason
STM measurements were performed at RT on a sample resulting from the prepara-
tion with T ′

R=500 ºC, t′
R=6 min and D=360 L, tRT =41 min 24 s. In this preparation

the heating was turned off at the same time that we closed the leak valve. The re-
sults obtained correspond to the step 6 explained in section 6.1 and are shown in
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Figure 6.8: Graphene growth front. STM images obtained at 0.5 V with multiple
tip. The STM images suffer from multiple tip effect, which does not hide the
important physical information. a) STM image showing the graphene layer (top)
and the Ni(111) surface (bottom), obtained at t=12 min. b) Height profile ob-
tained along the blue line in image (a). c) Growth of the graphene layer thought
the nickel surface obtained at t=13, 14 ,15 and 16 min respectively. d) STM image
of a graphene covered nickel surface obtained at 18 min.
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Figure 6.9: Bias contrast of graphene/Ni(111). STM image of a graphene mono-
layer on Ni(111) obtained with a bias voltage of a) 2V. b) 3 V. c) 4 V. d) Two
zoom image of the area marked with a black box in (a) obtained with a bias
voltage of 2V (left) and 3 V (right).
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Figure 6.10. Note that the cooling process produce a huge thermal drift in the STM
system and the STM images are obtained in a different region that Figure 6.8 and
Figure 6.9.
The cold surface shows different areas when measured by means of STM, as shown
in the central image in Figure 6.10, obtained at RT and using a bias voltage of 1 V.
Several zooms have been performed in this image in order to study the topography
of the surface in the areas marked with a black box. Figure 6.10.a shows two regions.
The left one corresponds to a graphene layers while the right part corresponds to
nickel, as demonstrated by its relative height of 0.7 Å. The same case is observed in
Figure 6.10.c. Hence graphene is found as a result of the CVD process, although its
density is quite low, indicating that the optimum temperature to produce a complete
graphene monolayer is higher than 500 ºC, as also stated by Addou et. al.[97].
Figure 6.10.b shows us a zoom performed on the large island in the center of the
image. Note that the surface of the island shows the stripped pattern characteristic
of Ni2C. The height profile shows a relative height of 1.8 Å, corresponding to the
height of a Ni2C island on nickel with respect to the underlying nickel terrace. Note
that the island presents the same edge morphology as the Ni2C islands observed in
Figure 3.2.a, although its height is smaller due to the difference in the bias voltage
of the STM image (see Figure 6.3). A Ni2C layer intercalated in a nickel terrace
is observed in Figure 6.10.d with a relative height of -0.2 Å with respect to the
surrounding nickel.
In conclusion, graphene, Ni2C and nickel coexist, which indicates that graphene
formation is incomplete. Note that graphene grows by propagation of a graphene
layer [97] which could result in areas of the sample with no graphene and other
covered by graphene several microns away. Further investigation of the resultant
reaction products is needed to extract a solid conclusion.

6.3 CVD reaction at 600 ºC

In previous section we have studied the formation and stability of the products of
the CVD reaction of propene on Ni(111) at 500 ºC. We found that the stability
of compounds such as Ni2C is highly dependent on the sample temperature and
propene pressure. Graphene formation is driven by the carbon concentration as
well as the sample temperature. The dependence of the CVD reaction products on
the temperature seems obvious. In this section a CVD reaction with T ′

R=600 ºC is
studied in-situ by means of high temperature STM.

6.3.1 Stability of Ni(111) at 600ºC

As in the case of STM imaging at 500 ºC, the Ni(111) surface appears usually stable
at 600 ºC, although the step edges are mobile at this temperature. Figure 6.11
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Figure 6.10: Coexisting C phases after cooling to RT. The central image is a STM
image obtained after the CVD reaction at RT. Four enlarge regions are shown with
their respective height profiles. The zooms show a a) a graphene-Nickel interface.
b) Ni2C on nickel. c) a graphene-Nickel interface. d) a nickel-Ni2C interface.
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shows two STM images obtained on a clean Ni(111) surface at 600 ºC. The images
were both obtained at a bias voltage of 1 V. The second image was acquired 1 min
20 s after the first. The thermal drift is compensated by comparing the position of
the adsorbates.

Figure 6.11: Consecutive STM images of Ni(111) at 600 ºC. The images were ob-
tained with a time difference of 1 mi 20 s.

6.3.2 Ni2C formation at 600 ºC

As demonstrated in section 3.2 Ni2C becomes unstable at temperatures around 450-
500 ºC in UHV conditions [39]. However, exposing the sample to a propene atmo-
sphere can stabilize the surface compound at 500 ºC as seen in the previous section.
In what follows, we present a study of the growth and stability of Ni2C on Ni(111)
at 600 ºC when exposed to a propene atmosphere.

All STM images shown in Figure 6.12 are obtained at 600 ºC using a bias voltage of
1 V. Figure 6.12.a shows a sequence pf STM images taken prior to propene dosing (a,
downwards scanning), at the start of dosing propene at 1 · 10−6 mbar (b, started at
t=26 s, upwards scanning) and during the dosing (c, t=52s, downwards scanning).
At the center of Figure 6.12.b (t=41 s) we observe an expansion of the terrace and
a decrease of its apparent height from 2.1 Å to 1.7 Å with respect to the underlying
nickel terrace. This change is attributed to the formation of a Ni2C layer, identically
to the phenomena observed at 500 ºC. Figure 6.12.c shows an STM image obtained
just after Figure 6.12.b. We can observe than the terrace expansion continues, as
demonstrated by the change in the apparent terrace step orientation.

Once all the surface is covered by Ni2C, no changes were observed on the surface.
The sample remains under a propene atmosphere at 600ºC for 5 minutes. O No
graphene formation was observed.
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Figure 6.12: Formation of Ni2C at 600 ºC. a) STM image of Ni(111) in UHV
conditions. b) STM image of the surface started at t=26.3 s and obtained with a
bias voltage of 1 V. The scanning direction is upwards. At the center of the image
the growth of a Ni2C layer starts. c) STM image of the surface obtained just
after (b). The scanning direction is downwards, indicating a terrace expansion.
d) Height profiles along the lines in (b).

6.4 CVD reaction at T ′
R=730 ºC

The stability of Ni2C at 600 ºC with a propene atmosphere of 1 · 10−6 mbar was an
unexpected observation. In order to check the dependence on T ′

R of the resultant
products of the CVD reaction a preparation using T ′

R =730 ºC was realized. In this
section we expose the obtained results.

6.4.1 Nickel surface and CVD reaction at 730 ºC

Figure 6.13 shows four STM images that illustrate the CVD reaction of propene on
Ni(111) at 730 ºC. Also at 730 ºC, the nickel surface does not show a significant evo-
lution with time (not shown), apart of the step mobility. At t=0 s we open the leak
valve and fill the chamber with propene at a pressure of 1 ·10−6 mbar. Figure 6.13.a
shows an STM image started at t=7 min (D=420 L). No traces of Ni2C such as the
stripped pattern or the characteristic height decrease of the terrace were observed.
The characteristic step expansion of the Ni2C growth was neither observed. The
ratio between absorption and desorption of propene molecules is reduced and the
carbon dilution to bulk is increased when increasing the temperature. Those con-
ditions make Ni2C unstable on Ni(111) at those propene pressure and temperature
conditions. The reduction of Ni2C formation when increasing the temperature was
also reported by Addou et. al. [97].
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Figure 6.13: Graphene growth at 730 ºC. All STM images were obtained with a
bias voltage of 1.5 V. a) STM image of a Ni(111) unreacted surface exposed to a
propene atmosphere of 1 · 10−6 mbar at 730 ºC obtained at t= 7 min. b) STM
image of graphene layers (left and right) covering a nickel terrace (center) obtained
at t=12 min with a bias voltage of . c,d) Graphene monolayer on Ni(111) obtained
at t=14 min and t=35 min respectively. Height profiles are obtained along the
lines in the STM images.
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Figure 6.13.b was started at t=12 min 11 s with a bias voltage of 1.5 V; it shows
two step terraces. As observed in the height profile obtained along the green line,
the two terrace steps have a height difference of 2.8 Å and 1.2 Å respectively. The
height increase of 2.8 Å corresponds to a height difference from a graphene layer
(dark region) to a double nickel step (2.0 × 2 − 1.2 = 2.8). The height difference
of 1.2 Å is the characteristic height of a graphene monolayer on top of Ni(111),
hence we can identify the right part of the STM image as a graphene monolayer.
Figure 6.13.c shows an STM image started at t=13 min 51 s with a bias voltage
of 1.5 V of a graphene monolayer that grows on a nickel terrace. The growth of
the graphene monolayer occurs as described in subsubsection 6.2.4.1. The under-
lying nickel terrace can be observed in the lower-left part of the STM image. The
height profile along the blue line shows a height difference of 1.1 Å, as expected for
graphene monolayer. Some structural defects are observed in the STM image, and
are distributed homogeneously in the surface as observed in Figure 6.13.d. These
defects have a similar structure of the defects showed on graphene in Figure 6.9.
Note that no significant defects have been observed in nickel nor Ni2C surfaces. As
in the cases of CVD reaction at lower temperature, once the graphene covers the
nickel surface, it remains stable for periods of time of several minutes. After 30
minutes, and once the graphene formations has concluded, the leak valve was closed
and the chamber recovers its base pressure. At the same time the sample heating
was turned off and the sample recovers the RT.

6.4.2 Sample surface after cooling at RT

Once the sample temperature stabilized, we measured it by means of STM. Figure 6.14
shows STM images of the sample at RT obtained with a bias voltage of 1 V. In
Figure 6.14.a we observe that the surface presents straight lines with and inclination
of 60º forming a superstructure. As observed in Figure 6.14.b, the superstructure
has a height of 0.6 Å. The STM image observed in Figure 6.14.c shows a STM image
of a wider area. As observed, the superstructure is spread all around the crystal
surface. This structure was previously reported by Jacobson [89] and attributed
to rotated graphene on Ni(111). The moire periodicity reported in [89] was not
observed due to low image resolution, hence the graphene rotation respect to the
substrate can not be determined.

6.5 Summary

In this chapter we present a first approach to the study of CVD reaction of propene
on Ni(111) surface by means of high temperature STM. Due to the complexity of
the reaction, further investigations are necessary to achieve solid conclusions.
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Figure 6.14: Rotated graphene domains after cooling to RT. a) STM image of the
surface after the CVD reaction and cooling to RT. The straight lines form an
angle of 60º. b) Height profile along the blue line in image (a). c) Wide area
scanning of the pattern observed in (a), the STM image shows an homogeneous
distribution of the pattern.

In the initial stages of the CVD reaction, the exposure of a Ni(111) surface to a
propene atmosphere results in the growth of a Ni2C layer. Ni2C is stable in a
dynamical situation that depends on the carbon concentration on the surface. The
carbon concentration is determined by the absorbed propene molecules minus the
desorbed propene molecules and minus the carbon diffusion into the bulk. All three
contributions strongly depend on temperature and propene pressure. The formation
of Ni2C is observed at 500ºC at propene pressures above 2 · 10−7 mbar and at 600
ºC at a propene pressure of 1 · 10−6 mbar and not observed at 730 ºC at a propene
pressure of 1 · 10−6 mbar. The formation of Ni2C is characterized by step expansion
due to the lower nickel density of the Ni2C with respect to Ni(111). Heating the
sample after stopping the propene dosing results in the dissolution of Ni2C into the
bulk in a time scale of a few minutes. The growth and stability of Ni2C is then
governed by the carbon concentration at the surface and the temperature.
Graphene growth occurs in a second stage. The growth of graphene takes place by
propagation of the graphene layer, in contrast to the growth of Ni2C, which takes
place in different places simultaneously. In contrast with Ni2C, graphene does not
need a propene atmosphere to growth but a certain carbon concentration in the
bulk.
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Graphene has arisen as a promising material for future applications due to its ex-
traordinary properties. Special attention deserve the properties arising from its
edges, that has recently been studied in graphene nanoribbons. There is a growing
interest in producing and controlling its properties The epitaxial growth of graphene
on metal substrates is a promising route to obtain high quality graphene sheets in-
dustrially. Ni(111) is an ideal substrate since its low lattice mismatch with graphene
allows the production of graphene layers with 1x1 stacking. On Ni(111), graphene
is produced by a CVD reaction, using as a precursor carbon containing gases such
as propene, ethylene, CO, etc. In this thesis we presented a study of the growth
mechanism of graphene layers and nanoislands on Ni(111).

A new mechanism to grow graphene nanoislands on Ni(111) by dosing propene at RT
and heating the sample to a controlled temperature is presented in chapter 3. We
observe that the reaction has a narrow temperature range were graphene nanois-
lands are formed. Heating the sample below 400 ºC produce Ni2C and heating
the sample above 500 ºC propene desorption. The crystal exposure to propene is
also controlled. Our finding indicate that there is a minimum dose of 1 L by then
graphene nucleation does not occur. A saturation value of 5 L is also observed,
where the graphene formation does not increase. The annealing time is also an
important factor. Too short reaction times can result in the incomplete diffusion of
the Ni2C domains formed during the heating ramp, and too long reaction times can
result in uncontrolled growth of islands due to carbon precipitation from the bulk.
The irregular graphene nanoislands obtained in this reaction can be shape modeled
by applying an annealing treatment. Annealing at 500 ºC during 20 min results in a
triangular shape of the islands while annealing at 650 ºC during 10 minutes results
in an hexagonal shape.

The structure of the islands is studied experimentally and theoretically in chapter 4.
The island interact weekly with the substrate, as demonstrated by the occasional
observation of rotational Moiré patterns in some islands. The majority of the islands
have a 1x1 stacking. Triangular and hexagonal islands have straight edges with the
crystallographic orientation of zigzag edges. However the stacking with the substrate
divide the edges in two types, zzh and zzt, which have the outer atom on a hollow
or top position respectively. All triangular islands observed have zzh edges, which
turn out to be more energetically favorable than zzt. Zigzag edges are not reported
in free-standing graphene, however on Ni(111) the substrate interaction makes zzh
stable. Top-fcc stacking is the prevalent stacking in the graphene nanoislands, since
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it is more energetically favorable than top-hcp stacking. However, the interaction
of the edges with the substrate is stronger than the interaction of the layer and
some islands with zzh and top-fcc are observed occasionally. Hexagonal graphene
nanoislands have the two type of edges. Zzh edges with good crystalline quality were
observed, however zzt edges are unstable and a pentagon-heptagon reconstruction
was observed, named zzt(57).
Graphene edges have also an important role in the growth of islands. In-situ high
temperature STM measurements presented in chapter 5 show three growth modes
depending on the temperature. At 450 ºC islands have a rough edges, what produces
an isotropic growth of the islands. Increasing the temperature at 500 ºC allows the
formation of zigzag edges. At this temperature islands adopt a triangular shape
due to the different growth velocity of zzh and zzt. The zzt grow faster and tend
to disappear, while zzh edges has a small growth velocity and remain. The growth
velocity of the edges is driven by a potential barrier in the incorporation of carbon
to the edge, and it can be modified by adjusting the temperature. At 650 ºC both
edge types have the same growth velocity and islands adopt an hexagonal shape.
Lastly, we studied the growth of a monolayer graphene on Ni(111) by in-situ high
temperature STM in chapter 6. We found that the formation of Ni2C occurs homo-
geneously in all the surface at higher temperature than expected, since the propene
atmosphere stabilize it up to 600 ºC, while in UHV it is unstable above 400 ºC. Once
the crystal has enough carbon diluted, the graphene growth starts. Graphene grows
by front propagation, and can cover a wide surface of the crystal, while another
region separated several microns is still uncovered. Graphene growth was observed
in a wide range of temperatures, from 500 to 730 ºC.
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