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#### Abstract

We present new results regarding the existence of density of the real-valued solution to a 3 -dimensional stochastic wave equation. The noise is white in time and with a spatially homogeneous correlation whose spectral measure $\mu$ satisfies that $\int_{\mathbb{R}^{3}} \mu(d \xi)\left(1+|\xi|^{2}\right)^{-\eta}<\infty$, for some $\eta \in\left(0, \frac{1}{2}\right)$. Our approach is based on the mild formulation of the equation given by means of Dalang's extended version of Walsh's stochastic integration; we use the tools of Malliavin calculus. Let $S_{3}$ be the fundamental solution to the 3-dimensional wave equation. The assumption on the noise yields upper and lower bounds for the integral $\int_{0}^{t} d s \int_{\mathbb{R}^{3}} \mu(d \xi)\left|\mathscr{F} S_{3}(s)(\xi)\right|^{2}$ and upper bounds for $\int_{0}^{t} d s \int_{\mathbb{R}^{3}} \mu(d \xi)\left|\xi \| \mathscr{F} S_{3}(s)(\xi)\right|^{2}$ in terms of powers of $t$. These estimates are crucial in the analysis of the Malliavin variance, which can be done by a comparison procedure with respect to smooth approximations of the distributionvalued function $S_{3}(t)$ obtained by convolution with an approximation of the identity.
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## 1. Introduction

This paper is devoted to study the probability law of the real-valued solution to the stochastic wave equation

$$
\left(\frac{\partial^{2}}{\partial t^{2}}-\Delta_{3}\right) u(t, x)=\sigma(u(t, x)) \dot{F}(t, x)+b(u(t, x))
$$

[^0]\[

$$
\begin{equation*}
u(0, x)=\frac{\partial u}{\partial t}(0, x)=0 \tag{1}
\end{equation*}
$$

\]

where $(t, x) \in(0, T] \times \mathbb{R}^{3}, T>0$, and $\Delta_{3}$ denotes the Laplacian operator on $\mathbb{R}^{3}$.
The aim is to establish sufficient conditions ensuring the law of $u(t, x)$ to be absolutely continuous with respect to Lebesgue measure on $\mathbb{R}$, for any fixed $(t, x) \in(0, T] \times \mathbb{R}^{3}$.

Eq. (1) is an example of the more general class of stochastic partial differential equations (spde's)

$$
\begin{align*}
& L u(t, x)=\sigma(u(t, x)) \dot{F}(t, x)+b(u(t, x)) \\
& u(0, x)=\frac{\partial u}{\partial t}(0, x)=0 \tag{2}
\end{align*}
$$

$t \in(0, T], x \in \mathbb{R}^{d}, T>0$, where $L$ denotes a second-order differential operator and the fundamental solution of $L u=0$ is, for any $t \in(0, T]$, a non-negative distribution with rapid decrease. We assume that the coefficients $\sigma$ and $b$ are real Lipschitz functions; the noise $F$ is a mean-zero $L^{2}(\Omega, \mathscr{F}, P)$-valued Gaussian process indexed by the space of test functions $\mathscr{D}\left(\mathbb{R}^{d+1}\right)$ with covariance functional given by $J(\varphi, \psi)=$ $\int_{\mathbb{R}_{+}} d s \int_{\mathbb{R}^{d}} \Gamma(d x)(\varphi(s) * \tilde{\psi}(s))(x)$, where $\tilde{\psi}(s, x)=\psi(s,-x)$ and $\Gamma$ is a non-negative, non-negative definite tempered measure. According to [22, Chapter VII, Théorème XVII], this implies that $\Gamma$ is symmetric and there exists a non-negative tempered measure $\mu$ on $\mathbb{R}^{d}$ whose Fourier transform is $\Gamma$, that is $J(\varphi, \psi)=$ $\int_{\mathbb{R}_{+}} d s \int_{\mathbb{R}^{d}} \mu(d \xi) \mathscr{F} \varphi(s)(\xi) \overline{\mathscr{F}} \psi(s)(\xi)$.

We follow the extension of Walsh's approach developed in [5] and give a rigorous meaning to Eq. (2) in the mild form, as follows. Let $\Lambda$ denote the fundamental solution to $L u=0$. We denote by $M=\left\{M_{t}(A), t \in[0, T], A \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)\right\}$ the martingale measure extension of $F$ (see [6] for the details of this extension) and by $\mathscr{F}_{t}$ the $\sigma$-field generated by the random variables $M_{s}(A), s \in[0, t], A \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)$, for any $t \in[0, T]$. Then a solution to (2) is a real-valued stochastic process $u=\{u(t, x),(t, x) \in[0, T] \times$ $\left.\mathbb{R}^{d}\right\}$, defined on the filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \in[0, T]}, P\right)$, progressively measurable, satisfying

$$
\begin{align*}
u(t, x)= & \int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-y) \sigma(u(s, y)) M(d s, d y) \\
& +\int_{0}^{t} d s \int_{\mathbb{R}^{d}} b(u(t-s, x-y)) \Lambda(s, d y) \tag{3}
\end{align*}
$$

For $L=\frac{\partial^{2}}{\partial t^{2}}-\Lambda_{3}$ we will write $S_{3}$ instead of $\Lambda$; it is well-known that $S_{3}(t)=\frac{1}{4 \pi t} \sigma_{t}$, where $\sigma_{t}$ denotes the uniform measure on the 3-dimensional sphere of radius $t$. We refer the reader to $[19,20]$ for results related to [5] on the stochastic wave equation.

Malliavin calculus, set up in the seminal paper [10], provides a useful tool for the analysis of densities of Brownian functionals, and more generally for functionals of Gaussian families indexed by a real separable Hilbert space. Applications of this technique to spde's extend to the heat equation $[1,11,18]$ and different examples of hyperbolic spde's $[12,16,17,21]$, including the stochastic wave equation in dimension 1 [4] and dimension 2 [11,13]. In all these works, the fundamental solution of the underlying partial differential equation is a real-valued function, while in our case it is a distribution. This fact involves a new mathematical analysis. In this article, we will consider the Gaussian family described as follows. Let $\mathscr{E}$ be the inner-product space consisting of functions $\varphi \in \mathscr{S}\left(\mathbb{R}^{d}\right)$, the Schwartz space of rapidly decreasing $\mathscr{C}^{\infty}$ test functions, endowed with the inner-product $\langle\varphi, \psi\rangle_{\mathscr{E}}:=\int_{\mathbb{R}^{d}} \Gamma(d x)(\varphi * \tilde{\psi})(x)$, where $\tilde{\psi}(x)=\psi(-x)$. Notice that

$$
\begin{equation*}
\langle\varphi, \psi\rangle_{\mathscr{E}}=\int_{\mathbb{R}^{d}} \mu(d \xi) \mathscr{F} \varphi(\xi) \overline{\mathscr{F} \psi(\xi)} . \tag{4}
\end{equation*}
$$

Let $\mathscr{H}$ denote the completion of $\left(\mathscr{E},\langle\cdot, \cdot\rangle_{\mathscr{E}}\right)$. Set $\mathscr{H}_{T}=L^{2}([0, T] ; \mathscr{H})$; notice that $\mathscr{H}$ and $\mathscr{H}_{T}$ may contain not only functions but also distributions. The space $\mathscr{H}_{T}$ is a real Hilbert separable space. For $h \in \mathscr{H}_{T}$, set $W(h)=\int_{0}^{t} \int_{\mathbb{R}^{d}} h(s, x) M(d s, d x)$ where the stochastic integral can be interpreted in Dalang's sense. Then $\left\{W(h), h \in \mathscr{H}_{T}\right\}$ is a Gaussian process and we can use the differential Malliavin calculus based on it (see for instance [15]).

In Section 2 of this paper, we extend Dalang's stochastic integral to integrators that are defined by stochastic integration of Hilbert-valued predictable processes with respect to martingale measures. This extension, defined coordinatewise, is needed to give a rigorous meaning to the equation satisfied by the Malliavin derivative of $u(t, x)$.

Section 3 deals with the class of spde's studied in [5], that is, with Eq. (3). We prove in Theorem 2 that the solution of these equations belongs to the stochastic Sobolev space $\mathbb{D}^{1, p}$ of differentiable $L^{p}$ random variables with $L^{p}$ derivatives-in the Malliavin sense; we give the equation on $\mathscr{H}_{T}$ satisfied by the Malliavin derivative. If $\Lambda(t)$ is a real function, for example in the stochastic heat equation in any dimension $d$ and the stochastic wave equation in dimension $d=1,2$, it is well-known that the solution of (3) at any fixed point $(t, x)$ belongs to $\mathbb{D}^{N, p}$ for any $N \in \mathbb{N}$ and every $p \in[1, \infty)$ (see for instance $[1,4,11,13]$ ); the equation satisfied by the $N$ th derivative is obtained recursively using the rules of Malliavin calculus, by derivation of each term of the equation satisfied by the $(N-1)$ th derivative. If $\Lambda(t)$ is a distribution, for example in the wave equation in dimension $d=3$, this approach is not possible, the problem being how to differentiate the stochastic integral term. We have been able to solve this problem at the level $N=1$ by an approximation procedure based on the convolution of $\Lambda(t)$ with an approximation of the identity. We believe that pushing ahead our arguments should give the differentiability of any order of the solution; however, there is yet no hope for obtaining an expression of the $N$ th derivative for $N \geqslant 2$. The non-negative requirement on $\Lambda(t)$ prevents from estimating $L^{p}$ moments
of differences of stochastic integrals like those appearing in (3), for arbitrary $p \in(2, \infty)$. However, for $p=2$ one can invoke the isometry property of Dalang's stochastic integral. For these reasons, $L^{p}$-convergence of a sequence of approximations of the solution to (3) is proved by checking $L^{2}$-convergence and $L^{p}$ boundedness for any $p \in(2, \infty)$.

Section 4 is devoted to prove the almost sure non-singularity of the Malliavin matrix. Owing to Bouleau's and Hirsch's criterium (see [3,14]), this property together with the results in Section 3 provide the existence of density for the law of $u(t, x)$ at any fixed $(t, x) \in(0, T] \times \mathbb{R}^{3}$. We split the Malliavin matrix into a principal and a secondary term. The former one is obtained by differentiating the martingale measure $M$ in the stochastic integral of the right-hand side of Eq. (3); it is an $\mathscr{H}_{T^{-}}$ valued random vector that we formally write here as $Z(t, x):=S_{3}(t-\cdot, x-$ *) $\sigma(u(\cdot, *))$. Part of the proof of Theorem 2 consists in giving a precise meaning to this random vector. Lower estimates of the $\mathscr{H}_{T}$-norm of $Z(t, x)$ are achieved using first a suitable approximation of $S_{3}$-in order to get rid of the non-linearity $\sigma(u(s, y))$; then we reintroduce $S_{3}$, we give a lower bound of its deterministic $\mathscr{H}_{T^{-}}$ norm and we keep control of the error. We prove an upper bound of this error and of the secondary term of the Malliavin matrix. In both, upper and lower bounds related to $\mathscr{H}_{T}$-norms we use the spectral form derived from (4) and auxiliary results proved in the appendix.

Along the paper we use the notation $C$ for any positive real constant, independently of its value. We refer the reader to [14] for the notions and notations on Malliavin calculus and to [22] to those on distributions invoked along this article.

## 2. Stochastic integrals with respect to Hilbert-valued martingale measures

In this section, we extend Dalang's results on stochastic integration to a Hilbertvalued setting.

Let $\mathscr{A}$ be a separable real Hilbert space with inner-product and norm denoted by $\langle\cdot, \cdot\rangle_{\mathscr{A}}$ and $\|\cdot\|_{\mathscr{A}}$, respectively. Let $K=\left\{K(s, z),(s, z) \in[0, T] \times \mathbb{R}^{d}\right\}$ be an $\mathscr{A}-$ valued predictable process; we assume the following condition:

Hypothesis B. The process $K$ satisfies $\sup _{(s, z) \in[0, T] \times \mathbb{R}^{d}} E\left(\|K(s, z)\|_{\mathscr{A}}^{2}\right)<\infty$.
Our first purpose is to define a martingale measure with values in $\mathscr{A}$ obtained by integration of $K$. Let $\left\{e_{j}, j \geqslant 0\right\}$ be a complete orthonormal system of $\mathscr{A}$. Set $K^{j}(s, z)=\left\langle K(s, z), e_{j}\right\rangle_{\mathscr{A}},(s, z) \in[0, T] \times \mathbb{R}^{d}$. According to [23], for any $j \geqslant 0$ the process

$$
M_{t}^{K^{j}}(A)=\int_{0}^{t} \int_{A} K^{j}(s, z) M(d s, d z), \quad t \in[0, T], \quad A \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right),
$$

defines a martingale measure. Indeed, the process $K^{j}$ is predictable and

$$
\sup _{(s, z) \in[0, T] \times \mathbb{R}^{d}} E\left(\left|K^{j}(s, z)\right|^{2}\right) \leqslant \sup _{(s, z) \in[0, T] \times \mathbb{R}^{d}} E\left(\|K(s, z)\|_{\mathscr{A}}^{2}\right)<\infty .
$$

Set, for any $t \in[0, T], A \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
M_{t}^{K}(A)=\sum_{j \geqslant 0} M_{t}^{K^{j}}(A) e_{j} . \tag{5}
\end{equation*}
$$

The right-hand side of (5) defines an element of $L^{2}(\Omega ; \mathscr{A})$. Indeed, using the isometry property of the stochastic integral, Parseval's identity and Cauchy-Schwarz inequality we obtain

$$
\begin{aligned}
& \sum_{j \geqslant 0} E\left(\left|M_{t}^{K^{j}}(A)\right|^{2}\right)=\sum_{j \geqslant 0} E\left(\left|\int_{0}^{t} \int_{\mathbb{R}^{d}} \mathbf{1}_{A}(z) K^{j}(s, z) M(d s, d z)\right|^{2}\right) \\
& \quad=\sum_{j \geqslant 0} E\left(\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Gamma(d x) \int_{\mathbb{R}^{d}} d y \mathbf{1}_{A}(y) K^{j}(s, y) \mathbf{1}_{A}(y-x) K^{j}(s, y-x)\right) \\
& \quad=\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Gamma(d x) \int_{\mathbb{R}^{d}} d y \mathbf{1}_{A}(y) 1_{A}(y-x) E\left(\langle K(s, y), K(s, y-x)\rangle_{\mathscr{A}}\right) \\
& \leqslant \sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} E\left(\|K(t, x)\|_{\mathscr{A}}^{2}\right) \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Gamma(d x) \int_{\mathbb{R}^{d}} d y \mathbf{1}_{A}(y) \mathbf{1}_{A}(y-x) \\
& \leqslant \sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} E\left(\|K(t, x)\|_{\mathscr{A}}^{2}\right) .
\end{aligned}
$$

This shows that $E\left(\left\|M_{t}^{K}(A)\right\|_{\mathscr{A}}^{2}\right)=\sum_{j \geqslant 0} E\left(\left|M_{t}^{K^{j}}(A)\right|^{2}\right)<\infty$, due to Hypothesis B.
Clearly, the process $\left\{M_{t}^{K}(A), t \in[0, T], A \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)\right\}$ defines a worthy $\mathscr{A}$-valued martingale measure and by construction we have that $\left\langle M_{t}^{K}(A), e_{j}\right\rangle_{\mathscr{A}}=M_{t}^{K^{j}}(A)$. By the previous computations

$$
E\left(\left\|M_{t}^{K}(A)\right\|_{\mathscr{A}}^{2}\right)=\sum_{j \geqslant 0} E\left(\int_{0}^{t} d s\left\|\mathbf{1}_{A}(\cdot) K^{j}(s, \cdot)\right\|_{\mathscr{H}}^{2}\right),
$$

where we have denoted by a dot the $\mathscr{H}$-variable.
Our next goal is to introduce stochastic integration with respect to $M^{K}$, allowing the integrands to take values on some subset of the space of Schwartz distributions. First, we briefly recall Walsh's construction in the Hilbert-valued context.

A stochastic process $\left\{g(s, z ; \omega),(s, z) \in[0, T] \times \mathbb{R}^{d}\right\}$ is called elementary if

$$
\begin{equation*}
g(s, z ; \omega)=\mathbf{1}_{(a, b]}(s) \mathbf{1}_{A}(z) X(\omega), \tag{6}
\end{equation*}
$$

for some $0 \leqslant a<b \leqslant T, A \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)$ and $X$ a bounded $\mathscr{F}_{a}$-measurable random variable. For such $g$, the stochastic integral $g \cdot M^{K}$ is the $\mathscr{A}$-valued martingale
measure defined by

$$
\left(g \cdot M^{K}\right)_{t}(B)(\omega)=\left(M_{t \wedge b}^{K}(A \cap B)-M_{t \wedge a}^{K}(A \cap B)\right) X(\omega),
$$

$t \in[0, T], B \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)$. This definition is extended by linearity to the set $\mathscr{E}_{s}$ of all linear combinations of elementary processes. For $g \in \mathscr{E}_{s}$ and $t \geqslant 0$ one easily checks that

$$
\begin{align*}
& E\left(\left\|\left(g \cdot M^{K}\right)_{t}(B)\right\|_{\mathscr{A}}^{2}\right) \\
& = \\
& \quad \sum_{j \geqslant 0} E\left(\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Gamma(d x) \int_{\mathbb{R}^{d}} d y 1_{B}(y) g(s, y) K^{j}(s, y) 1_{B}(y-x)\right. \\
& \left.\quad \times g(s, y-x) K^{j}(s, y-x)\right)  \tag{7}\\
& \leqslant
\end{align*}
$$

where

$$
\|g\|_{+, K}^{2}:=\sum_{j \geqslant 0} E\left(\int_{0}^{T} d s\left\|\left|g(s, \cdot) K^{j}(s, \cdot)\right|\right\|_{\mathscr{H}}^{2}\right) .
$$

Let $\mathscr{P}_{+, K}$ be the set of all predictable processes $g$ such that $\|g\|_{+, K}<\infty$. Then, owing to [23, Exercise 2.5, Proposition 2.3], $\mathscr{P}_{+, K}$ is complete and $\mathscr{E}_{S}$ is dense in this Banach space. Thus, we use the bound (7) to define the stochastic integral $g \cdot M^{K}$ for $g \in \mathscr{P}_{+, K}$.

Next, following [5] we aim to extend the above stochastic integral to include a larger class of integrands. Consider the inner-product defined by the formula

$$
\left\langle g_{1}, g_{2}\right\rangle_{0, K}=\sum_{j \geqslant 0} E\left(\int_{0}^{T} d s\left\langle g_{1}(s, \cdot) K^{j}(s, \cdot), g_{2}(s, \cdot) K^{j}(s, \cdot)\right\rangle_{\mathscr{H}}\right)
$$

and the norm $\|\cdot\|_{0, K}$ derived from it. We notice that this inner-product makes sense for elements in $\mathscr{E}_{s}$ and we have that $\|\cdot\|_{0, K}^{2}=\sum_{j \geqslant 0}\|\cdot\|_{0, K^{j}}^{2}$, where in the particular case of an absolutely continuous measure $\Gamma$, the definition of the norm $\|\cdot\|_{0, K^{j}}^{2}$ is given in [5, Equation (22)].

By the first equality in (7) we have that

$$
E\left(\left\|\left(g \cdot M^{K}\right)_{T}\left(\mathbb{R}^{d}\right)\right\|_{\mathscr{A}}^{2}\right)=\|g\|_{0, K}^{2}
$$

for any $g \in \mathscr{E}_{s}$.
Let $\mathscr{P}_{0, K}$ be the completion of the inner-product space $\left(\mathscr{E}_{S},\langle\cdot, \cdot\rangle_{0, K}\right)$. Since $\|$. $\left\|_{0, K} \leqslant\right\| \cdot \|_{+, K}$, the space $\mathscr{P}_{0, K}$ will be in general larger than $\mathscr{P}_{+, K}$. So, we can extend the stochastic integral with respect to $M^{K}$ to elements of $\mathscr{P}_{0, K}$. Let $\left(\mathscr{M},\|\cdot\| \|_{\mathscr{M}}\right)$ be the space of $\mathscr{A}$-valued continuous square integrable martingales endowed with the
norm $\|X\|_{\mathscr{M}}^{2}=E\left(\left\|X_{T}\right\|_{\mathscr{A}}^{2}\right)$. Then the map $g \mapsto g \cdot M^{K}$, where $g \cdot M^{K}$ denotes the martingale $t \mapsto\left(g \cdot M^{K}\right)_{t}\left(\mathbb{R}^{d}\right)$, is an isometry between the spaces $\left(\mathscr{P}_{0, K},\|\cdot\|_{0, K}\right)$ and $\left(\mathscr{M},\|\cdot\|_{\mathscr{M}}\right)$. Here we still have denoted by $\|\cdot\|_{0, K}$ the norm derived from the inner-product of the completion of $\left(\mathscr{E}_{S},\langle\cdot, \cdot\rangle_{0, K}\right)$. Classical results on Hilbert spaces tell us precisely how this norm is constructed (see for instance [2, Chapter V, Section 2]).

In the sequel, we denote either by $\left(g \cdot M^{K}\right)_{t}$ or by $\int_{0}^{t} \int_{\mathbb{R}^{d}} g(s, z) K(s, z) M(d s, d z)$ the martingale obtained by stochastic integration of $g \in \mathscr{P}_{0, K}$ with respect to $M^{K}$.

Remark 1. The stochastic integral $\left(g \cdot M^{K}\right)_{t}, t \in[0, T]$, introduced before coincides with that given by the formula

$$
\left(g \cdot M^{K}\right)_{t}=\sum_{j \geqslant 0}\left(g \cdot M^{K^{j}}\right)_{t} e_{j}
$$

where $\left(g \cdot M^{K^{j}}\right)_{t}$ is the stochastic integral of predictable real-valued processes with respect to the martingale measure $M^{K^{j}}$ defined in [5]. This fact can be easily checked using that both definitions agree on processes belonging to $\mathscr{E}_{s}$.

Let us consider the particular case where the following stationary assumption is fulfilled.

Hypothesis C. For all $j \geqslant 0, s \in[0, T], x, y \in \mathbb{R}^{d}$,

$$
E\left(K^{j}(s, x) K^{j}(s, y)\right)=E\left(K^{j}(s, 0) K^{j}(s, y-x)\right) .
$$

Consider the non-negative definite function $G_{j}^{K}(s, z):=E\left(K^{j}(s, 0) K^{j}(s, z)\right)$. Owing to [22, Theorem XIX, Chapter VII], the measure $\Gamma_{j, s}^{K}(d z)=G_{j}^{K}(s, z) \Gamma(d z)$, is a nonnegative definite distribution. Thus, by Bochner's theorem (see for instance [22, Theorem XVIII, Chapter VII]) there exists a non-negative tempered measure $\mu_{j, s}^{K}$ such that $\Gamma_{j, s}^{K}(d z)=\mathscr{F} \mu_{j, s}^{K}$.

Clearly, the measure $\Gamma_{s}^{K}(d z):=\sum_{j \geqslant 0} \Gamma_{j, s}^{K}(d z)$ is a well-defined non-negative definite measure on $\mathbb{R}^{d}$, because

$$
\sum_{j \geqslant 0} G_{j}^{K}(s, z) \leqslant \sup _{(s, z) \in[0, T] \in \mathbb{R}^{d}} E\left(\|K(s, z)\|_{\mathscr{A}}^{2}\right)<\infty .
$$

Consequently, there exists a non-negative tempered measure $\mu_{s}^{K}$ such that $\mathscr{F} \mu_{s}^{K}=\Gamma_{s}^{K}$. Furthermore, by the uniqueness and linearity of the Fourier transform, $\mu_{s}^{K}=\sum_{j \geqslant 0} \mu_{j, s}^{K}$.

Thus, if Hypotheses B and C are satisfied then for any deterministic function $g(s, z)$ such that $\|g\|_{0, K}^{2}<\infty$ and $g(s) \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ we have that

$$
\begin{align*}
\|g\|_{0, K}^{2} & =\sum_{j \geqslant 0} \int_{0}^{T} d s \int_{\mathbb{R}^{d}} \Gamma(d x) \int_{\mathbb{R}^{d}} d y g(s, y) g(s, y-x) G_{j}^{K}(s, x) \\
& =\int_{0}^{T} d s \int_{\mathbb{R}^{d}} \Gamma_{s}^{K}(d x)(g(s, \cdot) * \tilde{g}(s, \cdot))(x) \\
& =\int_{0}^{T} d s \int_{\mathbb{R}^{d}} \mu_{s}^{K}(d \xi)|\mathscr{F} g(s)(\xi)|^{2} . \tag{8}
\end{align*}
$$

We want now to give examples of deterministic distribution-valued functions $t \rightarrow S(t)$ belonging to $\mathscr{P}_{0, K}$. A result in this direction is given in the next theorem, which is the Hilbert-valued counterpart of [5, Theorems 2, 5].

Theorem 1. Let $\left\{K(s, z),(s, z) \in[0, T] \times \mathbb{R}^{d}\right\}$ be an $\mathscr{A}$-valued process for which Hypotheses B and C are satisfied. Let $t \mapsto S(t)$ be a deterministic function with values in the space of non-negative distributions with rapid decrease, such that

$$
\int_{0}^{T} d t \int_{\mathbb{R}^{d}} \mu(d \xi)|\mathscr{F} S(t)(\xi)|^{2}<\infty
$$

Then $S$ belongs to $\mathscr{P}_{0, K}$ and

$$
\begin{equation*}
E\left(\left\|\left(S \cdot M^{K}\right)_{t}\right\|_{\mathscr{A}}^{2}\right)=\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu_{s}^{K}(d \xi)|\mathscr{F} S(s)(\xi)|^{2} \tag{9}
\end{equation*}
$$

Moreover, for any $p \in[2, \infty)$,

$$
\begin{equation*}
E\left(\left\|\left(S \cdot M^{K}\right)_{t}\right\|_{\mathscr{A}}^{p}\right) \leqslant C_{t} \int_{0}^{t} d s \sup _{x \in \mathbb{R}^{d}} E\left(\|K(s, x)\|_{\mathscr{A}}^{p}\right) \int_{\mathbb{R}^{d}} \mu(d \xi)|\mathscr{F} S(s)(\xi)|^{2} \tag{10}
\end{equation*}
$$

with $C_{t}=\left(\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu(d \xi)|\mathscr{F} S(s)(\xi)|^{2}\right)^{\frac{p}{2}-1}, t \in[0, T]$.
Proof. Let $\psi$ be a non-negative function in $\mathscr{C}^{\infty}\left(\mathbb{R}^{d}\right)$ with support contained in the unit ball of $\mathbb{R}^{d}$ and such that $\int_{\mathbb{R}^{d}} \psi(x) d x=1$. Set $\psi_{n}(x)=n^{d} \psi(n x), n \geqslant 1$. Define $S_{n}(t)=\psi_{n} * S(t)$. Clearly, $S_{n}(t) \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ for any $n \geqslant 1, t \in[0, T]$ and $S_{n}(t) \geqslant 0$. According to the arguments in the proof of [5, Theorem 2] we obtain that $S_{n} \in \mathscr{P}_{+, K} \subset \mathscr{P}_{0, K}$ and

$$
\lim _{n \rightarrow \infty}\left\|S_{n}-S\right\|_{0, K^{j}}^{2}=\lim _{n \rightarrow \infty} \int_{0}^{T} d s \int_{\mathbb{R}^{d}} \mu_{j, s}^{K}(d \xi)\left|\mathscr{F}\left(S_{n}-S\right)(s)(\xi)\right|^{2}=0
$$

for any $j \geqslant 0$. Consequently, $\lim _{n \rightarrow \infty}\left\|S_{n}-S\right\|_{0, K}=0$, and thus $S \in \mathscr{P}_{0, K}$. By the isometry property of the stochastic integral and (8) we see that the equality (9) holds
for any $S_{n}$; then the construction of the stochastic integral yields

$$
\begin{aligned}
E\left(\left\|\left(S \cdot M^{K}\right)_{t}\right\|_{\mathscr{A}}^{2}\right) & =\lim _{n \rightarrow \infty} E\left(\left\|\left(S_{n} \cdot M^{K}\right)_{t}\right\|_{\mathscr{A}}^{2}\right) \\
& =\lim _{n \rightarrow \infty} \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu_{s}^{K}(d \xi)\left|\mathscr{F} S_{n}(s)(\xi)\right|^{2} \\
& =\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu_{s}^{K}(d \xi)|\mathscr{F} S(s)(\xi)|^{2},
\end{aligned}
$$

where the last equality follows from bounded convergence. This proves (9).
For the proof of (10) we refer the reader to that of expression (36) in [5, Theorem 5], with the obvious modifications. Therefore, the theorem is proved.

Remark 2. From the identity (9) it follows that for any $S$ satisfying the assumptions of Theorem 1 we have

$$
\|S\|_{0, K}^{2}=\int_{0}^{T} d s \int_{\mathbb{R}^{d}} \mu_{s}^{K}(d \xi)|\mathscr{F} S(s)(\xi)|^{2}
$$

## 3. Malliavin differentiability of the solution of spatially homogeneous spde's

In this section, we consider the spde (2). We assume that the following set of assumptions is satisfied:

Hypothesis D. Let $\Lambda$ be the fundamental solution of $L u=0$. Then $\Lambda(t)$ is a nonnegative distribution with rapid decrease such that

$$
\begin{equation*}
\int_{0}^{T} d t \int_{\mathbb{R}^{d}} \mu(d \xi)|\mathscr{F} \Lambda(t)(\xi)|^{2}<\infty \tag{11}
\end{equation*}
$$

and

$$
\lim _{h \downarrow 0} \int_{0}^{T} d t \int_{\mathbb{R}^{d}} \mu(d \xi) \sup _{t<r<t+h}|\mathscr{F}(\Lambda(r)-\Lambda(t))(\xi)|^{2}=0 .
$$

Moreover, $\Lambda$ is a non-negative measure on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ of the form $\Lambda(t, d y) d t$ such that $\sup _{0 \leqslant t \leqslant T} \Lambda\left(t, \mathbb{R}^{d}\right) \leqslant C_{T}<\infty$.

Under these hypotheses [5, Theorem 13] establishes the existence of a unique progressively measurable process $u=\left\{u(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ such that Eq. (3) holds; in addition $u$ satisfies $\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(|u(t, x)|^{p}\right)<+\infty$, for any $p \in[1, \infty)$ and has spatial stationary covariance function. The process $u$ is called a solution of (2).

The aim of this section is to prove that for any fixed $(t, x) \in[0, T] \times \mathbb{R}^{d}, u(t, x)$ belongs to the space $\mathbb{D}^{1, p}$ of the Malliavin calculus developed in the framework that has been made precise in the introduction and defined by means of the Malliavin
derivative operator $D$ (see [15, Section 1.1]). We recall that for a random variable $X$ in the domain of $D, D X$ defines an $\mathscr{H}_{T}$-valued random variable. For $h \in \mathscr{H}_{T}$ set $D_{h} X=\langle D X, h\rangle_{\mathscr{H}_{T}}$. Since $\mathscr{H}_{T}=L^{2}([0, T] ; \mathscr{H})$, for $r \in[0, T], D X(r)$ defines an element in $\mathscr{H}$, which will be denoted by $D_{r} X$. Then, for any $h \in \mathscr{H}_{T}, D_{h} X=$ $\int_{0}^{T}\left\langle D_{r} X, h(r)\right\rangle_{\mathscr{H}} d r$. We will write $D_{r, \varphi} X=\left\langle D_{r} X, \varphi\right\rangle_{\mathscr{H}}, r \in[0, T], \varphi \in \mathscr{H}$ and we shall use the convention $\mathbb{D}^{0, p}=L^{p}(\Omega)$. Along the section, we will denote by $\cdot$ and $*$ the time and the $\mathscr{H}$ variable, respectively. Here is the main result of this section.

Theorem 2. Assume that $\Lambda$ satisfies Hypothesis D and the coefficients $\sigma$ and $b$ are $\mathscr{C}^{1}$ functions with bounded Lipschitz continuous derivatives. Then,
(1) for any $(t, x) \in[0, T] \times \mathbb{R}^{d}, u(t, x)$ belongs to $\mathbb{D}^{1, p}$ for any $p \in[1, \infty)$;
(2) there exists an $\mathscr{H}_{T}$-valued stochastic process $\left\{Z(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ satisfying $\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}}\|Z(t, x)\|_{L^{p}\left(\Omega, \mathscr{H}_{T}\right)}<\infty$ such that

$$
\begin{align*}
D u(t, x)= & Z(t, x)+\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-z) \sigma^{\prime}(u(s, z)) D u(s, z) M(d s, d z) \\
& +\int_{0}^{t} d s \int_{\mathbb{R}^{d}} b^{\prime}(u(t-s, x-z)) D u(t-s, x-z) \Lambda(s, d z) \tag{12}
\end{align*}
$$

Moreover, for any $(t, x) \in[0, T] \times \mathbb{R}^{d}$,

$$
\begin{align*}
E\left(\|Z(t, x)\|_{\mathscr{H}_{T}}^{2}\right) & =\|\Lambda(t-\cdot, x-*)\|_{0, \sigma(u)}^{2} \\
& =E\left(\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-z) \sigma(u(s, z)) M(d s, d z)\right)^{2} . \tag{13}
\end{align*}
$$

Since $\left\{\sigma(u(s, x)),(s, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ has a stationary covariance function we have

$$
\|\Lambda(t-\cdot, x-*)\|_{0, \sigma(u)}^{2}=\int_{0}^{T} d s \int_{\mathbb{R}^{d}} \mu_{s}^{\sigma(u)}(d \xi)|\mathscr{F} \Lambda(t-s)(\xi)|^{2}
$$

Let $\mathscr{B}_{p}^{\mathscr{H}_{T}}, p \in[2, \infty)$, be the class of progressively measurable $\mathscr{H}_{T}$-valued processes $\left\{\phi(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ with spatially homogeneous covariance function and satisfying $\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\|\phi(t, x)\|_{\mathscr{H}_{T}}^{p}\right)<\infty$. Consider the stochastic integral equation for processes in $\mathscr{B}_{p}^{\mathscr{H}_{T}}$ for any fixed $p$,

$$
\begin{align*}
U(t, x)= & Z(t, x)+\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-z) \sigma^{\prime}(u(s, z)) U(s, z) M(d s, d z) \\
& +\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Lambda(s, d z) b^{\prime}(u(t-s, x-z)) U(t-s, x-z) \tag{14}
\end{align*}
$$

Owing to the results of Section 2 applied to the Hilbert space $\mathscr{A}:=\mathscr{H}_{T}$ and to the $\mathscr{H}_{T}$-valued stochastic process $K(s, z):=\sigma^{\prime}(u(s, z)) U(s, z)$, all the terms in Eq. (14) are well defined; in particular, the existence of the stochastic integral term is ensured by Theorem 1. Following the same arguments as those in the proof of [5, Theorem 13] based on Picard's approximations, it can be proved that Eq. (14) possesses a unique solution.

The proof of Theorem 2 relies on the following lemma quoted from [8].
Lemma 1. Let $\left\{F_{n}\right\}_{n \geqslant 1}$ be a sequence of random variables belonging to $\mathbb{D}^{1, p}$, for some $p \in[2, \infty)$. Assume that the following two conditions are fulfilled:
(1) The sequence $\left\{F_{n}\right\}_{n \geqslant 1}$ converges in $L^{p}(\Omega)$ to a random variable $F$;
(2) $\sup _{n \geqslant 1} E\left(\left\|D F_{n}\right\|_{\mathscr{H}_{T}}^{p}\right)<+\infty$.

Then $F$ belongs to $\mathbb{D}^{1, p}$ and there is a subsequence of $\left\{D F_{n}\right\}_{n \geqslant 1}$ converging to $D F$ in the weak topology of $L^{p}\left(\Omega ; \mathscr{H}_{T}\right)$.

Let $\Lambda_{n}(t)=\psi_{n} * \Lambda(t)$, where $\left\{\psi_{n}\right\}_{n \geqslant 1}$ is an approximation of the identity as has been defined in the proof of Theorem 1. Consider the process $\left\{u_{n}(t, x)\right.$, $\left.(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ solution to the integral stochastic equation

$$
\begin{align*}
u_{n}(t, x)= & \int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \sigma\left(u_{n}(s, z)\right) M(d s, d z) \\
& +\int_{0}^{t} d s \int_{\mathbb{R}^{d}} b\left(u_{n}(t-s, x-z)\right) \Lambda(s, d z) \tag{15}
\end{align*}
$$

The existence and uniqueness of such a process can be easily deduced from the arguments used in the proof of [5, Theorem 13].

We shall apply the previous Lemma 1 to the sequence $F_{n}:=u_{n}(t, x), n \geqslant 1$. First, we notice that $u_{n}(t, x)$ belongs to $\mathbb{D}^{1, p}$, for all $n \geqslant 1$. Indeed, this follows from an easy adaptation of the proof of [11, Proposition 2.4], taking into account that $\left|\mathscr{F} \Lambda_{n}(t)(\xi)\right| \leqslant|\mathscr{F} \Lambda(t)(\xi)|$, for each $t \geqslant 0, \xi \in \mathbb{R}^{d}$. Moreover, the derivative of $u_{n}$ satisfies the equation in $\mathscr{H}_{T}$ :

$$
\begin{align*}
D u_{n}(t, x)= & \Lambda_{n}(t-\cdot, x-*) \sigma\left(u_{n}(\cdot, *)\right) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \sigma^{\prime}\left(u_{n}(s, z)\right) D u_{n}(s, z) M(d s, d z) \\
& +\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Lambda(s, d z) b^{\prime}\left(u_{n}(t-s, x-z)\right) D u_{n}(t-s, x-z) . \tag{16}
\end{align*}
$$

The following propositions provide the necessary arguments for the proof of Theorem 2.

Proposition 1. Assume that the coefficients $\sigma$ and $b$ are Lipschitz continuous and that Hypothesis D is satisfied. Then, for any $p \in[1, \infty)$

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left|u_{n}(t, x)-u(t, x)\right|^{p}\right)=0 .\right. \tag{17}
\end{equation*}
$$

Proof. We first prove that for any $p \in[1, \infty)$,

$$
\begin{equation*}
\sup _{n \geqslant 1} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left|u_{n}(t, x)\right|^{p}\right)<\infty . \tag{18}
\end{equation*}
$$

Taking into account (15), we have that $E\left(\left|u_{n}(t, x)\right|^{p}\right) \leqslant C\left(A_{1, n}(t, x)+A_{2, n}(t, x)\right)$, where

$$
\begin{aligned}
& A_{1, n}(t, x)=E\left(\left|\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \sigma\left(u_{n}(s, z)\right) M(d s, d z)\right|^{p}\right) \\
& A_{2, n}(t, x)=E\left(\left|\int_{0}^{t} d s \int_{\mathbb{R}^{d}} b\left(u_{n}(t-s, x-z)\right) \Lambda(s, d z)\right|^{p}\right)
\end{aligned}
$$

Owing to [5, Theorem 5], the properties of $\sigma$ and the definition of $\Lambda_{n}$, we obtain

$$
\begin{aligned}
A_{1, n}(t, x) & \leqslant C v(t)^{\frac{p}{2}-1} \int_{0}^{t} d s \sup _{z \in \mathbb{R}^{d}} E\left(\left|\sigma\left(u_{n}(s, z)\right)\right|^{p}\right) \int_{\mathbb{R}^{d}} \mu(d \xi)\left|\mathscr{F} \Lambda_{n}(t-s)(\xi)\right|^{2} \\
& \leqslant C \int_{0}^{t} d s\left(1+\sup _{z \in \mathbb{R}^{d}} E\left(\left|u_{n}(s, z)\right|^{p}\right)\right) \int_{\mathbb{R}^{d}} \mu(d \xi)\left|\mathscr{F} \Lambda_{n}(t-s)(\xi)\right|^{2}
\end{aligned}
$$

with $v(t)=\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu(d \xi)|\mathscr{F} \Lambda(s)(\xi)|^{2}$. Consequently, since $\left|\mathscr{F} \Lambda_{n}(t)(\xi)\right| \leqslant|\mathscr{F} \Lambda(t)(\xi)|$ we have that

$$
\begin{equation*}
A_{1, n}(t, x) \leqslant C \int_{0}^{t} d s\left[1+\sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} E\left(\left|u_{n}(\tau, y)\right|^{p}\right)\right] J(t-s), \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
J(t)=\int_{\mathbb{R}^{d}} \mu(d \xi)|\mathscr{F} \Lambda(t)(\xi)|^{2} \tag{20}
\end{equation*}
$$

Hölder's inequality with respect to the finite measure $\Lambda(s, d z) d s$, the properties of $b$ and Hypothesis D yield

$$
\begin{align*}
A_{2, n}(t, x) & \leqslant C \int_{0}^{t} d s \int_{\mathbb{R}^{d}} E\left(\left|b\left(u_{n}(t-s, x-z)\right)\right|^{p}\right) \Lambda(s, d z) \\
& \leqslant C \int_{0}^{t} d s\left[1+\sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} E\left(\left|u_{n}(\tau, y)\right|^{p}\right)\right] \int_{\mathbb{R}^{d}} \Lambda(t-s, d z) \\
& \leqslant C \int_{0}^{t} d s\left[1+\sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} E\left(\left|u_{n}(\tau, y)\right|^{p}\right)\right] . \tag{21}
\end{align*}
$$

Putting together (19) and (21) we obtain

$$
\sup _{(s, x) \in[0, t] \times \mathbb{R}^{d}} E\left(\left|u_{n}(s, x)\right|^{p}\right) \leqslant C \int_{0}^{t} d s\left[1+\sup _{(\tau, x) \in[0, s] \times \mathbb{R}^{d}} E\left(\left|u_{n}(\tau, x)\right|^{p}\right)\right](J(t-s)+1) .
$$

We then apply a suitable version of Gronwall's Lemma (see for instance [5, Lemma 15]) to finish the proof of (18).

Next we prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left|u_{n}(t, x)-u(t, x)\right|^{2}\right)=0 .\right. \tag{22}
\end{equation*}
$$

Indeed, according to the integral equations (3) and (15), we have

$$
E\left(\left|u_{n}(t, x)-u(t, x)\right|^{2}\right) \leqslant C\left(I_{1, n}(t, x)+I_{2, n}(t, x)\right),
$$

where

$$
\begin{gathered}
I_{1, n}(t, x)=E\left(\mid \int_{0}^{t} \int_{\mathbb{R}^{d}}\left[\Lambda_{n}(t-s, x-z) \sigma\left(u_{n}(s, z)\right)\right.\right. \\
\left.-\Lambda(t-s, x-z) \sigma(u(s, z))]\left.M(d s, d z)\right|^{2}\right) \\
I_{2, n}(t, x)=E\left(\left|\int_{0}^{t} d s \int_{\mathbb{R}^{d}}\left[b\left(u_{n}(t-s, x-z)\right)-b(u(t-s, x-z))\right] \Lambda(s, d z)\right|^{2}\right) .
\end{gathered}
$$

We have $I_{1, n}(t, x) \leqslant C\left(I_{1, n}^{1}(t, x)+I_{1, n}^{2}(t, x)\right)$ with

$$
\begin{aligned}
& I_{1, n}^{1}(t, x)=E\left(\left|\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z)\left[\sigma\left(u_{n}(s, z)\right)-\sigma(u(s, z))\right] M(d s, d z)\right|^{2}\right) \\
& I_{1, n}^{2}(t, x)=E\left(\left|\int_{0}^{t} \int_{\mathbb{R}^{d}}\left[\Lambda_{n}(t-s, x-z)-\Lambda(t-s, x-z)\right] \sigma(u(s, z)) M(d s, d z)\right|^{2}\right)
\end{aligned}
$$

Owing to [5, Theorem 2], the assumptions on $\sigma$ and the definition of $\Lambda_{n}$, we obtain

$$
I_{1, n}^{1}(t, x) \leqslant C \int_{0}^{t} d s \sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} E\left(\left|u_{n}(\tau, y)-u(\tau, y)\right|^{2}\right) J(t-s),
$$

where $J$ is defined in (20).
Although $\Lambda_{n}(t-s)-\Lambda(t-s)$ may not be a non-negative distribution, it does belong to the space $\mathscr{P}_{0, \sigma(u)}$ of deterministic processes integrable with respect to the martingale measure $M^{\sigma(u)}$. Hence, by the isometry property of the stochastic integral specified in [5, Section 2, p. 9],

$$
I_{1, n}^{2}(t, x)=\left\|\Lambda_{n}(t-\cdot, x-*)-\Lambda(t-\cdot, x-*)\right\|_{0, \sigma(u)}^{2} .
$$

Then, the definition of the norm in the right-hand side of the above equality yields

$$
\begin{aligned}
I_{1, n}^{2}(t, x) & =\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu_{s}^{\sigma(u)}(d \xi)\left|\mathscr{F}\left(\Lambda_{n}(t-s)-\Lambda(t-s)\right)(\xi)\right|^{2} \\
& =\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu_{s}^{\sigma(u)}(d \xi)\left|\mathscr{F} \psi_{n}(\xi)-1\right|^{2}|\mathscr{F} \Lambda(t-s)(\xi)|^{2} .
\end{aligned}
$$

Hence, by bounded convergence we conclude that $C_{n}:=\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} I_{1, n}^{2}(t, x)$ tends to zero as $n$ goes to infinity.

Now we study the term $I_{2, n}(t, x)$. Applying the same techniques as for the term $A_{2, n}(t, x)$ before we obtain

$$
I_{2, n}(t, x) \leqslant C \int_{0}^{t} d s \sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} E\left(\left|u_{n}(\tau, y)-u(\tau, y)\right|^{2}\right) .
$$

Consequently,

$$
\begin{aligned}
& \sup _{(s, x) \in[0, t] \times \mathbb{R}^{d}} E\left(\left|u_{n}(s, x)-u(s, x)\right|^{2}\right) \\
& \leqslant C_{n}+C \int_{0}^{t} d s \sup _{(\tau, x) \in[0, s] \times \mathbb{R}^{d}} E\left(\left|u_{n}(\tau, x)-u(\tau, x)\right|^{2}\right)(J(t-s)+1),
\end{aligned}
$$

where $\lim _{n \rightarrow \infty} C_{n}=0$. The proof of (22) concludes with an application of the abovementioned version of Gronwall's Lemma. The convergence (17) is now a consequence of (18) and (22).

Proposition 2. Assume that Hypothesis D holds and that the coefficients $\sigma$ and $b$ are $\mathscr{C}^{1}$ functions with bounded derivatives. Then, for all $p \in[1, \infty)$

$$
\sup _{n \geqslant 1} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(t, x)\right\|_{\mathscr{H}_{T}}^{p}\right)<\infty .
$$

Proof. Fix $p \in[2, \infty)$; set $Z_{n}(t, x)=\Lambda_{n}(t-\cdot, x-*) \sigma\left(u_{n}(\cdot, *)\right)$. We first prove that

$$
\begin{equation*}
\sup _{n \geqslant 1} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left\|Z_{n}(t, x)\right\|_{\mathscr{H}_{T}}^{p}\right)<\infty . \tag{23}
\end{equation*}
$$

Indeed, Hölder's inequality with respect to the finite measure $\Lambda_{n}(t-s, x-z) \Lambda_{n}(t-$ $s, x-y+z) d s \Gamma(d z) d y$, Cauchy-Schwarz inequality and the properties of $\sigma$ imply

$$
\begin{aligned}
& E\left(\|\left.\Lambda_{n}(t-\cdot, x-*) \sigma\left(u_{n}(\cdot, *)\right)\right|_{\mathscr{H}_{T}} ^{p}\right) \\
& =E\left(\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Gamma(d z) \int_{\mathbb{R}^{d}} d y \Lambda_{n}(t-s, x-y) \Lambda_{n}(t-s, x-y+z)\right. \\
& \left.\times \sigma\left(u_{n}(s, y)\right) \sigma\left(u_{n}(s, y-z)\right)\right)^{p / 2} \\
& \leqslant C E \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Gamma(d z) \int_{\mathbb{R}^{d}} d y \Lambda_{n}(t-s, x-y) \Lambda_{n}(t-s, x-y+z) \\
& \times E\left(\left|\sigma\left(u_{n}(s, y)\right) \sigma\left(u_{n}(s, y-z)\right)\right|^{p / 2}\right) \\
& \leqslant C\left(1+\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left|u_{n}(t, x)\right|^{p}\right)\right) \int_{0}^{T} d s \int_{\mathbb{R}^{d}} \mu(d \xi)\left|\mathscr{F} \Lambda_{n}(s)(\xi)\right|^{2},
\end{aligned}
$$

which is uniformly bounded with respect to $n$, by Proposition 1 and the definition of $\Lambda_{n}$.

Consider now the second term of the right-hand side of (16), which we denote by $B_{1, n}(t, x)$. By Theorem 1 and the properties of $\sigma$ it holds that

$$
\begin{aligned}
E\left(\left\|B_{1, n}(t, x)\right\|_{\mathscr{H}_{T}}^{p}\right) & \leqslant C \int_{0}^{t} d s \sup _{z \in \mathbb{R}^{d}} E\left(\left\|\sigma^{\prime}\left(u_{n}(s, z)\right) D u_{n}(s, z)\right\|_{\mathscr{H}_{T}}^{p}\right) J(t-s) \\
& \leqslant C \int_{0}^{t} d s \sup _{(\tau, z) \in[0, s] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(\tau, z)\right\|_{\mathscr{H}_{T}}^{p}\right) J(t-s),
\end{aligned}
$$

where $J$ is defined as in (20).
Finally, for the third term on the right-hand side of (16), denoted in the sequel by $B_{2, n}(t, x)$, we use Hölder's inequality with respect to the finite measure $\Lambda(s, d z) d s$. Then, the assumptions on $b$ and $\Lambda$ yield

$$
E\left(\left\|B_{2, n}(t, x)\right\|_{\mathscr{H}_{T}}^{p}\right) \leqslant C \int_{0}^{t} d s \sup _{(\tau, z) \in[0, s] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(\tau, z)\right\|_{\mathscr{H}_{T}}^{p}\right) .
$$

Therefore,

$$
\begin{aligned}
& \sup _{(s, z) \in[0, t] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(s, z)\right\|_{\mathscr{H}_{T}}^{p}\right) \\
& \quad \leqslant C\left(1+\int_{0}^{t} d s \sup _{(\tau, z) \in[0, s] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(\tau, z)\right\|_{\mathscr{H}_{T}}^{p}\right)(J(t-s)+1)\right) .
\end{aligned}
$$

Then, by Gronwall's Lemma we finish the proof.
Proposition 3. We assume that $\sigma$ is Lipschitz and that Hypothesis D holds. Then, for any $(t, x) \in[0, T] \times \mathbb{R}^{d}$ the sequence $\left\{Z_{n}(t, x)=\Lambda_{n}(t-\cdot, x-*) \sigma\left(u_{n}(\cdot, *)\right), n \geqslant 1\right\}$ converges in the topology of $L^{p}\left(\Omega ; \mathscr{H}_{T}\right)$, for any $p \in[1, \infty)$, to a random variable denoted by $Z(t, x)$. Moreover, the process $\left\{Z(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ satisfies

$$
\begin{equation*}
\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}}\|Z(t, x)\|_{L^{p}\left(\Omega ; \mathscr{H}_{T}\right)}<\infty \tag{24}
\end{equation*}
$$

and

$$
\begin{align*}
E\left(\|Z(t, x)\|_{\mathscr{H}_{T}}^{2}\right) & =\|\Lambda(t-\cdot, x-*)\|_{0, \sigma(u)}^{2} \\
& =E\left(\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-z) \sigma(u(s, z)) M(d s, d z)\right)^{2} . \tag{25}
\end{align*}
$$

Proof. We first prove that $\left\{Z_{n}(t, x), n \geqslant 1\right\}$ is a Cauchy sequence in $L^{2}\left(\Omega ; \mathscr{H}_{T}\right)$. Indeed, for any $n, m \geqslant 1$ we consider the following decomposition:

$$
\begin{aligned}
& E\left(\left\|\Lambda_{n}(t-\cdot, x-*) \sigma\left(u_{n}(\cdot, *)\right)-\Lambda_{m}(t-\cdot, x-*) \sigma\left(u_{m}(\cdot, *)\right)\right\|_{\mathscr{H}_{T}}^{2}\right) \\
& \quad \leqslant C\left(T_{1, n}(t, x)+T_{2, n, m}(t, x)+T_{3, m}(t, x)\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& T_{1, n}(t, x)=E\left(\left\|\Lambda_{n}(t-\cdot, x-*)\left[\sigma\left(u_{n}(\cdot, *)\right)-\sigma(u(\cdot, *))\right]\right\|_{\mathscr{H}_{T}}^{2}\right), \\
& T_{2, n \cdot m}(t, x)=E\left(\left\|\left[\Lambda_{n}(t-\cdot, x-*)-\Lambda_{m}(t-\cdot, x-*)\right] \sigma(u(\cdot, *))\right\|_{\mathscr{H}_{T}}^{2}\right), \\
& T_{3, m}(t, x)=E\left(\left\|\Lambda_{m}(t-\cdot, x-*)\left[\sigma(u(\cdot, *))-\sigma\left(u_{m}(\cdot, *)\right)\right]\right\|_{\mathscr{H}_{T}}^{2}\right) .
\end{aligned}
$$

Since $\Lambda_{n}$ is a positive test function, the Lipschitz property of $\sigma$ and the definition of $\Lambda_{n}$ yield

$$
\begin{aligned}
T_{1, n}(t, x) & \leqslant C \sup _{(t, y) \in[0, T] \times \mathbb{R}^{d}} E\left(\left|u_{n}(t, y)-u(t, y)\right|^{2}\right) \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu(d \xi)\left|\mathscr{F} \Lambda_{n}(s)(\xi)\right|^{2} \\
& \leqslant C \sup _{(t, y) \in[0, T] \times \mathbb{R}^{d}} E\left(\left|u_{n}(t, y)-u(t, y)\right|^{2}\right) .
\end{aligned}
$$

Then, by Proposition 1 we conclude that $\lim _{n \rightarrow \infty} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} T_{1, n}(t, x)=0$. Similarly, $\lim _{m \rightarrow \infty} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} T_{3, m}(t, x)=0$. Owing to the isometry property of the stochastic integral we have

$$
\begin{aligned}
T_{2, n, m}(t, x) & =E\left(\left\|\Lambda_{n}(t-\cdot, x-*)-\Lambda_{m}(t-\cdot, x-*)\right\|_{0, \sigma(u)}^{2}\right) \\
& =\int_{0}^{T} d s \int_{\mathbb{R}^{d}} \mu_{s}^{\sigma(u)}(d \xi)\left|\mathscr{F}\left(\psi_{n}-\psi_{m}\right)(\xi)\right|^{2}|\mathscr{F} \Lambda(t-s)(\xi)|^{2}
\end{aligned}
$$

Then, by bounded convergence we conclude that

$$
\lim _{n, m \rightarrow \infty} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} T_{2, n, m}(t, x)=0 .
$$

Therefore,

$$
\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left\|\Lambda_{n}(t-\cdot, x-*) \sigma\left(u_{n}(\cdot, *)\right)-\Lambda_{m}(t-\cdot, x-*) \sigma\left(u_{m}(\cdot, *)\right)\right\|_{\mathscr{H}_{T}}^{2}\right) \xrightarrow[n, m \rightarrow \infty]{ } 0
$$

and consequently the sequence $\left\{Z_{n}(t, x), n \geqslant 1\right\}$ converges in $L^{2}\left(\Omega ; \mathscr{H}_{T}\right)$ to a random variable denoted by $Z(t, x)$. Actually, the convergence holds in $L^{p}\left(\Omega ; \mathscr{H}_{T}\right)$ for any $p \in[1, \infty)$-due to (23)-and the process $\left\{Z(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ satisfies (24).

We now prove (25). Since $\lim _{n \rightarrow \infty}\left(\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} T_{1, n}(t, x)\right)=0$, we have

$$
Z(t, x)=L^{2}\left(\Omega ; \mathscr{H}_{T}\right)-\lim _{n \rightarrow \infty}\left(\Lambda_{n}(t-\cdot, x-*) \sigma(u(\cdot, *))\right)
$$

Thus, by bounded convergence and the isometry property of the stochastic integral,

$$
\left.\left.\begin{array}{rl}
E\left(\|Z(t, x)\|_{\mathscr{H}}^{T}\right.
\end{array}\right)_{n \rightarrow \infty}\right)=\lim _{0} \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu_{s}^{\sigma(u)}\left|\mathscr{F} \Lambda_{n}(t-s)(\xi)\right|^{2} .
$$

Hence, the proof of the Proposition is complete.
We can now proceed to the proof of Theorem 2.
Proof of Theorem 2. Owing to Propositions 1 and 2, the assumptions of Lemma 1 are satisfied by the sequence $F_{n}:=u_{n}(t, x), n \geqslant 1$, for any $p \in[2, \infty)$ and any $(t, x) \in[0, T] \times \mathbb{R}^{d}$. Therefore, the assertion (1) of the theorem holds and there exists a subsequence of $\left\{D u_{n}(t, x), n \geqslant 1\right\}$ converging in the weak topology of $L^{p}\left(\Omega ; \mathscr{H}_{T}\right)$ to $D u(t, x)$. The next step consists in identifying this limit as the solution to the evolution Eq. (12).

We prove that

$$
\begin{equation*}
\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(t, x)-U(t, x)\right\|_{\mathscr{H}_{T}}^{p}\right) \rightarrow 0, \tag{26}
\end{equation*}
$$

as $n$ tends to infinity, where $\left\{U(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ is the solution of (14). This implies that the process $\left\{D u(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ satisfies Eq. (12). Notice that it suffices to check (26) for $p=2$ due to Proposition 2.

Set

$$
\begin{gathered}
I_{Z}^{n}(t, x)=Z_{n}(t, x)-Z(t, x) \\
I_{\sigma}^{n}(t, x)=\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \sigma^{\prime}\left(u_{n}(s, z)\right) D u_{n}(s, z) M(d s, d z) \\
\\
-\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-z) \sigma^{\prime}(u(s, z)) U(s, z) M(d s, d z) \\
I_{b}^{n}(t, x)=\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Lambda(s, d z)\left(b^{\prime}\left(u_{n}(t-s, x-z)\right) D u_{n}(t-s, x-z)\right. \\
\\
\left.-b^{\prime}(u(t-s, x-z)) U(t-s, x-z)\right)
\end{gathered}
$$

By Proposition 3, $\lim _{n \rightarrow \infty} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(\left\|I_{Z}^{n}(t, x)\right\|_{\mathscr{H}_{T}}^{2}\right)=0$. Consider the decomposition

$$
E\left(\left\|I_{\sigma}^{n}(t, x)\right\|_{\mathscr{H}_{T}}^{2}\right) \leqslant C\left(D_{1, n}(t, x)+D_{2, n}(t, x)+D_{3, n}(t, x)\right),
$$

where

$$
\begin{aligned}
& D_{1, n}(t, x)= E\left(\| \int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z)\left[\sigma^{\prime}\left(u_{n}(s, z)\right)\right.\right. \\
&\left.\left.-\sigma^{\prime}(u(s, z))\right] D u_{n}(s, z) M(d s, d z) \|_{\mathscr{H}_{T}}^{2}\right), \\
& D_{2, n}(t, x)=E\left(\| \int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \sigma^{\prime}(u(s, z))\left[D u_{n}(s, z)\right.\right. \\
&-\left.U(s, z)] M(d s, d z) \|_{\mathscr{H}_{T}}^{2}\right),
\end{aligned}
$$

$$
\begin{aligned}
D_{3, n}(t, x)= & E\left(\mid \int_{0}^{t} \int_{\mathbb{R}^{d}}\left[\Lambda_{n}(t-s, x-z)\right.\right. \\
& \left.-\Lambda(t-s, x-z)]\left.\sigma^{\prime}(u(s, z)) U(s, z) M(d s, d z)\right|_{\mathscr{H}_{T}} ^{2}\right)
\end{aligned}
$$

The inequality (10), Cauchy-Schwarz's inequality and the properties of $\sigma$ and $\Lambda_{n}$ yield

$$
\begin{aligned}
D_{1, n}(t, x) \leqslant & C \sup _{(t, y) \in[0, T] \times \mathbb{R}^{d}}\left(E\left(\left|u_{n}(t, y)-u(t, y)\right|^{4}\right) E\left(\left\|D u_{n}(t, y)\right\|_{\mathscr{H}_{T}}^{4}\right)\right)^{\frac{1}{2}} \\
& \times \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu(d \xi)|\mathscr{F} \Lambda(s)(\xi)|^{2} .
\end{aligned}
$$

Owing to Propositions 1 and 2 we conclude that $\lim _{n \rightarrow \infty} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} D_{1, n}(t, x)=$ 0 . Similarly,

$$
\begin{equation*}
D_{2, n}(t, x) \leqslant C \int_{0}^{t} d s \sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(\tau, y)-U(\tau, y)\right\|_{\mathscr{H}_{T}}^{2}\right) J(t-s), \tag{27}
\end{equation*}
$$

where $J$ is defined in (20).
Denote by $\bar{U}$ the $\mathscr{H}_{T}$-valued process $\left\{\sigma^{\prime}(u(s, z)) U(s, z),(s, z) \in[0, T] \times \mathbb{R}^{d}\right\}$.
Then, the isometry property yields

$$
\begin{aligned}
D_{3, n}(t, x) & =\left\|\Lambda_{n}(t-\cdot, x-*)-\Lambda(t-\cdot, x-*)\right\|_{0, \bar{U}}^{2} \\
& =\int_{0}^{T} d s \int_{\mathbb{R}^{d}} \mu_{s}^{\bar{U}}(d \xi)\left|\mathscr{F} \psi_{n}(\xi)-1\right|^{2}|\mathscr{F} \Lambda(t-s)(\xi)|^{2}
\end{aligned}
$$

Thus, by bounded convergence $\lim _{n \rightarrow \infty} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} D_{3, n}(t, x)=0$.
For the deterministic integral term, we have

$$
E\left(\left\|I_{b}^{n}(t, x)\right\|_{\mathscr{H}_{T}}^{2}\right) \leqslant C\left(b_{1, n}(t, x)+b_{2, n}(t, x)\right),
$$

with

$$
\begin{aligned}
b_{1, n}(t, x)= & E\left(\| \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Lambda(s, d z)\left[b^{\prime}\left(u_{n}(t-s, x-z)\right)-b^{\prime}(u(t-s, x-z))\right]\right. \\
& \left.\times D u_{n}(t-s, x-z) \|_{\mathscr{H}_{T}}^{2}\right),
\end{aligned}
$$

$$
\begin{aligned}
b_{2, n}(t, x)= & E\left(\| \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Lambda(s, d z) b^{\prime}(u(t-s, x-z))\right. \\
& \left.\times\left[D u_{n}(t-s, x-z)-U(t-s, x-z)\right] \|_{\mathscr{H}_{T}}^{2}\right) .
\end{aligned}
$$

By the properties of the deterministic integral of Hilbert-valued processes, the assumptions on $b$ and Cauchy-Schwarz's inequality we obtain

$$
\begin{aligned}
b_{1, n}(t, x) \leqslant & \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \Lambda(s, d z) E\left(\left|b^{\prime}\left(u_{n}(t-s, x-z)\right)-b^{\prime}(u(t-s, x-z))\right|^{2}\right. \\
& \left.\times\left\|D u_{n}(t-s, x-z)\right\|_{\mathscr{H}_{T}}^{2}\right) \\
\leqslant & \sup _{(t, y) \in[0, T] \times \mathbb{R}^{d}}\left(E\left|u_{n}(t, y)-u(t, y)\right|^{4} E| | D u_{n}(t, y) \|_{\mathscr{H}_{T}}^{4}\right)^{1 / 2} \int_{0}^{t} d s \Lambda(s, d z) .
\end{aligned}
$$

Thus, $\lim _{n \rightarrow \infty} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} b_{1, n}(t, x)=0$.
Similar arguments yield

$$
b_{2, n}(t, x) \leqslant C \int_{0}^{t} d s \sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(\tau, y)-U(\tau, y)\right\|_{\mathscr{H}_{T}}^{2} .\right.
$$

Therefore, we have obtained that

$$
\begin{aligned}
& \sup _{(s, x) \in[0, t] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(s, x)-U(s, x)\right\|_{\mathscr{H}_{T}}^{2}\right) \\
& \leqslant C_{n}+C \int_{0}^{t} d s \sup _{(\tau, x) \in[0, s] \times \mathbb{R}^{d}} E\left(\left\|D u_{n}(\tau, x)-U(\tau, x)\right\|_{\mathscr{H}_{T}}^{2}\right)(J(t-s)+1),
\end{aligned}
$$

with $\lim _{n \rightarrow \infty} C_{n}=0$. Thus, applying Gronwall's Lemma we complete the proof of (26) and consequently that of assertion (2) of the theorem.

Remark 3. The $\mathscr{H}_{T}$-valued random vector

$$
Z(t, x)+\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-z) \sigma^{\prime}(u(s, z)) D u(s, z) M(d s, d z)
$$

in Eq. (12) is the Malliavin derivative of the stochastic integral $\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s$, $x-z) \sigma(u(s, z)) M(d s, d z)$. Indeed, this can be proved using Lemma 1 applied to the sequence defined by $\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \sigma(u(s, z)) M(d s, d z), n \geqslant 1$.

Remark 4. Assume that $\int_{\mathbb{R}^{d}} \mu(d \xi)\left(1+|\xi|^{2}\right)^{-1}<\infty$; then the fundamental solution of the wave equation in dimension $d \in\{1,2,3\}$ satisfies Hypothesis D , as has been proved in [5].

## 4. The stochastic wave equation in dimension 3. Existence of density

In this section, we consider the stochastic wave equation (1). We consider the solution $u(t, x)$ at $(t, x) \in(0, T] \times \mathbb{R}^{3}$ in the sense given by Eq. (3). The purpose is to prove the following result.

Theorem 3. Assume that
(1) the coefficients $\sigma$ and $b$ are $\mathscr{C}^{1}$ functions with bounded Lipschitz continuous derivatives;
(2) there exists $\sigma_{0}>0$ such that $\inf \{|\sigma(z)| ; z \in \mathbb{R}\} \geqslant \sigma_{0}$;
(3) there exists $\eta \in\left(0, \frac{1}{2}\right)$ such that

$$
\sup _{y \in \mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \Gamma(d x) \mathscr{F}^{-1}\left(\frac{1}{\left(1+|\xi|^{2}\right)^{\eta}}\right)(x-y)<\infty .
$$

Then, the random variable $u(t, x),(t, x) \in(0, T] \times \mathbb{R}^{3}$, has a density.
By Bouleau's and Hirsch's criterium this theorem is a consequence of Theorem 2 in Section 3 and the next one.

Theorem 4. Assume that the coefficients $\sigma$ and $b$ are $\mathscr{C}^{1}$ functions with bounded derivatives of order one and that the hypotheses (2) and (3) of the previous theorem are satisfied. Then, $\|D u(t, x)\|_{\mathscr{H}_{T}}>0$, a.s.

Let $G_{d, \eta}(x)=\mathscr{F}^{-1}\left(\frac{1}{\left(1+\mid \xi \xi^{2}\right)^{\eta}}\right)(x), d \geqslant 1, \eta \in(0,1)$. It is well-known (see for instance [7]) that

$$
G_{d, \eta}(x)=C_{d, \eta}|x|^{\eta-\frac{d}{2}} K_{\frac{d}{2}-\eta}(|x|),
$$

where $C_{d, \eta}$ is some strictly positive constant and $K_{\rho}$ is the modified Bessel function of second kind of order $\rho$. Set $F_{d, \eta}(y)=\int_{\mathbb{R}^{d}} \Gamma(d x) G_{d, \eta}(x-y), y \in \mathbb{R}^{d}$ and
$\left(\overline{\mathrm{H}}_{\eta}\right) \sup _{y \in \mathbb{R}^{d}} F_{d, \eta}(y)<\infty$.
Hypothesis $\left(\overline{\mathrm{H}}_{\eta}\right)$ is almost equivalent to the next one:
$\left(\mathrm{H}_{\eta}\right)$

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{\eta}}<\infty . \tag{28}
\end{equation*}
$$

Indeed, as has been enlighted in [9, Proposition 4.4.1] the condition $\left(\mathrm{H}_{\eta}\right)$ implies

$$
F_{d, \eta}(0)=\int_{\mathbb{R}^{d}} \Gamma(d x) G_{d, \eta}(x) \leqslant \int_{\mathbb{R}^{d}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{\eta}}<\infty
$$

and on the other hand $\left(\overline{\mathrm{H}}_{\eta}\right)$ implies $\left(\mathrm{H}_{\eta}\right)$.
Notice that the assumption (3) of Theorem 3 is equivalent to $\left(\overline{\mathrm{H}}_{\eta}\right)$ for some $\eta \in\left(0, \frac{1}{2}\right)$.

Proof of Theorem 4. We will check that $E\left(\|D u(t, x)\|_{\mathscr{H}_{T}}^{-p}\right)<\infty$ for some $p>0$. This clearly yields the conclusion of the theorem.

Set $Y=\|D u(t, x)\|_{\mathscr{H}_{T}}^{-p}$. Owing to the classical expression $E(Y)=\int_{0}^{\infty} P\{Y>z\} d z$, we easily obtain that

$$
E(Y) \leqslant \varepsilon_{0}+\frac{p}{2} \int_{0}^{\varepsilon_{0}^{-2 / p}} \varepsilon^{-\frac{p}{2}-1} P\left\{\|D u(t, x)\|_{\mathscr{H}_{T}}^{2}<\varepsilon\right\} d \varepsilon,
$$

for any $\varepsilon_{0}>0$. Hence, our purpose is to prove that for $\eta_{0}>0$ small enough,

$$
\int_{0}^{\eta_{0}} \varepsilon^{-\frac{p}{2}-1} P\left\{\|D u(t, x)\|_{\mathscr{H}_{T}}^{2}<\varepsilon\right\} d \varepsilon<\infty .
$$

Let $\varepsilon_{1}, \delta>0$ be such that for any $\varepsilon \in\left(0, \varepsilon_{1}\right], t-\varepsilon^{\delta}>0$. Then we obviously have

$$
\begin{equation*}
P\left\{\|D u(t, x)\|_{\mathscr{H}_{T}}^{2}<\varepsilon\right\} \leqslant P\left\{\int_{t-\varepsilon^{\delta}}^{t} d r\left\|D_{r, *} u(t, x)\right\|_{\mathscr{H}}^{2}<\varepsilon\right\} . \tag{29}
\end{equation*}
$$

Owing to the expression of $D u(t, x)$ given in (12) we consider, as in [13], the decomposition

$$
\begin{equation*}
\left\|D_{r, *} u(t, x)\right\|_{\mathscr{H}}^{2}=\left\|Z_{r, *}(t, x)\right\|_{\mathscr{H}}^{2}+U(t, r, x) . \tag{30}
\end{equation*}
$$

where $Z(t, x)$ is the $\mathscr{H}_{T}$-valued random vector obtained in Proposition 3 as the limit in $L^{2}\left(\Omega ; \mathscr{H}_{T}\right)$ of the sequence $S_{3, n}(t-\cdot, x-*) \sigma(u(\cdot, *))$, with $S_{3, n}(t)=\psi_{n} *$ $S_{3}(t), n \geqslant 1$. Then, by (29) and (30) we get

$$
P\left\{\|D u(t, x)\|_{\mathscr{H}_{T}}^{2}<\varepsilon\right\} \leqslant P^{1}(\varepsilon, \delta)+P^{2}(\varepsilon, \delta),
$$

with

$$
\begin{gathered}
P^{1}(\varepsilon, \delta)=P\left\{\left|\int_{t-\varepsilon^{\delta}}^{t} d r U(t, r, x)\right| \geqslant \varepsilon\right\}, \\
P^{2}(\varepsilon, \delta)=P\left\{\int_{t-\varepsilon^{\delta}}^{t} d r\left\|Z_{r, *}(t, x)\right\|_{\mathscr{H}}^{2}<2 \varepsilon\right\} .
\end{gathered}
$$

The analysis of the term $P^{1}(\varepsilon, \delta)$ is done following the same lines as in [13, Theorem 3.1]. On the one hand, there are some obvious simplifications implied by the fact that in our case $u(t, x)$ is a random variable instead of a random vector; on the other hand the integrals in [13] defined by

$$
\begin{gathered}
\mu_{\varepsilon^{\delta}}=\int_{0}^{\varepsilon^{\delta}} d s \int_{\mathbb{R}^{2}} d x \int_{\mathbb{R}^{2}} d y f(|x-y|) S_{2}(s, x) S_{2}(s, y), \\
v_{\varepsilon^{\delta}}=\int_{0}^{\varepsilon^{\delta}} d s \int_{\mathbb{R}^{2}} d x S_{2}(s, x)
\end{gathered}
$$

where $S_{2}$ is the fundamental solution of the 2-dimensional wave equation, must be replaced by

$$
\begin{gathered}
I_{1}(\varepsilon, \delta)=\int_{0}^{\varepsilon^{\delta}} d s \int_{\mathbb{R}^{3}} \mu(d \xi)\left|\mathscr{F} S_{3}(s)(\xi)\right|^{2} \\
I_{2}(\varepsilon, \delta)=\int_{0}^{\varepsilon^{\delta}} d s \int_{\mathbb{R}^{3}} S_{3}(s, d x)
\end{gathered}
$$

respectively. Indeed, in [13], the correlation measure is assumed to be absolutely continuous with respect to Lebesgue measure with a density denoted by $f(|x|)$. Hence

$$
\mu_{\varepsilon^{\delta}}=\int_{0}^{\varepsilon^{\delta}} d s \int_{\mathbb{R}^{2}} \Gamma(d x)\left(S_{2}(s) * \tilde{S}_{2}(s)\right)(x)=\int_{0}^{\varepsilon^{\delta}} d s \int_{\mathbb{R}^{2}} \mu(d \xi)\left|\mathscr{F} S_{2}(s)(\xi)\right|^{2}
$$

Notice that the inequalities (A.4) and (A.5) imply

$$
\begin{equation*}
I_{2}(\varepsilon, \delta) \leqslant C \varepsilon^{2 \delta}, \quad I_{1}(\varepsilon, \delta) \leqslant C \varepsilon^{\delta(3-2 \eta)} \tag{31}
\end{equation*}
$$

respectively.
More explicitly, Chebychev's inequality yields

$$
\begin{equation*}
P^{1}(\varepsilon, \delta) \leqslant \varepsilon^{-1} E\left|\int_{t-\varepsilon^{\delta}}^{t} d r U(t, r, x)\right| \leqslant \varepsilon^{-1} \sum_{k=1}^{5} T_{k}, \tag{32}
\end{equation*}
$$

with

$$
\begin{aligned}
T_{1}= & E\left(\mid \int_{t-\varepsilon^{\delta}}^{t} d r\left\langle Z_{r, *}(t, x), \int_{t-\varepsilon^{\delta}}^{t} \int_{\mathbb{R}^{3}} S_{3}(t-s, x-y) D_{r, *} u(s, y)\right.\right. \\
& \left.\left.\times \sigma^{\prime}(u(s, y)) M(d s, d y)\right\rangle_{\mathscr{H}} \mid\right),
\end{aligned}
$$

$$
\begin{gathered}
T_{2}=E\left(\mid \int_{t-\varepsilon^{\delta}}^{t} d r\left\langle Z_{r, *}(t, x), \int_{t-\varepsilon^{\delta}}^{t} d s \int_{\mathbb{R}^{3}} D_{r, *} u(t-s, x-y)\right.\right. \\
\left.\left.\times b^{\prime}(u(t-s, x-y)) S_{3}(s, d y)\right\rangle_{\mathscr{H}} \mid\right), \\
T_{3}=E\left(\int_{t-\varepsilon^{\delta}}^{t} d r\left\|\int_{t-\varepsilon^{\delta}}^{t} \int_{\mathbb{R}^{3}} S_{3}(t-s, x-y) D_{r, *} u(s, y) \sigma^{\prime}(u(s, y)) M(d s, d y)\right\|_{\mathscr{H}}^{2}\right), \\
T_{4}=E\left(\mid \int_{t-\varepsilon^{\delta}}^{t} d r\left\langle\int_{t-\varepsilon^{\delta}}^{t} \int_{\mathbb{R}^{3}} S_{3}(t-s, x-y) D_{r, *} u(s, y) \sigma^{\prime}(u(s, y)) M(d s, d y),\right.\right. \\
\left.\left.\times \int_{t-\varepsilon^{\delta}}^{t} d s \int_{\mathbb{R}^{3}} D_{r, *} u(t-s, x-y) b^{\prime}(u(t-s, x-y)) S_{3}(s, d y)\right\rangle_{\mathscr{H}} \mid\right) \\
T_{5}=E\left(\int_{t-\varepsilon^{\delta}}^{t} d r\left\|\int_{t-\varepsilon^{\delta}}^{t} d s \int_{\mathbb{R}^{3}} D_{r, *} u(t-s, x-y) b^{\prime}(u(t-s, x-y)) S_{3}(s, d y)\right\|_{\mathscr{H}}^{2}\right) .
\end{gathered}
$$

The arguments given in the proof of Proposition 3 show that

$$
\begin{aligned}
& T_{11}:=E\left(\int_{t-\varepsilon^{\delta}}^{t} d r\left\|Z_{r, *}(t, x)\right\|_{\mathscr{H}}^{2}\right)=E\left(\int_{0}^{\varepsilon^{\delta}} d r\left\|Z_{t-r, *}(t, x)\right\|_{\mathscr{H}}^{2}\right) \\
& =\int_{0}^{\varepsilon^{\delta}} d r \int_{\mathbb{R}^{3}} \mu_{r}^{\bar{\sigma}}(d \xi)\left|\mathscr{F} S_{3}(r)(\xi)\right|^{2}
\end{aligned}
$$

where $\bar{\sigma}$ denotes the stochastic process $\left\{\sigma(u(t-r, x)),(r, x) \in[0, t] \times \mathbb{R}^{3}\right\}$. By the stationarity property of the solution to (3) proved in [5], we know that $\bar{\sigma}$ satisfies $E(\bar{\sigma}(s, x) \bar{\sigma}(s, y))=E(\bar{\sigma}(s, 0) \bar{\sigma}(s, x-y))$, for all $x, y \in \mathbb{R}^{3}$. Therefore, the inequality (28) of [5] together with the uniformly boundedness of the process $u$ in $L^{p}(\Omega)$ (see [5, Theorem 13]) yield

$$
T_{11} \leqslant C \int_{0}^{\varepsilon^{\delta}} d r \int_{\mathbb{R}^{3}} \mu(d \xi)\left|\mathscr{F} S_{3}(r)(\xi)\right|^{2} \leqslant C \varepsilon^{\delta(3-2 \eta)}
$$

Proceeding as in [13, Theorem 3.1] and taking into account the preceding remarks we obtain from (32),(31) that

$$
\begin{align*}
P^{1}(\varepsilon, \delta) & \leqslant C \varepsilon^{-1}\left[I_{1}(\varepsilon, \delta)^{3 / 2}+I_{1}(\varepsilon, \delta) I_{2}(\varepsilon, \delta)\right] \\
& \leqslant C \varepsilon^{-1}\left(\varepsilon^{\frac{3}{2} \delta(3-2 \eta)}+\varepsilon^{\delta(5-2 \eta)}\right) . \tag{33}
\end{align*}
$$

Thus, $\int_{0}^{\eta_{0}} \varepsilon^{-\frac{p}{2}-1} P^{1}(\varepsilon, \delta) d \varepsilon<\infty$ if and only if

$$
\begin{equation*}
\frac{2}{p+2}\left(\frac{3}{2}(3-2 \eta) \wedge(5-2 \eta)\right)>\frac{1}{\delta} . \tag{34}
\end{equation*}
$$

Let us now consider $P^{2}(\varepsilon, \delta)$. The triangle inequality implies $P^{2}(\varepsilon, \delta) \leqslant P^{21}(\varepsilon, \delta)+$ $P^{22}(\varepsilon, \delta)$, with

$$
\begin{gathered}
P^{21}(\varepsilon, \delta)=P\left\{\left\|\Lambda_{\varepsilon^{-1}}(\cdot, x-*) \sigma(u(t-\cdot, *))\right\|_{\mathscr{H}_{\varepsilon^{\delta}}}^{2}<6 \varepsilon\right\}, \\
P^{22}(\varepsilon, \delta)=P\left\{\left\|Z_{t-, *}(t, x)-\Lambda_{\varepsilon^{-1}}(\cdot, x-*) \sigma(u(t-\cdot, *))\right\|_{\mathscr{H}_{\delta^{\delta}}}^{2} \geqslant \varepsilon\right\},
\end{gathered}
$$

where $\Lambda_{\varepsilon^{-1}}(t)=\psi_{\varepsilon^{-1}} * S_{3}(t)$.
Notice that by assumption (2),

$$
\begin{align*}
\left\|\Lambda_{\varepsilon^{-1}}(r, x-*) \sigma(u(t-r, *))\right\|_{\mathscr{H}}^{2} \geqslant & \sigma_{0}^{2} \int_{\mathbb{R}^{3}} \mu(d \xi)\left|\mathscr{F} \Lambda_{\varepsilon^{-1}}(r)(\xi)\right|^{2} \\
\geqslant & \sigma_{0}^{2}\left(\frac{1}{2} \int_{\mathbb{R}^{3}} \mu(d \xi)\left|\mathscr{F} S_{3}(r)(\xi)\right|^{2}\right. \\
& \left.-\int_{\mathbb{R}^{3}} \mu(d \xi)\left|\mathscr{F} S_{3}(r)(\xi)\right|^{2}\left|\mathscr{F} \psi_{\varepsilon^{-1}}(\xi)-1\right|^{2}\right) . \tag{35}
\end{align*}
$$

We have

$$
\begin{equation*}
I:=\int_{\mathbb{R}^{3}} \mu(d \xi)\left|\mathscr{F} S_{3}(r)(\xi)\right|^{2}\left|\mathscr{F} \psi_{\varepsilon^{-1}}(\xi)-1\right|^{2} \leqslant 4 \pi \varepsilon \int_{\mathbb{R}^{3}} \mu(d \xi)|\xi|\left|\mathscr{F} S_{3}(r)(\xi)\right|^{2} \tag{36}
\end{equation*}
$$

Indeed,

$$
\begin{align*}
\left|\mathscr{F} \psi_{\varepsilon^{-1}}(\xi)-1\right|^{2} & =\left|\int_{\mathbb{R}^{d}} \psi(y)(\exp (-2 \pi i \varepsilon(y \cdot \xi))-1) d y\right|^{2} \\
& \leqslant \sup _{|y| \leqslant 1}|\exp (-2 \pi i \varepsilon(y \cdot \xi))-1|^{2} \\
& =2 \sup _{|y| \leqslant 1}(1-\cos 2 \pi \varepsilon(y \cdot \xi)) \leqslant 4 \pi|\xi| \varepsilon, \tag{37}
\end{align*}
$$

where $(y \cdot \xi)$ denotes the Euclidean inner-product of the vectors $y, \xi \in \mathbb{R}^{3}$. Owing to (35), the lower bound of (A.3), (36) and (A.8), we obtain

$$
\begin{align*}
\left\|\Lambda_{\varepsilon^{-1}}(\cdot, x-*) \sigma(u(t-\cdot, *))\right\|_{\mathscr{H} \mathscr{\varepsilon}^{\delta}}^{2} & =\int_{0}^{\varepsilon^{\delta}} d r\left\|\Lambda_{\varepsilon^{-1}}(r, x-\cdot) \sigma(u(t-r, x))\right\|_{\mathscr{H}}^{2} \\
& \geqslant \sigma_{0}^{2}\left(\frac{C_{1}}{2} \varepsilon^{3 \delta}-C_{5} \varepsilon^{\delta(2-2 \eta)+1}\right) \tag{38}
\end{align*}
$$

with $C_{5}=4 \pi \bar{C}_{\eta}$ and $\bar{C}_{\eta}$ given in Lemma 4. Assume that

$$
\begin{equation*}
1+2 \eta<\frac{1}{\delta} \tag{39}
\end{equation*}
$$

Then, for $\varepsilon \leqslant\left(\frac{C_{1}}{4 C_{5}}\right)^{1 /(1-\delta(1+2 \eta))}$ the very last expression of (38) is bounded below by $\sigma_{0}^{2} \frac{C_{1}}{4} \varepsilon^{3 \delta}$. Consequently, if

$$
\begin{equation*}
3 \delta<1 \tag{40}
\end{equation*}
$$

then, for $\varepsilon \leqslant \varepsilon_{1} \wedge\left(\frac{C_{1}}{4 C_{5}}\right)^{1 /(1-\delta(1+2 \eta))} \wedge\left(\frac{C_{1} \sigma_{0}^{2}}{24}\right)^{1 /(1-3 \delta)}$ the set

$$
\left\{\left\|\Lambda_{\varepsilon^{-1}}(\cdot, x-*) \sigma(u(t-\cdot, *))\right\|_{\mathscr{H}_{\varepsilon_{0}}}^{2}<6 \varepsilon\right\}
$$

is empty and therefore $P^{21}(\varepsilon, \delta)=0$.
We now study the contribution of $P^{22}(\varepsilon, \delta)$. Chebychev's inequality and the identity (27) in [5] yield

$$
\begin{aligned}
P^{22}(\varepsilon, \delta) & \leqslant \varepsilon^{-1} E\left(\left\|Z_{t-;, *}(t, x)-\Lambda_{\varepsilon^{-1}}(\cdot, x-*) \sigma(u(t-\cdot, *))\right\|_{\mathscr{H}_{\delta_{\delta}} \delta}^{2}\right) \\
& =\varepsilon^{-1} \int_{0}^{\varepsilon^{\delta}} d s \int_{\mathbb{R}^{3}} \mu_{s}^{\bar{\sigma}}(d \xi)\left|\mathscr{F}\left(S_{3}(s)-\Lambda_{\varepsilon^{-1}}(s)\right)(\xi)\right|^{2} .
\end{aligned}
$$

Then, using (37) and Lemma 6, we obtain

$$
P^{22}(\varepsilon, \delta) \leqslant 4 \pi \int_{0}^{\varepsilon^{\delta}} d s \int_{\mathbb{R}^{3}} \mu_{s}^{\bar{\sigma}}(d \xi)\left|\xi \|\left|\mathscr{\mathscr { F }} S_{3}(s)(\xi)\right|^{2} \leqslant C \varepsilon^{\delta(2-2 \eta)}\right.
$$

Therefore, $\int_{0}^{\eta_{0}} \varepsilon^{-\frac{p}{2}-1} P^{22}(\varepsilon, \delta) d \varepsilon<\infty$ if and only if

$$
\begin{equation*}
-\frac{p}{2}+\delta(2-2 \eta)>0 \tag{41}
\end{equation*}
$$

Let us summarize the restrictions encountered so far, that means, (34), (39)-(41); we realize that they are satisfied if one can choose $\delta, p>0$ such that for any $\eta \in\left(0, \frac{1}{2}\right)$, $3<\frac{1}{\delta}<\frac{2}{2+p}\left(\frac{3}{2}(3-2 \eta) \wedge(5-2 \eta)\right) \wedge \frac{2}{p}(2-2 \eta)$. This is always possible taking for instance $p<1-2 \eta$, because in this case we have $3<\frac{2}{2+p}\left(\frac{3}{2}(3-2 \eta) \wedge(5-2 \eta)\right) \wedge \frac{2}{p}(2-$ $2 \eta$ ). Hence, the theorem is completely proved.
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## Appendix A

This section is devoted to prove all the auxiliary results on bounds for the Fourier transform of the stochastic wave equation that have been applied in the proof of Theorem 4.

Denote by $S_{d}$ the fundamental solution of the wave equation in dimension $d \geqslant 1$. It is well-known that its Fourier transform is given by

$$
\mathscr{F} S_{d}(t)(\xi)=\frac{\sin (2 \pi t|\xi|)}{2 \pi|\xi|}
$$

The following result is a consequence of [9, Lemmas 5.4.1, 5.4.3].
Lemma 2. For any $t \geqslant 0$ it holds that

$$
\begin{equation*}
c_{1}\left(t \wedge t^{3}\right) \frac{1}{1+|\xi|^{2}} \leqslant \int_{0}^{t} d s\left|\mathscr{F} S_{d}(s)(\xi)\right|^{2} \leqslant c_{2}\left(t+t^{3}\right) \frac{1}{1+|\xi|^{2}}, \tag{A.1}
\end{equation*}
$$

with $c_{1}=\left(2^{4} \pi^{2}\right)^{-1}, c_{2}=\frac{2}{3}$.
The hypothesis (11) relating the noise and the differential operator is in this example equivalent to

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{\mu(d \xi)}{1+|\xi|^{2}}<\infty . \tag{A.2}
\end{equation*}
$$

Hence, (A.1) and (A.2) yield

$$
C_{1}\left(t \wedge t^{3}\right) \leqslant \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu(d \xi)\left|\mathscr{F} S_{d}(s)(\xi)\right|^{2} \leqslant C_{2}\left(t+t^{3}\right),
$$

with $C_{1}=\left(2^{4} \pi^{2}\right)^{-1} \int_{\mathbb{R}^{d}} \frac{\mu(d \xi)}{1+|\xi|^{2}}, \quad C_{2}=\frac{2}{3} \int_{\mathbb{R}^{d}} \frac{\mu(d \xi)}{1+|\xi|^{2}}$. In particular, for $t \in[0,1)$ we have

$$
\begin{equation*}
C_{1} t^{3} \leqslant \int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu(d \xi)\left|\mathscr{F} S_{d}(s)(\xi)\right|^{2} \leqslant 2 C_{2} t \tag{A.3}
\end{equation*}
$$

Let $d \in\{1,2,3\}$; a direct computation based on the expression of $S_{d}$ shows that

$$
\begin{equation*}
\int_{0}^{t} d s \int_{\mathbb{R}^{d}} S_{d}(s, d y) \leqslant C_{3} t^{2} \tag{A.4}
\end{equation*}
$$

for any $t \in[0, T]$, where $C_{3}$ depends on $d$.
The upper bound provided by Lemma 2 is not sharp enough to fulfil the requirements of the proof of Theorem 4 . We are going to show that the stronger condition (28) furnishes an improved version.

Lemma 3. Assume $\left(\mathrm{H}_{\eta}\right)$ for some $\eta \in(0,1)$. Then for any $t \in[0, T]$,

$$
\begin{equation*}
\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu(d \xi)\left|\mathscr{F} S_{d}(s)(\xi)\right|^{2} \leqslant C_{\eta} t^{3-2 \eta} \tag{A.5}
\end{equation*}
$$

with $C_{\eta}=\frac{\mu\{|\xi| \leq 1\}}{3} T^{2 \eta}+\frac{1}{\left(2 \pi^{2}\right)^{\eta}(3-2 \eta)} \int_{\{|\xi|>1\}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{n}}$.
Proof. It is included in the proof of [11, Lemma 3.4], where $d$ is supposed to be either 1 or 2 . However, the arguments are valid for any dimension $d$, because the expression of $\mathscr{F} S_{d}(s)$ does not depend on the dimension. For the sake of completeness we give the main lines of the proof.

Set

$$
\begin{aligned}
& I_{1}=\int_{0}^{t} d s \int_{\{|\xi| \leqslant 1\}} \mu(d \xi) \frac{\sin ^{2}(2 \pi s|\xi|)}{(2 \pi|\xi|)^{2}}, \\
& I_{2}=\int_{0}^{t} d s \int_{\{|\xi|>1\}} \mu(d \xi) \frac{\sin ^{2}(2 \pi s|\xi|)}{(2 \pi|\xi|)^{2}} .
\end{aligned}
$$

Clearly,

$$
\begin{equation*}
I_{1} \leqslant \mu\{|\xi| \leqslant 1\} \frac{t^{3}}{3} \tag{A.6}
\end{equation*}
$$

As for $I_{2}$ we have,

$$
\begin{align*}
I_{2} & \leqslant \int_{0}^{t} d s \int_{\{|\xi|>1\}} \mu(d \xi) \frac{(\sin (2 \pi s|\xi|))^{2(1-\eta)}}{4 \pi^{2}|\xi|^{2}} \\
& \leqslant \int_{\{|\xi|>1\}} \mu(d \xi) \frac{1}{4 \pi^{2}|\xi|^{2}} \int_{0}^{t} d s(2 \pi s|\xi|)^{2(1-\eta)} \\
& \leqslant \frac{1}{\left(2 \pi^{2}\right)^{\eta}(3-2 \eta)}\left(\int_{\{|\xi|>1\}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{\eta}}\right) t^{3-2 \eta} . \tag{A.7}
\end{align*}
$$

The inequalities (A.6) and (A.7) give (A.5) with the announced value of the constant $C_{\eta}$.

Lemma 4. Assume that $\left(\mathrm{H}_{\eta}\right)$ holds for some $\eta \in\left(0, \frac{1}{2}\right)$. Then for any $t \in[0, T]$,

$$
\begin{equation*}
\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu(d \xi)\left|\xi \| \mathscr{F} S_{d}(s)(\xi)\right|^{2} \leqslant \bar{C}_{\eta} t^{2-2 \eta} \tag{A.8}
\end{equation*}
$$

with $\bar{C}_{\eta}=\frac{\mu\{|\xi| \leqslant 1\}}{3} T^{1+2 \eta}+\frac{1}{(2-2 \eta) 2^{1+\eta} \pi^{1+2 \eta}} \int_{\{|\xi|>1\}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{\eta}}$.

Proof. As in the proof of the preceding lemma we decompose the left-hand side of (A.8) into the sum $J_{1}+J_{2}$, with

$$
\begin{aligned}
& J_{1}=\int_{0}^{t} d s \int_{\{|\xi| \leqslant 1\}} \mu(d \xi)|\xi|\left|\mathscr{F} S_{d}(s)(\xi)\right|^{2}, \\
& J_{2}=\int_{0}^{t} d s \int_{\{|\xi|>1\}} \mu(d \xi)|\xi|\left|\mathscr{F} S_{d}(s)(\xi)\right|^{2} .
\end{aligned}
$$

Obviously

$$
\begin{equation*}
J_{1} \leqslant \mu\{|\xi| \leqslant 1\} \frac{t^{3}}{3} \tag{A.9}
\end{equation*}
$$

Let $0<\gamma<1$. Then,

$$
\begin{aligned}
J_{2} & \leqslant \int_{0}^{t} d s \int_{\{|\xi|>1\}} \mu(d \xi)|\xi| \frac{(\sin 2 \pi s|\xi|)^{\gamma}}{4 \pi^{2}|\xi|^{2}} \leqslant(2 \pi)^{\gamma-2} \int_{0}^{t} d s \int_{\{|\xi|>1\}} \mu(d \xi)|\xi|^{\gamma-1} s^{\gamma} \\
& =(2 \pi)^{\gamma-2} \frac{t^{\gamma+1}}{\gamma+1} \int_{\{|\xi|>1\}} \mu(d \xi) \frac{1}{\left(|\xi|^{2}\right)^{\frac{1-\gamma}{2}}} \leqslant \frac{2^{\frac{\gamma-3}{2}} \pi^{\gamma-2}}{\gamma+1} t^{\gamma+1} \int_{\{|\xi|>1\}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{\frac{1-\gamma}{2}}}
\end{aligned}
$$

Let $\eta:=\frac{1-\gamma}{2}$. Then we obtain

$$
\begin{equation*}
J_{2} \leqslant C t^{2-2 \eta} \tag{A.10}
\end{equation*}
$$

with $C=\frac{1}{(2-2 \eta)^{1+\eta} \pi^{1+2 \eta}} \int_{\{|\xi|>1\}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{\eta)^{2}}}$. Consequently, (A.9) and (A.10) yield (A.8) with the value of $\bar{C}_{\eta}$ given in the statement.

Let $\left\{Z(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ be a predictable $L^{2}$ process with stationary covariance function and such that $\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} E\left(|Z(t, x)|^{2}\right)<\infty$. Set $\Gamma_{s}^{Z}(d x)=$ $g(s, x) \Gamma(d x)$ with $g(s, x)=E(Z(s, y) Z(s, x+y))$. The measure $\Gamma_{s}^{Z}$ is non-negative, non-negative definite and tempered. We denote by $\mu_{s}^{Z}$ the measure $\mathscr{F}^{-1}\left(\Gamma_{s}^{Z}\right)$.

Lemma 5. Assume $\left(\overline{\mathrm{H}}_{\eta}\right)$ for some $\eta \in(0,1)$. Then

$$
\sup _{0 \leqslant s \leqslant T} \int_{\mathbb{R}^{d}} \mu_{s}^{Z}(d \xi) \frac{1}{\left(1+|\xi|^{2}\right)^{\eta}} \leqslant C \int_{\mathbb{R}^{d}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{\eta}},
$$

for some positive constant $C$.

Proof. Set

$$
F_{d, \eta}^{Z}(s, y):=\int_{\mathbb{R}^{d}} \Gamma_{s}^{Z}(d x) G_{d, \eta}(x-y)
$$

$s \in[0, T], y \in \mathbb{R}^{d}$. Hypothesis $\left(\overline{\mathrm{H}}_{\eta}\right)$ implies that

$$
\sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} F_{d, \eta}^{Z}(s, y)<\infty
$$

Indeed, this follows from the definition of the measure $\Gamma_{s}^{Z}$ and the properties of the process $Z$. Then, applying [9, Proposition 4.4.1], it follows that for any $s \in[0, T]$

$$
\int_{\mathbb{R}^{d}} \mu_{s}^{Z}(d \xi) \frac{1}{\left(1+|\xi|^{2}\right)^{\eta}}<\infty
$$

Set $p_{t}:=\mathscr{F}^{-1}\left(\exp ^{-t|\xi|^{2}}\right)$; by bounded convergence we have that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \mu_{s}^{Z}(d \xi) \frac{1}{\left(1+|\xi|^{2}\right)^{\eta}} & =\lim _{t>0} \int_{\mathbb{R}^{d}} \mu_{s}^{Z}(d \xi) \frac{\exp ^{-t|\xi|^{2}}}{\left(1+|\xi|^{2}\right)^{\eta}} \\
& =\lim _{t \searrow 0} \int_{\mathbb{R}^{d}} \Gamma_{s}^{Z}(d x)\left(G_{d, \eta} * p_{t}\right)(x) .
\end{aligned}
$$

Fubini's Theorem yields that

$$
\int_{\mathbb{R}^{d}} \Gamma_{s}^{Z}(d x)\left(G_{d, \eta} * p_{t}\right)(x)=\int_{\mathbb{R}^{d}} d y p_{t}(y) F_{d, \eta}^{Z}(s, y) .
$$

But, the definition of $\Gamma_{s}^{Z}$ implies

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} d y p_{t}(y) F_{d, \eta}^{Z}(s, y) & =\int_{\mathbb{R}^{d}} d y p_{t}(y) \int_{\mathbb{R}^{d}} \Gamma_{s}^{Z}(d x) G_{d, \eta}(x-y) \\
& =\int_{\mathbb{R}^{d}} d y p_{t}(y) \int_{\mathbb{R}^{d}} \Gamma(d x) g(s, x) G_{d, \eta}(x-y) \\
& \leqslant \sup _{(s, x) \in[0, T] \times \mathbb{R}^{d}} E\left(|Z(s, x)|^{2}\right) \int_{\mathbb{R}^{d}} d y p_{t}(y) \int_{\mathbb{R}^{d}} \Gamma(d x) G_{d, \eta}(x-y) \\
& =C \int_{\mathbb{R}^{d}} \Gamma(d x)\left(G_{d, \eta} * p_{t}\right)(x)=C \int_{\mathbb{R}^{d}} \mu(d \xi) \frac{\exp ^{-t|\xi|^{2}}}{\left(1+|\xi|^{2}\right)^{\eta}}
\end{aligned}
$$

Owing to $\left(\mathrm{H}_{\eta}\right)$ and using again bounded convergence, it follows that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \mu_{s}^{Z}(d \xi) \frac{1}{\left(1+|\xi|^{2}\right)^{\eta}} & \leqslant C \lim _{t \searrow 0} \int_{\mathbb{R}^{d}} \mu(d \xi) \frac{\exp ^{-t|\xi|^{2}}}{\left(1+|\xi|^{2}\right)^{\eta}} \\
& =C \int_{\mathbb{R}^{d}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{\eta}} .
\end{aligned}
$$

Lemma 6. Assume that $\left(\overline{\mathrm{H}}_{\eta}\right)$ holds with $\eta$ restricted to the interval $\left(0, \frac{1}{2}\right)$. Then for any $t \in[0, T]$ there exists a positive constant $C$ such that

$$
\begin{equation*}
\int_{0}^{t} d s \int_{\mathbb{R}^{d}} \mu_{s}^{Z}(d \xi)\left|\xi \| \mathscr{F} S_{d}(s)(\xi)\right|^{2} \leqslant C t^{2-2 \eta} \tag{A.11}
\end{equation*}
$$

Proof. Clearly, by inequality (28) in [5] and Lemma 3,

$$
\begin{equation*}
T_{1}:=\int_{0}^{t} d s \int_{\{|\xi| \leqslant 1\}} \mu_{s}^{Z}(d \xi)|\xi|\left|\mathscr{F} S_{d}(s)(\xi)\right|^{2} \leqslant C t^{3-2 \eta} . \tag{A.12}
\end{equation*}
$$

Using the same arguments as those in the proof of Lemma 4 to study the term $J_{2}$, we obtain that

$$
\begin{aligned}
T_{2} & :=\int_{0}^{t} d s \int_{\{|\xi|>1\}} \mu_{s}^{Z}(d \xi)|\xi| \frac{\sin ^{2}(2 \pi s|\xi|)}{4 \pi^{2}|\xi|^{2}} \\
& \leqslant \int_{0}^{t} d s \int_{\{|\xi|>1\}} \mu_{s}^{Z}(d \xi)|\xi| \frac{(\sin (2 \pi s|\xi|))^{1-2 \eta}}{4 \pi^{2}|\xi|^{2}} \\
& \leqslant C \int_{0}^{t} d s s^{1-2 \eta} \int_{\mathbb{R}^{d}} \mu_{s}^{Z}(d \xi) \frac{1}{\left(1+|\xi|^{2}\right)^{\eta}}
\end{aligned}
$$

Due to Lemma 5, this last term is bounded by $C t^{2-2 \eta}$, which together with (A.12) imply (A.11).
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#### Abstract

We prove the existence and regularity of the density of the real-valued solution to a three-dimensional stochastic wave equation. The noise is white in time and has a spatially homogeneous correlation whose spectral measure $\mu$ satisfies $\int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left(1+|\xi|^{2}\right)^{-\eta}<\infty$, for some $\eta \in\left(0, \frac{1}{2}\right)$. Our approach uses the mild formulation of the equation given by means of Dalang's extended version of Walsh's stochastic integration. We apply the tools of Malliavin calculus on the appropriate Gaussian space related to the noise. An extension of Dalang's stochastic integral to the Hilbert-valued setting is needed. Let $S_{3}$ be the fundamental solution to the three-dimensional wave equation. The assumption on the noise yields upper and lower bounds for the integral $\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{3}(s)(\xi)\right|^{2}$ and upper bounds for $\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\xi \| \mathcal{F} S_{3}(s)(\xi)\right|^{2}$ in terms of powers of $t$. These estimates, together with a suitable mollifying procedure for $S_{3}$, are crucial in the analysis of the inverse of the Malliavin variance.


Keywords: Malliavin calculus; stochastic partial differential equations; wave equation

## 1. Introduction

In this paper we study the probability law of the real-valued solution to the stochastic wave equation

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-\Delta_{3}\right) u(t, x)=\sigma(u(t, x)) \dot{F}(t, x)+b(u(t, x)), \quad u(0, x)=\frac{\partial u}{\partial t}(0, x)=0 \tag{1}
\end{equation*}
$$

where $(t, x) \in(0, T] \times \mathbb{R}^{3}, T>0 ; \Delta_{3}$ denotes the Laplacian operator on $\mathbb{R}^{3}$ and $\dot{F}$ is a Gaussian noise white in time and correlated in space. Clearly, (1) is a particular case of a class of stochastic partial differential equations (SPDEs) of the form

$$
\begin{equation*}
L u(t, x)=\sigma(u(t, x)) \dot{F}(t, x)+b(u(t, x)), \quad u(0, x)=\frac{\partial u}{\partial t}(0, x)=0 \tag{2}
\end{equation*}
$$

$(t, x) \in(0, T] \times \mathbb{R}^{d}, T>0$, where $L$ is a second-order partial differential operator and the fundamental solution of $L u=0$ is a non-negative distribution with rapid decrease $\Lambda$.

Assume that the coefficients $\sigma$ and $b$ are Lipschitz continuous real-valued functions and $F$ is a mean-zero $L^{2}(\Omega, \mathcal{F}, P)$-valued Gaussian process indexed by the space of test functions $\mathcal{D}\left(\mathbb{R}^{d+1}\right)$ with covariance functional $J(\varphi, \psi)=\int_{\mathbb{R}_{+}} \mathrm{d} s \int_{\mathbb{R}^{d}} \Gamma(\mathrm{~d} x)(\varphi(s) * \tilde{\psi}(s))(x)$,
where $\Gamma$ is a non-negative, non-negative definite tempered measure and $\tilde{\psi}(s, x)=\psi(s,-x)$. Let $\mu=\mathcal{F}^{-1} \Gamma$, where $\mathcal{F}$ is the Fourier transform operator. Then

$$
J(\varphi, \psi)=\int_{\mathbb{R}_{+}} \mathrm{d} s \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi) \mathcal{F} \varphi(s)(\xi) \overline{\mathcal{F} \psi(s)(\xi)}
$$

In Dalang (1999) a suitable extension of Walsh's stochastic integral with respect to martingale measures is developed; with this tool a rigorous meaning is given to equation (2) in a mild form and a theorem on existence and uniqueness of solution is proved. More precisely, there exists a real-valued stochastic process $u=\left\{u(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ which satisfies the equation

$$
\begin{equation*}
u(t, x)=\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-y) \sigma(u(s, y)) M(\mathrm{~d} s, \mathrm{~d} y)+\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} b(u(t-s, x-y)) \Lambda(s, \mathrm{~d} y), \tag{3}
\end{equation*}
$$

where $M$ denotes the martingale measure extension of the process $F$ (scc Dalang and Frangos 1998).

Fix $(t, x) \in(0, T] \times \mathbb{R}^{3}$. Our purpose is to find sufficient conditions ensuring that the law of $u(t, x)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}$ and that the density is a $\mathcal{C}^{\infty}$ function. The existence of the density has been studied in the companion paper by Quer-Sardanyons and Sanz-Solé (2004).
Malliavin calculus provides a suitable tool for the analysis of these problems. The Gaussian family to be considered here is described as follows. Let $\mathcal{E}$ be the inner-product space consisting of functions $\varphi \in \mathcal{S}\left(\mathbb{R}^{d}\right)$, the Schwartz space of rapidly decreasing $\mathcal{C}^{\infty}$ test functions, endowed with the inner-product $\langle\varphi, \psi\rangle_{\mathcal{E}}:=\int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi) \mathcal{F} \varphi(\xi) \overline{\mathcal{F} \psi(\xi)}$. Let $\mathcal{H}$ denote the completion of $\left(\mathcal{E},\langle\cdot, \cdot\rangle_{\mathcal{E}}\right)$ and set $\mathcal{H}_{T}=L^{2}([0, T] ; \mathcal{H})$. Notice that $\mathcal{H}$ and $\mathcal{H}_{T}$ may contain distributions. The space $\mathcal{H}_{T}$ is a real Hilbert separable space. For $h \in \mathcal{H}_{T}$ we set $W(h)=\int_{0}^{t} \int_{\mathbb{R}^{d}} h(s, x) M(\mathrm{~d} s, \mathrm{~d} x)$, where the stochastic integral is interpreted in Dalang's sense. Then $\left\{W(h), h \in \mathcal{H}_{T}\right\}$ is a Gaussian process and we can apply the Malliavin calculus based on it (see, for instance, Nualart 1998).
In Theorem 1 of Quer-Sardanyons and Sanz-Solé (2004) we introduce an extension of Dalang's stochastic integral to integrators that are defined by stochastic integration of Hilbert-valued predictable processes with respect to martingale measures. Owing to this extension we have proved that the solution of (3) at any point $(t, x)$ is once differentiable in the Malliavin sense and that the derivative belongs to any $L^{p}$ and satisfies an SPDE.

We prove in Section 3 below that $u(t, x) \in \mathbb{D}^{\infty}$ and give the equation satisfied by $D^{N} u(t, x)$. The standard approach to this problem (see, for instance, Millet and Sanz-Solé 1999; Márquez-Carreras et al. 2001) cannot be used here. In fact, the difference of two positive distributions is not necessarily positive; but positivity is one of the requirements in the construction of Dalang's integral and, especially for obtaining $L^{p}$ bounds, a useful tool for proving $L^{p}$ convergences. We circumvent this difficulty as follows. We consider a sequence of regularized processes $u_{n}(t, x), n \geqslant 1$, obtained by convolution of the fundamental solution $\Lambda$ with an approximation of the identity. The $L^{p}$-limit of $u_{n}(t, x)$ as $n$ tends to infinity is $u(t, x)$, as is proved in Proposition 1 of Quer-Sardanyons and SanzSole (2003); in addition, $u_{n}(t, x) \in \mathbb{D}^{\infty}$. Then, since the iterated Malliavin derivative
operator $D^{N}$ is closed, it suffices to prove that the sequence $D^{N} u_{n}(t, x)$ converges in the topology of $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)$, for any $N \geqslant 1, p \in[1, \infty)$. This can be achieved by first proving that the sequence is bounded in any $L^{p}$ and then proving the convergence of order 2 , which can be checked with techniques related to the isometry property of the stochastic integral.

The results of Section 4 concern the particular case of equation (1), the stochastic wave equation in spatial dimension 3. We prove that the inverse of the Malliavin variance of $u(t, x)$ belongs to any $L^{p}(\Omega)$ for all fixed $(t, x) \in(0, T] \times \mathbb{R}^{3}$. Then, by the results of Section 3 , we conclude that the law of $u(t, x)$ has a smooth density.

The existence of moments of any order of the inverse of the Malliavin variance is assured by the integrability in a neighbourhood of zero of the function

$$
\varepsilon \rightarrow \varepsilon^{-(1+p)} P\left\{\|D u(t, x)\|_{\mathcal{H}_{T}}^{2}<\varepsilon\right\}
$$

for any $p \in[0, \infty)$. Hence, the main issue is to obtain the size in $\varepsilon$ of the factor $P\left\{\|D u(t, x)\|_{\mathcal{H}_{r}}^{2}<\varepsilon\right\}$. The difficulties come from the fact that the fundamental solution of the wave equation is a Schwartz distribution. The natural idea is to smooth that distribution, as we did to study the differentiability. This time we introduce a regularization kernel which depends on $\varepsilon$ in a suitable way so that the error in this approximation is a function of $\varepsilon$ as well. This technique is complemented with upper and lower bounds of integrals involving the Fourier transform of the fundamental solution of the wave equation, which have also played a crucial role in the arguments of Quer-Sardanyons and Sanz-Solé (2004); these are presented in the Appendix.

All positive real constants are denoted by $C$, regardless of their values. In the following section we give some basic notation for Malliavin calculus used throughout the paper. We refer the reader to Nualart (1995) for a complete account of notions related to this topic.

## 2. Preliminaries

Consider the stochastic equation (3) as described in the Introduction. Assume that the following set of hypotheses is satisfied:

Hypothesis $\boldsymbol{D}$. Let A be the fundamental solution of $L u=0$. Then $\Lambda(t)$ is a non-negative distribution with rapid decrease such that

$$
\begin{equation*}
\int_{0}^{T} \mathrm{~d} t \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi)|\mathcal{F} \Lambda(t)(\xi)|^{2}<\infty \tag{4}
\end{equation*}
$$

and

$$
\lim _{h \backslash 0} \int_{0}^{T} \mathrm{~d} t \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi) \sup _{t<r<t+h}|\mathcal{F}(\Lambda(r)-\Lambda(t))(\xi)|^{2}+0
$$

Moreover, $\Lambda$ is a non-negative measure on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ of the form $\Lambda(t, \mathrm{~d} y) \mathrm{d} t$ such that $\sup _{0 \leqslant t \leqslant T} \Lambda\left(t, \mathbb{R}^{d}\right) \leqslant C_{T}<\infty$.

Then Theorem 5 in Dalang (1999) establishes the existence of a unique progressively measurable process $\left\{u(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ such that (3) holds; in addition, $\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(|u(t, x)|^{p}\right)<\infty$, for any $p \in[1, \infty)$, and this has a spatial stationary covariance function. This process will be called the solution of (3).

We denote by $D$ the Malliavin derivative operator defined in the framework of the Gaussian space described in the Introduction. Fix any positive integer $N$; then $D^{N}$ denotes the $N$ th iteration of $D$. For any random variable $X$, the $N$ th derivative, if it exists, defines a random vector with values in $\mathcal{H}_{T}^{\otimes N}$. For any $p \in[1, \infty)$ we denote by $\mathbb{D}^{N, p}$ the SobolevWatanabe space of random variables $X$ such that

$$
\|X\|_{N, p}^{p}:=\mathrm{E}\left(|X|^{p}\right)+\sum_{j=1}^{N} \mathrm{E}\left(\left\|D^{j} X\right\|_{\mathcal{H}_{T}^{\otimes j}}^{p}\right)<+\infty
$$

Let $\mathcal{A}$ be a separable real Hilbert space and $K=\left\{K(s, z),(s, z) \in[0, T] \times \mathbb{R}^{d}\right\}$ be an $\mathcal{A}$-valued predictable process. Set $K^{j}(s, z)=\left\langle K(s, z), e_{j}\right\rangle_{\mathcal{A}}$, where $\left\{e_{j}, j \geqslant 0\right\}$ is a complete orthonormal system of $\mathcal{A}$. Assume that:

1. $\sup _{(s, z) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\|K(s, z)\|_{\mathcal{A}}^{2}\right)<\infty$;
2. for all $j \geqslant 0, s \in[0, T], x, y \in \mathbb{R}^{d}$,

$$
\mathrm{E}\left(K^{j}(s, x) K^{j}(s, y)\right)=\mathrm{E}\left(K^{j}(s, 0) K^{j}(s, y-x)\right)
$$

For any $j \geqslant 0$, set

$$
M_{t}^{K^{j}}(A)=\int_{0}^{t} \int_{A} K^{j}(s, z) M(\mathrm{~d} s, \mathrm{~d} z), \quad t \in[0, T], A \in \mathcal{B}_{b}\left(\mathbb{R}^{d}\right)
$$

The process $M_{t}^{K}(A)=\sum_{j \geqslant 0} M_{t}^{K^{j}}(A) e_{j}$ defines an $\mathcal{A}$-valued martingale measure.
Set $G_{j}^{K}(s, z)=\mathrm{E}\left(K^{j}(s, 0) K^{j}(s, z)\right)$. The measure

$$
\Gamma_{s}^{K}(\mathrm{~d} z)=\sum_{j \geqslant 0} G_{j}^{K}(s, z) \Gamma(\mathrm{d} z)
$$

is non-negative and tempered. Let $\mu_{s}^{K}$ be the non-negative tempered measure such that $\mathcal{F}^{-1} \Gamma_{s}^{K}=\mu_{s}^{K}$.

The next result reproduces Theorem 1 in Quer-Sardanyons and Sanz-Solé (2004). It is an extension to the Hilbert setting of Theorems 2 and 5 in Dalang (1999).

Proposition 1. Let $t \rightarrow S(t)$ be a deterministic function with values in the space of nonnegative distributions with rapid decrease satisfying (4). Then the indefinite stochastic integral of $S$ with respect to the martingale measure $M^{K},\left(S \cdot M^{K}\right)_{t}, t \in[0, T]$, exists as an $\mathcal{A}$-valued process and satisfies

$$
\mathrm{E}\left(\left\|\left(S \cdot M^{K}\right)_{t}\right\|_{\mathcal{A}}^{2}\right)=\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \mu_{s}^{K}(\mathrm{~d} \xi)|\mathcal{F} S(s)(\xi)|^{2}
$$

Moreover, for any $p \in[2, \infty), t \in[0, T]$,

$$
\begin{equation*}
\mathrm{E}\left(\left\|\left(S \cdot M^{K}\right)_{t}\right\|_{\mathcal{A}}^{p}\right) \leqslant C_{t} \int_{0}^{t} \mathrm{~d} s \sup _{x \in \mathbb{R}^{d}} \mathrm{E}\left(\|K(s, x)\|_{\mathcal{A}}^{p}\right) \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi)|\mathcal{F} S(s)(\xi)|^{2} \tag{5}
\end{equation*}
$$

with $C_{t}=\left(\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi)|\mathcal{F} S(s)(\xi)|^{2}\right)^{p / 2-1}$.
We shall use the notation

$$
\|S\|_{0, K}^{2}=\int_{0}^{T} \mathrm{~d} s \int_{\mathbb{R}^{d}} \mu_{s}^{K}(\mathrm{~d} \xi)|\mathcal{F} S(s)(\xi)|^{2}
$$

In this paper we will apply this result to $\mathcal{A}:=\mathcal{H}_{T}^{\otimes j}$ and to $\mathcal{H}_{T}^{\otimes j}$-valued stochastic processes involving Malliavin derivatives up to order $j \geqslant 1$.

## 3. Malliavin differentiability of spatially homogeneous SPDEs

Suppose that the coefficients of equation (3) are $\mathcal{C}^{1}$ functions with bounded Lipschitz continuous derivatives. We have proved in Quer-Sardanyons and Sanz-Solé (2004) that, for any fixed $t \geqslant 0$ and $x \in \mathbb{R}^{d}, u(t, x)$ belongs to the space $\mathbb{D}^{1, p}$, for all $p \in[1, \infty)$. The purpose of this section is to extend this result to any differentiability order. That is to say, we wish to prove that $u(t, x) \in \mathbb{D}^{\infty}=\cap_{N \in \mathbb{N}} \cap_{p \in[1, \infty)} \mathbb{D}^{N, p}$. It is clear that a strengthening of the regularity of the coefficients is needed.

We shall use the notation

$$
D_{\left(\left(r_{1}, \varphi_{1}\right) \ldots,\left(r_{N}, \varphi_{N}\right)\right)}^{N} X=\left\langle D_{\left(r_{1}, \ldots, r_{N}\right)}^{N} X, \varphi_{1} \otimes \ldots \otimes \varphi_{N}\right\rangle_{\mathcal{H}^{\otimes N}},
$$

for $r_{i} \in[0, T], \varphi_{i} \in \mathcal{H}, i=1, \ldots, N$. Thus, we have that

$$
\begin{equation*}
\left\|D^{N} X\right\|_{\mathcal{T}_{T}^{\oplus}}^{2}=\int_{[0, \Gamma]^{N}} \mathrm{~d} r_{1} \ldots \mathrm{~d} r_{N} \sum_{j_{1}, \ldots, j_{N}}\left|D_{\left(\left(r_{1}, e_{j}\right), \ldots,\left(r_{N}, e_{\left.j_{N}\right)}\right)\right)} X\right|^{2}, \tag{6}
\end{equation*}
$$

where $\left\{e_{j}\right\}_{j \geqslant 0}$ is a complete orthonormal system of $\mathcal{H}$.
Let $N \in \mathbb{N}$, fix a set $A_{N}=\left\{\alpha_{i}=\left(r_{i}, \varphi_{i}\right) \in \mathbb{R}_{+} \times \mathcal{H}, i=1, \ldots, N\right\}$ and set $V_{i} r_{i}=$ $\max \left(r_{1}, \ldots, r_{N}\right), \alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right), \hat{\alpha}_{i}=\left(\alpha_{1}, \ldots, \alpha_{i-1}, \alpha_{i+1}, \ldots, \alpha_{N}\right)$. Denote by $\mathcal{P}_{m}$ the set of partitions of $A_{N}$ consisting of $m$ disjoint subsets $p_{1}, \ldots, p_{m}, m=1, \ldots, N$, and by $\left|p_{i}\right|$ the cardinal of $p_{i}$. Let $X$ be a random variable belonging to $\mathbb{D}^{N, 2}, N \geqslant 1$, and $g$ be a real $\mathcal{C}^{N}$-function with bounded derivatives up to order $N$. Leibniz's rule for Malliavin's derivatives yields

$$
\begin{equation*}
D_{\alpha}^{N}(g(X))=\sum_{m=1}^{N} \sum_{\mathcal{P}_{m}} c_{m} g^{(m)}(X) \prod_{i=1}^{m} D_{p_{i}}^{\left|p_{i}\right|} X, \tag{7}
\end{equation*}
$$

with positive coefficients $c_{m}, m=1, \ldots, N, c_{1}=1$. Let

$$
\Delta_{\alpha}^{N}(g, X):=D_{\alpha}^{N} g(X)-g^{\prime}(X) D_{\alpha}^{N} X
$$

Notice that $\Delta_{\alpha}^{N}(g, X)=0$ if $N=1$ and it only depends on the Malliavin derivatives up to the order $N-1$ if $N>1$.

We now state the main result of this section.
Theorem 1. Assume Hypothesis $D$ and that the coefficients $\sigma$ and $b$ are $\mathcal{C}^{\infty}$ functions with bounded derivatives of any order greater than or equal to one. Then, for every $(t, x) \in[0, T] \times \mathbb{R}^{d}$, the random variable $u(t, x)$ belongs to the space $\mathbb{D}^{\infty}$. Moreover, for any $p \geqslant 1$ and $N \geqslant 1$, there exists an $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)$-valued random process $\left\{Z^{N}(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ such that

$$
\begin{align*}
D^{N} u(t, x)= & Z^{N}(t, x) \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-z)\left[\Delta^{N}(\sigma, u(s, z))+D^{N} u(s, z) \sigma^{\prime}(u(s, z))\right] M(\mathrm{~d} s, \mathrm{~d} z) \\
& +\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \Lambda(s, \mathrm{~d} z)\left[\Delta^{N}(b, u(t-s, x-z))\right. \\
& \left.+D^{N} u(t-s, x-z) b^{\prime}(u(t-s, x-z))\right] \tag{8}
\end{align*}
$$

and

$$
\sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|D^{N} u(s, y)\right\|_{\mathcal{H}_{T}^{\otimes N}}^{p}\right)<+\infty
$$

We prove this theorem by applying the next lemma, which follows from the fact that $D^{N}$ is a closed operator defined on $L^{p}(\Omega)$ with values in $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)$.

Lemma 1. Let $\left\{F_{n}\right\}_{n \geqslant 1}$ be a sequence of random variables belonging to $\mathbb{D}^{N, p}$. Assume that:
(a) there exists a random variable $F$ such that $F_{n}$ converges to $F$ in $L^{p}(\Omega)$ as $n$ tends to $\infty$,
(b) the sequence $\left\{D^{N} F_{n}\right\}_{n \geqslant 1}$ converges in $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)$.

Then $F$ belongs to $\mathbb{D}^{N, p}$ and $D^{N} F=L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)-\lim _{n \rightarrow \infty} D^{N} F_{n}$.
As in Quer-Sardanyons and Sanz-Solé (2004), we consider the sequence of processes $\left\{u_{n}(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ solving the equation

$$
\begin{aligned}
u_{n}(t, x)= & \int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \sigma\left(u_{n}(s, z)\right) M(\mathrm{~d} s, \mathrm{~d} z) \\
& +\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} b\left(u_{n}(t-s, x-z)\right) \Lambda(s, \mathrm{~d} z)
\end{aligned}
$$

where $\Lambda_{n}(t)=\psi_{n} * \Lambda(t)$, with $\psi_{n}(x)=n^{d} \psi(n x), n \geqslant 1, \psi$ being a non-negative function in $\mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right)$ with support contained in the unit ball of $\mathbb{R}^{d}$ and such that $\int_{\mathbb{R}^{d}} \psi(x) \mathrm{d} x=1$.

Since $\Lambda_{n}$ is smooth, a standard proof (see, for instance, Millet and Sanz-Solé 1999; Márquez-Carreras et al. 2001) yields that $u_{n}(t, x) \in \mathbb{D}^{\infty}$, for all $n \geqslant 1$. Moreover, the derivative $D^{N} u_{n}(t, x)$ satisfies the equation

$$
\begin{align*}
D_{\alpha}^{N} u_{n}(t, x)= & \sum_{i=1}^{N}\left\langle\Lambda_{n}\left(t-r_{i}, x-*\right) D_{\hat{\alpha}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, *\right)\right), \varphi_{i}\right\rangle_{\mathcal{H}} \\
& +\int_{V_{i}^{r_{i}}}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z)\left[\Delta_{\alpha}^{N}\left(\sigma, u_{n}(s, z)\right)\right. \\
& \left.+D_{\alpha}^{N} u_{n}(s, z) \sigma^{\prime}\left(u_{n}(s, z)\right)\right] M(\mathrm{~d} s, \mathrm{~d} z) \\
& +\int_{V_{i}^{t}}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \Lambda(s, \mathrm{~d} z)\left[\Delta_{\alpha}^{N}\left(b, u_{n}(t-s, x-z)\right)\right. \\
& \left.+D_{\alpha}^{N} u_{n}(t-s, x-z) b^{\prime}\left(u_{n}(t-s, x-z)\right)\right] \tag{9}
\end{align*}
$$

where $\alpha=\left(\left(r_{1}, \varphi_{1}\right), \ldots,\left(r_{N}, \varphi_{N}\right)\right)$, with $r_{1}, \ldots, r_{N} \geqslant 0$ and $\varphi_{1}, \ldots, \varphi_{N} \in \mathcal{H}$.

Lemma 2. Assume the same hypothesis as in Theorem 1. Then, for all $p \in[1, \infty)$ and every $N \geqslant 1$,

$$
\begin{equation*}
\sup _{n \geqslant 1} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|D^{N} u_{n}(t, x)\right\|_{\mathcal{H}_{T}^{\otimes N}}^{p}\right)<+\infty . \tag{10}
\end{equation*}
$$

Proof. We will use an induction argument with respect to $N$ with $p \geqslant 2$ fixed. For $N=1$, the property (10) is proved in Quer-Sardanyons and Sanz-Solé (2003, Proposition 2). Assume that

$$
\sup _{n \geqslant 1} \sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|D^{k} u_{n}(t, x)\right\|_{\mathcal{H}_{r}^{\otimes_{k}^{k}}}^{p}\right)<+\infty,
$$

for any $k=1, \ldots, N-1$ Let $\alpha=\left(\left(r_{1}, e_{j_{1}}\right), \ldots,\left(r_{N}, e_{j_{N}}\right)\right), r=\left(r_{1}, \ldots, r_{N}\right), \mathrm{d} r=\mathrm{d} r_{1} \ldots$ $\mathrm{d} r_{N}$. Then, by (6), we have that

$$
\begin{aligned}
\mathrm{E}\left(\left\|D^{N} u_{n}(t, x)\right\|_{\mathcal{H}_{T^{*}}^{p}}^{p}\right) & =\mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}}\left|D_{a}^{N} u_{n}(t, x)\right|^{2}\right)^{p / 2} \\
& \leqslant C \sum_{i=1}^{5} N_{i}
\end{aligned}
$$

where

$$
\begin{aligned}
& N_{1}=\mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}}\left|\sum_{i=1}^{N}\left\langle\Lambda_{n}\left(t-r_{i}, x-*\right) \times D_{\hat{\alpha}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, *\right)\right), e_{j_{i}}\right\rangle_{r}\right|^{2}\right)^{p / 2}, \\
& N_{2}=\mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}}\left|\int_{V_{i}^{r}}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \times \Delta_{\alpha}^{N}\left(\sigma, u_{n}(s, z)\right) M(\mathrm{~d} s, \mathrm{~d} z)\right|^{2}\right)^{p / 2}, \\
& N_{3}=\mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}} \mid \int_{V_{i}^{r_{i}}}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \Lambda(s, \mathrm{~d} z) \times \Delta_{\alpha}^{N}\left(b,\left.\left.u_{n}(t-s, x-z)\right|^{2}\right|^{p / 2},\right.\right. \\
& N_{4}=\mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}}\left|\int_{V_{i}^{r}}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) D_{\alpha}^{N} u_{n}(s, z) \times \sigma^{\prime}\left(u_{n}(s, z)\right) M(\mathrm{~d} s, \mathrm{dz})\right|^{2}\right)^{p / 2}, \\
& N_{5}=\mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}} \mid \int_{V_{i}^{r_{i}}} \mathrm{~d} s \int_{\mathbb{R}^{d}} \Lambda(s, \mathrm{~d} z) D_{\alpha}^{N} u_{n}(t-s, x-z) \times b^{\prime}\left(\left.u_{n}(t-s, x-z)\right|^{2}\right)^{p / 2} .\right.
\end{aligned}
$$

By Parseval's identity and the definition of the $\mathcal{H}$-norm, it follows that

$$
\begin{aligned}
N_{1} \leqslant & C \sum_{i=1}^{N} \mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}}\left|\left\langle\Lambda_{n}\left(t-r_{i}, x-*\right) \times D_{\hat{\alpha}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, *\right)\right), e_{j_{i}}\right)_{\mathcal{H}}\right|^{2}\right)^{p / 2} \\
= & C \sum_{i=1}^{n} \mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \sum_{\hat{j}_{i}} \| \Lambda_{n}\left(t-r_{i}, x-*\right) D_{\hat{\alpha}_{l}}^{N-1} \sigma\left(u_{n}\left(r_{i}, *\right) \|_{\mathcal{H}}^{2}\right)^{p / 2}\right. \\
= & C \sum_{i=1}^{n} \mathrm{E}\left(\int_{[0, T]^{N}} \mathrm{~d} r \int_{\mathbb{R}^{d}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{d}} \mathrm{~d} y \Lambda_{n}\left(t-r_{i}, x-y\right)\right. \\
\therefore & \left.\times \Lambda_{n}\left(t-r_{i}, x-y+z\right)\left[\sum_{\hat{j}_{i}} D_{\hat{a}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, y\right)\right) D_{\hat{\alpha}_{l}}^{N-1} \sigma\left(u_{n}\left(r_{i}, y-z\right)\right)\right]\right)^{p / 2}
\end{aligned}
$$

where $\hat{j}_{i}=j_{1}, \ldots, j_{i-1}, j_{i+1}, \ldots, j_{N}$. Then, by the Cauchy-Schwarz inequality and Hölder's inequality the preceding expression is bounded by

$$
\begin{aligned}
& \sum_{i=1}^{n} \mathrm{E}\left(\int_{0}^{T} \mathrm{~d} r_{i} \int_{\mathbb{R}^{d}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{d}} \mathrm{~d} y \Lambda_{n}\left(t-r_{i}, x-y\right) \Lambda_{n}\left(t-r_{i}, x-y+z\right)\right. \\
&\left.\times \int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i}\left\|D_{\hat{r}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, y\right)\right)\right\|_{\mathcal{H}^{\otimes(N-1)}} \times\left\|D_{\hat{r}_{i}}^{N_{i}-1} \sigma\left(u_{n}\left(r_{i}, y-z\right)\right)\right\|_{\mathcal{H}^{\otimes(N-1)}}\right)^{p / 2} \\
& \leqslant C \sum_{i=1}^{n} \int_{0}^{T} \mathrm{~d} r_{i} \int_{\mathbb{R}^{d}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{d}} \mathrm{~d} y \Lambda_{n}\left(t-r_{i}, x-y\right) \Lambda_{n}\left(t-r_{i}, x-y+z\right) \\
& \times \mathrm{E}\left(\int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i}\left\|D_{\hat{r}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, y\right)\right)\right\|_{\mathcal{H}^{\otimes(N-1)}} \times\left\|D_{\hat{r}_{i}-1}^{N-1} \sigma\left(u_{n}\left(r_{i}, y-z\right)\right)\right\|_{\mathcal{H}^{\otimes(N-1)}}\right)^{p / 2} \\
& \leqslant C \sum_{i=1}^{n} \int_{0}^{T} \mathrm{~d} r_{i} \int_{\mathbb{R}^{d}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{d}} \mathrm{~d} y \Lambda_{n}\left(t-r_{i}, x-y\right) \Lambda_{n}\left(t-r_{i}, x-y+z\right) \\
& \quad \times \sup _{v \in \mathbb{R}^{d}} \mathrm{E}\left(\int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i}\left\|D_{\hat{r}_{i}-1}^{N-1} \sigma\left(u_{n}\left(r_{i}, v\right)\right)\right\|_{\mathcal{H}^{\otimes(N-1)}}^{2}\right)^{p / 2} \\
& \leqslant C \sup _{(s, z) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|D^{N-1} \sigma\left(u_{n}(s, z)\right)\right\|_{\mathcal{H}_{T}^{\otimes(N-1)}}^{p}\right),
\end{aligned}
$$

with $\mathrm{d} \hat{r}_{i}=\mathrm{d} r_{1} \ldots \mathrm{~d} r_{i-1} \mathrm{~d} r_{i+1} \ldots \mathrm{~d} r_{N}$. By (7), the assumptions on $\sigma$ and the induction hypothesis, it follows that $N_{1}$ is uniformly bounded with respect to $n, t$ and $x$.

In the remaining terms we can replace $\bigvee_{i} r_{i}$ by 0 , because the Malliavin derivatives involved vanish for $t<\bigvee_{i} r_{i}$.

By Proposition 1 (see (5)),

$$
\begin{aligned}
N_{2} & =\mathrm{E}\left(\left|\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda_{n}(t-s, x-z) \Delta^{N}\left(\sigma, u_{n}(s, z)\right) M(\mathrm{~d} s, \mathrm{~d} z)\right|_{\mathcal{H}_{T}^{\otimes N}}^{p}\right) \\
& \leqslant C \int_{0}^{t} \mathrm{~d} s \sup _{y \in \mathbb{R}^{d}} \mathrm{E}\left(\left\|\Delta^{N}\left(\sigma, u_{n}(s, y)\right)\right\|_{\mathcal{H}_{T}^{\otimes N}}^{p}\right) \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi)|\mathcal{F} \Lambda(t-s)(\xi)|^{2} \\
& \leqslant C \int_{0}^{t} \mathrm{~d} s \sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|\Delta^{N}\left(\sigma, u_{n}(\tau, y)\right)\right\|_{\mathcal{H}_{T}^{\otimes N}}^{p}\right) J(t-s),
\end{aligned}
$$

with $J(t)=\int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi)|\mathcal{F} \Lambda(t)(\xi)|^{2}$. According to the induction hypothesis, this last term is uniformly bounded with respect to $n, t$ and $x$.

Using similar arguments - this time for deterministic integration of Hilbert-valued processes - Hölder's inequality and the assumptions on $\Lambda$, we obtain

$$
\begin{aligned}
N_{3} & \leqslant C \int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \Lambda(s, \mathrm{~d} z) \mathrm{E}\left\|\Delta^{N}\left(b, u_{n}(t-s, x-z)\right)\right\|_{\mathcal{H}_{T}^{\otimes N}}^{p} \\
& \leqslant C \sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|\Delta^{N}\left(b, u_{n}(s, y)\right)\right\|_{\mathcal{P}_{T}^{\otimes N}}^{p}\right),
\end{aligned}
$$

which again, by the induction hypothesis, is uniformly bounded in $n, t$ and $x$.
For $N_{4}$ we proceed as for $N_{2}$; this yields

$$
\left.N_{4} \leqslant C \int_{0}^{t} \mathrm{~d} s \sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} \mathrm{E}\left(\| D^{N} u_{n}(\tau, y)\right) \|_{\mathcal{H}}^{p} \otimes{ }_{T} N\right) J(t-s) .
$$

Finally, as for $N_{3}$,

$$
\left.N_{5} \leqslant C \int_{0}^{t} \mathrm{~d} s \sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} \mathrm{E}\left(\| D^{N} u_{n}(\tau, y)\right) \|_{\mathcal{H}_{T}^{\otimes^{N}}}^{p}\right) .
$$

Summarizing the estimates obtained so far, we obtain

$$
\begin{aligned}
\sup _{(s, y) \in[0, t] \times \mathbb{R}^{d}} \mathrm{E} & \left.\left(\| D^{N} u_{n}(s, y)\right) \|_{\mathcal{H}_{T}^{* N}}^{p}\right) \\
& \left.\leqslant C\left[1+\int_{0}^{t} \mathrm{ds} \sup _{(\tau, y) \in[0, s] \times \mathbb{R}^{d}} \mathrm{E}\left(\| D^{N} u_{n}(\tau, y)\right) \|_{\mathcal{H}_{T}^{*}}^{p}\right)(J(t-s)+1)\right]
\end{aligned}
$$

An application of a version of Gronwall's lemma (Dalang 1999, Lemma 15) concludes the proof.

For $N \geqslant 1, n \geqslant 1, r=\left(r_{1}, \ldots, r_{N}\right), \alpha=\left(\left(r_{1}, e_{j_{1}}\right), \ldots,\left(r_{N}, e_{j_{N}}\right)\right)$ and $(t, x) \in[0, t] \times$ $\mathbb{R}^{d}$, we define the $\mathcal{H}^{\otimes N}$-valued random variable $Z_{r}^{N, n}(t, x)$ as follows:

$$
\left\langle Z_{r}^{N, n}(t, x), e_{j_{1}} \otimes \ldots \otimes e_{j_{N}}\right\rangle_{\mathcal{H}} \otimes_{N}=\sum_{i=1}^{N}\left\langle\Lambda_{n}\left(t-r_{i}, x-*\right) D_{\tilde{\alpha}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, *\right)\right), e_{j_{l}}\right\rangle_{\mathcal{H}}
$$

Applying Lemma 2, it can easily be seen that $Z^{N, n}(t, x) \in L^{p}\left(\Omega ; \mathcal{H}_{\Gamma}^{\otimes N}\right)$ and

$$
\begin{equation*}
\sup _{n \geqslant 1(t, x) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|Z^{N, n}(t, x)\right\|_{\mathcal{H}_{T}^{*}}^{p}\right)<+\infty \tag{11}
\end{equation*}
$$

for every $p \in[1, \infty)$. Notice that $Z^{N, n}(t, x)$ coincides with the first term of the right-hand side of (9) for $\alpha=\left(\left(r_{1}, e_{j_{1}}\right), \ldots,\left(r_{N}, e_{j_{N}}\right)\right)$.

On the other hand, for $N \geqslant 1$, we introduce the assumption that the sequence $\left\{D^{j} u_{n}(t, x), n \geqslant 1\right\}$ converges in $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes j}\right), j=1, \ldots, N-1$, with the convention that $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes 0}\right)=L^{p}(\Omega)$ We denote this assumption by $\left(H_{N-1}\right)$.
Proposition 1 in Quer-Sardanyons and Sanz-Solé (2004) yields the validity of ( $H_{0}$ ). Moreover, for $N>1,\left(H_{N-1}\right)$ implies that $u(t, x) \in \mathbb{D}^{j, p}$ and the sequences $\left\{D^{j} u_{n}(t, x), n \geqslant 1\right\}$ converge in $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes j}\right)$ to $D^{j} u(t, x)$. In addition, by Lemma 2,

$$
\begin{equation*}
\sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|D^{j} u(s, y)\right\|_{\mathcal{H}_{T}^{\otimes_{j}}}^{p}\right)<\infty \tag{12}
\end{equation*}
$$

$j=1, \ldots, N-1$.

Lemma 3. Fix $N \geqslant$ 1. Assume the same hypothesis as in Theorem 1 and that $\left(H_{N-1}\right)$ holds. Then the sequence $\left\{Z^{N, n}(t, x)\right\}_{n \geqslant 1}$ converges in $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)$ to a random variable $Z^{N}(t, x)$.

Proof. For $N=1$ the result is proved in Quer-Sardanyons and Sanz-Sole (2004, Proposition 3). Assume $N>1$. In view of (11), it suffices to show that $\left\{Z^{N, n}(t, x)\right\}_{n>1}$ is a Cauchy sequence in $L^{2}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)$.

For $n, m \geqslant 1$, set

$$
\begin{aligned}
Z^{n, m}:= & \mathrm{E} \int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}} \mid \sum_{i=1}^{N}\left\langle\Lambda_{n}\left(t-r_{i}, x-*\right) D_{\tilde{\alpha}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, *\right)\right), e_{j_{i}}\right\rangle_{\mathcal{H}} \\
& -\left.\sum_{i=1}^{N}\left\langle\Lambda_{m}\left(t-r_{i}, x-*\right) D_{\hat{\alpha}_{i}}^{N-1} \sigma\left(u_{m}\left(r_{i}, *\right)\right), e_{j_{l}}\right\rangle_{\mathcal{H}}\right|^{2}
\end{aligned}
$$

Then

$$
Z^{n, m} \leqslant C\left(Z_{1}^{n}+Z_{2}^{n, m}+Z_{3}^{m}\right)
$$

where

$$
\begin{aligned}
Z_{1}^{n} & =\sum_{i=1}^{N} \mathrm{E} \int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}}\left|\left\langle\Lambda_{n}\left(t-r_{i}, x-*\right) \times\left[D_{\hat{\alpha}_{i}}^{N-1} \sigma\left(u_{n}\left(r_{i}, *\right)\right)-D_{\hat{a}_{i}}^{N-1} \sigma\left(u\left(r_{i}, *\right)\right)\right], e_{j_{i}}\right\rangle \mathcal{H}\right|^{2}, \\
Z_{2}^{n, m} & =\sum_{i=1}^{N} \mathrm{E} \int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}}\left|\left\langle D_{\hat{\alpha}_{i}}^{N-1} \sigma\left(u\left(r_{i}, *\right)\right) \times\left[\Lambda_{n}\left(t-r_{i}, x-*\right)-\Lambda_{m}\left(t-r_{i}, x-*\right)\right], e_{j_{i}}\right\rangle_{\mathcal{H}}\right|^{2}, \\
Z_{3}^{m} & =\sum_{i=1}^{N} \mathrm{E} \int_{[0, T]^{N}} \mathrm{~d} r \sum_{j_{1}, \ldots, j_{N}}\left|\left\langle\Lambda_{m}\left(t-r_{i}, x-*\right) \times\left[D_{\hat{a}_{i}}^{N-1} \sigma\left(u\left(r_{i}, *\right)\right)-D_{\hat{a}_{i}}^{N-1} \sigma\left(u_{m}\left(r_{i}, *\right)\right)\right], e_{j_{i}}\right\rangle \mathcal{H}\right|^{2},
\end{aligned}
$$

Parseval's identity and the Cauchy-Schwarz inequality ensure that

$$
\begin{aligned}
Z_{1}^{n}= & \sum_{i=1}^{N} \mathrm{E} \int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i} \sum_{\hat{j}_{i}}\left\|\Lambda_{n}(t-, x-*)\left[D_{\tilde{\alpha}_{i}-1}^{N-1} \sigma\left(u_{n}(,, *)\right)-D_{\hat{\alpha}_{i}-1}^{N-1} \sigma(u(,, *))\right]\right\|_{\mathcal{H}_{T}}^{2} \\
\leqslant & \sum_{i=1}^{N} \mathrm{E} \int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i} \int_{0}^{t} \mathrm{~d} \int_{\mathbb{R}^{d}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{d}} \mathrm{~d} y \Lambda_{n}(t-s, x-y) \\
& \times \Lambda_{n}(t-s, x-y+z)\left\|D_{\hat{r}_{i}}^{N-1}\left(\sigma\left(u_{n}(s, y)\right)-\sigma(u(s, y))\right)\right\|_{\mathcal{H}^{\alpha}(N-1)} \\
& \times\left\|D_{\hat{r}_{i}}^{N-1}\left(\sigma\left(u_{n}(s, y-z)\right)-\sigma(u(s, y-z))\right)\right\|_{\mathcal{H}^{\otimes(N-1)}} \\
\leqslant & \sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left|D^{N-1}\left(\sigma\left(u_{n}(s, y)\right)-\sigma(u(s, y))\right)\right|_{\mathcal{H}_{T}^{*(N-1)}}^{2}\right) \times \int_{0}^{t} \mathrm{~d} s \int_{\mathbf{R}^{d}}(\mathrm{~d} \xi)|\mathcal{F} \Lambda(t-s)(\xi)|^{2} \\
\leqslant & C \sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|D^{N-1}\left(\sigma\left(u_{n}(s, y)\right)-\sigma(u(s, y))\right)\right\|_{\mathcal{H}_{T}^{*(N-1)}}^{2}\right)
\end{aligned}
$$

Equation (7), Lemma 3 and assumption ( $H_{N-1}$ ) yield that the last term tends to zero as $n$ goes to infinity. Analogously, $Z_{3}^{m}$ tends to zero as $m$ tends to infinity.

Using similar arguments, we obtain

$$
\begin{aligned}
Z_{2}^{n, m}= & \sum_{i=1}^{N} E \int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i} \sum_{\hat{j}_{i}}\left\|D_{\hat{\alpha}_{i}}^{N-1} \sigma(u(\cdot, *))\left[\Lambda_{n}(t-, x-*)-\Lambda_{m}(t-x, x-*)\right]\right\|_{\mathcal{H}_{T}}^{2} \\
= & \sum_{i=1}^{N} \mathrm{E} \int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i} \sum_{\hat{j}_{i}} \int_{0}^{T} \mathrm{~d} s \int_{\mathbb{R}^{d}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{d}} \mathrm{~d} y D_{\hat{\alpha}_{i}}^{N-1} \sigma(u(s, y)) \\
& \times D_{\hat{\alpha}_{i}}^{N-1} \sigma(u(s, y-z))\left[\Lambda_{n}(t-s, x-y)-\Lambda_{m}(t-s, x-y)\right] \\
& \times\left[\Lambda_{n}(t-s, x-y+z)-\Lambda_{m}(t-s, x-y+z)\right] \\
= & \sum_{i=1}^{N} \mathrm{E} \int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i} \sum_{\hat{j}_{i}} \int_{0}^{T} \mathrm{~d} s \int_{\mathbb{R}^{d}} \mu_{s}^{D_{\alpha_{i}}^{N-t} \sigma(u)}(\mathrm{d} \xi)\left|\mathcal{F}\left(\Lambda_{n}(t-s)-\Lambda_{m}(t-s)\right)(\xi)\right|^{2} .
\end{aligned}
$$

This term tends to zero as $m$ and $n$ go to infinity. Indeed, arguing as in the proof of Theorem 2 from Dalang (1999), we have that

$$
\|\Lambda(t-)\|_{0, D_{\hat{a}_{i}}^{N-1} \sigma(u)}^{2} \leqslant \liminf _{k \rightarrow \infty}\left\|\Lambda_{k}(t-\cdot)\right\|_{0, D_{\hat{a}_{i}}^{N-1} \sigma(u)}^{2} .
$$

Then, by Fatou's lemma,

$$
\begin{aligned}
& \mathrm{E} \int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i} \sum_{j_{l}} \int_{0}^{T} \mathrm{~d} s \int_{\mathbb{R}^{d}} \mu_{s}^{D_{\hat{a}_{i}}^{N-1} \sigma(u)}(\mathrm{d} \xi)|\mathcal{F} \Lambda(t-s)(\xi)|^{2} \\
&=\int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i} \sum_{j_{i}}\|\Lambda(t-\cdot)\|_{0, D_{\hat{a}_{i}}^{N-1} \sigma(u)}^{2} \\
& \leqslant \liminf _{k \rightarrow \infty} \int_{[0, T]^{N-1}} \mathrm{~d} \hat{r}_{i} \sum_{\hat{j}_{i}}\left\|\Lambda_{k}(t-\cdot)\right\|_{0, D_{\hat{a}_{i}}^{N-1} \sigma(u)}^{2} .
\end{aligned}
$$

This last term is bounded by a finite constant not depending on $k$, as can easily be seen using (12). Then we conclude by bounded convergence.

Proof of Theorem 1. Fix $(t, x) \in(0, T] \times \mathbb{R}^{d}, \quad p \in[2, \infty)$. We apply Lemma 1 to $F_{n}:=u_{n}(t, x)$ and $F:=u(t, x)$. We know that assumption (a) of the lemma is satisfied.

Let us check that the sequence $\left\{D^{N} u_{n}(t, x)\right\}_{n \geqslant 1}$ converges in the space $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)$, for every $N \geqslant 1$ and $p \geqslant 2$, which implies that the random variable $D^{N} u(t, x)$ exists, belongs to $L^{p}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)$ and, by Lemma 2, satisfies

$$
\sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\left\|D^{N} u(s, y)\right\|_{\mathcal{H}_{T}^{\otimes N}}^{p}\right)<+\infty
$$

Owing to Lemma 2, it suffices to check the assertion for $p=2$. We will use an induction argument on $N$. For $N=1$ the proof is given in Theorem 2 of Quer-Sardanyons and SanzSolé (2004).

Assume the induction hypothesis $\left(H_{N-1}\right)$. Let $\mathcal{B}_{p, N}$ be the class of progressively measurable $\mathcal{H}_{T}^{\otimes N}$-valued processes $\left\{\Psi(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ with spatially homogeneous covariance function and satisfying

$$
\sup _{(s, y) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(\|\Psi(s, y)\|_{\mathcal{H}_{T}^{\otimes N}}\right)<+\infty
$$

We consider the stochastic integral equation in $\mathcal{B}_{p, N}$,

$$
\begin{aligned}
U(t, x)= & Z^{N}(t, x)+\int_{0}^{t} \int_{\mathbb{R}^{d}} \Lambda(t-s, x-z)\left[\Delta(\sigma, u(s, z))+U(s, z) \sigma^{\prime}(u(s, z))\right] M(\mathrm{~d} s, \mathrm{~d} z) \\
& +\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \Lambda(s, \mathrm{~d} z)\left[\Delta(b, u(t-s, x-z))+U(t-s, x-z) b^{\prime}(u(t-s, x-z))\right]
\end{aligned}
$$

with $Z^{N}(t, x)$ given in Lemma 3. There exists a unique solution to this equation. Moreover, following arguments similar to those in the proof of Theorem 2 in Quer-Sardanyons and Sanz-Solé (2004), owing to Lemma 3 and ( $H_{N-1}$ ) it is easy to prove that

$$
U(t, x)=L^{2}\left(\Omega ; \mathcal{H}_{T}^{\otimes N}\right)-\lim _{n \rightarrow \infty} D^{N} u_{n}(t, x)
$$

the limit being uniform in $(t, x)$. Then by uniqueness of the solution $U \equiv D^{N} u$, and the process $D^{N} u(t, x)$ satisfies equation (8).

## 4. Study of the inverse of the Malliavin matrix

In this section we consider the stochastic wave equation (1). Let $S_{3}$ be the fundamental solution of $L u=0$ where $L=\partial^{2} / \partial t^{2}-\Delta_{3}$. In this case condition (4) is equivalent to

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \frac{\mu(\mathrm{~d} \xi)}{1+|\xi|^{2}}<\infty \tag{13}
\end{equation*}
$$

and this implies Hypothesis D (for details, see Dalang 1999).
Let $\left\{u(t, x),(t, x) \in[0, T] \times \mathbb{R}^{3}\right\}$ be the real-valued process solving (1). The purpose of this section is to study the $L^{p}$-integrability of the inverse of the Malliavin variance of $u(t, x)$ for any fixed $(t, x) \in(0, T] \times \mathbb{R}^{3}$. More precisely, we prove the following result.

Theorem 2. Assume that the coefficients $\sigma$ and b are $\mathcal{C}^{1}$ functions with bounded Lipschitz continuous derivatives and, in addition, that:
(a) there exists $\sigma_{0}>0$ such that $\inf \{|\sigma(z)|, z \in \mathbb{R}\} \geqslant \sigma_{0}$;
(b) there exists $\eta \in\left(0, \frac{1}{2}\right)$ such that

$$
\sup _{y \in \mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \Gamma(\mathrm{~d} x) \mathcal{F}^{-1}\left(\frac{1}{\left(1+|\xi|^{2}\right)^{\eta}}\right)(x-y)<\infty .
$$

Then, for any $p>0$,

$$
\mathrm{E}\left(\|D u(t, x)\|_{\mathcal{H}_{T}}^{-p}\right)<\infty .
$$

This result, together with Theorem 1 applied to equation (1), yields the main result of the paper, as follows.

Theorem 3. Assume that the coefficients $\sigma$ and $b$ are $\mathcal{C}^{\infty}$ functions with bounded derivatives of any order greater than or equal to one, and that hypotheses (a) and (b) of Theorem 2 are satisfied. Then the random variable $u(t, x),(t, x) \in(0, T] \times \mathbb{R}^{3}$, has a density which is a $\mathcal{C}^{\infty}$ function.

We notice that assumption (b) in Theorem 2 implies (13) (Lévêque 2001, Proposition 4.4.1).
Recall that the Malliavin derivative $D u(t, x)$ of the solution to (1) satisfies the equation

$$
\begin{align*}
D u(t, x)= & Z(t, x)+\int_{0}^{t} \int_{\mathbb{R}^{3}} S_{3}(t-s, x-z) \sigma^{\prime}(u(s, z)) D u(s, z) M(\mathrm{~d} s, \mathrm{~d} z) \\
& +\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{3}} S_{3}(t-s, \mathrm{~d} z) b^{\prime}(u(s, x-z)) D u(s, x-z) \tag{14}
\end{align*}
$$

where $\left\{Z(t, x),(t, x) \in[0, T] \times \mathbb{R}^{3}\right\}$ is the $\mathcal{H}_{T}$-valued random process given by

$$
Z(t, x)=L^{p}\left(\Omega ; \mathcal{H}_{T}\right)-\lim _{n \rightarrow \infty} Z^{n}(t, x)
$$

$p \geqslant 1$, where $Z^{n}(t, x):=S_{3, n}(t-,, x-*) \sigma(u(\cdot, *))$ with $S_{3, n}=S_{3} * \psi_{n}$; see either Theorem 1 or Quer-Sardanyons and Sanz-Solé (2004, Theorem 2).

Lemma 4. Assume that $\sigma$ is Lipschitz continuous and that condition (13) is satisfied. Then, for any $(t, x) \in(0, T] \times \mathbb{R}^{3}, v \in(0, t]$ and $q \geqslant 1$,

$$
\mathrm{E}\left(\left\|Z_{t-, *}(t, x)\right\|_{\mathcal{H}_{0}}^{2 q}\right) \leqslant C\left(\int_{0}^{0} \mathrm{~d} s \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{3}(s)(\xi)\right|^{2}\right)^{q}
$$

Proof. Hölder's inequality with respect to the non-negative finite measure $S_{3, n}(s, x-y) S_{3, n}(s, x-y+z) \mathrm{d} s \Gamma(\mathrm{~d} z) \mathrm{d} y$ yields

$$
\begin{aligned}
\mathrm{E}\left(\left\|Z_{t-, * *}(t, x)\right\|_{\mathcal{H}_{v}}^{2 q}\right)= & \lim _{n \rightarrow \infty} \mathrm{E}\left(\left\|Z_{t-, *}^{n}(t, x)\right\|_{\mathcal{H}_{v}}^{2 q}\right) \\
= & \lim _{n \rightarrow \infty} \mathrm{E}\left(\left\|S_{3, n}(\cdot, x-*) \sigma(u(t-,, *))\right\|_{\mathcal{H}_{v}}^{2 q}\right) \\
= & \lim _{n \rightarrow \infty} \mathrm{E}\left(\mid \int_{0}^{v} \mathrm{~d} s \int_{\mathbb{R}^{3}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{3}} \mathrm{~d} y S_{3, n}(s, x-y) \sigma(u(t-s, y))\right. \\
& \left.\times\left. S_{3, n}(s, x-y+z) \sigma(u(t-s, y-z))\right|^{q}\right) \\
\leqslant & \lim _{n \rightarrow \infty}\left(\int_{0}^{v} \mathrm{~d} s \int_{\mathbb{R}^{3}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{3}} \mathrm{~d} y S_{3, n}(s, x-y) S_{3, n}(s, x-y+z)\right)^{q-1} \\
& \times \int_{0}^{v} \mathrm{~d} s \int_{\mathbb{R}^{3}} \Gamma(\mathrm{~d} z) \int_{\mathbb{R}^{3}} \mathrm{~d} y S_{3, n}(s, x-y) S_{3, n}(s, x-y+z) \\
& \times \mathrm{E}\left(\mid \sigma(u(t-s, y)) \sigma\left(\left.u(t-s, y-z)\right|^{q}\right)\right. \\
\leqslant & C\left(1+\sup _{(s, z) \in[0, T] \times \mathbb{R}^{3}} \mathrm{E}\left(|u(s, z)|^{2 q}\right)\right) \\
& \times \lim _{n \rightarrow \infty}\left(\int_{0}^{v} \mathrm{~d} s \int_{\mathbb{R}^{3}} \Gamma(\mathrm{~d} z)\left(S_{3, n}(s) * \tilde{S}_{3, n}(s)\right)(z)\right)^{q} \\
& \leqslant \\
\leqslant & C\left(\int_{0}^{v} \mathrm{~d} s \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{3}(s)(\xi)\right|^{2}\right)^{q},
\end{aligned}
$$

where in the last inequality we have used the $L^{q}$ uniform boundedness of $u(t, x)$.
Owing to Lemma 4 and Proposition 1, we obtain the following technical result.
Lemma 5. Under the same hypothesis as in Lemma 4, we have that

$$
\sup _{t-v \leqslant s \leqslant t} \sup _{y \in \mathbb{R}^{3}} \mathrm{E}\left(\left\|D_{t-; *} u(s, y)\right\|_{\mathcal{H}_{v}}^{2 q}\right) \leqslant C\left(\int_{0}^{v} \mathrm{~d} s \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{3}(s)(\xi)\right|^{2}\right)^{q}
$$

for all $t \in(0, T]$ and $q \geqslant 1$.

We remark that both of the preceding lemmas also hold in the more general setting of Section 3.

Proof of Theorem 2. Fix $p>0$; it suffices to check that, for some $\epsilon_{0}>0$,

$$
\int_{0}^{\epsilon_{0}} \epsilon^{-(1+p)} P\left\{\|D u(t, x)\|_{\mathcal{H}_{T}}^{2}<\epsilon\right\} \mathrm{d} \epsilon<\infty
$$

Let $\epsilon_{1}, \delta>0$ be such that, for any $\epsilon \in\left(0, \epsilon_{1}\right], t-\epsilon^{\delta}>0$. Owing to (14), we consider the decomposition

$$
P\left\{\|D u(t, x)\|_{\mathcal{H}_{T}}^{2}<\epsilon\right\} \leqslant P^{1}(\epsilon, \delta)+P^{2,1}(\epsilon, \delta, v)+P^{2,2}(\epsilon, \delta, v),
$$

where

$$
\begin{aligned}
& \quad P^{1}(\epsilon, \delta)=P\left\{\left|\int_{t-\epsilon^{\delta}}^{t} \mathrm{~d} r U(t, r, x)\right| \geqslant \epsilon\right\}, \\
& P^{2,1}(\epsilon, \delta, v)=P\left\{\left\|S_{\epsilon^{-\nu}}(\cdot, x-*) \sigma(u(t-\cdot, *))\right\|_{\mathcal{H}_{d}}^{2}<\sigma \epsilon\right\}, \\
& P^{2,2}(\epsilon, \delta, v)=P\left\{\left\|Z_{t-,, *}(t, x)-S_{\epsilon}-v(\cdot, x-*) \sigma(u(t-,, *))\right\|_{\mathcal{H}_{d} \delta}^{2} \geqslant \epsilon\right\},
\end{aligned}
$$

with $U(t, r, x)=\left\|D_{r, *} u(t, x)\right\|_{\mathcal{H}}^{2}-\left\|Z_{r, *}(t, x)\right\|_{\mathcal{H}}^{2} \quad$ and $\quad S_{\epsilon^{--}}=\psi_{\epsilon^{-}} * S_{3}, \quad \psi_{\epsilon^{-\nu}}(x)=$ $\epsilon^{-3 v} \psi\left(\epsilon^{-v} x\right), v>0$ and $\psi$ a non-negative function in $\mathcal{C}^{\infty}\left(\mathbb{R}^{3}\right)$ with support contained in the unit ball of $\mathbb{R}^{3}$ and such that $\int_{\mathbb{R}^{3}} \psi(x) \mathrm{d} x=1$.

Let us first consider the term $P^{P}(\epsilon, \delta)$. By Chebyshev's inequality, for every $q \geqslant 1$ we have that

$$
\begin{equation*}
P^{1}(\epsilon, \delta) \leqslant \epsilon^{-q} \mathrm{E}\left(\left|\int_{t-\epsilon^{\delta}}^{t} \mathrm{~d} r U(t, r, x)\right|^{q}\right) \leqslant C \epsilon^{-q} \sum_{k=1}^{5} T_{k} \tag{15}
\end{equation*}
$$

with

$$
\begin{aligned}
& T_{1}=\mathrm{E}\left(\left|\int_{t-\epsilon^{\delta}}^{t} \mathrm{~d} r\left\langle Z_{r, *}(t, x), \int_{t-\epsilon^{d}}^{t} \int_{\mathbb{R}^{3}} S_{3}(t-s, x-z) D_{r, *} u(s, z) \times \sigma^{\prime}(u(s, z)) M(\mathrm{~d} s, \mathrm{~d} z)\right\rangle_{\mathcal{H}}\right|^{q}\right), \\
& T_{2}=\mathrm{E}\left(\left|\int_{t-\epsilon^{d}}^{t} \mathrm{~d} r\left\langle Z_{r, *}(t, x), \int_{t-\epsilon^{d}}^{t} \mathrm{~d} \int_{\mathbb{R}^{3}} S_{3}(t-s, \mathrm{~d} z) D_{r, *} u(s, x-z) \times b^{\prime}(u(s, x-z))\right)_{\mathcal{H}}\right|^{q}\right), \\
& T_{3}=\mathrm{E}\left(\left\|\int_{t-\epsilon^{d}}^{t} \mathrm{~d} r\right\| \int_{t-\epsilon^{d}}^{t} \int_{\mathbb{R}^{3}} S_{3}(t-s, x-z) D_{r, *} u(s, z) \times \sigma^{\prime}(u(s, z)) M(\mathrm{~d} s, \mathrm{~d} z) \|_{\mathcal{H}^{2}}^{q}\right), \\
& T_{4}=\mathrm{E}\left(\mid \int_{t-\epsilon^{\mathrm{d}}}^{t} \mathrm{~d} r<\int_{t-\epsilon^{\mathrm{d}} \int_{\mathbb{R}^{3}}^{t}} S_{3}(t-s, x-z) D_{r, *} u(s, z) \sigma^{\prime}(u(s, z)) M(\mathrm{~d} s, \mathrm{~d} z),\right. \\
& \left.\left.\times \int_{t-\epsilon^{6}}^{t} \mathrm{~d} s \int_{\mathbb{R}^{3}} S_{3}(t-s, \mathrm{~d} z) D_{r, *} u(s, x-z) b^{\prime}(u(s, x-z))\right\rangle\left._{\mathcal{H}}\right|^{q}\right), \\
& T_{5}=\mathrm{E}\left(\left|\int_{t-\epsilon^{\mathrm{d}}}^{t} \mathrm{~d}\left\|\int_{t-\epsilon^{\mathrm{d}}}^{t} \mathrm{~d} \int_{\mathbb{R}^{3}} S_{3}(t-s, \mathrm{~d} z) D_{r, *} u(s, x-z) \times b^{\prime}(u(s, x-z))\right\|_{\mathcal{H}}^{2}\right|^{q}\right) .
\end{aligned}
$$

Schwarz's inequality yields

$$
T_{1} \leqslant T_{11}^{1 / 2} T_{12}^{1 / 2}
$$

with

$$
\begin{aligned}
& T_{11}=\mathrm{E}\left(\left|\int_{t-\epsilon^{\delta}}^{t} \mathrm{~d} r\left\|Z_{r, *}(t, x)\right\|_{\mathcal{H}}^{2}\right|^{q}\right), \\
& T_{12}=\mathrm{E}\left(\left|\int_{t-\epsilon^{\mathrm{d}}}^{t} \mathrm{~d} r\left\|\int_{i-\epsilon^{\mathrm{d}}}^{t} \int_{\mathbb{R}^{3}} S_{3}(t-s, x-z) D_{r, *} u(s, z) \times \sigma^{\prime}(u(s, z)) M(\mathrm{~d} s, \mathrm{~d} z)\right\|_{\mathcal{H}}^{2}\right|^{q}\right)
\end{aligned}
$$

By Lemma 4 and (27),

$$
\begin{equation*}
T_{11}=\mathrm{E}\left(\left\|Z_{t-, * *}(t, x)\right\|_{\mathcal{H}_{e^{\delta}}^{2 q}}\right) \leqslant C \epsilon^{q \partial(3-2 \eta)} \tag{16}
\end{equation*}
$$

We have that

$$
T_{12}=\mathrm{E}\left(\left\|\int_{t-\epsilon^{\delta}}^{t} \int_{\mathbb{R}^{3}} S_{3}(t-s, x-z) D_{t-;, *} u(s, z) \sigma^{\prime}(u(s, z)) M(\mathrm{~d} s, \mathrm{~d} z)\right\|_{\mathcal{H}_{d}}^{2 q}\right)
$$

Here we apply Proposition 1 to $\mathcal{A}:=\mathcal{H}_{\epsilon}, K(s, z):=D_{t-\cdots, *} u(s, z) \sigma^{\prime}(u(s, z))$ and $S:=S_{3}$. Thus, Lemma 5 and (27) ensure that

$$
T_{12} \leqslant C\left(\int_{0}^{\epsilon^{\delta}} \mathrm{d} s \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{3}(s)(\xi)\right|^{2}\right)^{2 q} \leqslant \epsilon^{2 q \delta(3-2 \eta)}
$$

Hence,

$$
\begin{equation*}
T_{1} \leqslant C \epsilon^{3 q \delta(3-2 \eta) / 2} \tag{17}
\end{equation*}
$$

We now consider the term

$$
T_{22}:=\mathrm{E}\left(\left\|\int_{t-\epsilon^{\delta}}^{t} \mathrm{~d} s \int_{\mathbb{R}^{3}} S_{3}(t-s, \mathrm{~d} z) D_{t-, *} u(s, x-z) b^{\prime}(u(s, x-z))\right\|_{\mathcal{H}_{d} \delta}^{2 q}\right)
$$

Hölder's inequality with respect to the finite measure $S_{3}(t-s, \mathrm{~d} z) \mathrm{d} s$ on $\left[t-\epsilon^{\delta}, t\right] \times \mathbb{R}^{3}$ yields

$$
\begin{aligned}
T_{22} \leqslant & \left(\int_{t-\epsilon^{\delta}}^{t} \mathrm{~d} s \int_{\mathbb{R}^{3}} S_{3}(t-s, \mathrm{~d} z)\right)^{2 q-1} \\
& \times \mathrm{E}\left(\int_{i-\epsilon^{6}}^{t} \mathrm{~d} s \int_{\mathbb{R}^{3}} S_{3}(t-s, \mathrm{~d} z)\left\|D_{t-,, *} u(s, x-z) b^{\prime}(u(s, x-z))\right\|_{\mathcal{R}_{f^{\delta}}}^{2}\right)
\end{aligned}
$$

Notice that

$$
\int_{t-\epsilon^{\delta}}^{t} \mathrm{~d} \int_{\mathbb{R}^{3}} S_{3}(t-s, \mathrm{~d} z)=\int_{0}^{\epsilon^{\delta}} \mathrm{d} s \int_{\mathbb{R}^{3}} S_{3}(s, \mathrm{~d} z) \leqslant C \epsilon^{2 d},
$$

because $S_{3}(t)=\sigma_{t} / 4 \pi t$, where $\sigma_{t}$ denotes the uniform measure on the three-dimensional sphere of radius $t$. Then, since $b^{\prime}$ is bounded, Lemma 5 and (27) imply

$$
\begin{equation*}
T_{22} \leqslant C \epsilon^{4 q \delta+q \delta(3-2 \eta)}=C \epsilon^{q \delta(7-2 \eta)} \tag{18}
\end{equation*}
$$

Schwarz's inequality and the estimates (16), (17), (18) yield

$$
\begin{align*}
& T_{2} \leqslant T_{11}^{1 / 2} T_{22}^{1 / 2} \leqslant C \epsilon^{q \delta(5-2 \eta)} \\
& T_{3}=T_{12} \leqslant C \epsilon^{2 q \delta(3-2 \eta)} \\
& T_{4} \leqslant T_{12}^{1 / 2} T_{22}^{1 / 2} \leqslant C \epsilon^{q \delta(13 / 2-3 \eta)} \\
& T_{5}=T_{22} \leqslant C \epsilon^{q \delta(7-2 \eta)} \tag{19}
\end{align*}
$$

Therefore, (15), (17) and (19) imply

$$
P^{1}(\epsilon, \delta) \leqslant C \epsilon^{q(-1+3 \delta(3-2 \eta) / 2)}
$$

Consequently, $\int_{0}^{\epsilon_{0}} P^{1}(\epsilon, \delta) \epsilon^{-(1+p)} \mathrm{d} \epsilon<\infty$ if

$$
\begin{equation*}
\frac{1}{\delta}<\frac{\frac{3}{2} q(3-2 \eta)}{p+q} \tag{20}
\end{equation*}
$$

We now study the term $P^{2,1}(\epsilon, \delta, v)$. Our purpose is to choose some positive $\delta$ and $v$ such that, for $\epsilon$ sufficiently small, $\left\{\left\|S_{\epsilon^{-\nu}}(\cdot, x-*) \sigma(u(t-, *))\right\|_{\mathcal{H}_{\delta} \delta}^{2}<6 \epsilon\right\}$ is the empty set and therefore $P^{2,1}(\epsilon, \delta, v)=0$. Assumption (a) in Theorem 2 yields

$$
\begin{aligned}
\left\|S_{\epsilon^{-\nu}}(r, x-*) \sigma(u(t-r, *))\right\|_{\mathcal{H}}^{2} & \geqslant \sigma_{0}^{2} \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{\epsilon^{-\nu}}(r)(\xi)\right|^{2} \\
& \geqslant \sigma_{0}^{2}\left(\frac{1}{2} \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{3}(r)(\xi)\right|^{2}-\int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F}\left(S_{\epsilon^{-\nu}}-S_{3}\right)(r)(\xi)\right|^{2}\right)
\end{aligned}
$$

We have that

$$
\begin{aligned}
\left|\mathcal{F}\left(S_{\epsilon^{-\nu}}-S_{3}\right)(r)(\xi)\right|^{2} & =\left|\mathcal{F} \psi_{\epsilon^{-\nu}}(\xi)-1\right|^{2}\left|\mathcal{F} S_{3}(r)(\xi)\right|^{2} \\
& \leqslant 4 \pi\left|\mathcal{F} S_{3}(r)(\xi)\right|^{2}|\xi| \epsilon^{\nu}
\end{aligned}
$$

Therefore, the lower bounds (26) and (28) yield

$$
\begin{aligned}
& \| S_{\epsilon^{-\nu}(\cdot, x-*) \sigma(u(t-\cdot, *)) \|_{\mathcal{H}_{\epsilon} \delta}^{2}} \\
& \quad \geqslant \sigma_{0}^{2}\left(\frac{1}{2} \int_{0}^{\epsilon^{\delta}} \mathrm{d} r \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{3}(r)(\xi)\right|^{2}-4 \pi \epsilon^{\nu} \int_{0}^{\epsilon^{\delta}} \mathrm{d} r \int_{\mathbb{R}^{3}} \mu(\mathrm{~d} \xi)\left|\xi \| \mathcal{F} S_{3}(r)(\xi)\right|^{2}\right) \\
& \quad \geqslant \sigma_{0}^{2}\left(\frac{1}{2} C_{1} \epsilon^{3 \delta}-C_{2} \epsilon^{\nu+\delta(2-2 \eta)}\right),
\end{aligned}
$$

for some positive constants $C_{1}, C_{2}$. Let $\nu, \delta>0$ be such that

$$
\begin{equation*}
\frac{1+2 \eta}{v}<\frac{1}{\delta} \tag{21}
\end{equation*}
$$

then

$$
\frac{1}{2} C_{1} \epsilon^{3 \delta}-C_{2} \epsilon^{\nu+\delta(2-2 \eta)} \geqslant \frac{1}{4} C_{1} \epsilon^{3 \delta}, \quad \text { for all } \epsilon \leqslant \epsilon_{2}:=\left(\frac{C_{1}}{4 C_{2}}\right)^{1 /(\nu-\delta(1+2 \eta))}
$$

Thus, for any $\epsilon \leqslant \epsilon_{2}$,

$$
\left\|S_{\epsilon^{-\nu}}(\cdot, x-*) \sigma(u(t-\cdot, *))\right\|_{\mathcal{H}_{\epsilon^{\delta}}}^{2} \geqslant \sigma_{0 \frac{1}{4}}^{2 \frac{1}{1} C_{1} \epsilon^{3 \delta} . . . . . . .}
$$

Moreover, the condition

$$
\begin{equation*}
3 \delta<1 \tag{22}
\end{equation*}
$$

implies

$$
6 \epsilon<\sigma_{0}^{2} \frac{C_{1}}{4} \epsilon^{3 \delta}, \quad \text { for } \epsilon \leqslant \epsilon_{3}:=\left(\frac{C_{1} \sigma_{0}^{2}}{24}\right)^{1 /(1-3 \delta)}
$$

Hence, if $\nu, \delta>0$ satisfy (21) and (22) then $P^{2,1}(\epsilon, \delta, v)=0$, for any $\epsilon \leqslant \epsilon_{2} \wedge \epsilon_{3}$.
Consider now the term $P^{2,2}(\epsilon, \delta, \nu)$. By Chebyshev's inequality and (29), we have that

$$
\begin{aligned}
P^{2,2}(\epsilon, \delta, v) & \leqslant \epsilon^{-1} \mathrm{E}\left(\left\|Z_{t-, *}(t, x)-S_{\epsilon}-\nu(\cdot, x-*) \sigma(u(t-, *))\right\|_{\mathcal{H}_{\epsilon}}^{2}\right) \\
& =\epsilon^{-1} \int_{0}^{\epsilon^{\delta}} \mathrm{d} s \int_{\mathbb{R}^{3}} \mu_{s}^{\sigma}(\mathrm{d} \xi)\left|\mathcal{F}\left(S_{3}(s)-S_{\epsilon^{-\nu}}(s)\right)(\xi)\right|^{2} \\
& \leqslant 4 \pi \epsilon^{-1+v} \int_{0}^{\epsilon^{\sigma}} \mathrm{d} s \int_{\mathbb{R}^{3}} \mu_{s}^{\bar{\sigma}}(\mathrm{d} \xi)\left|\xi \| \mathcal{F} S_{3}(s)(\xi)\right|^{2} \\
& \leqslant C \epsilon^{-1+v+\delta(2-2 \eta)}
\end{aligned}
$$

for some positive constant $C$, where $\bar{\sigma}$ denotes the process $\{\sigma(u(t-r, x))$, $\left.(r, x) \in[0, t] \times \mathbb{R}^{3}\right\}$.

Thus, $\int_{0}^{\epsilon_{0}} \epsilon^{-(1+p)} P^{2,2}(\epsilon, \delta, \nu) \mathrm{d} \epsilon<\infty$ if and only if

$$
\begin{equation*}
-1-p+\nu+\delta(2-2 \eta)>0 \tag{23}
\end{equation*}
$$

We finish the proof by analysing the compatibility of the conditions (20)-(23). We recall that $\eta \in\left(0, \frac{1}{2}\right)$ and $p \in[0, \infty)$ are fixed. Choose $v>0$ such that

$$
\begin{equation*}
\frac{1+2 \eta}{3}<\nu \tag{24}
\end{equation*}
$$

Then (20)-(23) are equivalent to (23) and

$$
\begin{equation*}
3<\frac{1}{\delta}<\frac{\frac{3}{2} q(3-2 \eta)}{p+q} \tag{25}
\end{equation*}
$$

Let $q_{0} \geqslant 1$ be such that $3<\frac{3}{2} q_{0}(3-2 \eta) /\left(p+q_{0}\right)$, or equivalently $2 p /(1-2 \eta)<q_{0}$. Then let $\delta_{0}>0$ satisfy (25) with $q=q_{0}$. For this $\delta_{0}$, choose $\nu_{0}>0$ sufficiently large such that (23) and (24) hold. The proof of the theorem is complete.

## Appendix

In this appendix we present some of the technical results that have been used in the proofs of Section 4. These provide bounds for integrals involving the Fourier transform of the fundamental solution of the wave equation in any spatial dimension $d$, denoted here by $S_{d}$. The proofs of these results are given in Quer-Sardanyonis and Sanz-Solé (2004, Appendix).

We recall that, for every $d \geqslant 1$,

$$
\mathcal{F} S_{d}(t)(\xi)=\frac{\sin (2 \pi t|\xi|)}{2 \pi|\xi|}
$$

For any $\eta \in(0,1]$, we introduce the assumption

$$
\int_{\mathbb{R}^{d}} \frac{\mu(\mathrm{~d} \xi)}{\left(1+|\xi|^{2}\right)^{\eta}}<\infty
$$

which we denote by $\left(H_{\eta}\right)$. We observe that $\left(H_{\eta}\right)$ is weaker than assumption (b) of Theorem 2 (Lévêque 2001, Proposition 4.4.1).

Assume that $\left(H_{\eta}\right)$ holds for $\eta=1$. Then there exist two positive constants $C_{i}, i=1,2$, such that, for any $t \in(0,1)$,

$$
\begin{equation*}
C_{1} t^{3} \leqslant \int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{d}(s)(\xi)\right|^{2} \leqslant C_{2} t \tag{26}
\end{equation*}
$$

Suppose that $\left(H_{\eta}\right)$ holds for some $\eta \in(0,1)$. Then, there exists a positive constant $C_{3}$, such that for any $t \in[0, T]$,

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi)\left|\mathcal{F} S_{d}(s)(\xi)\right|^{2} \leqslant C_{3} t^{3-2 \eta} \tag{27}
\end{equation*}
$$

Assume that $\left(H_{\eta}\right)$ holds for some $\eta \in\left(0, \frac{1}{2}\right)$. Then there exists a positive constant $C_{4}$ such that for any $t \in[0, T]$,

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d} s \int_{\mathbb{R}^{d}} \mu(\mathrm{~d} \xi)\left|\xi \| \mathcal{F} S_{d}(s)(\xi)\right|^{2} \leqslant C_{4} t^{2-2 \eta} \tag{28}
\end{equation*}
$$

Let $\left\{Z(t, x),(t, x) \in[0, T] \times \mathbb{R}^{d}\right\}$ be a predictable $L^{2}$-valued process with stationary covariance function and such that $\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left(|Z(t, x)|^{2}\right)<\infty$. Assume that hypothesis (b) of Theorem 2 holds. Then, there exists a positive constant $C_{5}$ such that

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d} \int_{\mathbb{R}^{d}} \mu_{s}^{Z}(\mathrm{~d} \xi)\left|\xi \| \mathcal{F} S_{d}(s)(\xi)\right|^{2} \leqslant C_{4} t^{2-2 \eta} \tag{29}
\end{equation*}
$$
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#### Abstract

We study an approximation scheme for a nonlinear stochastic wave equation in one dimensional space, driven by a space-time white noise. The sequence of approximations is obtained by discretisation of the Laplacian operator. We prove $L^{p_{-}}$ convergence to the solution of the equation and determine the rate of convergence. As a corollary, almost sure convergence, uniformly in time and space, is also obtained. Finally, the speed of convergence is tested numerically.
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## C. 1 Introduction

Nowadays, stochastic partial differential equations are accepted as being a very suitable framework to understand complex phenomena. An aspect of the development of the theory consists in seeking methods of finding solutions numerically. Some of them are inspired on those used in the deterministic context. Let us mention for instance, finite differences ([GN97], [GN95], [Gyö98b], [Gyö99], [Yoo00]), finite elements ([GP88]), splitting up methods ([BGR92], [BGR90], [IR00], [GK03]), Garlekin approximations ([GK96]) and time discretisation ([Hau03], [Pri01]). Others are more genuine stochastic, based on the Wiener chaos decomposition ([Lot96], [LMR97]) or on truncations of the Fourier expansion of the noise ([Sha03], [Sha99]). We refer the reader to [Gyö98a] for a survey of some of these methods, together with a more extensive list of references.

Lattice approximation schemes for parabolic spde's in one spatial dimension, developed in [Gyö98b], [Gyö99], have been the starting point of several further investigations. In [MM03], lattice schemes for parabolic spde's in any spatial dimension are considered and the influence of the particular covariance density of the noise given by Riesz kernels is studied. A class of parabolic evolution equations on Banach spaces with monotone operators are analized in [GM04]. In [GM], a finite difference approximation scheme for an elliptic spde in dimension $d=1,2,3$ is studied. The results show how much the behaviour of this kind of approximations depends on the differential operator driving the spde and are one of the very few attempts of looking beyond the parabolic case. Let us also mention [DZ02] for some results on numerical approximations for elliptic equations.

In this paper we consider strong approximations for a stochastic wave equation in spatial dimension one by a sequence obtained substituting the derivatives in space by finite differences. This is a first step towards the analysis of lattice approximations for hyperbolic spde's. In fact, to our best knowledge there are very few results on numerical approximation for the stochastic wave equation ([MPW03]).

We consider the non-linear stochastic wave equation

$$
\frac{\partial^{2} u}{\partial t^{2}}(t, x)=\frac{\partial^{2} u}{\partial x^{2}}(t, x)+f(t, x, u(t, x))+\sigma(t, x, u(t, x)) \frac{\partial^{2} W}{\partial t \partial x}(t, x),
$$

$t>0, x \in(0,1)$, with initial conditions

$$
u(0, x)=u_{0}, \frac{\partial u}{\partial t}(0, x)=v_{0}, x \in(0,1)
$$

and Dirichlet boundary conditions

$$
u(t, 0)=u(t, 1)=0, t>0
$$

We assume that $u_{0}$ and $v_{0}$ are functions defined on $[0,1], u_{0}$ vanishes at $x=0$ and $x=1$, and that $W$ is the Brownian sheet on $\mathbb{R}_{+} \times[0,1]$; that is, $\left\{W(t, x),(t, x) \in \mathbb{R}_{+} \times\right.$ $[0,1]\}$ is a Gaussian stochastic process defined on some probability space $(\Omega, \mathcal{F}, P)$ with mean zero and covariance function

$$
E(W(t, x) W(s, y))=(s \wedge t)(x \wedge y)
$$

Following a classical approach to spde's, we attach a rigorous meaning to the formal problem described above by means of the evolution formulation, as follows:

$$
\begin{align*}
u(t, x)= & \int_{0}^{1} G(t, x, y) v_{0}(y) d y+\frac{\partial}{\partial t}\left(\int_{0}^{1} G(t, x, y) u_{0}(y) d y\right) \\
& +\int_{0}^{t} \int_{0}^{1} G(t-s, x, y) \sigma(s, y, u(s, y)) W(d s, d y) \\
& +\int_{0}^{t} \int_{0}^{1} G(t-s, x, y) f(s, y, u(s, y)) d s d y \tag{C.1}
\end{align*}
$$

$t \geq 0, x \in(0,1)$, where $G$ is the Green function of the wave equation with homogeneous Dirichlet boundary conditions.

For any $n \geq 1$, we fix the spatial grid $x_{k}=\frac{k}{n}, k=1, \cdots, n-1$, and consider the system of stochastic differential equations obtained by substituting the Laplacian by its discretisation and freezing the evolution equation (C.1) at the points of the grid (see (C.7)). This provides an implicit finite dimensional scheme. By linear interpolation, we obtain a sequence of evolution equations which is proved to converge in any $L^{p}(\Omega)$, uniformly in $t, x$, to the solution of (C.1) with a given rate of convergence (see Theorem C.3.1).

In comparison with parabolic examples, the rate of convergence differs substantially from the Hölder continuity order of the sample paths of the solution. Indeed, assuming for simplicity that the initial conditions vanishes, sample paths are jointly Hölder continuous in $(t, x)$ of order $\alpha<\frac{1}{2}$, while the rate of convergence is of or$\operatorname{der} \rho<\frac{1}{3}$. We have checked with a numerical analysis that one cannot expect better results.

The paper is organized as follows. In the second section, we study the Hölder continuity of the sample paths of equation (C.1). Section three is devoted to prove the main result on the approximation scheme. Finally, in an appendix we analyze numerically the optimality of the result proved in section three.

## C. 2 Some properties of the solution

In this section we prove some properties of the solution of Equation (C.1). In particular, we analyse sufficient conditions on the initial data ensuring joint Hölder continuity, in
time and in space, of the sample paths of the solution.
We fix a finite time horizon $T$ and assume that the coefficients $f, \sigma$ are real-valued functions defined on $[0, T] \times[0,1] \times \mathbb{R}$, satisfying the following conditions:
(L)

$$
\sup _{t \in[0, T]}(|f(t, x, z)-f(t, y, v)|+|\sigma(t, x, z)-\sigma(t, y, v)|) \leq C(|x-y|+|z-v|),
$$

(LG)

$$
\sup _{(t, x) \in[0, T] \times[0,1]}(|f(t, x, z)|+|\sigma(t, x, z)|) \leq C(1+|z|),
$$

for every $x, y \in[0,1]$ and $z, v \in \mathbb{R}$.
Along the paper we shall use the expansion of the Green function

$$
\begin{equation*}
G(t, x, y)=\sum_{j=1}^{\infty} \frac{\sin (j \pi t)}{j \pi} \varphi_{j}(x) \varphi_{j}(y) \tag{C.2}
\end{equation*}
$$

where $\varphi_{j}(x)=\sqrt{2} \sin (j \pi x), j \geq 1$, is a complete orthonormal system of $L^{2}([0,1])$ (see for instance [Duf03], pag. 94).

Assume that $u_{0}, v_{0}$ belong to $L^{2}([0,1])$. By the classical approach to the deterministic wave equation on $[0,1]$ with Dirichlet boundary conditions, we know that

$$
\frac{\partial}{\partial t}\left(\int_{0}^{1} G(t, x, y) u_{0}(y) d y\right)=\sum_{j=1}^{\infty}\left\langle u_{0}, \varphi_{j}\right\rangle \cos (j \pi t) \varphi_{j}(x),
$$

where $\langle\cdot, \cdot\rangle$ stands for the usual scalar product in $L^{2}([0,1])$ (see [Joh82], pag. 44).
Let $\mathcal{F}_{t}, t \in[0, T]$, be the $\sigma$-field generated by the random variables $W(s, x), s \in$ $[0, t], x \in[0,1]$. Assume that the process $u=\{u(t, x),(t, x) \in[0, T] \times[0,1]\}$ in (C.1) is $\mathcal{F}_{t}$-adapted and satisfies $\sup _{(t, x) \in[0, T] \times \mathbb{R}} E\left(|u(t, x)|^{2}\right)<\infty$, then all terms in the right hand-side of Equation (C.1) are well defined, when choosing as stochastic integral the extension of Itô's integral with respect to martingale measures developed by Walsh in [Wal86].

By the standard technique based on Picard's iterations scheme, it is not difficult to prove the existence and uniqueness of a measurable, $\mathcal{F}_{t}$-adapted stochastic process $\{u(t, x),(t, x) \in[0, T] \times[0,1]\}$ such that

$$
\sup _{(t, x) \in[0, T] \times \mathbb{R}} E\left(|u(t, x)|^{2}\right)<\infty
$$

and satisfying (C.1). Existence only requires the condition (LG), while uniqueness needs (L). We refer the reader to [CN88] (see also [MSS99]) for a similar result on different types of equations that can be easily adapted to Equation (C.1).

For a function $g:[0,1] \rightarrow \mathbb{R}$ and $\alpha \in \mathbb{R}$, we define

$$
\|g\|_{\alpha, 2}:=\left(\sum_{j=1}^{\infty}\left(1+j^{2}\right)^{\alpha}\left|\left\langle g, \varphi_{j}\right\rangle\right|^{2}\right)^{\frac{1}{2}}
$$

and denote by $H^{\alpha, 2}([0,1])$ the set of functions $g:[0,1] \rightarrow \mathbb{R}$ such that $\|g\|_{\alpha, 2}<$ $\infty$. Notice that $H^{\alpha, 2}([0,1])$ is a subspace of the fractional Sobolev space of fractional differential order $\alpha$ and integrability order $p=2$ (see [Tri92]).

The next result gives additional information on the existence and uniqueness of solution of Equation (C.1).

Proposition C.2.1. Assume that $v_{0} \in H^{\beta, 2}([0,1])$ for some $\beta>-\frac{1}{2}$ and $u_{0} \in$ $H^{\alpha, 2}([0,1])$ for some $\alpha>\frac{1}{2}$; suppose also that the coefficients $\sigma$ and $f$ satisfy condition $(L G)$. Then, for every $p \geq 1$,

$$
\sup _{(t, x) \in[0, T] \times[0,1]} E\left(|u(t, x)|^{p}\right)<+\infty .
$$

Proof. Consider the decomposition

$$
E\left(|u(t, x)|^{p}\right) \leq C \sum_{k=1}^{4} J_{k}(t, x),
$$

with

$$
\begin{aligned}
& J_{1}(t, x)=\left|\int_{0}^{1} G(t, x, y) v_{0}(y) d y\right|^{p} \\
& J_{2}(t, x)=\left|\sum_{j=1}^{\infty}\left\langle u_{0}, \varphi_{j}\right\rangle \cos (j \pi t) \varphi_{j}(x)\right|^{p}, \\
& J_{3}(t, x)=E\left(\left|\int_{0}^{t} \int_{0}^{1} G(t-s, x, y) \sigma(s, y, u(s, y)) W(d s, d y)\right|^{p}\right), \\
& J_{4}(t, x)=E\left(\left|\int_{0}^{t} \int_{0}^{1} G(t-s, x, y) f(s, y, u(s, y)) d s d y\right|^{p}\right) .
\end{aligned}
$$

Since

$$
\begin{equation*}
\int_{0}^{1} G(t, x, y) v_{0}(y) d y=\sum_{j=1}^{\infty} \frac{\sin (j \pi t)}{j \pi}\left\langle v_{0}, \varphi_{j}\right\rangle \varphi_{j}(x), \tag{C.3}
\end{equation*}
$$

Cauchy-Schwarz inequality and the assumptions on $v_{0}$ yield

$$
\begin{aligned}
& \sup _{(t, x) \in[0, T] \times[0,1]} J_{1}(t, x) \leq\left(\sum_{j=1}^{\infty} j^{2 \beta}\left|\left\langle v_{0}, \varphi_{j}\right\rangle\right|^{2}\right)^{\frac{p}{2}} \\
& \quad \times \sup _{(t, x) \in[0, T] \times[0,1]}\left(\sum_{j=1}^{\infty} \frac{\sin ^{2}(j \pi t)}{j^{2} \pi^{2}}\left|\varphi_{j}(x)\right|^{2} j^{-2 \beta}\right)^{\frac{p}{2}} \\
& \leq C\left\|v_{0}\right\|_{\beta, 2}^{p}\left(\sum_{j=1}^{\infty} j^{-2(1+\beta)}\right)^{\frac{p}{2}} \leq C .
\end{aligned}
$$

Using similar arguments, we obtain that

$$
\sup _{(t, x) \in[0, T] \times[0,1]} J_{2}(t, x) \leq C\left\|u_{0}\right\|_{\alpha, 2}^{p}\left(\sum_{j=1}^{\infty} j^{-2 \alpha}\right)^{\frac{p}{2}} \leq C
$$

Owing to the expansion (C.2) and the fact that $\left(\varphi_{j}, j \geq 1\right)$ is an orthonormal system of $L^{2}([0,1])$, it follows that

$$
\int_{0}^{1}|G(t, x, y)|^{2} d y=\sum_{j=1}^{\infty} \frac{\sin ^{2}(j \pi t)}{j^{2} \pi^{2}} \varphi_{j}^{2}(x) \leq C \sum_{j=1}^{\infty} \frac{1}{j^{2}} \leq C
$$

which therefore implies that

$$
\begin{equation*}
\sup _{(t, x) \in[0, T] \times[0,1]} \int_{0}^{1}|G(t, x, y)|^{2} d y<+\infty \tag{C.4}
\end{equation*}
$$

Hence, the measure on $[0, T] \times[0,1]$ defined by $\mu_{t, x}(d s, d y)=|G(t-s, x, y)|^{2} d s d y$ is finite, uniformly with respect to $(t, x) \in[0, T] \times[0,1]$.
Applying Burkholder's inequality and then Hölder's inequality with respect to $\mu_{t, x}(d s, d y)$ yield

$$
\begin{aligned}
\sup _{x \in[0,1]} J_{3}(t, x) & \leq C \sup _{x \in[0,1]} E\left(\left.\left.\left|\int_{0}^{t} \int_{0}^{1}\right| G(t-s, x, y)\right|^{2}|\sigma(s, y, u(s, y))|^{2} d s d y\right|^{\frac{p}{2}}\right) \\
& \leq C \sup _{x \in[0,1]}\left(\int_{0}^{t} \int_{0}^{1}|G(t-s, x, y)|^{2} E\left(|\sigma(s, y, u(s, y))|^{p}\right) d s d y\right) \\
& \leq C\left(1+\int_{0}^{t} \sup _{x \in[0,1]} E\left(|u(s, x)|^{p}\right) d s\right)
\end{aligned}
$$

where we have used the bound (C.4) and condition (LG) on $\sigma$.
For the term $J_{4}(t, x)$, we apply Hölder's inequality with respect to $\mu_{t, x}(d s, d y)$ and the property (LG) on $f$. We obtain

$$
\sup _{x \in[0,1]} J_{4}(t, x) \leq C\left(1+\int_{0}^{t} \sup _{x \in[0,1]} E\left(|u(s, x)|^{p}\right) d s\right)
$$

Bringing together the above estimates, we obtain

$$
\sup _{x \in[0,1]} E\left(|u(t, x)|^{p}\right) \leq C\left(1+\int_{0}^{t} \sup _{x \in[0,1]} E\left(|u(s, x)|^{p}\right) d s\right)
$$

with a constant $C$ independent of $t$. We conclude applying Gronwall's lemma.
We next study the Hölder property of the trajectories of the solution of equation (C.1).

Proposition C.2.2. We assume that $v_{0} \in H^{\beta, 2}([0,1])$, for some $\beta>-\frac{1}{2}$, $u_{0} \in$ $H^{\alpha, 2}([0,1])$, for some $\alpha>\frac{1}{2}$, and that the coefficients $\sigma$ and $f$ satisfy conditions (LG) and $(L)$. Then, for all $p \geq 1$ there exists a positive constant $C$, depending on $\alpha, \beta$, such that

$$
\begin{align*}
E\left(|u(s, x)-u(t, y)|^{2 p}\right) & \leq C\left(|t-s|^{p(1+2 \beta)}+|x-y|^{p(1+2 \beta)}\right. \\
& +|t-s|^{p(2 \alpha-1)}+|x-y|^{p(2 \alpha-1)} \\
& \left.+|t-s|^{p}+|x-y|^{p}\right) \tag{C.5}
\end{align*}
$$

for every $s, t \in[0, T]$ and $x, y \in[0,1]$. Consequently, the process $u$ has a.s. Höldercontinuous sample paths of order $\delta$, for all $\delta \in\left(0, \delta_{0}\right)$, where $\delta_{0}=\left(\frac{1}{2}+\beta\right) \wedge\left(\alpha-\frac{1}{2}\right) \wedge \frac{1}{2}$.

Proof. Assume that $s \leq t$ and $y \leq x$. We set

$$
\begin{aligned}
& H(t, x)=\int_{0}^{t} \int_{0}^{1} G(t-s, x, z) \sigma(s, z, u(s, z)) W(d s, d z) \\
& F(t, x)=\int_{0}^{t} \int_{0}^{1} G(t-s, x, z) f(s, z, u(s, z)) d s d z
\end{aligned}
$$

Thus we have the decomposition

$$
E\left(|u(s, x)-u(t, y)|^{2 p}\right) \leq C \sum_{k=1}^{4} J_{k}(s, t, x, y)
$$

where

$$
\begin{aligned}
J_{1}(s, t, x, y) & =\left|\int_{0}^{1}(G(s, x, z)-G(t, y, z)) v_{0}(z) d z\right|^{2 p} \\
J_{2}(s, t, x, y) & =\left|\sum_{j=1}^{\infty}\left\langle u_{0}, \varphi_{j}\right\rangle\left(\cos (j \pi s) \varphi_{j}(x)-\cos (j \pi t) \varphi_{j}(y)\right)\right|^{2 p}, \\
J_{3}(s, t, x, y) & =E\left(|H(s, x)-H(t, y)|^{2 p}\right), \\
J_{4}(s, t, x, y) & =E\left(|F(s, x)-F(t, y)|^{2 p}\right) .
\end{aligned}
$$

The identity (C.3) and Cauchy-Schwarz inequality yield

$$
\begin{aligned}
J_{1}(s, t, x, y) & =\left|\sum_{j=1}^{\infty}\left(\frac{\sin (j \pi s)}{j \pi} \varphi_{j}(x)-\frac{\sin (j \pi t)}{j \pi} \varphi_{j}(y)\right)\left\langle v_{0}, \varphi_{j}\right\rangle\right|^{2 p} \\
& \leq\left\|v_{0}\right\|_{\beta, 2}^{p}\left(\sum_{j=1}^{\infty}\left(\frac{\sin (j \pi s)}{j \pi} \varphi_{j}(x)-\frac{\sin (j \pi t)}{j \pi} \varphi_{j}(y)\right)^{2} j^{-2 \beta}\right)^{p}
\end{aligned}
$$

Hence $J_{1}(s, t, x, y) \leq C\left(A_{1}(s, t, x, y)+A_{2}(s, t, x, y)\right)$, where

$$
\begin{aligned}
& A_{1}(s, t, x, y)=\left(\sum_{j=1}^{\infty}\left(\frac{\sin (j \pi s)}{j \pi}-\frac{\sin (j \pi t)}{j \pi}\right)^{2}\left|\varphi_{j}(x)\right|^{2} j^{-2 \beta}\right)^{p}, \\
& A_{2}(s, t, x, y)=\left(\sum_{j=1}^{\infty}\left(\varphi_{j}(x)-\varphi_{j}(y)\right)^{2}\left|\frac{\sin (j \pi t)}{j \pi}\right|^{2} j^{-2 \beta}\right)^{p} .
\end{aligned}
$$

The mean value theorem yields

$$
A_{1}(s, t, x, y) \leq C\left(\sum_{j=1}^{\infty} j^{-2(1+\beta)}\left(1 \wedge j^{2}(t-s)^{2}\right)\right)^{p}
$$

If $\beta>\frac{1}{2}$, we clearly have $A_{1}(s, t, x, y) \leq C(t-s)^{2 p}$, for some positive constant $C$ depending on $\beta$.

Assume now that $\beta \in\left(-\frac{1}{2}, \frac{1}{2}\right]$. Obviously,

$$
\begin{aligned}
& \left(\sum_{j=1}^{\infty} j^{-2(1+\beta)}\left(1 \wedge j^{2}(t-s)^{2}\right)\right)^{p} \\
& \leq C\left((t-s)^{2} \sum_{j=1}^{N} j^{-2 \beta}+\sum_{j=N+1}^{\infty} j^{-2(1+\beta)}\right)^{p}
\end{aligned}
$$

where $N=\left[\frac{1}{t-s}\right]$ and $[\cdot]$ stands for the integer value.
Since

$$
\sum_{j=1}^{N} j^{-2 \beta} \leq C N^{-2 \beta+1}, \quad \sum_{j=N+1}^{\infty} j^{-2(1+\beta)} \leq C(N+1)^{-1-2 \beta},
$$

and $1+2 \beta \leq 2$, if $\beta \in\left(-\frac{1}{2}, \frac{1}{2}\right]$, we obtain

$$
A_{1}(s, t, x, y) \leq C(t-s)^{p(1+2 \beta)}
$$

Analogously, $A_{2}(s, t, x, y) \leq C(x-y)^{p(1+2 \beta)}$. Thus,

$$
J_{1}(s, t, x, y) \leq C\left((t-s)^{p(1+2 \beta)}+(x-y)^{p(1+2 \beta)}\right) .
$$

Let us now deal with the term $J_{2}$. By Cauchy-Schwarz inequality,

$$
J_{2}(s, t, x, y) \leq C\left\|u_{0}\right\|_{\alpha, 2}^{p}\left(\sum_{j=1}^{\infty} j^{-2 \alpha}\left(\cos (j \pi s) \varphi_{j}(x)-\cos (j \pi t) \varphi_{j}(y)\right)^{2}\right)^{p}
$$

Therefore $J_{2}(s, t, x, y) \leq C\left(B_{1}(s, t, x, y)+B_{2}(s, t, x, y)\right)$, with

$$
\begin{aligned}
& B_{1}(s, t, x, y)=\left(\sum_{j=1}^{\infty} j^{-2 \alpha}(\cos (j \pi s)-\cos (j \pi t))^{2}\right)^{p} \\
& B_{2}(s, t, x, y)=\left(\sum_{j=1}^{\infty} j^{-2 \alpha}\left(\varphi_{j}(x)-\varphi_{j}(y)\right)^{2}\right)^{p}
\end{aligned}
$$

The same arguments used in the analysis of the terms $A_{1}(s, t, x, y)$ and $A_{2}(s, t, x, y)$ yield

$$
J_{2}(s, t, x, y) \leq C\left((x-y)^{p(2 \alpha-1)}+(t-s)^{p(2 \alpha-1)}\right) .
$$

Let us now study the stochastic integral term by considering the decomposition

$$
J_{3}(s, t, x, y) \leq C\left(D_{1}(s, t, x)+D_{2}(t, x, y)\right)
$$

with

$$
\begin{aligned}
& D_{1}(s, t, x)=E\left(|H(s, x)-H(t, x)|^{2 p}\right), \\
& D_{2}(t, x, y)=E\left(|H(t, x)-H(t, y)|^{2 p}\right) .
\end{aligned}
$$

Set $h(r, z)=\sigma(r, z, u(r, z)), r \in[0, T], z \in \mathbb{R}$. Observe that the assumption (LG) and Proposition C.2.1 yield

$$
\begin{equation*}
\sup _{(r, z) \in[0, T] \times[0,1]} E\left(|h(r, z)|^{q}\right)<C, \tag{C.6}
\end{equation*}
$$

for any $q \in[2, \infty)$.
Clearly, $D_{1}(s, t, x) \leq C\left(D_{11}(s, t, x)+D_{12}(s, t, x)\right)$, with

$$
\begin{aligned}
& D_{11}(s, t, x)=E\left(\left|\int_{0}^{s} \int_{0}^{1}[G(t-r, x, z)-G(s-r, x, z)] h(r, z) W(d r, d z)\right|^{2 p}\right) \\
& D_{12}(s, t, x)=E\left(\left|\int_{s}^{t} \int_{0}^{1} G(t-r, x, z) h(r, z) W(d r, d z)\right|^{2 p}\right)
\end{aligned}
$$

We apply first Burkholder's inequality and then Hölder's inequality with respect to the finite measure on $[0, T] \times[0,1]$ defined by $|G(t-r, x, y)-G(s-r, x, y)|^{2} d r d y$. By virtue of (C.6) we obtain

$$
\begin{aligned}
D_{11}(s, t, x) \leq & C E\left(\left|\int_{0}^{s} \int_{0}^{1}\right| G(t-r, x, z)-\left.\left.G(s-r, x, z)\right|^{2}|h(r, z)|^{2} d z d r\right|^{p}\right) \\
\leq & C\left(\int_{0}^{s} \int_{0}^{1}|G(t-r, x, z)-G(s-r, x, z)|^{2} d z d r\right)^{p-1} \\
& \times\left(\int_{0}^{s} \int_{0}^{1}|G(t-r, x, z)-G(s-r, x, z)|^{2} E\left(|h(r, z)|^{2 p}\right) d z d r\right)^{p} \\
\leq & C\left(\int_{0}^{s} \int_{0}^{1}|G(t-r, x, z)-G(s-r, x, z)|^{2} d z d r\right)^{p}
\end{aligned}
$$

Replace the Green function $G$ by its expansion given in (C.2). Since the family $\left(\varphi_{j}, j \geq 1\right)$ is orthonormal in $L^{2}([0,1])$, we obtain

$$
\begin{aligned}
D_{11}(s, t, x) & \leq C\left(\int_{0}^{s} \sum_{j=1}^{\infty} \frac{1}{j^{2}}|\sin (j \pi(t-r))-\sin (j \pi(s-r))|^{2} d r\right)^{p} \\
& \leq C\left(\sum_{j=1}^{\infty} j^{-2}\left(1 \wedge j^{2}(t-s)^{2}\right)\right)^{p}
\end{aligned}
$$

Therefore, $\sup _{x \in[0,1]} D_{11}(s, t, x) \leq C(t-s)^{p}$.
We can obtain an upper bound for $D_{12}(s, t, x)$ by similar arguments, yielding

$$
\sup _{x \in[0,1]} D_{12}(s, t, x) \leq C\left(\int_{s}^{t}\left(\sum_{j=1}^{\infty} \frac{1}{j^{2}} \sin ^{2}(j \pi(t-r))\right) d r\right)^{p} \leq C(t-s)^{p} .
$$

Thus, $\sup _{x \in[0,1]} D_{1}(s, t, x) \leq C(t-s)^{p}$. Similarly, one checks that

$$
\sup _{t \in[0, T]} D_{2}(t, x, y) \leq C(x-y)^{p}
$$

Summarising, we have proved

$$
J_{3}(s, t, x, y) \leq C\left((t-s)^{p}+(x-y)^{p}\right)
$$

With the same type of arguments, but less effort one can check that

$$
J_{4}(s, t, x, y) \leq C\left((t-s)^{p}+(x-y)^{p}\right)
$$

We leave the details to the reader. This finishes the proof of the upper bound (C.5).
The last statement of the proposition follows from Kolmogorov's continuity criterion.

## C. 3 Strong approximations

This section is devoted to the proof of the main result of the paper. We start with the description of the discretisation of the stochastic wave equation and end up with a result on the rate of the convergence in $L^{p}(\Omega)$ of the approximations. As a by-product we also obtain almost sure convergence.

## C.3.1 Discretisation of the one-dimensional stochastic wave equation

Throughout this section we shall assume that $u_{0}, v_{0}$ belong to $L^{2}([0,1])$.
One can express the stochastic boundary value problem we are studying in this paper by means of a system of two first order spde's, as follows:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)=v(t, x) \\
\frac{\partial v}{\partial t}(t, x)=\frac{\partial^{2}}{\partial x^{2}} u(t, x)+f(t, x, u(t, x))+\sigma(t, x, u(t, x)) \frac{\partial^{2}}{\partial t \partial x} W(t, x),
\end{array}\right.
$$

$t>0, x \in(0,1)$, with initial conditions

$$
u(0, x)=u_{0}(x), \quad v(0, x)=v_{0}(x), x \in(0,1)
$$

and Dirichlet boundary conditions

$$
u(t, 0)=u(t, 1)=0, t>0
$$

For any integer $n \geq 1$, set $x_{k}=\frac{k}{n}, k=1, \ldots, n-1$. Consider the system of stochastic differential equations

$$
\left\{\begin{align*}
d u^{n}\left(t, x_{k}\right)= & v^{n}\left(t, x_{k}\right) d t  \tag{C.7}\\
d v^{n}\left(t, x_{k}\right)= & n^{2}\left(u^{n}\left(t, x_{k+1}\right)-2 u^{n}\left(t, x_{k}\right)+u^{n}\left(t, x_{k-1}\right)\right) d t \\
& +f\left(t, x_{k}, u^{n}\left(t, x_{k}\right)\right) d t \\
& +n \sigma\left(t, x_{k}, u^{n}\left(t, x_{k}\right)\right) d\left(W\left(t, x_{k+1}\right)-W\left(t, x_{k}\right)\right)
\end{align*}\right.
$$

with initial conditions

$$
u^{n}\left(0, x_{k}\right)=u_{0}\left(x_{k}\right), v^{n}\left(0, x_{k}\right)=v_{0}\left(x_{k}\right),
$$

where

$$
u_{0}\left(x_{k}\right)=\sum_{j=1}^{\infty}\left\langle u_{0}, \varphi_{j}\right\rangle \varphi_{j}\left(x_{k}\right), \quad v_{0}\left(x_{k}\right)=\sum_{j=1}^{\infty}\left\langle v_{0}, \varphi_{j}\right\rangle \varphi_{j}\left(x_{k}\right),
$$

$k=1, \ldots, n-1$.
Conditions (LG) and (L) on the coefficients $\sigma$ and $f$ guarantee the existence and uniqueness of solution to the above system of equations.

We would like to write the stochastic system (C.7) in an evolution-like form. Let us introduce a simplified notation by setting

$$
\begin{aligned}
& u_{k}^{n}(t)=u^{n}\left(t, x_{k}\right), \\
& v_{k}^{n}(t)=v^{n}\left(t, x_{k}\right), \\
& W_{k}^{n}(t)=\sqrt{n}\left(W\left(t, x_{k+1}\right)-W\left(t, x_{k}\right)\right)
\end{aligned}
$$

$k=1, \ldots, n-1$. Notice that $W^{n}(t)=\left(W_{1}^{n}(t), \ldots, W_{n-1}^{n}(t)\right)$ is a $(n-1)$-dimensional standard Brownian motion.

Then (C.7) is equivalent to

$$
\left\{\begin{align*}
d u_{k}^{n}(t)= & v_{k}^{n}(t) d t  \tag{C.8}\\
d v_{k}^{n}(t)= & n^{2} \sum_{i=1}^{n-1} d_{k i} u_{i}^{n}(t) d t+f\left(t, x_{k}, u_{k}^{n}(t)\right) d t \\
& +\sqrt{n} \sigma\left(t, x_{k}, u_{k}^{n}(t)\right) d W_{k}^{n}(t),
\end{align*}\right.
$$

with $u_{k}^{n}(0)=u_{0}\left(x_{k}\right), v_{k}^{n}(0)=v_{0}\left(x_{k}\right), k=1, \ldots, n-1$, where $d_{k k}=-2, d_{k i}=1$ if $|k-i|=1$ and $d_{k i}=0$ if $|k-i|>1$.

In the sequel we denote by $D$ the square $(n-1)$-dimensional matrix whose entries are $d_{i k}$.

The system (C.8) can be written as the $\mathbb{R}^{2(n-1)}$-valued stochastic differential equation

$$
d \underline{w}^{n}(t)=\left(A^{n} \underline{w}^{n}(t)+F\left(\underline{w}^{n}(t)\right)\right) d t+\Sigma\left(\underline{w}^{n}(t)\right) d \underline{W}^{n}(t),
$$

$\underline{w}^{n}(0)=\left(\underline{u}^{n}(0), \underline{v}^{n}(0)\right)^{*}$, with the following notations: $\underline{u}^{n}(t)=\left(u_{k}^{n}(t), k=1, \ldots, n-\right.$ 1), $\underline{v}^{n}(t)=\left(v_{k}^{n}(t), k=1, \ldots, n-1\right), \underline{w}^{n}(t)=\left(\underline{u}^{n}(t), \underline{v}^{n}(t)\right)^{*}$, where the superscript * means the transpose of the vector, the drift $F$ is given by

$$
F\left(\underline{w}^{n}(t)\right)=(0 \overbrace{\underset{\sim}{n-1}} 0, f\left(t, x_{1}, u_{1}^{n}(t)\right), \ldots, f\left(t, x_{n-1}, u_{n-1}^{n}(t)\right))^{*}
$$

and $\underline{W}^{n}=\left(Z, W^{n}\right)^{*}$, with $Z$ a $(n-1)$-dimensional Brownian motion independent of $W^{n}$. Finally

$$
A^{n}=\left(\begin{array}{cc}
0 & I_{n-1} \\
n^{2} D & 0
\end{array}\right) \text { and } \Sigma\left(\underline{w}^{n}(t)\right)=\sqrt{n}\left(\begin{array}{cc}
0 & 0 \\
0 & B_{\sigma}
\end{array}\right)
$$

where $I_{n-1}$ denotes the identity matrix in $\mathbb{R}^{n-1}$ and $B_{\sigma}$ is the diagonal matrix of size $n-1$ with diagonal elements $\sigma\left(t, x_{k}, u_{k}^{n}(t)\right)$, for $k=1, \ldots, n-1$.

Next we apply Itô's formula (see, for instance, [KS91], Theorem 3.6) to the function $f: \mathbb{R}_{+} \times \mathbb{R}^{2(n-1)} \rightarrow \mathbb{R}$ given by $f(t, x)=e^{-t A^{n}} x$, and the semimartingale $\left\{\underline{w}^{n}(t), t \in[0, T]\right\}$. Then,

$$
\begin{aligned}
e^{-t A^{n}} \underline{w}^{n}(t) & =\underline{w}^{n}(0)+\int_{0}^{t}-A^{n} e^{-s A^{n}} \underline{w}^{n}(s) d s+\int_{0}^{t} e^{-s A^{n}} d \underline{w}^{n}(s) \\
& =\underline{w}^{n}(0)+\int_{0}^{t} e^{-s A^{n}} F\left(\underline{w}^{n}(s)\right) d s+\int_{0}^{t} e^{-s A^{n}} d \underline{W}^{n}(s) .
\end{aligned}
$$

Therefore we obtain the following stochastic differential equation for the process $\underline{w}$ :

$$
\begin{equation*}
\underline{w}^{n}(t)=e^{t A^{n}} \underline{w}^{n}(0)+\int_{0}^{t} e^{(t-s) A^{n}} F\left(\underline{w}^{n}(s)\right) d s+\int_{0}^{t} e^{(t-s) A^{n}} \Sigma\left(\underline{w}^{n}(s)\right) d \underline{W}^{n}(s) \tag{C.9}
\end{equation*}
$$

The aim is to compute the exponential matrix $e^{r A^{n}}, r \geq 0$, and then obtain a system of stochastic differential equations for the first $n-1$ components of the vector $\underline{w}(t)$, that is, $u_{k}^{n}(t), k=1, \ldots, n-1$. For this we use the fact that, as mentioned in [Gyö98b], p. 4 , the $(n-1)$-dimensional vectors

$$
\begin{equation*}
e_{j}=\left(\sqrt{\frac{2}{n}} \sin \left(j \frac{k}{n} \pi\right), k=1, \ldots, n-1\right) \tag{C.10}
\end{equation*}
$$

$j=1, \ldots, n-1$ are an orthonormal basis of $\mathbb{R}^{n-1}$. In addition, they are eigenvectors of $n^{2} D$ with eigenvalues

$$
\lambda_{j}^{n}=-4 n^{2} \sin ^{2}\left(\frac{j}{2 n} \pi\right)=-j^{2} \pi^{2} c_{j}^{n}
$$

respectively, where

$$
c_{j}^{n}=\frac{\sin ^{2}\left(\frac{j \pi}{2 n}\right)}{\left(\frac{j \pi}{2 n}\right)^{2}}
$$

We consider the function $g:(0,1) \rightarrow \mathbb{R}_{+}$defined by

$$
g(x)=\frac{\sin ^{2}\left(x \frac{\pi}{2}\right)}{\left(x \frac{\pi}{2}\right)^{2}}
$$

It turns out that this function is strictly decreasing on the interval $(0,1)$. This implies that we have the following upper and lower bounds for the constant $c_{j}^{n}$ :

$$
\frac{4}{\pi^{2}} \leq c_{j}^{n} \leq 1
$$

for any $j=1, \ldots, n-1$ and $n \geq 1$.
With the above ingredients, we compute the matrix $e^{r A^{n}}$, as follows. First we notice that, by the definition of the matrix $A^{n}$, we have that

$$
\left(A^{n}\right)^{2 k}=\left(\begin{array}{cc}
n^{2 k} D^{k} & 0 \\
0 & n^{2 k} D^{k}
\end{array}\right), \quad\left(A^{n}\right)^{2 k+1}\left(\begin{array}{cc}
0 & n^{2 k} D^{k} \\
n^{2(k+1)} D^{k+1} & 0
\end{array}\right), k \in \mathbb{N} \cup\{0\} .
$$

This implies that

$$
e^{t A^{n}}=\left(\begin{array}{ll}
E_{1}(t, n) & E_{2}(t, n) \\
E_{3}(t, n) & E_{1}(t, n)
\end{array}\right)
$$

where

$$
\begin{aligned}
& E_{1}(t, n)=\sum_{k=0}^{\infty} \frac{t^{2 k}}{(2 k)!} n^{2 k} D^{k} \\
& E_{2}(t, n)=\sum_{k=0}^{\infty} \frac{t^{2 k+1}}{(2 k+1)!} n^{2 k} D^{k}, \\
& E_{3}(t, n)=\sum_{k=0}^{\infty} \frac{t^{2 k+1}}{(2 k+1)!} n^{2 k} D^{k+1} .
\end{aligned}
$$

Then, from Equation (C.9) and the definition of $F$ and $\Sigma$,

$$
\begin{aligned}
\underline{u}^{n}(t)= & \underline{u}^{n}(0)+\int_{0}^{t} E_{2}(t-s, n)\left(f\left(u_{1}^{n}(s)\right), \ldots, f\left(u_{n-1}^{n}(s)\right)\right)^{*} d s \\
& +\int_{0}^{t} E_{2}(t-s, n)\left(d W_{1}^{n}(s), \ldots, d W_{n-1}^{n}(s)\right)^{*}
\end{aligned}
$$

Using the fact that the vectors given in (C.10) are eigenvectors of $n^{2} D$ with eigenvalues $\lambda_{j}^{n}, j=1, \ldots, n-1$, we obtain that, for instance, each component of the stochastic integral in the right hand-side of the above equality read

$$
\int_{0}^{t} \frac{1}{\sqrt{n}} \sum_{j=1}^{n-1} \sum_{l=1}^{n-1} \Lambda_{j}^{n}(t-s) \varphi_{j}\left(x_{k}\right) \varphi_{j}\left(x_{l}\right) \sigma\left(s, x_{l}, u_{l}^{n}(s)\right) d W_{l}^{n}(s)
$$

where

$$
\Lambda_{j}^{n}(t)=\sum_{k=0}^{\infty} \frac{t^{2 k+1}}{(2 k+1)!}\left(\lambda_{j}^{n}\right)^{k}=\frac{\sin \left(t \sqrt{-\lambda_{j}^{n}}\right)}{\sqrt{-\lambda_{j}^{n}}}=\frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}},
$$

for any $k=1, \ldots, n-1$. Thus, the processes $\left\{u_{k}^{n}(t), t \in[0, T]\right\}, k=1, \ldots, n-1$, satisfy the following system of stochastic differential equations:

$$
\begin{aligned}
u_{k}^{n}(t) & =\frac{1}{n} \sum_{l=1}^{n-1} \sum_{j=1}^{n-1} \cos \left(j \pi t \sqrt{c_{j}^{n}}\right) \varphi_{j}\left(x_{k}\right) \varphi_{j}\left(x_{l}\right) u_{0}\left(x_{l}\right) \\
& +\frac{1}{n} \sum_{l=1}^{n-1} \sum_{j=1}^{n-1} \frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}} \varphi_{j}\left(x_{k}\right) \varphi_{j}\left(x_{l}\right) v_{0}\left(x_{l}\right) \\
& +\int_{0}^{t} \frac{1}{n} \sum_{l=1}^{n-1} \sum_{j=1}^{n-1} \frac{\sin \left(j \pi(t-s) \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}} \varphi_{j}\left(x_{k}\right) \varphi_{j}\left(x_{l}\right) f\left(s, x_{l}, u_{l}^{n}(s)\right) d s \\
& +\int_{0}^{t} \frac{1}{n} \sum_{l=1}^{n-1} \sum_{j=1}^{n-1} \frac{\sin \left(j \pi(t-s) \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}} \varphi_{j}\left(x_{k}\right) \varphi_{j}\left(x_{l}\right) \sigma\left(s, x_{l}, u_{l}^{n}(s)\right) d W_{l}^{n}(s),
\end{aligned}
$$

where $\varphi_{j}(x)=\sqrt{2} \sin (j \pi x)$.
Set

$$
G^{n}(t, x, y)=\sum_{j=1}^{n-1} \frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}} \varphi_{j}^{n}(x) \varphi_{j}\left(\kappa_{n}(y)\right),
$$

where $\kappa_{n}(y)=[n y] / n, \varphi_{j}^{n}(x)=\varphi_{j}\left(x_{l}\right)$ for $x=x_{l}$ and

$$
\varphi_{j}^{n}(x)=\varphi_{j}\left(x_{l}\right)+(n x-l)\left(\varphi_{j}\left(x_{l+1}\right)-\varphi_{j}\left(x_{l}\right)\right)
$$

for $x \in\left(x_{l}, x_{l+1}\right)$.
We extend the definition of $u_{k}^{n}(t)=u^{n}\left(t, x_{k}\right)$ to any $x \in[0,1]$ by linear interpolation, by setting

$$
u^{n}(t, x)=u^{n}\left(t, x_{k}\right)+(n x-k)\left(u^{n}\left(t, x_{k+1}\right)-u^{n}\left(t, x_{k}\right)\right),
$$

if $x \in\left[x_{k}, x_{k+1}\right)$.
The sequence of processes $u^{n}=\left\{u^{n}(t, x),(t, x) \in[0, T] \times(0,1)\right\}, n \geq 1$, is the approximation scheme of the solution of the stochastic wave equation we are considering in this paper. Notice that $u^{n}$ satisfies the evolution equation

$$
\begin{align*}
u^{n}(t, x)= & \int_{0}^{1} G^{n}(t, x, y) v_{0}\left(\kappa_{n}(y)\right) d y \\
& +\frac{\partial}{\partial t}\left(\int_{0}^{1} G^{n}(t, x, y) u_{0}\left(\kappa_{n}(y)\right) d y\right) \\
& +\int_{0}^{t} \int_{0}^{1} G^{n}(t-s, x, y) f\left(s, \kappa_{n}(y), u^{n}\left(s, \kappa_{n}(y)\right)\right) d s d y \\
& +\int_{0}^{t} \int_{0}^{1} G^{n}(t-s, x, y) \sigma\left(s, \kappa_{n}(y), u^{n}\left(s, \kappa_{n}(y)\right)\right) W(d s, d y) \tag{C.11}
\end{align*}
$$

$t \in(0, T]$ and $x \in(0,1)$.

## C.3.2 The rate of convergence in $L^{p}$

This section is devoted to the proof of the main result of this paper, as follows.
Theorem C.3.1. Suppose that $u_{0} \in H^{\alpha, 2}([0,1])$, with $\alpha>\frac{3}{2}, v_{0} \in H^{\beta, 2}([0,1])$, with $\beta>\frac{1}{2}$. We also assume that the coefficients $\sigma$ and $f$ satisfy conditions $(L G)$ and $(L)$. There exists a positive constant $C$ depending on $\alpha, \beta$ such that, for any $n \geq 1$,

$$
\begin{equation*}
\sup _{(t, x) \in[0, T] \times[0,1]} E\left(\left|u^{n}(t, x)-u(t, x)\right|^{2 p}\right) \leq \frac{C}{n^{2 p \rho}}, \tag{C.12}
\end{equation*}
$$

for all $\rho \in\left(0, \rho_{0}\right)$, with $\rho_{0}=\frac{1}{3} \wedge\left(\alpha-\frac{3}{2}\right) \wedge\left(\beta-\frac{1}{2}\right)$.
Moreover, $u^{n}(t, x)$ converges to $u(t, x)$ almost surely, as $n$ tends to infinity, uniformly with respect to $(t, x) \in[0, T] \times[0,1]$.

Remark C.3.2. Remember that, for any $\gamma>\frac{1}{2}, H^{\gamma, 2}([0,1])$ is imbedded in the space of $\delta$-Hölder continuous functions on ( 0,1 ), for any $\delta \in\left(0, \gamma-\frac{1}{2}\right)$. Actually, one could state an analogue to Theorem C.3.1 assuming Hölder continuity of the initial conditions.

We prepare the proof of this theorem with some preliminary results.
In the next lemma we will use the inequality

$$
\begin{equation*}
\int_{0}^{1}\left|h(y)-h\left(\kappa_{n}(y)\right)\right|^{2} d y \leq \frac{C}{n^{2}} \int_{0}^{1}\left|\frac{d}{d y} h(y)\right|^{2} d y, \tag{C.13}
\end{equation*}
$$

valid for every function $h$ in $\mathcal{C}^{1}([0,1])$ and any $n \geq 1$. This inequality is proved as follows. We shall make use of Cauchy-Schwarz inequality and the defintion of the
function $\kappa_{n}$ :

$$
\begin{aligned}
\int_{0}^{1}\left|h(y)-h\left(\kappa_{n}(y)\right)\right|^{2} d y & =\int_{0}^{1}\left|\int_{\kappa_{n}(y)}^{y} \frac{d}{d y} h(z) d z\right|^{2} d y \\
& \leq \frac{1}{n} \int_{0}^{1} \int_{\kappa_{n}(y)}^{y}\left|\frac{d}{d y} h(z)\right|^{2} d z d y \\
& =\frac{1}{n} \int_{0}^{1} d z\left|\frac{d}{d y} h(z)\right|^{2} \int_{z}^{\kappa_{n}(z)+1} d y \\
& \leq \frac{C}{n^{2}} \int_{0}^{1}\left|\frac{d}{d y} h(z)\right|^{2} d z .
\end{aligned}
$$

Hence, (C.13) is proved.
Lemma C.3.3. For every $\delta \in\left(0, \frac{2}{3}\right)$, there exists a positive constant $C$, depending on $\delta$, such that

$$
\sup _{(t, x) \in[0, T] \times[0,1]} \int_{0}^{1}\left|G(t, x, y)-G^{n}(t, x, y)\right|^{2} d y \leq \frac{C}{n^{\delta}},
$$

for every $n \geq 1$.
Proof. Set

$$
G_{n}(t, x, y)=\sum_{j=1}^{n-1} \frac{\sin (j \pi t)}{j \pi} \varphi_{j}(x) \varphi_{j}(y)
$$

We consider the upper bound

$$
\int_{0}^{1}\left|G(t, x, y)-G^{n}(t, x, y)\right|^{2} d y \leq C \sum_{k=1}^{4} I_{k}^{n}(t, x),
$$

where

$$
\begin{aligned}
& I_{1}^{n}(t, x)=\int_{0}^{1}\left|G(t, x, y)-G_{n}(t, x, y)\right|^{2} d y, \\
& I_{2}^{n}(t, x)=\int_{0}^{1}\left|G_{n}(t, x, y)-G_{n}\left(t, x, \kappa_{n}(y)\right)\right|^{2} d y, \\
& I_{3}^{n}(t, x)=\int_{0}^{1}\left|\sum_{j=1}^{n-1}\left(\frac{\sin (j \pi t)}{j \pi}-\frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}}\right) \varphi_{j}(x) \varphi_{j}\left(\kappa_{n}(y)\right)\right|^{2} d y, \\
& I_{4}^{n}(t, x)=\int_{0}^{1}\left|\sum_{j=1}^{n-1} \frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}}\left(\varphi_{j}(x)-\varphi_{j}^{n}(x)\right) \varphi_{j}\left(\kappa_{n}(y)\right)\right|^{2} d y .
\end{aligned}
$$

Owing to (C.2) and to the orthonormality of the family $\left(\varphi_{j}, j \geq 1\right)$,

$$
I_{1}^{n}(t, x) \leq C \sum_{j=n}^{\infty} \frac{1}{j^{2}} \leq \frac{C}{n}
$$

Notice that $\left(\psi_{j}, j \geq 1\right)$ defined by $\psi_{j}(y)=\cos (j \pi y)$, is an orthogonal system in $L^{2}([0,1])$. Thus, by (C.13),

$$
I_{2}^{n}(t, x) \leq \frac{C}{n^{2}} \int_{0}^{1}\left|\frac{\partial}{\partial y} G_{n}(t, x, y)\right|^{2} d y \leq \frac{C}{n^{2}} \sum_{j=1}^{n-1} \cos ^{2}(j \pi t)\left|\varphi_{j}(x)\right|^{2} \leq \frac{C}{n}
$$

for all $n \geq 1$.
For $h, g \in L^{2}([0,1])$, set $\langle h, g\rangle^{n}=\int_{0}^{1} h\left(\kappa_{n}(y)\right) g\left(\kappa_{n}(y)\right) d y$. By its very definition, for any $j, l \geq 1$,

$$
\begin{equation*}
\left\langle\varphi_{j}, \varphi_{l}\right\rangle^{n}=\left\langle e_{j}, e_{l}\right\rangle_{n-1}=\delta_{j, l}, \tag{C.14}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{n-1}$ denotes the Euclidean inner product in $\mathbb{R}^{n-1},\left(e_{j}, j=1 \ldots, n-1\right)$ is the basis of $\mathbb{R}^{n-1}$ defined in (C.10) and $\delta_{j, l}$ is the Kronecker symbol. Consequently,

$$
I_{3}^{n}(t, x)=\sum_{j=1}^{n-1}\left(\frac{\sin (j \pi t)}{j \pi}-\frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}}\right)^{2} \varphi_{j}^{2}(x)
$$

and

$$
I_{4}^{n}(t, x)=\sum_{j=1}^{n-1}\left(\frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}}\right)^{2}\left(\varphi_{j}(x)-\varphi_{j}^{n}(x)\right)^{2} .
$$

Set $I_{3}^{n}(t, x) \leq C\left(A_{n}+B_{n}\right)$, where

$$
\begin{aligned}
A_{n} & =\sum_{j=1}^{n-1} \frac{1}{j^{2}}\left(1-\frac{1}{\sqrt{c_{j}^{n}}}\right)^{2} \sin ^{2}(j \pi t), \\
B_{n} & =\sum_{j=1}^{n-1} \frac{1}{j^{2} c_{j}^{n}}\left(\sin (j \pi t)-\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)\right)^{2} .
\end{aligned}
$$

A Taylor expansion of the function $\sin x$ at $x=0$ yields

$$
\begin{equation*}
1-\sqrt{c_{j}^{n}} \leq C \frac{j^{2}}{n^{2}} \tag{C.15}
\end{equation*}
$$

for any $j=1, \ldots, n-1$, and $n \geq 1$. Then, since $c_{j}^{n}$ is bounded below by $\frac{4}{\pi^{2}}$, we obtain

$$
\begin{equation*}
A_{n} \leq C \sum_{j=1}^{n-1} \frac{1}{j^{2}}\left(1-\sqrt{c_{j}^{n}}\right)^{2} \leq \frac{C}{n} \tag{C.16}
\end{equation*}
$$

Let $\gamma \in\left(0, \frac{1}{6}\right)$; the mean value theorem and (C.15) yield

$$
\begin{aligned}
B_{n} & \leq C \sum_{j=1}^{n-1} \frac{1}{j^{2} c_{j}^{n}}\left(\sin (j \pi t)-\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)\right)^{2 \gamma} \\
& \leq C \sum_{j=1}^{n-1} \frac{1}{j^{2(1-\beta)}}\left(1-\sqrt{c_{j}^{n}}\right)^{2 \gamma} \\
& \leq C \frac{1}{n^{4 \beta}} \sum_{j=1}^{\infty} \frac{1}{j^{2(1-3 \gamma)}} \leq \frac{C}{n^{4 \gamma}},
\end{aligned}
$$

for some positive constant $C$ depending on $\gamma$. Thus, for every $\delta \in\left(0, \frac{2}{3}\right)$

$$
\begin{equation*}
B \leq \frac{C(\delta)}{n^{\delta}} \tag{C.17}
\end{equation*}
$$

Putting together (C.16) and (C.17) we obtain that

$$
I_{3}^{n}(t, x) \leq \frac{C}{n^{\delta}},
$$

for all $\delta \in\left(0, \frac{2}{3}\right)$.
Observe that

$$
\begin{equation*}
\left|\varphi_{j}(x)-\varphi_{j}^{n}(x)\right|^{2} \leq C \frac{j^{2}}{n^{2}} \tag{C.18}
\end{equation*}
$$

Hence

$$
I_{4}^{n}(t, x) \leq C \sum_{j=1}^{n-1} \frac{1}{j^{2}}\left|\varphi_{j}(x)-\varphi_{j}^{n}(x)\right|^{2} \leq \frac{C}{n} .
$$

The proof of the lemma is complete.
Proposition C.3.4. Assume that $v_{0} \in L^{2}([0,1])$, $u_{0} \in H^{\alpha, 2}([0,1])$, for some $\alpha>\frac{1}{2}$, and that the coefficients $f$ and $\sigma$ satisfy condition $(L G)$. Then for every $p \geq 1$

$$
\sup _{n \geq 1} \sup _{(t, x) \in[0, T] \times[0,1]} E\left(\left|u^{n}(t, x)\right|^{2 p}\right)<+\infty .
$$

Proof. By virtue of Equation (C.11) we have

$$
E\left(\left|u^{n}(t, x)\right|^{2 p}\right) \leq C \sum_{k=1}^{4} A_{k}(n, t, x)
$$

with

$$
\begin{aligned}
& A_{1}(n, t, x)=\left|\int_{0}^{1} G^{n}(t, x, y) v_{0}\left(\kappa_{n}(y)\right) d y\right|^{2 p} \\
& A_{2}(n, t, x)=\left|\sum_{j=1}^{n-1}\left\langle u_{0}, \varphi_{j}\right\rangle^{n} \cos \left(j \pi t \sqrt{c_{j}^{n}}\right) \varphi_{j}^{n}(x)\right|^{2 p}, \\
& A_{3}(n, t, x)=E\left(\left|\int_{0}^{t} \int_{0}^{1} G^{n}(t-s, x, y) \sigma\left(s, \kappa_{n}(y), u^{n}\left(s, \kappa_{n}(y)\right)\right) W(d s, d y)\right|^{2 p}\right), \\
& A_{4}(n, t, x)=E\left(\left|\int_{0}^{t} \int_{0}^{1} G^{n}(t-s, x, y) f\left(s, \kappa_{n}(y), u^{n}\left(s, \kappa_{n}(y)\right)\right) d s d y\right|^{2 p}\right)
\end{aligned}
$$

We can easily prove that

$$
\begin{equation*}
\sup _{n \geq 1} \sup _{(t, x) \in[0, T] \times[0,1]} \int_{0}^{1}\left|G^{n}(t, x, y)\right|^{2} d y<\infty . \tag{C.19}
\end{equation*}
$$

Let $h \in H^{\alpha, 2}([0,1])$, with $\alpha>\frac{1}{2}$, then

$$
\begin{equation*}
\left\langle h, \varphi_{j}\right\rangle^{n}=\left\langle h, \varphi_{j}\right\rangle, \tag{C.20}
\end{equation*}
$$

for every $n \geq 1$ and $j=1, \ldots, n-1$. Indeed, Fubini's theorem and (C.14) yield

$$
\begin{aligned}
\left\langle h, \varphi_{j}\right\rangle^{n} & =\int_{0}^{1} \sum_{l=1}^{\infty}\left\langle h, \varphi_{l}\right\rangle \varphi_{l}\left(\kappa_{n}(y)\right) \varphi_{j}\left(\kappa_{n}(y)\right) d y \\
& =\sum_{l=1}^{\infty}\left\langle h, \varphi_{l}\right\rangle \int_{0}^{1} \varphi_{l}\left(\kappa_{n}(y)\right) \varphi_{j}\left(\kappa_{n}(y)\right) d y \\
& =\left\langle h, \varphi_{j}\right\rangle .
\end{aligned}
$$

By Cauchy-Schwarz inequality,

$$
A_{1}(n, t, x) \leq\left(\int_{0}^{1}\left|G^{n}(t, x, y)\right|^{2} d y\right)^{p}\left(\int_{0}^{1}\left|v_{0}\left(\kappa_{n}(y)\right)\right|^{2} d y\right)^{p} .
$$

Since $\sup _{n} \int_{0}^{1}\left|v_{0}\left(\kappa_{n}(y)\right)\right|^{2} d y$ is finite, using (C.19) we obtain

$$
\sup _{n \geq 1} \sup _{(t, x) \in[0, T] \times[0,1]} A_{1}(n, t, x) \leq C
$$

The identity (C.20) and Cauchy-Schwarz inequality yield

$$
\begin{aligned}
A_{2}(n, t, x) & \leq C\left(\sum_{j=1}^{\infty}\left|\left\langle u_{0}, \varphi_{j}\right\rangle\right|^{2} j^{2 \alpha}\right)^{p}\left(\sum_{j=1}^{\infty} j^{-2 \alpha}\right)^{p} \\
& \leq C\left\|u_{0}\right\|_{\alpha, 2}^{2 p}
\end{aligned}
$$

Applying first Burkholder's inequality and then Hölder's inequality with respect to the finite (uniformly with respect to $n, t$ and $x$ ) measure $\left|G^{n}(t-s, x, y)\right|^{2} d s d y$ on $[0, T] \times[0,1]$ yield

$$
\begin{aligned}
A_{3} \leq & C E\left(\left.\left|\int_{0}^{t} \int_{0}^{1}\right| G^{n}(t-s, x, y)\right|^{2} \mid \sigma\left(s, \kappa_{n}(y),\left.\left.u^{n}\left(s, \kappa_{n}(y)\right)\right|^{2} d s d y\right|^{p}\right)\right. \\
& \leq C\left(1+\int_{0}^{t} \int_{0}^{1}\left|G^{n}(t-s, x, y)\right|^{2} E\left(\left|u^{n}\left(s, \kappa_{n}(y)\right)\right|^{2 p}\right) d s d y\right) \\
& \leq C\left(1+\int_{0}^{t} \sup _{x \in[0,1]} E\left(\left|u^{n}(s, x)\right|^{2 p}\right) d s\right)
\end{aligned}
$$

Similarly,

$$
A_{4} \leq C\left(1+\int_{0}^{t} \sup _{x \in[0,1]} E\left(\left|u^{n}(s, x)\right|^{2 p}\right) d s\right)
$$

Therefore

$$
\sup _{x \in[0,1]} E\left(\left|u^{n}(t, x)\right|^{2 p}\right) \leq C+C \int_{0}^{t} \sup _{x \in[0,1]} E\left(\left|u^{n}(s, x)\right|^{2 p}\right) d s
$$

with a constant $C$ independent of $n$.
We apply Gronwall's lemma to conclude the proof.
With analogous arguments as those used in the study of the terms $J_{3}(s, t, x, y)$ and $J_{4}(s, t, x, y)$ in the proof of Proposition C.2.2 we obtain the following.

Lemma C.3.5. Let $\{h(t, x),(t, x) \in[0, T] \times[0,1]\}$ be an $\mathcal{F}_{t}$-adapted stochastic process such that for any $p \geq 1$

$$
\sup _{(t, x) \in[0, T] \times[0,1]} E\left(|h(t, x)|^{2 p}\right)<\infty
$$

The stochastic processes defined by

$$
\begin{aligned}
& H^{n}(t, x)=\int_{0}^{t} \int_{0}^{1} G^{n}(t-s, x, z) h(s, z) W(d s, d z) \\
& F^{n}(t, x)=\int_{0}^{t} \int_{0}^{1} G^{n}(t-s, x, z) h(s, z) d z d s
\end{aligned}
$$

$(t, x) \in[0, T] \times[0,1]$, are well defined. Moreover, there exists a positive constant $C$ such that

$$
\begin{aligned}
& E\left(\left|H^{n}(s, x)-H^{n}(t, y)\right|^{2 p}\right) \leq C\left(|t-s|^{p}+|x-y|^{p}\right) \\
& E\left(\left|F^{n}(s, x)-F^{n}(t, y)\right|^{2 p}\right) \leq C\left(|t-s|^{p}+|x-y|^{p}\right)
\end{aligned}
$$

for all $s, t \in[0, T], x, y \in[0,1], n \geq 1$.
Therefore, almost all the sample paths of both, $H^{n}$ and $F^{n}$, are jointly Hölder continuous in time and in space, of any order $\delta \in\left(0, \frac{1}{2}\right)$.

In order to shorten the notation, we set

$$
\begin{align*}
& \nu(t, x)=\int_{0}^{1} G(t, x, y) v_{0}(y) d y \\
& \nu^{n}(t, x)=\int_{0}^{1} G^{n}(t, x, y) v_{0}\left(\kappa_{n}(y)\right) d y \\
& \mu(t, x)=\sum_{j=1}^{\infty}\left\langle u_{0}, \varphi_{j}\right\rangle \cos (j \pi t) \varphi_{j}(x) \\
& \mu^{n}(t, x)=\sum_{j=1}^{n-1}\left\langle u_{0}, \varphi_{j}\right\rangle^{n} \cos \left(j \pi t \sqrt{c_{j}^{n}}\right) \varphi_{j}^{n}(x) \\
& w(t, x)=u(t, x)-\nu(t, x)-\mu(t, x)  \tag{C.21}\\
& w^{n}(t, x)=u^{n}(t, x)-\nu^{n}(t, x)-\mu^{n}(t, x) \tag{C.22}
\end{align*}
$$

From the proof of Proposition C.2.2 and the above Lemma C.3.5, we clearly have

$$
\begin{align*}
& \sup _{n}\left(E\left(\left|w^{n}(s, x)-w^{n}(t, y)\right|^{2 p}\right)+E\left(|w(s, x)-w(t, y)|^{2 p}\right)\right) \\
& \quad \leq C\left(|t-s|^{p}+|x-y|^{p}\right) \tag{C.23}
\end{align*}
$$

for every $p \geq 1, s, t \in[0, T], x, y \in[0,1]$.
In particular, these estimates imply that, if the initial conditions $v_{0}, u_{0}$ vanish, the trajectories of the stochastic processes $u^{n}$ and $u$ are a.s. jointly Hölder continuous in time and in space, of any order $\delta \in\left(0, \frac{1}{2}\right)$.

Proposition C.3.6. Assume that $v_{0}$ belongs to $H^{\beta, 2}([0,1])$, for some $\beta>\frac{1}{2}$. There exists a positive constant $C$ depending on $\beta$, such that

$$
\sup _{(t, x) \in[0, T] \times[0,1]}\left|\nu^{n}(t, x)-\nu(t, x)\right| \leq \frac{C}{n^{\epsilon}}
$$

for each $n \geq 1$ and every $\epsilon \in\left(0, \epsilon_{0}\right)$, with $\epsilon_{0}=\frac{1}{3} \wedge\left(\beta-\frac{1}{2}\right)$.
Proof. Owing to Cauchy-Schwarz inequality and (C.19) we have

$$
\left|\nu^{n}(t, x)-\nu(t, x)\right| \leq C\left(N_{1}(n, t, x)+N_{2}(n)\right)
$$

where

$$
\begin{aligned}
N_{1}(n, t, x) & =\left(\int_{0}^{1}\left|G^{n}(t, x, y)-G(t, x, y)\right|^{2} d y\right)^{\frac{1}{2}} \\
N_{2}(n) & =\left(\int_{0}^{1}\left|v_{0}\left(\kappa_{n}(y)\right)-v_{0}(y)\right|^{2} d y\right)^{\frac{1}{2}}
\end{aligned}
$$

From Lemma C.3.3, it follows that $\sup _{(t, x) \in[0, T] \times[0,1]} N_{1}(n, t, x) \leq \frac{C}{n^{\gamma}}$, for every $\gamma \in$ (0, $\frac{1}{3}$ ).

Moreover,

$$
\begin{align*}
N_{2}(n) & =\left(\int_{0}^{1}\left|\sum_{j=1}^{\infty}\left\langle v_{0}, \varphi_{j}\right\rangle\left(\varphi_{j}\left(\kappa_{n}(y)\right)-\varphi_{j}(y)\right)\right|^{2} d y\right)^{\frac{1}{2}} \\
& \leq\left\|v_{0}\right\|_{\beta, 2}\left(\sum_{j=1}^{\infty} j^{-2 \beta}\left(1 \wedge \frac{j^{2}}{n^{2}}\right)\right)^{\frac{1}{2}} \tag{C.24}
\end{align*}
$$

Hence, for $\beta \in\left(\frac{1}{2}, \frac{3}{2}\right]$, (C.24) is bounded by $\frac{C}{n^{\beta-\frac{1}{2}}}$. If $\beta>\frac{3}{2}$, since the series $\sum_{j=1}^{\infty} j^{2(1-\beta)}$ is convergent, we can estimate (C.24) by $\frac{C}{n}$. Consequently,

$$
N_{2}(n) \leq \frac{C}{n^{\beta-\frac{1}{2}}}
$$

The proof is complete.
Proposition C.3.7. Assume that $u_{0} \in H^{\alpha, 2}([0,1])$, with $\alpha>\frac{3}{2}$. There exists a positive constant $C$ depending on $\alpha$ such that

$$
\sup _{(t, x) \in[0, T] \times[0,1]}\left|\mu^{n}(t, x)-\mu(t, x)\right| \leq \frac{C}{n^{\tau}},
$$

for each $n \geq 1$ and every $\tau \in\left(0, \tau_{0}\right)$, with $\tau_{0}=\left(\alpha-\frac{3}{2}\right) \wedge 1$.

Proof. By (C.20) we have that

$$
\left|\mu^{n}(t, x)-\mu(t, x)\right| \leq C\left(I_{1}(t, x, n)+I_{2}(t, x, n)+I_{3}(t, x, n)\right),
$$

with

$$
\begin{aligned}
& I_{1}(t, x, n)=\left|\sum_{j=n}^{\infty}\left\langle u_{0}, \varphi_{j}\right\rangle \cos (j \pi t) \varphi_{j}(x)\right|, \\
& I_{2}(t, x, n)=\left|\sum_{j=1}^{n-1}\left\langle u_{0}, \varphi_{j}\right\rangle\left(\cos (j \pi t)-\cos \left(j \pi t \sqrt{c_{j}^{n}}\right)\right) \varphi_{j}(x)\right|, \\
& I_{3}(t, x, n)=\left|\sum_{j=1}^{n-1}\left\langle u_{0}, \varphi_{j}\right\rangle \cos \left(j \pi t \sqrt{c_{j}^{n}}\right)\left(\varphi_{j}(x)-\varphi_{j}^{n}(x)\right)\right| .
\end{aligned}
$$

Cauchy-Schwarz inequality yields

$$
\begin{aligned}
I_{1}(t, x, n) & \leq C\left(\sum_{j=n}^{\infty}\left|\left\langle u_{0}, \varphi_{j}\right\rangle\right|^{2} j^{2 \alpha}\right)^{\frac{1}{2}}\left(\sum_{j=n}^{\infty} j^{-2 \alpha}\right)^{\frac{1}{2}} \\
& \leq \frac{C}{n^{\alpha-\frac{1}{2}}}
\end{aligned}
$$

Cauchy-Schwarz inequality and (C.15) yield

$$
\begin{align*}
I_{2}(t, x, n) & \leq C\left\|u_{0}\right\|_{\alpha, 2}\left(\sum_{j=1}^{n-1} j^{-2 \alpha}\left|\cos (j \pi t)-\cos \left(j \pi t \sqrt{c_{j}^{n}}\right)\right|^{2}\right)^{\frac{1}{2}} \\
& \leq C\left(\sum_{j=1}^{n-1} j^{-2(\alpha-1)}\left(1-\sqrt{c_{j}^{n}}\right)^{2}\right)^{\frac{1}{2}} \\
& \leq C\left(\frac{1}{n^{4}} \sum_{j=1}^{n-1} j^{2(3-\alpha)}\right)^{\frac{1}{2}} \tag{C.25}
\end{align*}
$$

For $\alpha<\frac{7}{2}$, the last term in (C.25) is bounded by $\frac{C}{n^{\alpha-\frac{3}{2}}}$. For $\alpha>\frac{7}{2}$, the series $\sum_{j=1}^{\infty} j^{2(3-\alpha)}$ converges and therefore the last term in (C.25) is bounded by $\frac{C}{n^{2}}$. Hence, since $\alpha>\frac{3}{2}$, for any $n \geq 1$,

$$
I_{2}(t, x, n) \leq \frac{C}{n^{\tau}},
$$

for every $\tau \in\left(0, \tilde{\tau_{0}}\right)$, with $\tilde{\tau_{0}}=\left(\alpha-\frac{3}{2}\right) \wedge 2$.

Similarly, by virtue of (C.18),

$$
I_{3}(t, x, n) \leq \frac{C}{n} .
$$

Thus the proof of the statement is complete.

Proposition C.3.8. Suppose that $u_{0}$ belongs to $H^{\alpha, 2}([0,1])$, with $\alpha>\frac{3}{2}, v_{0} \in$ $H^{\beta, 2}([0,1])$, with $\beta>\frac{1}{2}$, and that the coefficients $\sigma$ and $f$ satisfy conditions ( $L G$ ) and $(L)$. There exists a positive constant $C$, depending on $\alpha, \beta$, such that

$$
\sup _{(t, x) \in[0, T] \times[0,1]} E\left(\left|w^{n}(t, x)-w(t, x)\right|^{2 p}\right) \leq \frac{C}{n^{2 p \rho}},
$$

for each $n \geq 1$ and any $\rho \in\left(0, \rho_{0}\right)$, with $\rho_{0}=\frac{1}{3} \wedge\left(\alpha-\frac{3}{2}\right) \wedge\left(\beta-\frac{1}{2}\right)$.

Proof. By definition of $w^{n}$ and $w$

$$
E\left(\left|w^{n}(t, x)-w(t, x)\right|^{2 p}\right) \leq C\left(A_{1}^{n}(t, x)+A_{2}^{n}(t, x)\right),
$$

with

$$
\begin{aligned}
A_{1}^{n}(t, x) & =E\left(\mid \int_{0}^{t} \int_{0}^{1} G^{n}(t-s, x, y) \sigma\left(s, \kappa_{n}(y), u^{n}\left(s, \kappa_{n}(y)\right)\right) W(d s, d y)\right. \\
& \left.-\left.\int_{0}^{t} \int_{0}^{1} G(t-s, x, y) \sigma(s, y, u(s, y)) W(d s, d y)\right|^{2 p}\right) \\
A_{2}^{n}(t, x) & =E\left(\mid \int_{0}^{t} \int_{0}^{1} G^{n}(t-s, x, y) f\left(s, \kappa_{n}(y), u^{n}\left(s, \kappa_{n}(y)\right)\right) d s d y\right. \\
& \left.-\left.\int_{0}^{t} \int_{0}^{1} G(t-s, x, y) f(s, y, u(s, y)) d s d y\right|^{2 p}\right) .
\end{aligned}
$$

Burkholder's inequality and Hölder's inequality with respect to the measures on $[0, T] \times[0,1]$ given by $\left|G^{n}(t-s, x, y)-G(t-s, x, y)\right|^{2} d s d y$ and $|G(t-s, x, y)|^{2} d s d y$, respectively, yield

$$
A_{1}^{n}(t, x) \leq C\left(B_{1}^{n}(t, x)+B_{2}^{n}(t, x)\right)
$$

where

$$
\begin{aligned}
B_{1}^{n}(t, x)= & \left(\int_{0}^{t} \int_{0}^{1}\left|G^{n}(t-s, x, y)-G(t-s, x, y)\right|^{2} d s d y\right)^{p-1} \\
& \times\left(\int_{0}^{t} \int_{0}^{1}\left|G^{n}(t-s, x, y)-G(t-s, x, y)\right|^{2}\right. \\
& \left.\times E\left(\left|\sigma\left(s, \kappa_{n}(y), u^{n}\left(s, \kappa_{n}(y)\right)\right)\right|^{2 p}\right) d s d y\right), \\
B_{2}^{n}(t, x)= & \int_{0}^{t} \int_{0}^{1}|G(t-s, x, y)|^{2} \\
& \times E\left(\left|\sigma\left(s, \kappa_{n}(y), u^{n}\left(s, \kappa_{n}(y)\right)\right)-\sigma(s, y, u(s, y))\right|^{2 p}\right) d s d y .
\end{aligned}
$$

The assumption (LG), Proposition C.3.4 and Lemma C.3.3 yield, for any $n \geq 1$,

$$
B_{1}^{n}(t, x) \leq\left(\int_{0}^{t} \int_{0}^{1}\left|G^{n}(t, x, y)-G(t, x, y)\right|^{2} d y d s\right)^{p} \leq \frac{C}{n^{\delta p}}
$$

for all $\delta \in\left(0, \frac{2}{3}\right)$.
From the Lipschitz condition (L) on $\sigma$ and (C.4) we have

$$
\begin{aligned}
B_{2}^{n}(t, x) & \leq C\left(\frac{1}{n^{2 p}}+\int_{0}^{t}\left(\sup _{z \in[0,1]} E\left(\left|u^{n}(s, z)-u(s, z)\right|^{2 p}\right)\right.\right. \\
& \left.\left.\left.+\sup _{z \in[0,1]} E\left(\left|u\left(s, \kappa_{n}(z)\right)-u(s, z)\right|^{2 p}\right)\right) d s\right)\right)
\end{aligned}
$$

Owing to (C.21), (C.22) and the upper bounds provided by Propositions C.2.2, C.3.6 and C.3.7, we obtain

$$
B_{2}^{n}(t, x) \leq C\left(\frac{1}{n^{2 p \rho}}+\int_{0}^{t} \sup _{z \in[0,1]} E\left(\left|w^{n}(s, z)-w(s, z)\right|^{2 p}\right) d s\right),
$$

for any $\rho \in\left(0, \rho_{0}\right)$, with $\rho_{0}=\frac{1}{3} \wedge\left(\alpha-\frac{3}{2}\right) \wedge\left(\beta-\frac{1}{2}\right)$.
Taking into account the upper bound obtained for the term $B_{1}^{n}(t, x)$, it follows that $\sup _{z \in[0,1]} E\left(\left|w^{n}(t, z)-w(t, z)\right|^{2 p}\right) \leq C\left(\frac{1}{n^{2 p \rho}}+\int_{0}^{t} \sup _{z \in[0,1]} E\left(\left|w^{n}(s, z)-w(s, z)\right|^{2 p}\right) d s\right)$,
for all $t \in[0, T]$, every $n \geq 1$ and the same range of $\rho$ described before.
With Gronwall's lemma we complete the proof.
We are now ready to end up with the proof of the main theorem.

Proof of Theorem C.3.1. The first statement (see (C.12)) is a consequence of the previous Propositions C.3.6, C.3.7 and C.3.8.

Owing to Propositions C.3.6 and C.3.7, in order to complete the proof, we only need to check the almost sure convergence $w^{n}(t, x) \rightarrow w(t, x)$, uniformly in $(t, x) \in$ $[0, T] \times[0,1]$.

Notice that, for any $p \in[2, \infty)$,

$$
\sup _{(t, x) \in[0, T] \times[0,1]}\left|w^{n}(t, x)-w(t, x)\right|^{2 p} \leq C\left(J_{1}+J_{2}+J_{3}\right),
$$

with

$$
\begin{aligned}
& J_{1}:=\sum_{k=0}^{n-1} \sum_{l=0}^{n-1}\left|w^{n}\left(t_{k}^{n}, x_{l}^{n}\right)-w\left(t_{k}^{n}, x_{l}^{n}\right)\right|^{2 p}, \\
& J_{2}:=\sup _{k} \sup _{l} \sup _{\left|t-t_{k}^{n} \leq 1 / n\right| x-x_{l}^{n} \mid \leq 1 / n} \sup \left|w^{n}\left(t_{k}^{n}, x_{l}^{n}\right)-w^{n}(t, x)\right|^{2 p}, \\
& J_{3}:=\sup _{k} \sup _{l} \sup _{\left|t-t_{k}^{n} \leq 1 / n\right| x-x_{l}^{n} \mid \leq 1 / n}\left|w\left(t_{k}^{n}, x_{l}^{n}\right)-w(t, x)\right|^{2 p},
\end{aligned}
$$

where $t_{k}^{n}:=k \frac{T}{n}, x_{l}^{n}:=\frac{l}{n}, k, l=0,1, \ldots, n-1$. By Proposition C.3.8,

$$
E\left(J_{1}\right) \leq \frac{C}{n^{2(p \rho-1)}},
$$

for all $\rho \in\left(0, \rho_{0}\right)$ and $n \geq 1$.
The joint Hölder continuity of the sample paths of the processes $w^{n}$ and $w$ (see (C.23)) yields

$$
E\left(J_{2}+J_{3}\right) \leq \frac{C}{n^{2 p \delta}},
$$

for every $\delta \in\left(0, \frac{1}{2}\right), n \geq 1$.
Consequently,

$$
E\left(\sup _{(t, x) \in[0, T] \times[0,1]}\left|w^{n}(t, x)-w(t, x)\right|^{2 p}\right) \leq C \frac{C}{n^{2(p \rho-1)}},
$$

for all $\rho \in\left(0, \rho_{0}\right)$.
Hence

$$
P\left(\sup _{(t, x) \in[0, T] \times[0,1]}\left|w^{n}(t, x)-w(t, x)\right|^{2 p} \geq \frac{1}{n^{2}}\right) \leq \frac{C}{n^{2 p \rho-4}},
$$

for all $n \geq 1$.

Let $p>\frac{5}{2 \rho}$, Borel-Cantelli's Lemma yields, with probability one,

$$
\sup _{(t, x) \in[0, T] \times[0,1]}\left|w^{n}(t, x)-w(t, x)\right|<\left(\frac{1}{n}\right)^{\frac{1}{p}},
$$

for $n$ sufficiently large. The proof is now complete.

## C. 4 Appendix

This section is devoted to a numerical analysis of the speed of convergence of the sequence of approximations $u^{n}, n \geq 1$, given in Theorem C.3.1. We study the optimality of the restriction given by the value $\frac{1}{3}$ in the rate of convergence.

According to the proof of Propositions C.3.8 and C.3.6, the above-mentioned restriction comes from the uniform bound of the $L^{2}([0,1])$ norm of the difference $G^{n}(t$, $x, \cdot)-G(t, x, \cdot)$ stated in Lemma C.3.3 and more precisely, from the upper bound proved for the term

$$
I_{3}^{n}(t, x)=\sum_{j=1}^{n-1}\left(\frac{\sin (j \pi t)}{j \pi}-\frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}}\right)^{2} \varphi_{j}^{2}(x),
$$

$(t, x) \in[0, T] \times[0,1]$.
With a computer program (written in C language) we compute $I_{3}^{n}(t, x)$ for different values of $t, x$ and $n$. First, we check that the term $\varphi_{j}^{2}(x)=2 \sin ^{2}(j \pi x)$ has no significant influence in the behaviour of $I_{3}^{n}(t, x)$, for fixed $t \in[0, T]$ and large $n$. Thus, since $\varphi_{j}^{2}(x)$ can be uniformly bounded by a constant, we focus our attention on

$$
I_{3}^{n}(t)=\sum_{j=1}^{n-1}\left(\frac{\sin (j \pi t)}{j \pi}-\frac{\sin \left(j \pi t \sqrt{c_{j}^{n}}\right)}{j \pi \sqrt{c_{j}^{n}}}\right)^{2}
$$

For a fixed $t$, we compute $I_{3}^{n}(t)$ for many different natural values of $n$ in some range [ $\left.n_{0}, n_{1}\right]$. Then, we consider the function $f_{t}$ defined by $f_{t}(z)=I_{3}^{z}(t), z \in \mathbb{N} \cap\left[n_{0}, n_{1}\right]$, and use the least square optimization method to fit $f_{t}$ to a function of the form $g_{t}(z)=$ $\frac{e^{b}}{z^{a}}$, for some $a>0$ and $b \in \mathbb{R}$. In the following table, the values of $a, b$ and the range of variation on $n$ for some values of $t$ are displayed.

| $t$ | range of $n$ | $a$ | $b$ |
| :---: | :---: | :---: | :---: |
| 1 | $2 \leq n \leq 10000$ | 0.662039 | -2.54703 |
| 1.002 | $2 \leq n \leq 50000$ | 0.665005 | -2.10701 |
| $\sqrt{2}$ | $2000 \leq n \leq 15000$ | 0.659738 | -2.00993 |
| 8.7 | $2 \leq n \leq 10000$ | 0.65826 | -1.40663 |

We observe that the values of $a$ in the above table are slightly less than $\frac{2}{3}$. It is worthy mentioning that for values of $t$ in the neighbourhood of integer numbers we need to compute $I_{3}^{n}(t)$ for larger values of $n$ in order to obtain a suitable convergence.

In Figure C. 1 we simultaneously plot the functions $I_{3}^{n}(t)$ and $g_{t}(z)$, for $t=1.002$ and $t=\sqrt{2}$, respectively. The coefficients $a, b$ of the function $g_{t}$ and the range of variation of $n$-and therefore of $z$ - are specified in the above table. Notice the almost perfect matching for $t=\sqrt{2}$.


Figure C.1: The doted line corresponds to $g_{t}$ and the continuous one to $I_{3}^{n}(t)$.
We conclude that the bound

$$
I_{3}^{n}(t, x) \leq \frac{C}{n^{\delta}}
$$

$\delta \in\left(0, \frac{2}{3}\right)$, is optimal. Therefore, the restriction in Theorem C.3.1 given by the value $\frac{1}{3}$ is intrinsic to the model and it is not due to the method of the proof.
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