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Chapter 1

INTRODUCTION

In this introduction we give the historical background of the themes developed in this
dissertation and state the main results. We also set up the notation and state some
facts that we will use further on.

Remarks and notation

We work in Zermelo-Fraenkel Set Theory with the Axiom of Choice, ZFC. Our
basic references are: T. Jech, Set Theory (Academic Press, 1978) and K. Kunen, Set
Theory. An Introduction to Independence Proofs (North Holland, 1980). With ZFC∗

we refer to a Þnite fragment of ZFC sufficient for the proof at hand.
α, β, γ, δ, η, ν, ξ, ζ denote ordinal numbers. We reserve κ, λ, µ for cardinal

numbers. ω is the set of all Þnite ordinals, or natural numbers, which we denote by
i, j, k, l, m, n.

ωω is the Baire space. i.e., the set of all functions from ω into ω viewed as
product space. 2ω is the Cantor space. i.e., the set of all functions from ω into {0, 1}
viewed as product space. Finally, R is the real line with the topology generated by
open intervals with rational endpoints.

There is a close relationship between these three spaces: they are �almost�
homeomorphic, that is, there exists an homeomorphism from any of them into any
other except for a countable subset (see [L2], VII.3). So, most of the topological and
regularity questions can be transferred from one of these spaces to another. Since all
the questions that we shall consider are of this kind, we will work in the space that is
most convenient for each particular problem. In each case we will indicate explicitly
what space we are working on.

Strictly speaking, only the members of R are real numbers. But, by our
previous remarks, we also call real numbers or, for short, reals the elements of ωω and
2ω. We use a, b, c, r, s, t, x, y, z to denote reals and reserve f , g, h for elements of
ωω and 2ω.

These three spaces are polish spaces: separable complete metric spaces. In
general, given a polish space X, we say that a subset A of X is a Borel set iff∗ it
belongs to smallest σ-algebra of subsets ofX containing all open sets. More explicitly:

Definition Let X be a polish space. For every countable ordinal α, (α ≥ 1) we
deÞne, by recursion on ω1, the collection Σ∼

0
α of subsets of X:

∗�iff� abreviates �if and only if�
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� A ∈ Σ∼
0
1 iff A is an open subset of X.

� A ∈ Σ∼
0
α iff there exists a sequence hBn : n ∈ ωi such that for every n ∈ ω there

is βn < α with Bn ∈ Σ∼
0
βn
and A =

S
n∈ω �Bn, where �Bn is the complement of

Bn.

We also deÞne the collections Π∼
0
α and ∆∼

0
α, 1 ≤ α < ω1: Π∼

0
α = { �A : A ∈ Σ∼

0
α} and

∆∼
0
α = Σ∼

0
α ∩ Π∼

0
α. Finally, B ⊆ X is a Borel set iff there is α < ω1 such that B ∈ Σ∼

0
α.

A subset A of polish space X is an analytic set iff it is the projection of a
Borel subset of X × Y , where Y is some polish space. Also, A is analytic iff it is the
projection of a closed subset of X × ωω. Clearly, every Borel set is analytic.

We deÞne the projective sets of a polish space X as follows:

Definition For every n ≥ 1, we deÞne the collection of Σ∼
1
n of subsets of X:

� A ∈ Σ∼
1
1 iff A is an analytic subset of X.

� A ∈ Σ∼
1
n+1 iff A = {x : ∃yhx, yi ∈ B} for some B ⊆ X × ωω such that �B ∈ Σ∼

1
n.

We also deÞne the collections Π∼
1
n and ∆∼

1
n as follows: Π∼

1
n = {A : �A ∈ Σ∼

1
n} and

∆∼
1
n = Σ∼

1
n ∩ Π∼

1
n. A subset A of X is a projective set iff for some n ≥ 1, A ∈ Σ∼

1
n.

M. Suslin showed in 1917 ([Su]) that the ∆∼
1
1 sets of every polish space are

precisely the Borel sets.
The projective sets of the Baire space are deÞnable in the following way: For

every n ≥ 1 and every a ∈ ωω,

� If n is odd, then:

— A is Σ1
n (a) iff for all x ∈ ωω

x ∈ A iff ∃z1∀z2...∃zn∀mhx ¹ m, z1 ¹ m, z2 ¹ m, ..., zn ¹ mi ∈ R
where R is an arithmetical relation on a. i.e., deÞnable in the model
hVω,∈, ai.

— A is Π1
n (a) iff for all x ∈ ωω

x ∈ A iff ∀z1∃z2...∀zn∃mhx ¹ m, z1 ¹ m, z2 ¹ m, ..., zn ¹ mi ∈ R
where R is an arithmetical relation on a.

� If n is even, then:

— A is Σ1
n (a) iff for all x ∈ ωω

x ∈ A iff ∃z1∀z2...∀zn∃mhx ¹ m, z1 ¹ m, z2 ¹ m, ..., zn ¹ mi ∈ R
where R is an arithmetical relation on a.
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— A is Π1
n (a) iff

x ∈ A iff ∀z1∃z2...∃zn∀mhx ¹ m, z1 ¹ m, z2 ¹ m, ..., zn ¹ mi ∈ R
where R is an arithmetical relation on a.

Finally, for every n ≥ 1, Σ∼
1
n =

S
a∈ωω Σ

1
n (a) and Π∼

1
n =

S
a∈ωω Π

1
n (a).

Forcing

A forcing notion P = hP,≤P i is a set P with a binary relation ≤P on P that is
reßexive and transitive. We do not require that ≤P be antisymmetric nor that P
have a ≤P -least element, although this is almost always the case. p, q and r (possibly
with subindexes) denote elements of P , which we call conditions (of the forcing).
p ≤P q means that �p extends q�. i.e., p gives more information than q on the generic
object that is added by forcing with P. p ⊥P q means that p and q are incompatible
conditions. i.e., there is no r ∈ P such that r ≤P p and r ≤P q. P is separative if
for all p, q ∈ P , if p £P q, then there exists r ∈ P such that r ≤P p and r ⊥P q.
°P denotes the forcing relation of P. σ, τ , ρ, úa, úb, úc, úP , úQ, úP, úQ, úG (possibly with
subindexes) denote P-names. ùn, ùa, ùP denote canonical P-names for elements in the
ground model. If G is a P-generic Þlter over some model V , then τ [G], úa [G], ùn [G]
denote the evaluations of τ , úa and ùn by G in V [G].

Sometimes we do forcing with complete Boolean algebras. If B is a complete
Boolean algebra, then hB \ {0B},≤Bi, where ≤B is the canonical partial order from
B, is a forcing notion. It is a well-known fact that every separative poset P can be
densely embedded into an unique (up to isomorphism) complete Boolean algebra, the
completion of P, r.o. (P). So, all forcing arguments can be carried out with complete
Boolean algebras. The main advantage of working with complete Boolean algebras is
that for every formula ϕ (x1, ..., xn) and all B-names τ1, ..., τn there exists a condition
[[ϕ(τ1, ..., τn)]]B in B such that for every generic Þlter G over V ,

V [G] ² ϕ(τ 1[G], ..., τn[G]) iff [[ϕ(τ1, ..., τn)]]B ∈ G.
Namely, [[ϕ(τ1, ..., τn)]]B = sup({p ∈ B \ {0B} : p °B ϕ(τ 1, ..., τn)}) (see [Ku], VII.7 or
[J2], 2.18).

Descriptive Set Theory and forcing

Descriptive Set Theory is the study of deÞnable sets of reals, mainly the projective
sets of reals. One of the main objectives in this Þeld is to look into the regularity
properties of projective sets, like the Lebesgue measurability, the property of Baire
or the perfect set property.

We use the following notation: we write Σ∼
1
n (L) (Π∼

1
n (L), ∆∼

1
n (L)) if every Σ∼

1
n

(respectively, Π∼
1
n, ∆∼

1
n) set of reals is Lebesgue measurable. We write Σ∼

1
n (B) (Π∼

1
n (B),

∆∼
1
n (B)) if every Σ∼

1
n (Π∼

1
n, ∆∼

1
n) set of reals has the property of Baire. Finally, we write

Σ∼
1
n (P ) (Π∼

1
n (P ), ∆∼

1
n (P )) if every Σ∼

1
n (Π∼

1
n, ∆∼

1
n) has the perfect set property.
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The Þrst results on regularity properties of projective sets date from the begin-
ning of the 20th century: in 1917, N. Luzin ([Lu1]) proved Σ∼

1
1 (L), in 1923, N. Luzin

and W. Sierpiński ([Lu-Si]) proved Σ∼
1
1 (B), and, in 1917 M. Suslin proved Σ∼

1
1 (P ) (see

[Lu2]).
But it was quickly realized the difficulty to extend this results to more complex

projective sets. If a set of reals is Lebesgue measurable, then so is its complementary
set. The same occurs with the property of Baire. So, the results mentioned above
imply Π∼

1
1 (L) and Π∼

1
1 (B). Therefore, the question about the measurability and the

property of Baire was for sets in the ∆∼
1
2 level. For the perfect set property, the

question remained at the Π∼
1
1 level.

Then K. Gödel obtained in 1938 the Þrst negative results: in the model of
constructible sets, L, used by him to prove the consistency of the Generalized Con-
tinuum Hypothesis and the Axiom of Choice with ZF ([Gö]) there exists a ∆∼

1
2 set

which is not Lebesgue measurable and does not have the property of Baire. He also
noticed that in this model there is a Π∼

1
1 set without the perfect set property.

After the method of forcing was invented by Cohen to prove the independence
of the Continuum Hypothesis and the Axiom of Choice from ZF , it has been applied
to produce a vast array of consistency results in Descriptive Set Theory. For instance,
R. Solovay ([So]) proved that ZFC+�Every projective set of reals is Lebesgue mea-
surable and has the property of Baire� is consistent, supposing that ZFC+�There
exists an inaccessible cardinal� also is. We can Þnd other applications of forcing
in Descriptive Set Theory in the proof of S. Shelah ([Sh1]) that the existence of an
inaccessible cardinal is a necessary hypothesis in order to obtain a model of ZFC
where all projective set of reals (in fact, all Σ∼

1
3) are Lebesgue measurable, and in the

proof that this large cardinal hypothesis is not necessary in order to obtain a model
of ZFC where all projective sets of reals have the property of Baire.

Cohen Forcing ([C]) which adds a real that does not belong to any meager
Borel set with code in the ground model, and Random forcing ([So]) which produces
a real not belonging to any null Borel set with code in the ground model, play an
essential role in Solovay�s proof. Shelah used the Amoeba forcing ([M-So]) which adds
a measure one set of Random reals over the ground model, to show that the inacces-
sible cardinal assumption is necessary to Þnd a model of ZFC where all projective
sets of reals are Lebesgue measurable. He also used Amoeba forcing for Category
([M-So]) which adds a comeager set of Cohen reals over the ground model, for the
aforementioned result on the property of Baire.

Looking at the partially ordered sets used in these and other forcing arguments
in Descriptive Set Theory, we realize that they are, essentially, sets of reals deÞnable
in a simple way: they are projective partial orderings. By a projective partial or-
dering we mean a partially ordered set (a poset, for short) where the ordering and
the incompatibility relation are projective subsets of the real plane. Cohen, Random,
Amoeba and Amoeba for the Category forcing notions are Borel (∆∼

1
1). Other exam-

ples of projective, in fact Borel, and ccc forcing notions can be found in [He], [To2],
[Ju-R-Sh], and more complicated projective forcing notions in [B2].

Thus, the study of the projective forcing notions arise in a natural way. It
starts in [Sh1], where the absoluteness properties of Σ∼

1
2 sets are exploited. It continues
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in [Ju-Sh1], [Ju-Sh3] and [Ju-Sh4]. In [Ju-Sh1], H. Judah and S. Shelah develop a
general theory for ω-Suslin forcing notions. i.e., Σ∼

1
1 posets. Their work was continued

in [B1] and in [B-Ju] restricted to Σ∼
1
1 ccc posets. Other papers, as for instance [G-Sh1],

[G-Sh2], [Sh2], [Ju-R] and [Ju-R-Sh], study some other properties of Σ∼
1
1 ccc forcing

notions.
In Section 2.1, we generalize these results by developing a general theory of

projective and projective ccc posets. We give the basic deÞnitions and facts and we
compute the complexity of some sets of reals associated to these forcing notions, such
as the set of codes of the posets of reals of a given complexity, the set of codes of
maximal antichains of a poset and the set of codes of simple names for reals. We
Þnish this section showing that forcing a projective formula by means of a projective
ccc poset is a projective relation and computing its complexity:

Theorem 2.1.23 Let P be a projective ccc poset and let θ(x) be a Σ1
k (Π

1
k) formula

with k ≥ 2. Then the relation
R(p, τ )↔ p ∈ P ∧ τ is a simple P-name for a real ∧ p °P θ(τ))

is a projective relation. Moreover,

1. If P is a Σ∼
1
n poset, then R is Σ∼

1
n+k−1 (Π∼

1
n+k−1).

2. If P is a Π∼
1
n poset, then R is Σ∼

1
n+k (Π∼

1
n+k).

The remainder of the second chapter is devoted to Martin�s Axiom restricted
to projective posets. Martin�s Axiom (henceforth, MA) was formulated for the Þrst
time by A. Martin and R. Solovay in [M-So]: For every ccc poset P and every family
{Aα : α < κ}, κ < 2ℵ0, of maximal antichains of P there exists a Þlter G ⊆ P such
that for every α < κ, Aα ∩ G 6= ∅. We obtain Martin�s Axiom for projective posets
by adding the condition that P is a projective poset. R. Solovay and S. Tennenbaum
showed the consistency of MA with ZFC + ¬CH ([So-T]). MA has become a
powerful tool for consistency results. For instance, A. Martin and R. Solovay show
in their paper thatMA implies that there are no Suslin trees, and that it implies the
additivity of the Lebesgue measure, the additivity of category, Σ∼

1
2 (L) and Σ∼

1
2 (B).

In [Ju-Sh1], H. Judah and S. Shelah deÞne the Martin�s Axiom for Σ∼
1
1 posets,

MA(Σ∼
1
1), as the restriction of MA to Σ∼

1
1 posets and show that although MA(Σ∼

1
1)

implies the additivity of the Lebesgue measure, it is weaker than MA. Since all
consequences of MA(Σ∼

1
1) in [Ju-Sh1] are consequences of the additivity of measure,

they asked if they are equivalent. The negative answer was given by J. Bagaria
and H. Judah in [B1] (see also [B-Ju]), where they build a transitive model where
the additivity of the Lebesgue measure holds and Martin�s Axiom fails for a Borel
ccc poset. Moreover, they give a combinatorial characterization of Martin�s Axiom
restricted to the Amoeba poset and show its equivalence to the additivity of the
Lebesgue measure.

In Section 2.2, we deÞne Martin�s Axiom for projective posets, MA(Proj),
and we show:
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Theorem 2.2.14 (GCH) Let κ be a regular cardinal which is not the successor of a
cardinal of countable coÞnality. Then there is an iteration of projective and ccc posets
such that whenever G is a generic Þlter for the iteration,

V [G] ² MA(Proj) ∧ 2ℵ0 = κ.

As Theorem 2.2.14 states, we build a model of ZFC +MA(Proj) + ¬CH by iter-
ating only projective ccc posets. We want to proceed imitating the usual proof of
consistency of MA+¬CH with ZFC. But when we check that MA(Proj) holds in
the Þnal generic extension, some difficulties arise. Firstly, A. Levy ([L1]) showed that
if ZFC+ �There exists an inaccessible cardinal� is consistent, so is ZFC+�Every
uncountable projective set of reals has the cardinality of the continuum�, where the
continuum is as large as you want. Hence, we cannot assume thatMA(Proj) is equiv-
alent to MA(Proj) restricted to posets with cardinality less than the continuum, a
crucial fact in the proof of the consistency of ZFC+MA+¬CH. Secondly, and more
important, in general, projective formulas fail to be absolute for transitive models of
ZF . Since we only force with posets which are deÞned by projective formulas at some
stage of the iteration, given a projective poset in the Þnal generic extension, there is
a priori no reason to ensure that we have forced with this same poset at some stage
along of the iteration. However, as we shall see, we can arrange the iteration in such
a way so that the projective formulas are absolute for sufficiently-many models along
of the iteration, where �sufficiently� means for a ω1-closed and unbounded subset of κ
(ω1-club subset of κ, for short). This notion is a generalization of a club subset of κ: a
ω1-club subset of κ is an unbounded subset of κ closed under supremums of sequences
of length γ, ω1 ≤ cf (γ) < κ, of its elements. So, we begin this section by showing
some properties of λ-club subsets of κ, analogous to the well-known properties of club
subsets of κ, which we use in the proof of Theorem 2.2.14.

In Section 2.3, we show thatMA(Proj) is weaker thanMA. We Þrst collapse
a weakly-compact cardinal κ onto ω1 using the Levy-collapsing poset Coll (ω, < κ).
This allows us to apply a version of a well-known theorem of K. Kunen (Theorem
2.3.2) to projective ccc posets and prove that they are indestructible-ccc in every ccc
generic extension of the collapse. Then, we use Theorem 2.2.14 to prove the following:

Theorem 2.3.18 Let κ be a weakly-compact cardinal and let V0 = L [C], where C is
a Coll (ω, < κ)-generic Þlter over L. Suppose that ϕ (x) is a formula of the language
of Set Theory such that:

1. For every X ⊆ ωω, there are posets PX0 , . . . ,PXn such that

ZFC ` (ϕ (X)↔ PX0 , . . . ,PXn are ccc posets).

2. For every X ⊆ ωω, ϕ (X) is preserved under direct limits of Þnite support
iterations of ccc forcing notions.

Moreover, suppose that there exists a ccc generic extension V1 of V0 and A ∈
V1 such that V1 ² ϕ(A). Then there is a ccc poset P ∈ V1 such that whenever G is a
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P-generic Þlter over V1,

V1 [G] ² MA(Proj) ∧ ¬CH ∧ ϕ (A) .

This theorem essentially says that ZFC + MA(Proj) + ¬CH is consistent with
the existence of almost any kind of uncountable structure that MA+ ¬CH forbids.
Then, in the following subsections, we apply Theorem 2.3.18 to show the consistency,
modulo a weakly-compact cardinal, of �There exists a Suslin tree�, �There exists a
non-strong gap in ωω� and of �There exists an entangled set of reals� with ZFC +
MA(Proj) + ¬CH, in spite of there being no such structures under MA + ¬CH.
Thus we improve a result of H. Judah and S. Shelah in [Ju-Sh1], where they show that
ZFC+MA(Σ∼

1
1)+¬CH+�There exists a Suslin tree� is consistent. Finally, in the last

subsection of the Section 2.3, we show that in some cases we do not need to collapse a
weakly-compact cardinal in order to obtain the consistency withMA(Proj)+¬CH of
statements like �There exists a cardinal κ less than the continuum such that 2ℵ0 < 2κ�
or �No set of reals is a Q set�, which are false under MA + ¬CH. Note that, since
Martin�s axiom for σ-centered posets (for short, MA (σ-centered)) implies that for
every κ < 2ℵ0 , 2κ = 2ℵ0 , we obtain a model of MA(Proj) + ¬CH where MA(σ-
centered) does not hold. Therefore, MA (Proj) does not imply MA (σ-centered).

Generic absoluteness for projective ccc posets

In the third chapter, we study the absoluteness properties of projective formulas
between a model and its generic extensions.

Definition Let M,N be transitive models of ZF such that M ⊆ N . A formula
ϕ (v0, ..., vn) of the language of Set Theory is absolute for M and N iff for all
x0, ..., xn ∈M ,

M ² ϕ (x0, ..., xn) iff N ² ϕ (x0, ..., xn) .

A model M of ZF is Σ∼
1
n-absolute (n ≥ 1) iff every Σ1

n formula is absolute between
M and every model N of ZF such that M ⊆ N . M is projective absolute iff M is
Σ∼

1
n-absolute for all n ≥ 1.

It is a well-known fact that every transitive model of ZF is Σ∼
1
1-absolute.

ShoenÞeld�s Absoluteness Theorem, [Sho] (see [J2], Theorem 98) states that every
transitive model of ZF +DC containing all countable ordinals is Σ∼

1
2-absolute. This

is the best result we can prove in ZFC: it is easy to Þnd two transitive models of
ZFC with all countable ordinals, M ⊆ N , such that Σ∼

1
3-absoluteness for M,N fails.

For instance, if M ² �V = L�, then �There is a non-constructible real� is a Σ1
3

sentence true in all generic extensions of M that add a real but it is false in M .
However, if we only take into consideration generic extensions of a transitive

model of ZFC, instead of all extensions, the situation changes signiÞcantly.

Definition Let M be a model of ZF and let Γ be a class of posets. M is Σ∼
1
n-absolute

for Γ (n ≥ 1) iff every Σ1
n formula is absolute between M and every generic extension
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of M by a poset P ∈ Γ. M is projective absolute for Γ iff M is Σ∼
1
n-absolute for Γ for

all n ≥ 1. M is Σ∼
1
n-absolute for P (projective absolute for P) iff M is Σ∼

1
n-absolute

(projective absolute) for {P}.

We are interested in the generic absoluteness and projective generic absolute-
ness properties because they are a simple way to turn consistent statements into true
statements. Roughly speaking, given some statement, we force with an appropriate
forcing notion showing that the statement is true in the generic extension, thereby
concluding, by absoluteness, that it is true in the ground model. Since most of
the regularity properties of projective sets can be expressed by means of projective
sentences which may be forced by an appropriate forcing notion, projective generic
absoluteness properties provide us with a new way to prove some of these regularity
properties. For instance, H. Judah uses this way of reasoning in [Ju] to give a new
proof of Σ∼

1
1 (L) and Σ∼

1
1 (B). Moreover, from [Ju-Sh2], [M-So] and [B1] we have that

∆∼
1
2 (L), ∆∼

1
2 (B), Σ∼

1
2 (L) and Σ∼

1
2 (B) are equivalent, respectively, to Σ∼

1
3-absoluteness

for Random, Cohen, Amoeba and Amoeba for Category posets. From [Ju] and [B1],
we have that Σ∼

1
3-absoluteness for Amoeba plus Σ∼

1
4-absoluteness for Random implies

∆∼
1
3 (L) and that Σ∼

1
3-absoluteness for Amoeba for category plus Σ∼

1
4-absoluteness for

Cohen implies ∆∼
1
3 (B). Finally, from [Ju] and [Br], we have that Σ∼

1
4-absoluteness for

Amoeba implies Σ∼
1
3 (L) and from [Ju] and [Br-Ju-Sh] we have that Σ∼

1
4-absoluteness

for Hechler forcing implies Σ∼
1
3 (B). Thus, projective generic absoluteness properties

for projective posets imply regularity properties for projective sets of low complexity.
Note that ShoenÞeld�s Absoluteness Theorem implies that every transitive

model of ZFC containing all countable ordinals is Σ∼
1
2-absolute for all forcing notions.

And, as we remarked above, ifM ² �V = L�, thenM is not Σ∼
1
3-absolute for any poset

that adds reals, as for instance, the Cohen poset. Therefore, in general, transitive
models of ZFC are not Σ∼

1
3-absolute for the Cohen poset.

However, there is a close relationship between Martin�s axiom, and in general
Forcing axioms, and generic absoluteness of formulas of the language of Set Theory
for certain classes of posets. Recall the Levy hierarchy of formulas of language of Set
Theory:

Definition A formula is Σ0 (also Π0) iff all its quantiÞers are bounded; i.e., they all
are of the form ∃x ∈ y or ∀x ∈ y. A formula is Σn+1 iff it is of the form ∃x0...xnψ
where ψ is Πn and it is Πn+1 iff it is of the form ∀x0...xnψ where ψ is Σn. A class
C (a property P , a relation R) is a Σn-class (Σn-property, a Σn-relation) iff x ∈ C
(P (x) , R(x, y)) can be written as a Σn-formula. A function F is a Σn-function
iff the relation y = F (x) is a Σn-relation. Similarly for Πn. A property P is a
∆n-property iff it is both Σn and Πn (similarly for relations and functions)

If A is a set, then we say that ϕ is a Σ1 (A) formula iff it is a Σ1 formula and all
its parameters belongs to A. In [B3], it was proved that MA is equivalent to the
absoluteness of Σ1 (P (κ)) formulas with κ < 2ℵ0 , for all ccc posets. So, Martin�s
axiom is a sort of generic absoluteness axiom between a model and its ccc generic
extensions for a class of simple formulas. In [B3] it is also shown that all models of
ZFC+MAω1 are Σ∼

1
3-absolute for the class of ccc posets. But MAω1 is stronger than
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Σ∼
1
3-absoluteness for ccc posets: if there exists a weakly-compact cardinal, then one

can force to obtain a transitive model of ZFC which is projective absolute for all ccc
posets and where MAω1 is false.

In order to have Σ∼
1
4-absoluteness we need an inaccessible cardinal. More pre-

cisely, Σ∼
1
3-absoluteness for Random forcing plus Σ∼

1
4-absoluteness for Cohen forcing

implies that ω1 is an inaccessible cardinal in L ([B1], see also [B-Ju]). So, in order to
obtain a transitive model of ZFC Σ∼

1
4-absolute for ccc posets we need a large cardi-

nal hypothesis. In fact, the existence of an inaccessible cardinal is enough to obtain
transitive models of ZFC projective absolute, not only Σ∼

1
4-absolute, for all Σ∼

1
1 ccc

posets ([B1], see also [B-Ju]).
In the third chapter of this work, we extend all these results. We begin in

Section 3.1 by studying one of the main notions of this chapter, namely, the Solovay
models over a model V . Essentially, a Solovay model over a transitive model V of
ZFC is the class of all sets constructible from real numbers, L (R), of a generic
extension of V obtained by Levy-collapsing an inaccessible cardinal in V . Solovay
models are, of course, the models discovered by Solovay [So] in which every set of
reals is Lebesgue measurable and has the property of Baire. We shall prove:

Lemma 3.1.6 Suppose that L (R)M and L (R)N are Solovay models over V such
that RM ⊆ RN and ωM1 = ωN1 . Then there is an elementary embedding j : L (R)

M →
L (R)N which is the identity on the reals and the ordinals.

So, all formulas with ordinals and reals as parameters, and hence all projective formu-
las, are absolute between two Solovay models over V with the same Þrst uncountable
cardinal. Thus, whenever the property of L (R) of being a Solovay model is preserved
under forcing notions that do not collapse ω1, a strong form of generic absoluteness
occurs. We call it L (R)-absoluteness.

Then, also in Section 3.1, we give some consequences of L (R)-absoluteness
and of projective absoluteness. We Þrst show that absoluteness for Borel ccc (Suslin
ccc) implies two-step projective absoluteness, a stronger form of generic projective
absoluteness, for Borel ccc (Suslin ccc) posets. Then, we prove a weak version of
this fact for more complex projective ccc posets and for ccc posets in L (R). Then, to
motivate the interest of generic absoluteness properties for classes of deÞnable and ccc
posets, we prove that a form of generic absoluteness for ccc posets in L (R) implies
that every projective set of reals is Lebesgue measurable and has the property of
Baire. We also show, using an argument of H. Woodin, that projective absoluteness
for Borel ccc posets implies that there are no uncountable projective well-orderings
of reals and, hence, that ω1 is an inaccessible cardinal in L.

The remainder of the Chapter 3 is devoted to study the consistency strength
of generic absoluteness properties for several classes of forcing notions. We begin, in
Section 3.2, by extending the results of [B1] and [B-Ju] to Σ∼

1
3 ccc posets. We prove

the following:

Theorem 3.2.1 Suppose L (R)M is a Solovay model over V and P is a Σ∼
1
3 and ccc

poset in M . Then the L (R) of any P-generic extension of M is also a Solovay model
over V .
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Note that (by Lemma 3.1.6) this theorem implies more than L (R)-absoluteness for
Σ∼

1
3 ccc posets. It implies L (R)-two-step absoluteness, namely,

Definition Let V be a model of ZFC. V is L(R)-two-step absolute for P and úQ iff
for every P-generic Þlter G over V and every úQ[G]-generic Þlter H over V [G], there
is an elementary embedding

j : L(R)V [G] → L(R)V [G][H].

that Þxes all ordinals and reals. Let Γ be a class of posets, V is L (R)-two-step
absolute for Γ iff for all P ∈ Γ and every P-name for a poset úQ such that °P � úQ ∈ Γ�,
V is L(R)-two-step absolute for P and úQ.

As a corollary, from [B1] (see also [B-Ju]) and Theorem 3.2.1, we have:

Corollary 3.2.8 The following are equiconsistent (modulo ZFC):

1. There exists an inaccessible cardinal.

2. L (R)-two-step absoluteness for Σ∼
1
3 ccc forcing notions.

3. Σ∼
1
4-absoluteness under Cohen and Random forcing.

In the next section, Section 3.3, we deal with generic absoluteness for all
projective and ccc sets. We prove the following theorem:

Theorem 3.3.1 The following are equiconsistent (modulo ZFC)

1. There exists a Σω-Mahlo cardinal.

2. L (R)-two-step absoluteness for projective and ccc posets.

3. Σ∼
1
4-absoluteness for projective and ccc posets.

We begin this section by deÞning the ∆n-Mahlo, Σn-Mahlo, Πn-Mahlo and Σω-Mahlo
cardinals and studying their reßection properties. They are deÞnable versions of
Mahlo cardinals: κ is a Σn-Mahlo cardinal iff κ is an inaccessible cardinal such that
the set of inaccessible cardinals below κ has non empty intersection with all clubs of
κ which are deÞnable by means of a Σn formula in Vκ (similarly for ∆n-Mahlo and
Πn-Mahlo). κ is Σω-Mahlo cardinal iff κ is Σn-Mahlo for all n ∈ ω. Note that all these
cardinals are below a Mahlo cardinal. The following subsection is devoted to prove
(1) implies (2) of Theorem 3.3.1. We do it by showing that every projective and ccc
forcing extension of a Σω-Solovay model over V , the L (R) of a generic extension of
V obtained by Levy-collapsing a Σω-Mahlo cardinal in V , is also a Σω-Mahlo Solovay
model over V . In the next subsection, we prove (3) implies (1) of the theorem. More
precisely, we prove that Σ∼

1
4-absoluteness for projective and ccc forcing notions implies

that ω1 is a Σω-Mahlo cardinal in L.
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In Section 3.4, we study the projective generic absoluteness by Levy-collapsing
a Mahlo cardinal. First we show that every extension of a Mahlo Solovay model over
V by means of a ccc subposet of projective poset is a Mahlo Solovay model over V . As
consequence, we get that every σ-linked extension of a Mahlo Solovay model over V is
a Mahlo Solovay model over V . J. Brendle, H. Judah and S. Shelah ( [Br-Ju-Sh]) have
shown that Σ∼

1
4-absoluteness for Hechler forcing, a σ-centered forcing notion, implies

that ω1 is an inaccessible cardinal in L. On the other hand, A. R. D. Mathias (see
[B-F]) using an argument of R. Jensen showed that if ω1 is an inaccessible cardinal
in L and Σ∼

1
4-absoluteness for σ-centered posets holds, then ω1 is a Mahlo cardinal in

L. So, we conclude:

Theorem 3.4.18 The following are equiconsistent (modulo ZFC)

1. There exists a Mahlo cardinal.

2. L (R)-two-step absoluteness for ccc subposets of projective posets.

3. L (R)-two step absoluteness for σ-linked posets.

4. L (R)-two-step absoluteness for σ-centered posets.

5. Σ∼
1
4-absoluteness for σ-centered posets.

6. Σ∼
1
4-absoluteness for σ-centered subposets of Borel posets.

In the last section, Section 3.5, we remark that Theorem 2.3.2 of K. Kunen, can
be rephrased as saying that every ccc generic extension of a weakly-compact Solovay
model over V is also weakly-compact Solovay model over V , where weakly-compact
Solovay model is Solovay model obtained by Levy-collapsing a weakly-compact car-
dinal. Then, using a version of an argument of L. Harrington and S. Shelah ([H-Sh]),
we show

Theorem 3.5.5 The following are equiconsistent (modulo ZFC)

1. There exists a weakly-compact cardinal.

2. L (R)-two step absoluteness for ccc forcing notions.

3. L (R)-two step absoluteness for Knaster forcing notions.

4. One step Σ∼
1
4-absoluteness for Knaster forcing notions.
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The Levy-collapsing forcing notion

We use the Levy-collapsing forcing notion in almost every section of this work. Here,
we state the deÞnitions and the main facts about this forcing notion. We will use
them without further comment.

Definition For every ordinal α, Coll (ω,α) is the following partial order:

� p ∈ Coll (ω,α) iff p is a function, dom(p) ⊆ ω is Þnite and rec (p) ⊆ α.
� p ≤ q iff q ⊆ p

The Levy-collapse for α, Coll (ω, < α), is the product with Þnite support of
Coll (ω, β), all β < α. i.e.,

� p ∈ Coll (ω, < α) iff p ∈ Qβ<αColl (ω,β) and p (β) = ∅ for all but Þnitely
many β.

For p ∈ Coll (ω, < α), supp (p) = {β < α : p (β) 6= ∅}.

� p ≤ q iff q (β) ⊆ p (β) , all β < α.

Therefore, for every p, q ∈ Coll (ω,α), p ⊥ q iff p, q are incompatible functions.
i.e., there is β ∈ dom (p) ∩ dom (q) such that p (β) 6= q (β). And for every p, q ∈
Coll (ω, < α), p ⊥ q iff there is β ∈ dom (p) ∩ dom (q) such that p (β) , q (β) are
incompatible functions.

Note that our notation departs from the usual one. We use Coll (ω, < α) for
the Levy-collapsing poset (and not Lv (α) as [Ku]) instead of the Levy-collapsing
algebra, as in [J2].

Thus forcing with Coll (ω,α) collapses α onto ω, and forcing with Coll (ω, < α)
collapses all ordinals less than α onto ω.

Remark We can regard the conditions p ∈ Coll (ω < α) as functions on subsets of
α× ω such that

1. dom (p) is Þnite.

2. p (β, n) < β, all hβ, ni ∈ dom (p).

Then p ≤ q iff q ⊆ p.

The following basic facts about the Levy-collapse can be found in [K], III.10,
[Ku], VII.8, or [J2], IV.25, so we state them here without proof:

Fact Let κ be a regular uncountable cardinal. Then,

1. Coll (ω, < κ) is a κ-cc partially ordered set.
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2. °Coll(ω,<κ) �ùκ = ω1�.

Definition A partially ordered set P is almost-homogeneous iff for all p, q ∈ P there
exists an automorphism h of P such that h (p) and q are compatible.

Fact

1. If a partially ordered set P is almost-homogeneous, then for every formula
ϕ (x1, .., xn) and a1, ..., an ∈ V , either °P ϕ (ùa1, ..., ùan) or else °P ¬ϕ (ùa1, ..., ùan).

2. Coll (ω, < α) is an almost-homogeneous partially ordered set.

Robert Solovay [So] showed the following property of the Levy-collapse forc-
ing notion which plays a crucial role in his proof of the consistency of ZFC+�All
projective sets of reals are Lebesgue measurable and have the property of Baire�:

Lemma (Factor Lemma) Suppose that κ is an uncountable regular cardinal and G
is a Coll (ω, < κ)-generic Þlter over V . Then for every countable set of ordinals x in
V [G] there is a Coll (ω, < κ)-generic Þlter H over V [x] such that V [x][H] = V [G].

We also use that the Levy-collapse is a very simple deÞnable forcing notion:

Fact The function α 7→ Coll (ω, < α) is ∆1. So, Coll (ω, < α) is a partially ordered
set which is ∆1 deÞnable with α as parameter. Moreover, if κ is a regular uncountable
cardinal, then Coll (ω, < κ) is ∆1-deÞnable over Vκ without parameters. That is for
every p, q, �p ∈ Coll (ω, < κ) � is a ∆1 property and �p ≤ q� and �p ⊥ q� are ∆1

relations.
Proof. Note that x = Coll (ω, < α) iff α is an ordinal and there is a function

f such that dom(f) = α and (∀ξ ∈ α) (ξ + 1 ∈ α→ f (ξ + 1) = Coll (ω, ξ)× f (ξ))
and (∀ξ ∈ α) (ξ is limit → f (ξ) =

S
rec (f ¹ ξ)). Since for every ξ, x = Coll (ω, ξ) is

∆1, the above is a Σ1 deÞnition of the function α 7→ Coll (ω, < α). Since its domain
is the ∆0 class of all ordinals, it is a ∆1 function (see [J2], Lemma 14.2).

Suppose now that κ is a regular uncountable cardinal. Then, since κ = Vκ ∩
ON , for every p, p ∈ Coll (ω, < α) iff Vκ satisÞes that p is a function and dom (p)
is a Þnite subset of ordered pairs and for every hβ, ni ∈ dom (p), β is an ordinal
and n ∈ ω and p (β, n) ∈ β. Since �x is Þnite� is a ∆1 property of x and all other
notions involved in the deÞnition of Coll (ω, < κ) are ∆0 on p, �p ∈ Coll (ω, < κ) � is
a property of p which is ∆1-deÞnable without parameters over Vκ. Since the ordering
of Coll (ω, < κ) is the inverse inclusion, it is clear that �p ≤ q� is a relation which is
∆1-deÞnable without parameters over Vκ. Finally, since for all p, q, Vκ satisÞes that
p ⊥ q iff

Vκ ² p, q ∈ Coll (ω, < κ) ∧ (∃hβ, ni ∈ dom (p) ∩ dom (q)) (p (β, n) 6= q (β, n)) ,
�p ⊥ q� is also a relation which is ∆1-deÞnable without parameters over Vκ.
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Chapter 2

PROJECTIVE FORCING

2.1 Projective posets

2.1.1 DeÞnitions and basic facts

Definition 2.1.1 A Σ∼
1
n poset (n ≥ 1) is a triple hP,≤P ,⊥P i, where ≤P is a Σ∼

1
n

subset of ωω × ωω, P = Þeld(≤P ), hP,≤P i is a partial order, and ⊥P is a Σ∼
1
n subset

of ωω ×ωω contained in P ×P such that for every x, y ∈ P , x ⊥P y iff for no z ∈ P ,
both z ≤P x and z ≤P y; i.e., iff x, y are incompatible. Similarly, we deÞne Π∼

1
n posets

by substituting Σ∼
1
n for Π∼

1
n in the above deÞnition. A ∆∼

1
n poset is a poset that is both

Σ∼
1
n and Π∼

1
n. Finally, hP,≤P ,⊥P i is a projective poset iff there exists n ≥ 1 such that

hP,≤P ,⊥P i is a Σ∼
1
n poset.

Fact 2.1.2 Let hP,≤P ,⊥P i be a Σ∼
1
n poset. Then,

1. P is a Σ∼
1
n subset of ω

ω.

2. ⊥P is a ∆∼
1
n subset of ω

ω × ωω.
Proof. (1) x ∈ P iff ∃y (x ≤P y ∨ y ≤P x).
(2) x ⊥P y iff ∀z (z ≤P x→ ¬z ≤P y). So ⊥P is both Σ∼

1
n and Π∼

1
n. Hence, ⊥P

is a ∆∼
1
n subset of ω

ω × ωω.
We shall refer to ∆∼

1
1 posets as Borel posets, to Σ∼

1
1 posets as Suslin posets and

to Π∼
1
1 posets as co-Suslin posets.
Following the standard notation, we will write P for hP,≤P ,⊥P i and, usually,

we also write P instead of P = Þeld (≤P ). If P is a projective poset, there are
projective formulas ϕ(x, y) and ψ(x, y) such that ≤P= {hx, yi : ϕ(x, y)} and ⊥P=
{hx, yi : ψ(x, y)} (see [J2], 40.6).

Suppose M is a transitive class, A is a projective set, and M contains the
parameters of the projective formula that deÞnes A. Then AM denotes the set in M
deÞned by the relativization to M of this formula.

Definition 2.1.3 Let M be a transitive model of ZF . M is a Σ∼
1
n-correct (Π∼

1
n-

correct) model iff for every Σ∼
1
n (respectively, Π∼

1
n) set A such that M contains the

parameter of the formula that deÞnes A, A is absolute for M ; i.e., AM = A ∩M .
So, if P is a projective poset and M is a model of ZF that contains all the

parameters of the formulas that deÞne P, then we say that P is absolute for M iff
≤MP =≤P ∩M and ⊥MP =⊥P ∩M .
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Remark 2.1.4 Suppose that M a transitive model of ZF . Then, since for every
n ≥ 1, the Π∼

1
n sets are the complements of Σ∼

1
n sets, M is Σ∼

1
n-correct iff M is Π∼

1
n-

correct.

Fact 2.1.5 1. Every transitive model of ZF is Σ∼
1
1-correct.

2. Every transitive model of ZF + DC containing all countable ordinals is Σ∼
1
2-

correct.

Proof. (1) Since �to be a well-founded relation� is a ∆1 property and, so,
absolute for these models. (2) By ShoenÞeld�s Absoluteness Theorem. ([J2], Theorem
98).

Corollary 2.1.6 1. Let P be a Borel, Suslin or co-Suslin poset. Then P is absolute
for every transitive model of ZF containing the parameters of the formulas that
deÞne P.

2. Let P be a ∆∼
1
2, Σ∼

1
2 or Π∼

1
2 poset. Then P is absolute for every transitive model

of ZF + DC containing all the countable ordinals and the parameters of the
formulas that deÞne P.

Remark 2.1.7 If P is a projective poset, then we may assume, by merging all the
parameters in the projective formulas that deÞne P, that there is only one parameter
in its deÞnition.

If M is a transitive model of ZF , then �P ∈M� should be interpreted as �M
contains the parameter of the deÞnition of P�.

Fact 2.1.8 Every projective poset can be coded by a real. Moreover,

1. The set of all codes of Σ∼
1
n posets is a Π∼

1
n+1 subset of ω

ω.

2. The set of all codes of Π∼
1
n posets is a Π∼

1
n+2 subset of ω

ω.

Proof. Let U be a universal Σ∼
1
n set in ω

ω × ωω × ωω as in [J2], 39.4.; i.e.,
U is a Σ1

n and for every Σ∼
1
n set X in ωω × ωω, there exists a ∈ ωω such that X =

{hx, yi : hx, y, ai ∈ U}.
Let h : ωω → ωω × ωω be the one-to-one and onto function given by h(a) =

ha0, a1i iff for all n ∈ ω, ai(n) = a(2n+ i), where i ∈ {0, 1}.
Let P be a Σ∼

1
n poset. Then there is a a ∈ ωω such that

(i) ≤P = {hx, yi : hx, y, a0i ∈ U}
(ii) ⊥P = {hx, yi : hx, y, a1i ∈ U}

We say that a codes P. Similarly for Π∼
1
n posets using a universal Π∼

1
n set.

On the other hand, to every a ∈ ωω we can associate two relations ≤a, ⊥a⊆
ωω × ωω such that:
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(i) ≤a= {hx, yi : hx, y, a0i ∈ U}
(ii) ⊥a= {hx, yi : hx, y, a1i ∈ U}
where h(a) = ha0, a1i.

We say that a ∈ ωω codes a Σ∼
1
n poset if

(i) hÞeld(≤a),≤ai is a partial ordering
(ii) (∀x, y ∈ Þeld(≤a))(x ⊥a y ↔ ¬(∃z ∈ Þeld(≤a))(z ≤a x ∧ z ≤a y))

Now, since x ∈ Þeld(≤a) iff ∃y(x ≤a y ∨ y ≤a x), Þeld(≤a) is a Σ1
n(a) subset

of ωω. Since hÞeld(≤a),≤ai is a partial ordering iff
� (∀x ∈ Þeld(≤a))(x ≤a x) (Π1

n+1(a))

� (∀xy ∈ Þeld(≤a))(x ≤a y ∧ y ≤a x→ x = y) (Π1
n(a))

� (∀xyz ∈ Þeld(≤a))(x ≤a y ∧ y ≤a z → x ≤a z) (Π1
n+1(a))

(i) is Π1
n+1(a). Also, since Þeld(≤a) is Σ1

n (a), (ii) is Π
1
n+1(a). It follows that �a codes

a Σ∼
1
n poset� is a Π

1
n+1 condition on a.

In the same way, we can deÞne a ∈ ωω codes a Π∼
1
n poset and show that this

is a Π1
n+2 condition on a. Indeed, since Þeld(≤a) is Σ1

n+1(a), (i) is Π
1
n+1(a) and (ii) is

Π1
n+2(a).

Corollary 2.1.9 Let N ⊆M be a transitive models of ZF . Let a ∈ ωω ∩N . Then
1. If N,M are Π∼

1
n+1-correct, then

N ² �a codes a Σ∼
1
n poset� iff M ² �a codes a Σ∼

1
n poset�

2. If N,M are Π∼
1
n+2-correct, then

N ² �a codes a Π∼
1
n poset� iff M ² �a codes a Π∼

1
n poset�

Moreover, if PNa and PMa denote the posets coded by a in N andM respectively,
then PNa = PMa ∩N .

Proof. (1) and (2) follow from the fact above and from absoluteness for Π1
n+1

and Π1
n+2 formulas of, respectively, Π∼

1
n+1-correct and Π∼

1
n+2-correct transitive models

of ZF . The second part is clear since UN = UM ∩N .
Corollary 2.1.10 Let N ⊆ M be a transitive models of ZF + DC containing all
countable ordinals. Let a ∈ ωω ∩N . Then,

N ² �a codes a Suslin poset� iff M ² �a codes a Suslin poset�

Moreover, if PNa and PMa denote the posets coded by a in N and M respectively, then
PNa = PMa ∩N .
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Proof. By ShoenÞeld�s Absoluteness Theorem ([J2], Theorem 98) these mod-
els are Π∼

1
2-correct.

Definition 2.1.11 Let P,Q be posets. i : P → Q is a dense embedding iff

1. (∀p, p0 ∈ P) (p ≤P p0 → i(p) ≤Q i(p0))
2. (∀p, p0 ∈ P) (p⊥Pp0 → i(p) ⊥Q i(p0))
3. i�P is dense in Q. i.e., (∀q ∈ Q) (∃p ∈ P) (i(p) ≤Q q)

Fact 2.1.12 Let P, Q be posets in a transitive model M . Suppose i : P → Q is a
dense embedding lying in M . Then,

1. If G is P-generic over M , then H = {q ∈ Q : (∃p ∈ G) (i (p) ≤Q q)} is Q-
generic over M and M [H] =M [G] .

2. If H is Q-generic over M , then G = i−1 (H) is P-generic over M and M [G] =
M [H].

Proof. See [J2], 17.4, or [Ku], VII.7.11.

Remark 2.1.13 In view of this fact, if P and Q are equivalent forcing notions and P
is projective, then we will also say that Q is projective (and with the same complexity
as P). This is, of course, just a convenient abuse of language since Q need not be
projective in the strict sense of the deÞnition 2.1.1.

2.1.2 Projective forcing with the countable chain condition

Definition 2.1.14 A poset P satisÞes the countable chain condition (or, for short,
is ccc) iff every antichain of P (i.e., every set of pairwise incompatible elements) is
at most countable.

Fact 2.1.15 If P is a projective and ccc poset, then every antichain of P can be coded
by a real. Moreover, we can set up the coding so that,

1. If P is a Σ∼
1
n poset, then �x codes a maximal antichain of P� is a Π∼

1
n predicate.

2. If P is a Π∼
1
n poset, then �x codes a maximal antichain of P� is a Π∼

1
n+1 predicate.

Proof. Since P is a projective and ccc poset, every antichain A is a countable
set of reals. So, we can write A as sequence hpn : n < ωi. But any such a sequence
of reals can be recursively coded by a real. e.g., let J : ω × ω → ω be the standard,
one-to-one and onto, pairing function given by J(n,m) = 2n(2m+ 1)− 1 and deÞne
a ∈ ωω by a(J(n,m)) = pn(m). So, pn = {hi, ji : a(J(n, i)) = j} and a codes an
antichain of P.

Now, a codes a maximal antichain of P iff
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(i) ∀nm (n 6= m→ {hi, ji : a(J(n, i)) = j}⊥P {hi, ji : a(J(m, i)) = j})
(ii) ¬∃y∀n(y⊥P {hi, ji : a(J(n, i)) = j})

Hence, if P is a Σ∼
1
n poset, then, since ⊥P is ∆∼

1
n, (i) is ∆∼

1
n and (ii) is Π∼

1
n. If P is a Π∼

1
n

poset, then, since ⊥P is Π∼
1
n, (i) is Π∼

1
n and (ii) is Π∼

1
n+1.

Corollary 2.1.16 Let N ⊆ M be transitive models of ZF and let P be a projective
and ccc poset with P ∈ N . Suppose a ∈ ωω ∩N . Then,

1. If N,M are Π∼
1
n-correct and P is Σ∼

1
n, then

N ² �a codes a maximal antichain of PN�
iff

M ² �a codes a maximal antichain of PM�.

2. If N,M are Π∼
1
n+1-correct and P is Π∼

1
n, then

N ² �a codes a maximal antichain of PN�
iff

M ² �a codes a maximal antichain of PM�.

Moreover, if AN and AM denote the maximal antichains of PN and PM coded
by a in N and M respectively, then AN = AM .

Proof. (1) and (2) follows from the fact above and from absoluteness of Π1
n

and Π1
n+1 formulas for, respectively, Π∼

1
n-correct and Π∼

1
n+1-correct transitive models of

ZF . The last sentence of the corollary is clear since the coding is recursive.

Corollary 2.1.17 1. Let N ⊆ M be a transitive models of ZF and let P be a
Suslin and ccc poset with P ∈ N . Suppose a ∈ ωω ∩N . Then,

N ² �a codes a maximal antichain of PN�
iff

M ² �a codes a maximal antichain of PM�.

2. Let N ⊆M be a transitive models of ZF+DC containing all countable ordinals
and let P be a Σ∼

1
2 and ccc poset with P ∈ N . Suppose a ∈ ωω ∩N . Then,
N ² �a codes a maximal antichain of PN�

iff
M ² �a codes a maximal antichain of PM�.

Moreover, if AN and AM denote the maximal antichains of PN and PM coded
by a in N and M respectively, then AN = AM .

Proof. These are particular cases of the previous corollary.
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Definition 2.1.18 Let P be a poset. τ is a P-name for a real iff °P�τ is a real �. τ
is a simple P-name for a real if

1. The elements of τ are of form hp, ùn, ùmi, where p ∈ P, and ùn, ùm are the standard
P-names for some n,m ∈ ω.

2. For every n ∈ ω, the set {p ∈ P : (∃m ∈ ω)(hp, ùn, ùmi ∈ τ)} is a maximal an-
tichain of P.

3. For every n,m0,m1 ∈ ω, if hp, ùn, ùm0i ∈ τ and hp, ùn, ùm1i ∈ τ , then m0 = m1.

Fact 2.1.19 For every poset P, and for every P-name τ for a real, there is a simple
P-name for a real σ such that °P �τ = σ�.

Proof. Fix P and τ and suppose °P �τ is a real�. For every n ∈ ω, let An
be a maximal antichain of P such that for every p ∈ An, p °P �τ (ùn) = ùm�, for some
m ∈ ω. An exists since °P �τ is a real� and hence for every p ∈ P there exists q ≤P p
and m ∈ ω such that q °P �τ (ùn) = ùm�. Now, let σ be the simple P-name deÞned by

hp, ùn, ùmi ∈ σ iff p ∈ An ∧ p °P �τ (ùn) = ùm�.

Definition 2.1.20 Let P,Q be partial orderings. A complete embedding of P into
Q is a function e from P into Q such that:

1. e is one-to-one.

2. e is order-preserving. i.e., for all p, q ∈ P, if p ≤P q, then e(p) ≤Q e(q).
3. e preserves maximal antichains. i.e., for every maximal antichain A of P, the
set {e(p) : p ∈ A} is a maximal antichain of Q.

We write P <◦ Q when P ⊆ Q and the identity function is a complete embedding
of P into Q.

Fact 2.1.21 Let P,Q be posets such that P <◦ Q and let τ be a simple P-name
for a real. Then (if we identify the standard P-names for natural numbers with the
corresponding standard Q-names) τ is a simple Q-name for a real. Moreover, if
G ⊆ Q is a generic Þlter, then G ∩ P is a generic Þlter for P and τ [G ∩ P] = τ [G].

Proof. Since the identity function is an order-preserving map of P into Q
which preserves incompatibility, if G ⊆ Q is a Þlter, G ∩ P is a Þlter. If G is a Þlter
on Q, then G is generic over V iff |G ∩A| = 1 for every maximal antichain of Q in
V . But, since every maximal antichain of P is a maximal antichain of Q, if A is a
maximal antichain of P in V , |(G ∩ P) ∩ A| = 1. It follows that G ∩ P is generic for
P.

Let τ be a simple P-name for a real. Since P <◦ Q, if we replace the standard
P-names for natural numbers for the corresponding standard Q-names, then τ is a
simple Q-name for a real and for every n ∈ ω, ùn [G] = ùn [G ∩ P] = n. So, τ [G] =
{hn,mi : hp, ùn, ùmi ∈ τ ∧ p ∈ G} = τ [G ∩ P].
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Fact 2.1.22 Let P be a ccc partial ordering with P ⊆ ωω. Then every simple P-name
for a real can be coded by a real. Moreover, the coding can be arranged so that:

1. If P is a Σ∼
1
n poset, then the set of codes of simple P-names for a real is a Π∼

1
n

subset of ωω.

2. If P is a Π∼
1
n poset, then the set of codes of simple P-names for a real is a Π∼

1
n+1

subset of ωω.

Proof. Let τ be a simple P-name for a real. So,

τ =
[
{{hp, ùn, ùmii : i ∈ ω} : n ∈ ω} ,

where for all n ∈ ω, An = {pi : (∃mi ∈ ω)(hpi, ùn, ùmii ∈ τ )} is a maximal antichain
of P. Let zn ∈ ωω be a code for An as in the Fact 2.1.15. For every n ∈ ω, let
Bn = {mi : (∃pi ∈ P)(hpi, ùn, ùmii ∈ τ )} and let yn ∈ ωω be such that for every i < ω,
yn(i) = mi. So, yn codes Bn. Let xn be such that xn(m) = J(zn(m), yn(m)). So, xn
codes both zn and yn. Finally, let x be a code for hxn : n < ωi as in the Fact 2.1.15.
We say that x codes τ .

Thus, x codes a simple P-name for a real iff

(i) x codes hxn : n < ωi. i.e., ∀nm (x(J(n,m)) = xn(m))

(ii) ∀n (xn codes both zn and yn). i.e., ∀nm (xn(m) = J(zn(m), yn(m)))

(iii) ∀n (zn codes a maximal antichain of P)

(iv) ∀n (xn codes both zn and yn∧
∧∃ij ({hk, li : zn(J(i, k)) = l} = {hk, li : zn(J(j, k)) = l}→ yn(i) = yn(j)))

Clearly, (i) ,(ii) and (iv) are arithmetical and (iii) is Π∼
1
n (if P is Σ∼

1
n) or Π∼

1
n+1 (if P is

Π∼
1
n).

Theorem 2.1.23 Let P be projective ccc poset and let θ(x) be a Σ1
k (Π

1
k) formula

with k ≥ 2. Then the relation

R(p, τ )↔ p ∈ P ∧ τ is a simple P-name for a real ∧ p °P θ(τ)

is a projective relation. Moreover,

1. If P is a Σ∼
1
n poset, then R is Σ∼

1
n+k−1 (Π∼

1
n+k−1).

2. If P is a Π∼
1
n poset, then R is Σ∼

1
n+k (Π∼

1
n+k).
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Proof. We prove it only for Σ1
k formulas, k ≥ 2. The proof for Π1

k formulas is
analogous. We proceed by induction on k:

k + 1: Let θ(x) be a Σ1
k+1 formula, k ≥ 2. So, θ(x) is of the form ∃y¬ψ(x, y),

where ψ is Σ1
k. Assume the fact holds for Σ

1
k formulas and suppose that p ∈ P and

τ is a simple P-name for a real such that p °P θ(τ ). By Maximal Principle ([Ku],
VII.8.2) and Fact 2.1.19,

p °P θ(τ) iff p °P ∃y¬ψ(τ , y)
iff ∃σ (σ is a simple P-name for a real ∧ p °P ¬ψ(τ , σ))
iff ∃σ (σ is a simple P-name for a real ∧ ∀q (q≤Pp→ ¬q °P ψ(τ , σ))

Now, by inductive hypothesis, �q °P ψ(τ , σ)� is Σ∼
1
n+k−1 (if P is Σ∼

1
n) or Σ∼

1
n+k (if P is

Π∼
1
n). Therefore, the last sentence is Σ∼

1
n+k (Σ∼

1
n+k+1, respectively).

k = 2: Then, θ(x) = ∃y ψ(x, y), where ψ(x, y) is a Π1
1 formula. So, by the

Maximal Principle,

p °P θ(τ ) iff ∃σ(σ is a simple P-name for a real ∧ p °P ψ(τ , σ))

Suppose that ϕ≤(x, y) and ϕ⊥(x, y) are the projective formulas that deÞne P
with parameter a ∈ ωω. Let wf(x) be the predicate �x is a well-founded relation�.
Then, wf(x) is a ∆1 predicate (see [J2], 14.3). Therefore there exists a Þnite set S of
axioms of ZF such that

ZF ` ∀M (M transitive ∧M ²
V
S → wf(x) is absolute for M),

where
V
S denotes the conjunction of the sentences in S (see [Ku], IV, Exercise 17).

Let ZFC∗ be a Þnite set of axioms of ZFC containing all axioms which are needed to
deÞne the forcing relation in a model and to prove the Forcing Theorem and including
the set S.

Claim 2.1.24 The following are equivalent:

1. p °P ψ (τ , σ).

2. For every transitive model M of ZFC∗ containing a, p and (the codes of) τ
and σ and such that PM <◦ P, M ² �p °P ψ (τ ,σ) �.

3. There exists a transitive and countable model M of ZFC∗ containing a, p and
(the codes of) τ and σ and such that PM <◦ P, M ² �p °P ψ (τ , σ) �.

Proof. (1⇒ 2) Let M be as in (2). Assume M does not satisfy p °P ψ(τ , σ).
Then, since M ² ZFC∗, there is q ∈M such that q ≤P p and M ² �q °P ¬ψ(τ , σ)�.
Let G be a P-generic Þlter over V with q ∈ G. Then, sinceG is closed upwards, p ∈ G.
LetG0 = G∩M . Since PM <◦ P, by the Fact 2.1.21, G0 is P-generic overM . Also, since
q ∈ G0, M [G0] ² ¬ψ(τ [G0] , σ [G0]). But, given that τ , σ ∈ M and PM <◦ P, by Fact
2.1.21, we have that τ [G0] = τ [G] and σ [G0] = σ [G]. So, M [G] ² ¬ψ (τ [G] , σ [G]),
which is a Σ1

1 formula. Since M ² ZFC∗, also M [G] ² ZFC∗, and therefore the
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Σ1
1 formulas are absolute for M [G] as being a well-founded relation is absolute for
models of ZFC∗. This implies V [G] ² ¬ψ (τ [G] , σ [G]), which contradicts (1).

(2 ⇒ 3) Since ZFC∗ is a Þnite fragment of ZFC, by the Reßection Prin-
ciple, there exists an ordinal α > ω + 2 such that for every formula of ZFC∗ ∪
{ϕ≤ (x, y) ,ϕ⊥ (x, y)} is absolute for Vα. Let X = {a, p, τ , σ, TC (τ) , TC (σ)} and let
M the Skolem hull ofX in Vα. SoM 4 Vα, and, since |X| = ω,M is countable. More-
over, M is extensional since Vα satisÞes the axiom of extensionality. Without loss of
generality, we can suppose that M is transitive (if not, since Mostowski�s collapsing
preserves sets of reals, we collapse it). Clearly, M ² ZFC∗ and a, p, τ ,σ ∈M . Since
M 4 Vα, for every pair of reals b1, b2 ∈M , if M ² ϕ≤(b1, b2) then Vα ² ϕ≤(b1, b2) and
hence, by absoluteness of ϕ≤(x, y) for Vα, ϕ≤(b1, b2). Therefore, PM ⊆ P. Suppose
that AM is a maximal antichain of PM inM . Then, there is a code for it, that is, there
is a real b ∈ M such that M ² �b codes AM�. Now, since M 4 Vα, Vα ² �b codes
AVα� and since the coding is recursive AM = AVα . So, AM is a maximal antichain of
PVα. Therefore, PM <◦ PVα. But, by the choice of Vα, PVα <◦ P. So, PM <◦ P. Then,
by (2), M ² �p °P ψ(τ , σ)�.

(3 ⇒ 1) Let M be a countable and transitive model of ZFC∗ containing
a, p, τ , σ and such that PM <◦ P and M ² �p °P ψ(τ , σ)�. Let G ⊆ P a generic Þlter
over V with p ∈ G. Since PM <◦ P, G0 = G ∩ PM is a PM -generic Þlter over M and
p ∈ G0. So, since M ² ZFC∗,

M [G0] ² ψ (τ [G0] , σ [G0]) .
Moreover, by Fact 2.1.21, τ [G0] = τ [G] and σ [G0] = σ [G]. So,

M [G] ² ψ (τ [G] ,σ [G]) .
But then, since M ² ZFC∗, M [G] ² ZFC∗, and therefore the Π1

1 formulas are
absolute for M [G]. Thus,

V [G] ² ψ (τ [G] , σ [G]) .
This proves the claim.

Now, (2) of the claim above holds iff for every transitive set M ,

hM,∈i ² ZFC∗ ∧ a, p, τ ,σ ∈M ∧ PM <◦ P → hM,∈i ² �p °P ψ(τ , σ)�

iff for every well-founded extensional relation E over ω,

hω, Ei ² ZFC∗ ∧ ∃n0n1n2n3 (πE(n0) = a ∧ πE(n1) = p ∧ πE(n2) = τ∧
∧πE(n3) = σ) ∧ ∀nm (hω, Ei ² ϕ≤(n,m, n0)→ ϕ≤(πE(m), πE(m), a))∧

∧∀n (hω, Ei ² n codes a max. antichain→ πE(n) codes a max.antichain)→
→ hω, Ei ² �p °P ψ(τ , σ)�

where πE is a transitive collapse of hω, Ei onto hM,∈i; iff
∀z (z ∈WF ∧ hω, Ezi ² ZFC∗ ∧ ∃n0, n1, n2, n3(πEz(n0) = a ∧ πEz(n1) = p∧

∧πEz(n2) = τ ∧ πEz(n3) = σ)∧
∧∀nm (hω, Ezi ² ϕ1(n,m, n0)→ ϕ1(πEz(n), πEz(m), a))∧

∧∀n (hω, Ezi ² n codes a max. antichain→ πEz(n) codes a max. antichain)→
→ hω, Ezi ² �p °P ψ(τ , σ)�)
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Now, WF is Π1
1 (see [J2], 40.2). hω, Ezi ² ZFC∗, hω, Ezi ² �p °P ψ(τ ,σ)�

and πEz(n) = x are all arithmetical relations in z (see [J2], 41.1). Moreover, the
formula

∀nm (hω, Ezi ² ϕ≤(n,m, n0)→ ϕ≤(πEz(n), πEz(m), a))

is as complex as the poset. Finally, if P is a Σ∼
1
n (Π∼

1
n) poset, the formula

∀n(hω, Ezi ² n codes a max. antichain→ πEz(n) codes a max. antichain)

is Π∼
1
n (Π∼

1
n+1, respectively). It follows that (2) is Π∼

1
n+1.

Similarly, (3) iff

∃z (z ∈WF ∧ hω, Ezi ² ZFC∗ ∧ ∃n0n1n2n3 (πEz(n0) = a∧
∧πEz(n1) = p ∧ πEz(n2) = τ ∧ πEz(n3) = σ)∧

∧∀nm (hω, Ezi ² ϕ≤(n,m, n0)→ ϕ≤(πEz(n), πEz(m), a))∧
∧∀n (hω, Ezi ² n codes a max. antichain→ πEz(n) codes a max. antichain)∧

∧ hω, Ezi ² �p °P ψ(τ , σ)�)

But this is Σ∼
1
n+1 (if P is Σ∼

1
n), or Σ∼

1
n+2 (if P is Π∼

1
n).

Hence, if P is Σ∼
1
n, then �p °P ψ(τ , σ)� is∆∼

1
n+1. Therefore, �p °P θ(τ)� is Σ∼

1
n+1.

On the other hand, if P is Π∼
1
n then �p °P ψ(τ , σ)� is ∆∼

1
n+2. Hence, �p °P θ(τ )�, is

Σ∼
1
n+2.

2.2 Martin’s Axiom for projective posets

Definition 2.2.1 Let Γ be a class of posets. Martin�s Axiom for Γ, henceforth de-
noted by MA(Γ), is the following statement: For every ccc poset P ∈ Γ and for every
family {Aα : α < κ}, κ < 2ℵ0, of maximal antichains of P, there exists G ⊆ P directed
such that for every α < κ, G ∩ Aα 6= ∅.

Martin�s Axiom, in the sequel denoted by MA, is MA(Γ), where Γ is the class
of all posets.

Definition 2.2.2 Martin�s Axiom for projective posets, MA(Proj), is Martin�s Ax-
iom restricted to the class of projective posets. i.e., MA (Γ) where Γ is the class
of projective posets. Similarly, for every n ≥ 1, we deÞne Martin�s Axiom for Σ∼

1
n

posets, MA(Σ∼
1
n), Martin�s Axiom for Π∼

1
n posets, MA(Π∼

1
n), and Martin�s Axiom for

∆∼
1
n posets, MA(∆∼

1
n).

In this section we shall construct a model of MA(Proj) + ¬CH by iterating
only projective posets. As it was pointed out in the Introduction, the main difficulty
of the proof comes from the fact that, in general, projective formulas are not absolute.
However, as we shall see, we can arrange the construction so that they are absolute
for �sufficiently� many models along of the iteration, where �sufficiently� means for
a ω1-club set.
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2.2.1 λ-club and λ-stationary sets

Definition 2.2.3 Let κ > λ be regular cardinals. A set C ⊆ κ is λ-closed iff for
every ordinal γ with λ ≤ cf(γ) < κ and for every increasing sequence βξ : ξ < γ® of
elements of C, supξ<γ(βξ) ∈ C. A set C ⊆ κ is unbounded in κ iff for every α < κ
there is β > α such that β ∈ C. A set C ⊆ κ is a λ-club in κ iff C is a λ-closed and
unbounded in κ.

Remark 2.2.4 Let κ > ω be a regular cardinal. C ⊆ κ is a club in κ iff C is an
ω-club in κ.

The following facts are well-known. We give a proof for the convenience of the
reader.

Fact 2.2.5 Let κ > λ be regular cardinals. The intersection of any family of less
than κ λ-club subsets of κ is a λ-club in κ.

Proof. Let {Cα : α < β}, with β < κ, be a family of λ-club subsets of κ. Let
C =

T
α<β Cα. It is easy to see that C is λ-closed. To show that C is unbounded, let

γ < κ. We construct a sequence

ξη : η < λ

®
by induction:

η = 0: Then ξ0 = supα<β(ζ
0
α) where


ζ0
α : α < β

®
is deÞned by an other in-

duction:
α = 0: Let ζ0

0 be the least ν ∈ C0 greater than γ.
α > 0: Let ζ0

α be the least ν ∈ Cα greater than supδ<α(ζ0
δ).

Since κ is regular and for every α < β, Cα is unbounded, this sequence is well-deÞned.
η > 0: Then ξη = supα<β(ζ

0
α) where hζηα : α < βi is deÞned by an other induc-

tion:
α = 0: Let ζη0 be the least ν ∈ C0 greater than supδ<η(ξδ).
α > 0: Let ζηα be the least ν ∈ Cα greater than supδ<α(ζηδ).
As in the previous case, these sequences are well deÞned.

Let δ = supη<λ(ξη). By regularity of κ, δ < κ. Clearly, γ < ζ
0
0 < δ. Finally,

since for every α < β, δ = supη<λ(ζ
η
α), δ is the supremum of a λ-sequence of elements

of Cα. So, for every α < β, δ ∈ Cα and, hence, δ ∈ C.
Fact 2.2.6 Let κ > λ be regular cardinals. The diagonal intersection of a κ-sequence
of λ-club subsets of κ is a λ-club in κ.

Proof. Let hCα : α < κi be a sequence of λ-club subsets in κ. Let D =
4α<κCα. D is easily seen to be λ-closed. To see that D is unbounded in κ, let γ < κ.
We construct a λ-sequence


ξη : η < λ

®
by induction:

η = 0: Then ξ0 is the least ν ∈
T
α<γ Cα greater than γ.

η > 0: Let ζ = supδ<η(ξδ). Then ξη is the least ν ∈
T
α<ζ Cα greater than ζ.

Since κ is regular and, by Fact 2.2.5, for every β < κ,
T
α<β Cα is λ-club set

in κ, this sequence is well-deÞned.
Let δ = supη<λ(ξη). By regularity of κ, δ < κ. Clearly, γ < ξ0 < δ. Finally,

since for every β < λ,

ξη : β ≤ η < λ

®
is a λ-sequence of elements of

T
α<ξβ

Cα and
δ = supβ≤η<λ(ξη), for every β < λ, δ ∈

T
α<ξβ

Cα. Hence, δ ∈
T
α<δ Cα and therefore,

δ ∈ D.
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Definition 2.2.7 Let κ > λ be regular cardinals. A function f : κ→ κ is λ-normal if
it is increasing (if α < β, then f(α) < f(β)) and λ-continuous (f(α) = supβ<α(f(β)),
for every limit α < κ with cf(α) ≥ λ).

Fact 2.2.8 Let κ > λ be regular cardinals. C ⊆ κ is a λ-club in κ iff there exists a
λ-normal function f such that ran(f) = C.

Proof. (⇒) Let C ⊆ κ be a λ-club in κ. DeÞne f : κ→ κ by

f (α) = the least ordinal of C \ {f (β) : β < α} .

Since κ is regular, |C| = κ and so f is well-deÞned. Clearly, f is increasing. If
hf (β) : β < γi is a sequence with γ limit and cf (γ) ≥ λ, then supβ<γ (f (β)) ∈ C.
But supβ<γ (f (β)) is the least ordinal in C greater than every f (β), β < γ. So,
f (γ) = supβ<γ (f (β)).

(⇐) Let f be a λ-normal function. Since f is increasing, for every α < κ,
α ≤ f (α) < f (α+ 1). So, ran (f) is unbounded. Let hαξ : ξ < γi an increasing
sequence of elements of ran (f) with γ limit and cf (γ) ≥ λ. Let βξ : ξ < γ® be the
sequence of elements of κ such that for every ξ < γ, f

¡
βξ
¢
= αξ. Then, since f is

λ-continuous

f(sup
ξ<γ
(βξ)) = sup

ξ<γ

¡
f
¡
βξ
¢¢
= sup

ξ<γ
(αξ) .

Hence, supξ<γ (αξ) ∈ ran (f).

Definition 2.2.9 Let κ > λ be regular cardinals. A set S ⊆ κ is λ-stationary iff
S ∩ C 6= ∅ for every λ-club in κ.

Fact 2.2.10 Let κ > λ be regular cardinals. Then,

1. Every λ-club subset in κ is a λ-stationary set in κ.

2. If C is a λ-club in κ and S is a λ-stationary set in κ, then C∩S is a λ-stationary
set in κ.

3. Every λ-stationary set in κ is unbounded in κ. So, every λ-stationary set in κ
has cardinality κ.

Proof. (1) By Fact 2.2.5. (2) Since (S ∩ C) ∩ C 0 = S ∩ (C ∩ C 0) 6= ∅. (3)
Since the set {β < κ : α ≤ β} is a λ-club for every α < κ.

Theorem 2.2.11 (S. Ulam) Let κ be a successor cardinal and let λ be a regular
cardinal κ > λ. Then any λ-stationary set in κ is the disjoint union of κ λ-stationary
subsets.
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Proof. Let κ = µ+. For every α < κ, let fα : α→ µ be a one-to-one function.
Now, for every β < κ and every ξ < µ, let

Xξ
β = {α < κ : fα (β) = ξ} .

Then, since every fα is a one-to-one function, for any ξ < µ, if β 6= γ, then Xξ
β∩Xξ

γ =

∅. Furthermore, for every β < κ, Sξ<µX
ξ
β = {α < κ : β < α}.

Let S be a λ-stationary subset of κ. Then, for every β < κ,
S
ξ<µX

ξ
β ∩ S (by

Fact 2.2.10) is a λ-stationary set. Furthermore, for every β < κ, there is ξ < µ such
that Xξ

β ∩ S is λ-stationary. Otherwise, for every ξ < µ, let Cξ be a λ-club such that
(Xξ

β ∩ S) ∩ Cξ = ∅. So
T
ξ<µCξ is a λ-club such that,S

ξ<µ

(Xξ
β ∩ S) ∩

T
ξ<µ

Cξ = (
S
ξ<µ

Xξ
β ∩ S) ∩

T
ξ<µ

Cξ = ∅.

A contradiction.
We deÞne h : κ→ µ by

h (β) = the least ξ < µ such that Xξ
β ∩ S is a λ-stationary set.

Since κ = µ+, there is ξ < µ such that |{β < κ : h (β) = ξ}| = κ. Let ξ be the least
such ordinal. Then, {Xξ

β ∩ S : h (β) = ξ} is the desired set.
Corollary 2.2.12 Let κ > λ be regular cardinals. Then κ is the disjoint union of κ
λ-stationary subsets in κ.

Proof. If κ is a successor cardinal, then apply Theorem 2.2.11. If κ is a
limit cardinal, and hence weakly inaccessible, then there are κ regular cardinals µ,
λ ≤ µ < κ, and for each such µ, {γ < κ : cf(γ) = µ} is a λ-stationary in κ.

2.2.2 Forcing iteration of projective posets

Lemma 2.2.13 Let κ > ℵ1 be a regular cardinal and let P be the direct limit of an
iteration hPα, úQα : α < κi with Þnite support of ccc forcing notions such that for each
α < κ, °α �2

ℵ0 < κ�. Let G be a P-generic Þlter over V . Assume that ϕ(x) is a
projective formula with parameter a ∈ V [G]. Then, for every b ∈ V [G],

V [G] ² ϕ(b)

iff there is an ω1-club C ⊆ κ such that for all α ∈ C,
V [Gα] ² ϕ(b).

Proof. (⇒) We prove this direction by induction on the complexity of the
projective formulas:

n = 1: That is, ϕ(x) is a Σ1
1(a) formula or a Π

1
1(a) formula. Since a, b ∈

ωω∩V [G], there is an ordinal α < κ such that a, b ∈ V [Gα] (see [Ku], VIII.5.14). By
absoluteness of Σ1

1 (Π
1
1) formulas for transitive models of ZF , for every β, α ≤ β < κ,

V [Gβ] ² ϕ(b).
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So, since P preserves coÞnalities, C = {β < κ : α ≤ β} is the desired set.
n+ 1: Let ϕ(x) = ∃y ψ(x, y) be a Σ1

n+1(a) formula. Take a witness c ∈ V [G]
so that

V [G] ² ψ(b, c).

Since ψ(b, c) is a Π1
n(a) formula, the lemma follows by inductive hypothesis.

So, suppose ϕ(x) is Π1
n+1(a). Then, ϕ(x) = ∀y ψ(x, y) where ψ(x, y) is a Σ1

n(a)
formula. We deÞne an ω1-club C = {αξ : ξ < κ} by induction on ξ < κ.
ξ = 0: α0 is the supremum of an increasing sequence


βγ : γ < ω1

®
of ordinals satis-

fying

For all δ < γ < ω1 and all reals r ∈ V [Gβδ ], V [Gβγ ] ² ψ(b, r). (∗)

We deÞne this sequence by another induction on γ < ω1:
γ = 0: Let ζ < κ be the least ordinal such that a, b ∈ V [Gζ ]. Since V [Gζ ] ² 2ℵ0 =
λ < κ, let


r0
η : η < λ

®
be an enumeration of all the reals in V [Gζ ]. Since ψ is Σ1

n (a)
and for each η < λ,

V [G] ² ψ(b, r0
η),

by inductive hypothesis for every η < λ there is an ω1-club C0
η ⊆ κ such that for all

ν ∈ C0
η ,

V [Gν] ² ψ(b, r0
η).

Let D0
0 =

T
η<λC

0
η . D

0
0 is an ω1-club. Let β0 be the least ν ∈ D0

0 greater than ζ.
γ > 0: Let ζ = supδ<γ(βδ). Let


rγη : η < λ

®
, λ < κ, be an enumeration of all reals

in V [Gζ ]. As in the previous case, for every η < λ, there is an ω1-club Cγη ⊆ κ such
that for all ν ∈ Cγη ,

V [Gν] ² ψ(b, rγη).

Let D0
γ =

T
η<λC

γ
η . Then D

0
γ and

T
δ≤γD

0
δ are ω1-clubs. Let βγ the least ordinal inT

δ≤γD
0
η greater than ζ.
Thus,


βγ : γ < ω1

®
is an increasing sequence of ordinals satisfying (∗). Let

α0 = supγ<ω1
(βγ).

To see that

V [Gα0 ] ² ∀yψ(b, y),

suppose that r ∈ V [Gα0 ] is a real. Since P preserves coÞnalities, cf(α0) = ω1, and so,
there exists a least γ < ω1 and η < λ < κ such that r = rγη ∈ V [Gβγ ]. But, for every
δ ≥ γ, βδ ∈ Cγη . So, hβδ : γ ≤ δ < ω1i is an increasing ω1-sequence of elements of Cγη
with supremum α0. Hence, α0 ∈ Cγη and, therefore,

V [Gα0] ² ψ(b, r).
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ξ > 0: We take two cases into consideration.
Case 1 : cf(ξ) ≤ ω. We deÞne αξ in the same way as in case ξ = 0; i.e., as the
supremum of an increasing sequence


βγ : γ < ω1

®
of ordinals satisfying (∗). We

obtain this sequence like before except for γ = 0. In this case, we deÞne β0 as the least
ordinal ζ ∈ Tν<ξDν greater than supν<ξ(αν), where for every ν < ξ, Dν =

T
γ<ω1

Dν
γ .

Case 2 : cf(ξ) > ω. Let αξ = supν<ξ(αν). We now show that

V [Gαξ ] ² ∀yψ(b, y).

Since cf(αξ) = cf(ξ) = µ > ω, we can Þx a subsequence

βγ : γ < µ

®
of hαν : ν < ξi

with supremum αξ. Let r ∈ V [Gαξ ] be a real. Let γ < µ be the least ordinal such that
r ∈ V [Gβγ ]. But, if γ ≤ δ < µ, then βδ ∈ Dβγ . So, hβδ : γ ≤ δ < µi is a µ-sequence
of elements of Dβγ with supremum αξ. Hence, αξ ∈ Dβγ and, therefore,

V [Gαξ ] ² ψ(b, r).

Since P preserves coÞnalities, C = {αξ : ξ < κ} is the range of an ω1-normal
function and therefore C is an ω1-club contained in κ.

(⇐) Assume that there is an ω1-club C ⊆ κ such that for all α ∈ C,

V [Gα] ² ϕ(b),

and suppose that

V [G] 2 ϕ(b).

Then, V [G] ² ¬ϕ(b) and, by (⇒), there exists an ω1-club D such that for all α ∈ D,
V [Gα] ² ¬ϕ(b). By Fact 2.2.5, C ∩D 6= ∅. But if α ∈ C ∩D, then

V [Gα] ² ϕ(b) ∧ ¬ϕ(b).

A contradiction.

Theorem 2.2.14 (GCH) Let κ be a regular cardinal which is not the successor of a
cardinal of countable coÞnality. Then there is an iteration of projective and ccc posets
such that whenever G is a generic Þlter for the iteration,

V [G] ² MA(Proj) ∧ 2ℵ0 = κ.

Proof. We divide the proof in two parts: Þrst, we construct the poset P and,
second, we show that forcing with this poset gives a model ofMA(Proj) and 2ℵ0 = κ.

(I) Construction of P: To start with, we Þx a function π from κ onto κ × κ
such that for every β, γ < κ,

1. (∀α < κ) (π (α) = hβ, γi→ β ≤ α).
2. Sβ,γ = {α ∈ κ : π (α) = hβ, γi} is an ω1-stationary set in κ.
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There exists a such a function. Indeed, by Corollary 2.2.12, κ is the disjoint union
of {Xξ : ξ < κ}, a family of ω1-stationary subsets of κ. So, let f be a one-to-one
function from κ× κ onto κ and deÞne π by:

π (α) =

½ hβ, γi , if α ∈ Xf(β,γ) and β ≤ α
h0, 0i , if α ∈ Xf(β,γ) and β > α

Clearly π satisÞes (1), and Sβ,γ = Xf(β,γ) ∩ {α ∈ κ : β ≤ α} is an ω1-stationary set,
for every β, γ < κ. So, π also satisÞes (2). We shall use π as a bookkeeping function
to ensure that we force with all projective ccc posets that appear along the iteration.

We obtain the poset P as the direct limit of an iteration hPα, úQα : α < κi with
Þnite support such that for every α < κ,

°α � úQα is a projective ccc poset�.

We proceed by induction on α < κ: suppose that for every β < α, Pβ and úQβ

have been already deÞned and satisfy that:

1. Pβ is a ccc poset.

2. °β �2
ℵ0 < κ�.

3. °β � úQβ is a projective ccc poset�.

Then we deÞne Pα and show that it satisÞes (1)-(3):
α = 0: Let P0 the trivial poset.
α = β + 1: Let Pα = Pβ∗ úQβ. Since Pβ is a ccc poset and °β � úQβ is a projective

ccc poset�, Pα is a ccc poset. So, Pα satisÞes (1).
Moreover, on one hand, it is easy to see that |Pβ| < κ. On the other hand,

since °β �2
ℵ0 < κ� and °β � úQβ is a projective poset�, °β �| úQβ| < κ�. So, |Pα| =

|Pβ ∗ úQβ| < κ. But then, since κ is a regular cardinal and GCH holds, κℵ0 = κ. So,
since Pα is a ccc poset, °α �2

ℵ0 < κ�. Therefore, Pα satisÞes (2).
Given Pα, it only remains to Þnd úQα satisfying (3). Since °α �2

ℵ0 < κ�,

V [Gα] ² �There are less than κ projective posets�.

Let h úQγ
α : γ < κi be a sequence of all Pα-names (where for some η < κ, for every

γ ≥ η, úQγ
α is the trivial poset) such that:

°α �h úQγ
α : γ < κi enumerates all projective posets�.

There is a such a sequence by the Maximal Principle.
Suppose that π (α) = hδ, γi. Since δ ≤ α, úQγ

δ = h úQγδ , ú≤
γ

δ ,
ú⊥γδ i has been already

deÞned; i.e., there are projective formulas ϕ≤ (x, y; z) and ϕ⊥ (x, y; z) and a simple
Pδ-name for a real úa that deÞne the projective poset úQγ

β. i.e.,

°δ � úQ
γ
δ = Þeld( ú≤

γ

δ )
°δ �(∀x, y ∈ ωω)(x ú≤γδy ↔ ϕ≤(x, y; úa))�
°δ �(∀x, y ∈ ωω)(x ú⊥γδy ↔ ϕ⊥(x, y; úa))�
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Let úQ = h úQ, ú≤, ú⊥i be a Pα-name such that

°α � úQ = Þeld( ú≤)
°α �(∀x, y ∈ ωω)(x ú≤y ↔ ϕ≤(x, y; úa))�
°α �(∀x, y ∈ ωω)(x ú⊥y ↔ ϕ⊥(x, y; úa))�

Then we put úQα = úQ, providing that °α � úQ is a ccc poset�, and úQα = {∅}, otherwise.
So

°α � úQα is a projective ccc poset�,

and Pα satisÞes (3).
α limit: Then Pα is the direct limit of hPβ, úQβ : β < αi. Since for every β < α,

°β � úQβ is a ccc poset�, Pα satisÞes (1).
Since we are working with an iteration with Þnite support,

|Pα| = |
S
β<α Pβ| =

P
β<α |Pβ|

But κ is a regular cardinal, α < κ and, by inductive hypothesis, for all β < α,
|Pβ| < κ. So, |Pα| < κ. But then, as above, °α �2

ℵ0 < κ� and Pα satisÞes (2).
We can see that Pα satisÞes (3) as in the previous case.
This completes the construction of the Pα�s, α < κ. P is its direct limit.
(II) If G is a P-generic Þlter over V , then V [G] ² MA(Proj) ∧ 2ℵ0 = κ: We

Þx a P-generic Þlter G over V .
We Þrst show that V [G] ² 2ℵ0 = κ. Since P is a ccc poset which is the direct

limit of a Þnite support iteration of length κ of posets of cardinality less than κ and
κ is a regular cardinal, |P| ≤ κ. Furthermore, by GCH, κℵ0 = κ. Hence,

°P �2
ℵ0 ≤ κ�.

On the other hand, if Q is the Cohen poset for adding one generic real, then, since it
is a projective ccc poset, Q is the denotation of úQα for arbitrary large α < κ. Each
time we force with one of these úQα one more new real is added and therefore we have

°P �2
ℵ0 ≥ κ�.

We now show that V [G] ² MA(Proj). Let Q be a projective ccc poset
in V [G]. Suppose that ≤Q=

©hx, yi : ϕ≤ (x, y)ª and that ⊥Q= {hx, yi : ϕ⊥ (x, y)},
where ϕ≤ (x, y) and ϕ⊥ (x, y) are projective formulas with parameter a ∈ ωω ∩ V [G].
Let {Ai : i < µ}, µ < κ, be a family of maximal antichains of Q in V [G].

We code every maximal antichain Ai, i < µ, by a real ai like in Fact 2.1.15.
Hence, for every i < µ,

V [G] ² �ai codes a maximal antichain of Q�.

Note that, by Fact 2.1.15, the right-hand side is a projective sentence. So, by Lemma
2.2.13, for every i < µ, there exists an ω1-club Ci ⊆ κ such that for every ξ ∈ Ci,

V [Gξ] ² �ai codes a maximal antichain of Qξ�,
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where Qξ denotes the poset in V [Gξ] which is deÞned by the same formulas that
deÞne the poset Q in V [G]. Let C =

T
i<µ Ci. Then, C is an ω1-club such that for

every i < µ and every ξ ∈ C,

V [Gξ] ² �ai codes a maximal antichain of Qξ�.

Moreover, since the coding is recursive, if for each ξ ∈ C, Aξi denotes the maximal
antichain of Qξ coded by ai, then A

ξ
i = Ai.

Claim 2.2.15 There exists an ω1-club D ⊆ κ such that for every α ∈ D and for all
reals r, r0 ∈ V [Gα],

V [Gα] ² ϕ≤ (r, r0) iff V [G] ² ϕ≤ (r, r0)
V [Gα] ² ϕ⊥ (r, r0) iff V [G] ² ϕ⊥ (r, r0)

Proof. Let hhr, r0iγ : γ < κi be an enumeration of all pairs of reals in V [G].
Let C be the following set:

C = {β < κ : hhr, r0iγ : γ < βi enumerates all pairs of reals of V [Gβ]}.

It is easy to see that C is a ω1-closed set. To see that C is unbounded, given an
ordinal α < κ, we construct by induction a ω1-sequence hαξ : α < ω1i of ordinals as
follows:

ξ = 0: α0 = α
ξ > 0: αξ is the least ordinal greater than supζ<ξ(αζ) such that for every ζ < ξ,

hhr, r0iγ : γ < αξi enumerates all pairs of reals of V [Gαζ ].
Clearly α < supξ<ω1

(αξ) ∈ C.
By Lemma 2.2.13, for every pair of reals hr, r0iγ , γ < κ, there exists an ω1-club

Eγ such that for every ξ ∈ Eγ ,

V [Gξ] ² ϕ≤ (r, r0) iff V [G] ² ϕ≤ (r, r0) .

For every γ < κ, let Dγ = Eγ ∩ C. Let Dϕ≤ = 4γ<κDγ. So Dϕ≤ is an ω1-club (by
Fact 2.2.6).

We now show that for every ξ ∈ Dϕ≤ and all reals r, r0 ∈ V [Gξ],

V [Gξ] ² ϕ≤ (r, r0) iff V [G] ² ϕ≤ (r, r0) .

Let ξ ∈ Dϕ≤ and r, r0 ∈ V [Gξ]. Since ξ ∈ Dϕ≤, for every ζ < ξ, ξ ∈ C ∩ Eζ . Since
r, r0 ∈ V [Gξ] and ξ ∈ C, there exists γ < ξ such that hr, r0i = hr, r0iγ. But ξ ∈ Eγ
and so

V [Gξ] ² ϕ≤ (r, r0) iff V [G] ² ϕ≤ (r, r0) .

We obtain Dϕ⊥ in a similar way. Finally, we put D = Dϕ≤ ∩Dϕ⊥ which, by
Fact 2.2.5, is also an ω1-club.
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Let D be as in the claim above and we put E = C ∩D. Clearly, E 6= ∅. So,
pick β ∈ E. Since β ∈ D, for all reals r, r0 ∈ V [Gβ],

V [Gβ] ² ϕ⊥ (r, r0) iff V [G] ² ϕ⊥ (r, r0) .

Thus, every antichain of Qβ in V [Gβ] is an antichain of Q in V [G]. Therefore, since
Q is a ccc poset in V [G] and forcing with P preserves cardinals, Qβ is a ccc poset
in V [Gβ]. Hence, there exists a Pβ-name úQγ

β such that Qβ = úQγ
β [Gβ]. Since Sγ,β is

an ω1-stationary subset of κ, E ∩ Sγ,β 6= ∅. Let η ∈ E ∩ Sγ,β. So, Qη is a projective
ccc poset and Qη = úQη [Gη]. But then, V [Gη+1] contains a Qη-generic Þlter H over
V [Gη]. Since η ∈ C, for every i < µ, Aηi = Ai is a maximal antichain of Qη in V [Gη].
Hence, for every i < µ, H ∩Aηi 6= ∅. Finally, since η ∈ D, for all reals r, r0 ∈ V [Gη],

V [Gη] ² ϕ≤ (r, r0) iff V [G] ² ϕ≤ (r, r0) .

Thus, H is a directed subset of Q in V [G] such that for every i < µ, H ∩ Ai 6= ∅.
Hence, V [G] ² MA(Proj).

Theorem 2.2.16 (GCH) Let κ be a regular cardinal which is not the successor of
a cardinal of countable coÞnality. Then for every n ≥ 1, there is an iteration of Σ∼

1
n

(Π∼
1
n, ∆∼

1
n) ccc posets such that whenever G is a generic Þlter for the iteration, V [G]

satisÞes MA (Σ∼
1
n) (MA (Π∼

1
n), MA (∆∼

1
n)) and 2

ℵ0 = κ.

Proof. As in Theorem 2.2.14 but using only ccc Σ∼
1
n (Π∼

1
n, ∆∼

1
n) posets.

We Þnish this section by remarking that with a similar argument as in Theorem
2.2.14, we can improve a result from [Ju-R]. The following is an alternative axiom to
MAκ (Γ) introduced in [vD-F]:

Definition 2.2.17 Let Γ be a class of posets and let κ be any cardinal. κ-Anti
Martin�s Axiom for Γ, henceforth denoted by AMAκ (Γ), is the following statement:
For every ccc poset P ∈ Γ there exists a family {Gα : α < κ} of Þlters on P such that
for every maximal antichain A ⊆ P there exists α < κ such that for every β ≥ α,
Gβ ∩ A 6= ∅.

Theorem 2.2.18 (GCH) Let κ be cardinal such that ω1 < cf (κ) and κ is not the
successor of a cardinal of countable coÞnality. Then there is an iteration of projective
ccc posets such that whenever G is a generic Þlter for the iteration,

V [G] ² AMAcf(κ) (Proj) ∧ 2ℵ0 = κ.

Proof. Note that for all results of 2.2.1 on λ-clubs and λ-stationary subsets
of κ only need that cf (λ) < cf (κ). So, the theorem follows with a similar argument
to that 2.2.14.

Remark 2.2.19 The case for consistency of AMAλ (Proj)∧ 2ℵ0 = κ with ω1 ≤ λ ≤
κ for λ regular and κℵ0 = κ has been solved in [R-Sh].
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2.3 MA(Proj) is weaker than MA

2.3.1 Projective forcing after collapsing a weakly-compact cardinal

Fact 2.3.1 Let V be a transitive model of ZF . Then, V and L(R) are projective
absolute. i.e., for every projective formula ϕ (x1, . . . , xn) and b1, . . . , bn ∈ R ∩ V ,

V ² ϕ (b1, . . . , bn) iff L (R) ² ϕ (b1, . . . , bn) .

We need the following form of a theorem of K. Kunen. The proof is taken
from [To1]:

Theorem 2.3.2 Let κ be a weakly-compact cardinal and let V0 = V [C0], where C0

is a Coll (ω, < κ)-generic Þlter over V . Suppose that P is a ccc poset in V0 and G is
a P-generic Þlter over V0. Then, L (R)V0 and L (R)V0[G] satisfy the same sentences of
Set Theory with parameters in V .

Proof. Let κ be a weakly-compact cardinal and let úP be a Coll (ω, < κ)-name
for a ccc poset. Let S = Coll (ω, < κ) ∗ úP.

We need the following lemma of K. Kunen (see [H-Sh], Lemma 1). We work
with complete Boolean algebras in order to simplify the proof.

Lemma 2.3.3 Let κ be a weakly-compact cardinal and let B a complete and κ-cc
Boolean algebra. Then for every Z ⊆ B, if |Z| < κ, there exists a complete subalgebra
B∗ of B such that Z ⊆ B∗ and |B∗| < κ.

Proof. Let κ be a weakly-compact cardinal, B a κ-cc complete Boolean alge-
bra and Z ⊆ B such that |Z| < κ. Let C be a complete subalgebra of B containing Z.
Since B is κ-cc and |Z| < κ, |C| ≤ κ. So, without loss of generality, we may assume
that C = hκ,+, ·,−, 0, 1i.

Let U1 = {a ⊆ κ : a is a maximal antichain of C}. Since C is κ-cc, for all a ∈
U1, |a| < κ. So, U1 ⊆ κ<κ. Let U2 = {hx,αi : x ⊆ κ∧ |x| < κ∧α ∈ κ∧α = supC (x)}.
And let U3 = {Z}.

Let σ be the conjunction of the following sentences of the second order language
of type {∈, U1, U2, U3,+, ·,−, 0, 1}:

1. C is a Boolean algebra and Z ⊆ C; i.e., the conjunction of Boolean algebra
axioms and ∀x (U3x→ x ⊆ κ) (Þrst order).

2. ∀x (x ⊆ κ ∧ |x| < κ→ ∃zU2(x, z)). i.e., C is κ-complete (Þrst order).

3. ∀X(X ⊆ κ ∧ ∀yz (Xy ∧Xz ∧ y 6= z → y · z = 0)∧
∧∀z(z < κ∧ z 6= 0→ ∃y(Xy ∧ ¬y · z = 0))→ ∃x (U1x ∧ x = X))

i.e., every maximal antichain of C belongs to U1 (second order and Π1
1).
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Since C = hκ,+, ·,−, 0, 1i is a complete Boolean algebra, Z ⊆ κ and U1 ⊆ κ<κ is the
set of all maximal antichains of C,

hVκ,∈,κ,+, ·,−, 0, 1, U1, U2, U3i ² σ.

Then, since σ is a Π1
1 sentence, by Π

1
1-indescribability of κ, there is α < κ such that

hVα,∈,κ ∩ Vα,+ ∩ Vα, · ∩ Vα,− ∩ Vα, 0, 1, U1 ∩ Vα, U2 ∩ Vα, U3 ∩ Vαi ² σ.

Let B∗ = C∩ Vα. Then, by (1) B∗ = hα,+, ·,−, 0, 1i is a subalgebra of C such
that Z ⊆ B∗. Clearly, |B∗| = α < κ. By (2), B∗ is a α-complete Boolean algebra
and, by (3), every maximal antichain of B∗ belongs to U1 ∩ Vα = U1 ∩ α<α. Hence
B∗ is a α-cc Boolean algebra. Therefore, B∗ is a complete Boolean algebra and it is
a subalgebra of C.

So, it only remains to see that B∗ is a complete subalgebra of C. Let X ⊆ α.
If |X| < α, then hX, supB∗ (X)i ∈ U2 ∩ Vα, so hX, supB∗ (X)i ∈ U2 and therefore,
supB∗ (X) = supC (X). If |X| = α, then, since B∗ is α-cc, supB∗ (X) = 1. Further,
let X 0 = {u ∈ α : (∃v ∈ X) (u ≤B∗ v)}. Then, since X 0 is open in B∗, there exists a
maximal antichain A in B∗ such that A ⊆ X 0

. But then, by (3), A ∈ U1 and, so, A is
a maximal antichain of C. Hence supC (A) = supC (X

0) = supC (X) = 1. Therefore,
B∗ is a complete subalgebra of C of size less than κ and includes Z.

Let E be the poset of all complete embeddings from a complete subalgebra of
r.o. (S) of size less than κ into r.o. (Coll (ω, < κ)), ordered by inverse inclusion. i.e.,

� h ∈ E iff h is a complete embedding from a complete subalgebra of r.o. (S) of
cardinality less than κ into r.o. (Coll (ω, < κ)).

� h ≤ h0 iff h0 ⊆ h.

By Kripke�s Theorem (see [J2], Theorem 62) and lemma above, we know that
E 6= ∅.

Definition 2.3.4 Let κ be a cardinal. A poset P is < κ-closed iff whenever γ < κ
and hpα : α < γi is a decreasing sequence of elements of P (i.e., for all α,β < γ, if
α < β, then pβ ≤ pα) there is p ∈ P such that for all α < γ, p ≤ pα.

Claim 2.3.5 E is a < κ-closed poset.

Proof. Suppose that hhα : α < γi, with γ < κ, is a decreasing sequence of
elements of E. Let Z =

S
α<γ dom (hα). By regularity of κ, |Z| < κ. So, since r.o. (S)

is a complete and κ-cc Boolean algebra, by Lemma 2.3.3, we have that there is a
complete subalgebra (Z) of r.o. (S) including Z of size less than κ. Since {hα : α < γ}
is a family of complete embeddings pairwise compatible, h =

S
α<γ hα is an embedding

from Z into r.o. (Coll (ω, < κ)). But then, we may extend h to a complete embedding
h∗ from (Z) into r.o. (Coll (ω, < κ)) (see [J2], 25.12). Then h∗ ∈ E and for every
α < γ, h ≤ hα.
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Lemma 2.3.6 Let H be a E-generic Þlter over V . Then e =
S
H is a complete

embedding from r.o. (S) into r.o. (Coll (ω, < κ)).

Proof. Let H be a E-generic Þlter over V and e =
S
H. Clearly e is an

embedding from dom (e) into r.o. (Coll (ω, < κ)) . So, we only need to show that
dom (e) = r.o. (S) and that for every maximal antichainA ⊆ r.o. (S), e�A is a maximal
antichain of r.o. (Coll (ω, < κ)).

To see this it will suffice to show that for every X ⊆ r.o. (S) with |X| < κ,
DX = {h ∈ E : X ⊆ dom (h)} is a dense subset of E. Since then, on one hand, for
every u ∈ r.o. (S), H ∩D{u} 6= ∅, and so dom (e) = r.o (S). On the other hand, since
r.o. (S) is κ-cc, for every maximal antichain A ⊆ r.o. (S), DA is a dense subset of E.
But, if A ⊆ dom (h), then, since dom (h) <◦ r.o. (S), h”A is a maximal antichain of
r.o. (Coll (ω, < κ)). But e”A = h”A. So, e is also a complete embedding.

Now, as in Claim 2.3.5, using Lemma 2.3.3, it is clear that for every X ⊆
r.o. (S) of size less than κ, DX is a dense subset of E.

Suppose that G is a S-generic Þlter over V . Let H be a E-generic Þlter over
V [G]. Since E is a poset in V , G × H is a S × E-generic Þlter over V . Since
S × E ∼= E × S, V [G×H] = V [H ×G] = V [H] [G]. Now, since E is a < κ-closed
poset, E does not add new reals. i.e., R ∩ V [G] = R ∩ V [H][G] (see [Ku], VII.6.14).
Therefore, all new reals in V [H] [G] have been added by S. So, for every p ∈ S, every
formula ϕ (v) and every x ∈ V ,

V ² �p °S ϕ (ùx)
L(R) � iff V [H] ² �p °S ϕ (ùx)

L(R) �.

Similarly, for every p ∈ Coll (ω, < κ), every formula ϕ (v) and every x ∈ V ,

V ² �p °Coll(ω,<κ) ϕ (ùx)
L(R) � iff V [H] ² �p °Coll(ω,<κ) ϕ (ùx)

L(R) �.

Let e ∈ V [H] be the generic complete embedding from S into Coll (ω, < κ)
given by Lemma 2.3.6 and let i be the canonical embedding from Coll (ω, < κ) into
S = Coll (ω, < κ) ∗ úP. Then,

Claim 2.3.7 V [H] ² � °S ϕ (ùx)
L(R) � iff V [H] ² � °Coll(ω,<κ) ϕ (ùx)

L(R) �.

Proof. We show it by induction on the complexity of formulas:
n = 0: By absoluteness of Σ0 formulas and the fact that for every S-generic

Þlter G over V [H], there exists a Coll (ω, < κ)-generic Þlter C over V [H] such that
e−1 (C) = G and, hence, V [H][G] = V [H][e−1 (C)] ⊆ V [H][C].

n+ 1: Let ϕ (v) = ∃y¬ψ (v, y) where ψ (v, y) is a Σn formula. Suppose that

V [H] ² � °S ∃y¬ψ (ùx, y)L(R) �.

So, there exists a S-name úb in V [H] such that V [H] ² � °S ¬ψ(ùx, úb)L(R)�. But
then, by inductive hypothesis, V [H] ² � °Coll(ω,<κ) ¬ψ(ùx, e∗(úb))L(R)�, where for every
S-name τ ,

e∗ (τ ) = {he (p) , e∗ (σ)i : hp, σi ∈ τ}
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(see [Ku], VII.7.12). Therefore,

V [H] ² � °Coll(ω,<κ) ∃y¬ψ(ùx, y)L(R)�.

We show that if V [H] ² � °Coll(ω,<κ) ∃y¬ψ (ùx, y)L(R) �, then V [H] ² � °S

∃y¬ψ (ùx, y)L(R) � as above but using the complete embedding i from Coll (ω, < κ)
into S.

But, by almost homogeneity of Coll (ω, < κ), we get that for every formula
ϕ (v) and every x ∈ V , °Coll(ω,<κ) �ϕ (ùx) � or °Coll(ω,<κ) �¬ϕ (ùx) �. So, by Claim
2.3.7, for every formula ϕ (v) with all its parameters in V and every x ∈ V

V ² � °Coll(ω,<κ) ϕ (ùx)
L(R) � iff V [H] ² � °Coll(ω,<κ) ϕ (ùx)

L(R) �

iff V [H] ² � °S ϕ (ùx)
L(R) �

iff V ² � °S ϕ (ùx)
L(R) �

This ends the proof of Theorem 2.3.2.

Note that, in the Theorem 2.3.2, if all the parameters of the formula are reals,
then by the Factor Lemma for the Levy-collapse, we can assume that they are in V0.
So, L (R)V0 and L (R)V0[G] satisfy the same projective sentences with reals in V0 as
parameters.

Definition 2.3.8 Let P be a forcing notion, let V be a model of ZFC∗ and let n ≥ 1.
V is Σ∼

1
n-absolute for P if for every Σ∼

1
n formula ϕ (x1, . . . , xn) with parameters in V

and for every b1, . . . , bn ∈ R∩V ,

V ² ϕ (b1, . . . , bn) iff V [G] ² ϕ (b1, . . . , bn) ,

for every P-generic Þlter G over V . V is projective absolute for P iff for every n ≥ 1,
V is Σ∼

1
n absolute for P. Finally, V is projective absolute for ccc forcing notions iff

for every ccc poset P ∈ V , V is projective absolute for P.

Thus, from the remark following the proof of Theorem 2.3.2, we obtain the
following corollary:

Corollary 2.3.9 Let κ be a weakly-compact cardinal and let C be a Coll (ω, < κ)-
generic Þlter over V . Then V [C] is projective absolute for ccc forcing notions.

Lemma 2.3.10 Let κ be a weakly-compact cardinal and let C0 be a Coll (ω, < κ)-
generic Þlter over V . Suppose that P ∈ V [C0] is a ccc poset and G0 is a P-generic
Þlter over V [C0]. Then V [C0] [G0] is projective absolute for ccc forcing notions.

Proof. Let V0 = V [C0] [G0] and suppose that Q ∈ V0 is a ccc poset, H is a
Q-generic Þlter over V0 and V0 [H] ² ϕ, where ϕ is a Σ1

n (a) sentence with parameter
a ∈ V0. We need the following fact:
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Fact 2.3.11 There exists a Coll (ω, < κ)-generic Þlter C1 over V such that a ∈ V [C1]
and V [C1] ⊆ V [C0] [G0].

Proof. By a Skolem argument, we may assume that V [C0] ² |P| ≤ ℵ1. Let
úa be a simple Coll (ω, < κ) ∗ úP-name for a. Since úa is of size less than κ and κ is
weakly-compact, by 2.3.3, we can Þnd Q0 <◦ Coll (ω, < κ)∗P such that |Q0| = λ < κ, úa
is a simple Q0-name and there is a dense embedding π from Q0 into Coll (ω, < λ+ 1).
As (C0 ∗G0)∩Q0 is a Q0-generic Þlter, π� (C0 ∗G0 ∩Q0) is a Coll (ω, < λ+ 1)-generic
Þlter and a = úa [C0 ∗G0] = úa [(C0 ∗G0) ∩Q0] = π∗ ( úa) [π� (C0 ∗G0 ∩Q0)] .

We continue with the proof of Lemma 2.3.10. Fix C1 as in 2.3.11. So, a ∈
V [C1] ⊆ V [C0] [G0]. Then there exists a ccc generic extension V [C1] [G1] of V [C1]
such that V [C1] [G1] = V [C0] [G0] (see, [J2], 25.3). Hence, V [C1] [G1] [H] ² ϕ. Now,
V [C1] [G1] [H] = V [C1][G1∗H] is a single ccc extension of V [C1]. So, since, a ∈ V [C1],
by Corollary 2.3.9, V [C1] ² ϕ. Again by 2.3.9, V [C1] [G1] ² ϕ. But V [C1] [G1] = V0.
Hence, V0 ² ϕ.

Corollary 2.3.12 Let κ be a weakly-compact cardinal and let C be a Coll (ω, < κ)-
generic Þlter over V . Suppose P ∈ V [C] is a ccc poset and G is a P-generic Þlter
over V [C]. Let V0 = V [C] [G]. Suppose that Q0,Q1 ∈ V0 are ccc posets and Q1 is
projective. Then for every Q0-generic Þlter H over V0,

QV0
1 <◦ QV0[H]

1 .

Proof. Since V0 is projective absolute for ccc forcing notions.

Definition 2.3.13 Let P be a poset. P is indestructible-ccc iff for every ccc poset
Q, °Q �P is a ccc poset�.

The next theorem shows that after Levy-collapsing a weakly-compact cardinal
to ω1, all projective ccc posets are indestructible-ccc, i.e., they remain ccc in all ccc
forcing extensions.

Theorem 2.3.14 Let κ be a weakly-compact cardinal and let C0 be a Coll (ω, < κ)-
generic Þlter over V . If P,Q ∈ V [C0] are ccc posets and Q is projective, then for
every P-generic Þlter G over V [C0],

V [C0] [G] ² �Q is a ccc poset�.

Proof. Fix a projective ccc poset Q in V [C0]. By the Factor Lemma for
the Levy-collapse we may assume the parameters of the deÞnition of Q are all in the
ground model. Further, since Coll (ω, < κ) is an almost homogenous poset, we may
assume that

°Coll(ω,<κ) � úQ is a ccc poset�.

Let P be a ccc poset in V [C0] and suppose úA = {τ i : i < κ} is a Coll (ω, < κ)∗ úP-name
for an uncountable antichain of úQ.
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Let S = Coll (ω, < κ)∗ úP and let E be the set of all complete embeddings from
complete subalgebras of the algebra r.o. (S) of size less than κ into r.o.(Coll (ω, < κ))
ordered by inclusion. By Claim 2.3.5, E is a < κ-closed poset. So, forcing with
E does not add new reals. Hence, projective statements are absolute between the
ground model and the E-generic extension.

Let V0 = V [H] [C0 ∗G] be a E × S-generic extension of V . That is, H is
E-generic over V , C0 is Coll (ω, < κ)-generic over V [H] and G is úP [C0]-generic over
V [H] [C0]. By the Product Lemma (see [Ku], VIII.1.4), V0 = V [C0 ∗G] [H]. So,
since úA ∈ V and projective absoluteness holds between V [C0 ∗G] and V0, we have:

V0 ² � úA [C0 ∗G] is an uncountable antichain of úQ [C0 ∗G] �.
Let e ∈ V [H] be the generic complete embedding from S into Coll (ω, < κ)

given by H. Then there is a Coll (ω, < κ)-generic C1 over V [H] such that C0 ∗G =
π−1 (C1). Note that V [H] [C1] is a ccc generic extension of V0 (see [J2], 25.3) and,
hence, the projective formulas are absolute between V0 and V [H] [C1].

Let e∗( úA) = he∗(τ i) : i < κi ∈ V [H], the e-image of úA. For every i < κ,
V [H] ² � °S τ i ∈ úQ�. Thus, since �τ i ∈ úQ� is a projective formula with τ i as
the only possible non-standard term-parameter and since the projective formulas are
absolute between V0 and V [H] [C1],

V [H] ² � °Coll(ω,<κ) e∗ (τ i) ∈ úQ�.

Hence, for every i < κ,

V [H] [C1] ² �e∗ (τ i) [C1] ∈ úQ[C1]�.

Since V [C1] ² � úQ [C1] is a ccc poset�, E is a σ-closed poset and no σ-closed
poset can kill the ccc-ness of any ccc poset, V [C1] [H] ² � úQ [C1] is a ccc poset�. So,
by the Product Lemma,

V [H] [C1] ² � úQ[C1] is a ccc poset�.

Thus we can Þnd i, j < κ such that

V [H] [C1] ² �e∗ (τ i) [C1], e∗ (τ j) [C1] are compatible�.

But, since e is a complete embedding, e∗ (τ i) [C1] = τ i [C0 ∗G] and e∗ (τ j) [C1] =
τ j [C0 ∗G]. So, since Q is a projective poset, the compatibility relation in Q is also
projective, and, by projective absoluteness between V0 and V [H] [C1],

V0 ² �τ i [C0 ∗G] , τ j [C0 ∗G] are compatible�.
A contradiction.

Corollary 2.3.15 Let κ be a weakly-compact cardinal and let C0 be a Coll (ω, < κ)-
generic Þlter over V , P ∈ V [C0] is a ccc poset and G0 is a P-generic Þlter over V [C0].
Let V0 = V [C0] [G0]. Suppose that Q0,Q1 ∈ V0 are ccc posets and Q1 is projective.
Then for every Q0-generic Þlter H over V0,

V0 [H] ² �Q1 is a ccc poset�.
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Proof. Fix a projective and ccc poset Q1 in V0. Let a ∈ R∩V0 the parameter
of the deÞnition of Q1. By 2.3.11, we can Þnd a Coll (ω, < κ)-generic Þlter C1 over
V such that a ∈ V [C1] and V [C1] ⊆ V0. Now,

V [C1] ² �Q1 is a projective poset�.

Since V0 = V [C1] [G1] is a ccc extension of V [C1], V0 is a projective absolute extension
of V [C1] and, hence,

V [C1] ² �Q1 is a ccc poset�.

Since V0 [H] = V [C1] [G1 ∗H] is a single ccc forcing extension of V [C1], by Theorem
2.3.14 we know that

V0 [H] ² �Q1 is a ccc poset�.

Lemma 2.3.16 Let P,Q ∈ V be ccc posets and suppose that Q is projective. Assume
that

1. For every P-generic Þlter G over V , QV <◦ QV [G] and

2. °P �Q is ccc�,

then °Q �P is ccc�.

Proof. Suppose otherwise. So, there exists q ∈ Q such that q °Q �P is not
ccc�. Hence, Q∗P is not ccc. Since P,Q ∈ V , Q∗P ∼= Q×P ∼= P×Q, P×Q is not ccc.
But, since for every P-generic Þlter G over V , QV <◦ QV [G], we have P×Q <◦ P ∗Q.
Hence, P ∗Q is not ccc. A contradiction, since P is ccc and °P �Q is ccc�.

Definition 2.3.17 Let ϕ (x) be a formula of the language of Set Theory. We say
that ϕ (x) is preserved under direct limits of Þnite support iterations of ccc forcing
notions if, whenever P is the direct limit of hPα, úQα : α < νi a Þnite support iteration
of ccc forcing notions such that for every α < ν, V [Gα] ² ϕ(A), then V [G] ² ϕ(A),
where G is a P-generic Þlter over V .

Theorem 2.3.18 Let κ be a weakly-compact cardinal and let V0 = L [C], where C is
a Coll (ω, < κ)-generic Þlter over L. Suppose that ϕ (x) is a formula of the language
of Set Theory such that:

1. For every X ⊆ ωω, there are posets PX0 , . . . ,PXn such that

ZFC ` (ϕ (X)↔ PX0 , . . . ,PXn are ccc posets).

2. For every X ⊆ ωω, ϕ (X) is preserved under direct limits of Þnite support
iterations of ccc forcing notions.
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Moreover, suppose that there exists a ccc generic extension V1 of V0 and A ∈ V1

such that V1 ² ϕ(A). Then there is a ccc poset P ∈ V1 such that whenever G is a
P-generic Þlter over V1,

V1 [G] ² MA(Proj) ∧ ¬CH ∧ ϕ (A) .

Proof. Let λ be a regular uncountable cardinal in V1 which is not the successor
of a cardinal with coÞnality ω. Let P the poset to force MA (Proj)+2ℵ0 = λ deÞned
in V1 as in 2.2.14. Let G be a P-generic Þlter over V1. Then V1 [G] ² MA (Proj) ∧
2ℵ0 = λ. Thus it only remains to prove that V1 [G] ² ϕ(A). Since P is the direct
limit of hPα, úQα : α < λi we prove this by showing, by induction on α ≤ λ, that
V1[Gα] ² ϕ(A).

α = 0: Obvious, since P0 is the trivial poset.
α = β + 1: By inductive hypothesis, we have that

V1[Gβ] ² ϕ(A).

We also have that

V1[Gβ] ² � úQβ[Gβ] is a projective ccc poset�.

So, by 2.3.12, for every i ≤ n and every PAi -generic Þlter Hi over V1[Gβ],

úQβ[Gβ]
V1[Gβ ] <◦ úQβ[Gβ]

V1[Gβ ][Hi].

Further, by 2.3.15, for every i ≤ n, V1 [Gβ] ² � °PAi
úQβ[Gβ] is a ccc poset�. So, by

2.3.16, for every i ≤ n,

V1[Gα] ² �PAi is a ccc poset�.

But then, by condition (1) of this theorem,

V1[Gα] ² ϕ(A).

α limit: Since Pα is the direct limit of hPβ, úQβ : β < αi, by condition (2) of
this theorem,

V1 [Gα] ² ϕ(A).

The next lemma gives a sufficient condition for a formula to be preserved under
direct limits of Þnite support iterations of ccc forcing notions whenever we can relate
the satisfaction of the formula to the nonexistence of certain homogenous sets.

Definition 2.3.19 Let X be a set. A 2-coloring of X is a map π from X ×X onto
the set {0, 1}. A set Y ⊆ X is homogeneous for (the 2-coloring) π iff π�Y ×Y = {i},
where i is either 0 or 1.
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Lemma 2.3.20 Let X ∈ V be an uncountable set and let π ∈ V be a 2-coloring of X.
Let P be the direct limit of hPα, úQα : α < νi, a Þnite support iteration of ccc forcing
notions. Suppose that for every P-generic Þlter G over V and for every α < ν:

V [Gα] ² ¬ (∃Y ⊆ X) (|Y | = ℵ1 ∧ Y is homogeneous)

Then V [G] ² ¬ (∃Y ⊆ X) (|Y | = ℵ1 ∧ Y is homogeneous).

Proof. Suppose the lemma is true for α < ν. Towards a contradiction, let p
and úY be such that p ° � úY ⊆ X ∧ | úY | = ùℵ1 ∧ (∀xy ∈ úY )(π(x, y)) = 0�.

For each x ∈ X, choose qx ∈ P so that qx ≤ p and qx ° �x ∈ úY �, if there is
such. Otherwise, let qx = 0. Without loss of generality, B = {qx : x ∈ X ∧ qx 6= 0} is
uncountable. By the ∆-system Lemma (see [Ku], II.1.5), there is B0 ⊆ B uncountable
such that {supp(qx) : qx ∈ B0} forms a ∆-system with root r. Pick δ < ν such that
r ⊆ δ.

Fix {qxα : α < λ} an enumeration of B0

Claim 2.3.21 There exists p0 ≤ p such that p0 ° �{α : qxα ∈ úG} is uncountable�,
where úG is the canonical P-name for the generic.

Proof. Otherwise, let

C = {η : (∃p0 ≤ p)(p0 ° � sup({α : qxα ∈ úG}) = η�)}.
Since P is ccc, C is countable. Let η = max (C). So η < ω1. Now, qxη+1 ° �η + 1 ∈
{α : qxα ∈ úG}�. Hence qxη+1 ° � sup({α : qxα ∈ úG}) > η�. A contradiction. This
proves the claim.

Fix p0 ≤ p as in the claim. Suppose Gβ is a Pβ-generic Þlter with p0 ∈ Gβ for
some β, δ ≤ β < ν. The set {α : qxα ¹ β ∈ Gβ} is uncountable. For otherwise we can
extend Gβ to a generic G for the whole iteration and then V [G] ² {α : qxα ∈ úG} is
countable.

Since V [Gβ] ² ¬(∃Y ⊆ X)(|Y | = ℵ1 ∧ Y is 0-homogeneous), we can Þnd
x, y ∈ X such that qx ¹ β, qy ¹ β ∈ Gβ and either π (x, y) = 1 or π (y, x) = 1.
But, since r ⊆ β, qx and qy are compatible. So, we can Þnd q ≤ qx, qy so that
q ° �qx, qy ∈ úG and either π (x, y) = 1 or π (y, x) = 1�. This proves the Lemma
2.3.20.

2.3.2 Suslin trees

Definition 2.3.22 A Suslin tree T is a tree T (i.e., a partial order T = hT,≤T i
where for every x ∈ T , {y ∈ T : y <T x} is well-ordered by <T ) such that |T | = ℵ1

and every chain and every antichain (i.e., every set of incomparable elements) of T
are countable.

Without loss of generality, we can restrict ourselves to normal Suslin trees. A
normal tree is a tree T such that ht (T ) = ω1, T has a unique least point (the root),
each level of T is at most countable, if x ∈ T is not maximal in T , then there exist
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inÞnite many y > x at each higher level and, if β < ω1 is a limit ordinal, x, y belong
to level β of T and {z ∈ T : z < x} = {z ∈ T : z < y}, then x = y.

It is a well-known fact that Martin�s axiom implies that there are no Suslin
trees (see [J2], 23.1, or [Ku], II.5.14). However,

Theorem 2.3.23 Suppose Con(ZF + ∃κ(κ is weakly-compact)). Then Con(ZFC +
MA(Proj) + ¬CH+ There exists a Suslin tree).

Proof. Let κ be a weakly-compact cardinal. Using Theorem 2.3.18 we only
need to show that: (1) there is a ccc extension V1 of V0 = L[C], where C is any
Coll (ω, < κ)-generic Þlter over L, and a normal Suslin tree T ∈ V1, (2) there is a
poset PT such that T is a Suslin tree iff PT is ccc, and (3) there exists a 2-coloring π
of T such that T is a Suslin tree iff there are no homogeneous uncountable subsets of
T for π.

It is well-known that the Tennenbaum poset to add a generic Suslin tree is a
ccc poset. (See [T] or [J2], Exercise 22.9). Moreover, S. Todorÿcevíc has showed that
forcing with Cohen poset adds a Suslin tree (see [B2]).

Let PT = hT,≥T i. Since T is a normal Suslin tree, PT is a ccc poset. On
the other hand, suppose that T is a normal ω1-tree and PT is ccc. Then, since being
an antichain of PT is the same as being an antichain of T , every antichain of T is
countable. Moreover, if B ⊆ T is a branch, then, since T is a normal tree, for every
x ∈ B there exists yx ∈ T such that x <T yx and yx /∈ B. But, {yx : x ∈ B} is an
antichain of T . Thus, T is a Suslin tree iff PT is a ccc poset.

Let π : T × T −→ {0, 1} be a 2-coloring of T deÞned by:

π (x, y) =

½
0, if x £ y and y £ x
1, otherwise

Then it is easy to see that A ⊆ T is an antichain iff π�A×A = {0}.
H. Woodin has remarked that the existence of a weakly-compact cardinal is

not necessary in order to Þnd a model of ZFC +MA(Proj) +¬CH+ �There exists
a Suslin tree�: For every poset P and every model of ZFC, let V P denote any P-
generic extension of V . Let MA(Proj)L denote the iteration in length ω2 for getting
MA(Proj) + 2ℵ0 = ℵ2 (see 2.2.14) as deÞned in L. Let PT be the Jech�s poset for
adding a generic Suslin tree T with countable conditions ([J1], see also [J2], Theorem
48). We want to show that LPT ∗MA(Proj)L is a model of MA(Proj) + 2ℵ0 = ℵ2+
�There exists a Suslin tree�. First note that, since PT , is a σ-closed poset, it does
not add new reals. So, in LPT , MA(Proj)L =MA(Proj)L

PT , the iteration in length
ω2 for getting MA (Proj) + 2ℵ0 = ℵ2 deÞned in LPT . Hence,

LPT ∗MA(Proj)L ² MA(Proj) ∧ 2ℵ0 = ℵ2.

Further, since PT ∗ T is also an σ-closed poset and a σ-closed poset cannot kill the
countable chain condition of any poset, MA(Proj)L it is still a ccc poset in LPT ∗T .
So, by 2.3.16, LPT ∗MA(Proj)L ² �T is a ccc poset� and hence

LPT ∗MA(Proj)L ² �T is a Suslin tree�.
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2.3.3 Gaps in ωω

Definition 2.3.24 For f, g ∈ ωω, we let f <∗ g if for all but Þnitely many n ∈ ω,
f (n) < g (n).

Suppose γ and δ are ordinals. A (γ, δ)-pregap in hωω, <∗i is a sequence hgα, fβ :
α < γ,β < δi such that for every α < α0 < γ, β < β0 < δ we have that gα <∗ gα0 <∗
fβ0 <

∗ fβ.
Further, hgα, fβ : α < γ, β < δi is a (γ, δ)-gap in hωω, <∗i if for no h ∈ ωω it

is true that for all α < γ, β < δ, gα <∗ h <∗ fβ. We call such an h a split.

We shall mainly interested in (ω1,ω1)-gaps. Thus, henceforth, pregap and gap
will mean (ω1,ω1)-pregap and (ω1,ω1)-gap, respectively. We need the following facts
about pregaps and gaps in ωω that can be found in [B-W] or in [S].

Definition 2.3.25 Given a pregap G = hgα, fα : α < ω1i, let PG ⊆ ω<ω1 × ω<ω the
following poset:

� hα0, . . . ,αn,si ∈ PG iff

(∀k ≥ dom (s)) (max {gαi (k) : i ≤ n} ≤ min {fαi (k) : i ≤ n}) .

� We let hα0, . . . ,αn,si ≤

β0, . . . , βm,t

®
iff:

1. {β0, . . . , βm} ⊆ {α0, . . . ,αn}
2. t ⊆ s
3. For all k ∈ dom (s) \ dom (t),

max
©
gβi (k) : i ≤ n

ª ≤ s (k) ≤ min©fβi (k) : i ≤ nª .
Fact 2.3.26 Forcing with PG splits G. More precisely, if H is a PG-generic Þlter,
then h =

S {s ∈ ω<ω : (∃α0 . . .αn ∈ ω1) (hα0, . . . ,αn, si ∈ H)} splits G. Moreover,
H can be recovered from h. Indeed, hα0, . . . ,αn, si ∈ H iff

s ⊆ h ∧ (∀k ≥ dom (s)) (max {gαi (k) : i ≤ n} ≤ h (k) ≤ min {fαi (k) : i ≤ n}) .
Definition 2.3.27 A gap G is strong if it cannot be split in any ccc forcing extension.

Lemma 2.3.28 (K. Kunen) Assume that G = hgα, fα : α < ω1i is a pregap such
that for every α < ω1, gα ≤ fα. i.e., for every n ∈ ω, gα (n) ≤ fα (n). Further,
suppose that if α 6= β, then either gα £ fβ or gβ £ fα. Then G is a strong gap.

Proof. First we will show that G is a gap. Suppose that h splits G. For every
α < ω1, let π (α) be the least n ∈ ω such that for every k ≥ n, gα (k) ≤ h (k) ≤ fα (k).
Since π is a function from ω1 into ω, without loss of generality, we may assume that
there exists n0 ∈ ω such that for all α < ω1, π (α) = n0. Since there are only
countable many ordered pairs hgα ¹ n0, fα ¹ n0i, we also may assume, without loss of
generality, that for every α, β < ω1, gα ¹ n0 = gβ ¹ n0 and fα ¹ n0 = fβ ¹ n0. But
then, since α 6= β implies gα ≤ fβ and gβ ≤ fα, we get a contradiction. Therefore G
is a gap.

It is clear, that, as long as G is not countable, this argument works. So, G is
an strong gap.
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Lemma 2.3.29 (H. Woodin) If G is a pregap, then PG is ccc iff G is not a strong
gap.

Proof. (⇒) Clearly, if G is an strong gap, then PG is not a ccc poset.
(⇐) Suppose that PG is not a ccc poset. Let {pγ : γ < ω1} be an uncountable

antichain in PG.
Let pγ = hαγ0 , ...,αγn, si, where n ∈ ω and s ∈ ω<ω has been stabilized. How-

ever, since if γ 6= γ0, pγ and pγ0 are incompatible, hαγ0 , ...,αγn,αγ
0

0 , ...,α
γ0
n , si is not a

condition.
Therefore, given γ 6= γ0, there exists k ≥ m = dom (s), else maxi≤n(gαγi (k)) £

mini≤n(fαγ0i
(k)) or maxi≤n(gαγ0i

(k)) £ mini≤n(fαγi (k)).

We deÞne, for every γ < ω1, ḡγ , f̄γ ∈ ωω as follows:

ḡγ (k) =

½
0, if k < m
maxi≤n gαγi (k) , if k ≥ m

f̄γ (k) =

½
0, if k < m
mini≤n fαγi (k) , if k ≥ m

For every γ < ω1, let αγ = max{αγ0 , ...,αγn}. So, modulo a Þnite set, ḡγ = gαγ
and f̄γ = fαγ .

{αγ : γ < ω1} is a unbounded subset of ω1. Otherwise {pγ : γ < ω1} will not
be an uncountable antichain. Therefore, picking a subsequence of G, if necessary, we
may assume that Ḡ = hḡγ , f̄γ : γ < ω1i is a pregap that determines the same gap
that G; i.e., h splits G iff h splits Ḡ.

But, since γ 6= γ0 implies either ḡγ £ f̄γ0 or ḡγ0 £ f̄γ and, for every γ, ḡγ ≤ f̄γ ,
by Lema 2.3.28, Ḡ is an strong gap. But then G is also a strong gap.

As an immediate corollary of 2.3.29, we have that Martin�s Axiom (plus ℵ1 <
2ℵ0) implies that every gap is a strong gap.

Definition 2.3.30 Given a pregap G = hgα, fα : α < ω1i, let QG be the following
poset:

� The conditions of QG are Þnite sequences

α0, g

∗
α0
, f ∗α0

®
, . . . ,


αn, g

∗
αn , f

∗
αn

®®
such that:
1. The αi are ordinals < ω1.

2. For each αi, g∗αi, f
∗
αi
∈ ω<ω are perturbations of gαi and of fαi, respectively,

with the property that if one modiÞes gαi and fαi by g
∗
αi
and f ∗αi to get g

0
αi

and f 0αi, then for all i, j ≤ n, if i 6= j, g0αi £ f 0αj or g
0
αj

£ f 0αi and for all
i ≤ n, g0αi ≤ f 0αi.

� The ordering of QG is the reversed inclusion.

Fact 2.3.31 Forcing with QG makes G into a strong gap, provided that ω1 is not
collapsed.
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Proof. Follows from Lemma 2.3.28.

Notice that if QG is ccc, then G is a gap. For otherwise, a split for G would
exist in every generic extension of V , even in theQG-generic extension whereG should
be a strong gap. The converse is also true:

Lemma 2.3.32 If G is a pregap, then QG is ccc iff G is a gap.

Proof. (⇒) By the remark before the lemma.
(⇐) Suppose otherwise. Without loss of generality, we may Þx an antichain

{qγ : γ < ω1} such that for every γ 6= γ0 the ordinals of qγ do not appear in qγ0.
For every γ < ω1, let Gγ , Fγ ∈ ωω be such that:

Gγ (k) = mini(g
0
αγi
(k))

Fγ (k) = maxi(f
0
αγi
(k))

where, for Gγ (k), the minimum is taken over the g0
αγi
�s obtained from the g∗

αγi
�s ap-

pearing in qγ. We compute the Fγ (k)�s in a similar way.
Since, for γ 6= γ0, the ordinals in qγ do not belong to qγ0, the set {Gγ : γ < ω1} is

unbounded with {gα : α < ω1}. The same is true for {Fγ : γ < ω1} and {fα : α < ω1}.
Further, Gγ ≤ Fγ0 for γ, γ0 < ω1. This follows from incompatibility of qγ and qγ0 for
different γ, γ 0. i.e., qγ ∪ qγ0 is not a condition.

DeÞne H ∈ ωω as H (k) = min{Fγ (k) : γ < ω1}. Therefore, for every γ < ω1,
Gγ ≤ H ≤ Fγ. But this implies that H splits G. A contradiction with the fact that
G is a gap.

Theorem 2.3.33 Suppose Con (ZF + ∃κ(κ is weakly-compact)). Then Con(ZFC+
MA(Proj) + ¬CH+There exists a non-strong gap).

Proof. Let κ be a weakly-compact cardinal. By Theorem 2.3.18 we only
need to show that: (1) there is a ccc extension V1 of V0 = L[C], where C is any
Coll (ω, < κ)-generic Þlter over L, and a non-strong gap G ∈ V1, (2) there are posets
PG1 , . . . ,PGn such that G is a non-strong gap iff PG1 , . . . ,PGn are ccc and, Þnally, (3)
there are 2-colorings of an uncountable set such that G is a non-strong gap iff there
do not exist 0-homogeneous sets for the 2-colorings.

S. Todorÿcevíc has showed that forcing with the Cohen poset adds a generic
non-strong gap (see [S], 49, see also [S], 35 and 48).

Clearly, by 2.3.29 and 2.3.32, a gap G is a non-strong gap iff both PG and QG

are ccc posets.
Finally, let πPG : ω1 × ω1 −→ {0, 1} and πQG : ω<ω1 × ω<ω1 −→ {0, 1} be

2-colorings deÞned by:

πPG (α, β) =

½
0, if α = β or gα £ fβ or gβ £ fα
1, otherwise

and

πQG
¡
ᾱ, β̄

¢
=

½
0, if (∃i ≤ n) (∃j ≤ m) (αi 6= βj ∧ g0αi ≤ f 0βj ∧ g0βj ≤ f 0αi)
1, otherwise
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where ᾱ = hα0, . . . ,αni and β̄ = hβ0, . . . , βmi. It is easy to see, that if X is an
uncountable subset of ω1 such that πPG�X × X = {0}, then hgα, fα : α ∈ Xi is a
subgap of G (i.e., a subsequence of G that is also a gap) that is a strong gap. Thus
G is also a strong gap. On the other hand, if Y is an uncountable subset of ω<ω1 such
that πQG�Y ×Y = {0}, then Y is an uncountable antichain of QG. So, by 2.3.32, the
pregap G is not a gap.

2.3.4 Entangled sets of reals

In [A-Sh], S. Shelah deÞned the notion of entangled set of reals:

Definition 2.3.34 Let κ be an uncountable cardinal. A set of reals E is κ-entangled
if |E| = κ and for every n ∈ ω and every s ∈ 2n, in every uncountable family F ⊆ En
of increasing (under the usual ordering of the reals) and pairwise disjoint n-tuples we
can Þnd two x, y ∈ F such that (∀i < n) (xi < yi → s (i) = 0). Let x (s) y abbreviate
the preceding formula.

We are mainly interested in ℵ1-entangled sets. So, henceforth, entangled will
mean ℵ1-entangled.

U. Abraham and S. Shelah have showed that if E is a set of ℵ1 Cohen reals,
then E is entangled, that CH implies that there exists an entangled set of reals and
that MA implies that there are no entangled sets ([A-Sh]). And S. Todorÿcevíc has
showed that in all Cohen generic extensions there exists an entangled set of reals (see
[Be]).

Theorem 2.3.35 Suppose Con (ZF + ∃κ(κ is weakly-compact)). Then Con(ZFC+
MA(Proj) + ¬CH+ There exists an entangled set of reals)

Proof. We have already remarked that adding a Cohen real to V0 = L[C],
where C is a Coll (ω, < κ)-generic Þlter over L, produces an entangled set of reals.
Thus, by Theorem 2.3.18, we only need to show that: (1) for every entangled set E
there is a poset PE such that E is an entangled set iff PE is ccc, and (2) there are
2-colorings such that E is an entangled set iff there are no 0-homogeneous sets for
these 2-colorings.

Definition 2.3.36 Let E be a set of reals of cardinality ℵ1, let n ∈ ω, s ∈ 2n and
F ⊆ En a set of increasing and pairwise disjoint n-tuples. Then Qs

F is the following
poset:

� p ∈ Qs
F iff p is a Þnite subset of F such that for all distinct x, y ∈ p, either

x (s) y or y (s)x

� p ≤ q iff q ⊆ p.

Let PE be the product with Þnite support of all Qs
F , s ∈ 2n, n ∈ ω, ordered

coordinate-wise.

For (1) we show:
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Lemma 2.3.37 PE is ccc iff E is entangled.

Proof. (⇒) Suppose that E is not entangled. We need the following claim
from [B2]:

Claim 2.3.38 E is entangled iff for every n ∈ ω, every s ∈ 2n and every uncountable
set F ⊆ En of increasing and pairwise disjoint n-tuples, Qs

F is ccc.

Proof. (⇒) Let n ∈ ω, F ⊆ En uncountable and s ∈ 2n. Let {pα : α < ω1} be
a uncountable subset of Qs

F . We may assume that all pα�s have the same size m. For
every α < ω1, we Þx an ordering hpα (i) : i < mi of pα. Let D be a countable dense
subset of E. Every pα can be separated by a sequence of n ·m of pairwise disjoint
open intervals with endpoints in D. Therefore, we may assume that the sequence
that separates the pα is the same for every α < ω1. Suppose now that α, β < ω1,
i, j < m and i 6= j. If pα (i) (s) pα (j), then pα (i) (s) pβ (j). In a similar way, if
pα (j) (s) pα (i), then pβ (j) (s) pβ (i), and so pβ (j) (s) pα (i). Hence, we may assume,
without loss of generality, that for every α, β < ω1 and every i, j < m, if i 6= j, then
else pα (i) (s) pβ (j) or pβ (j) (s) pα (i). Now, consider every pα as element of En·m and
let s0 the concatenation of n copies of s. Since E is an entangled set, we may Þnd
α,β < ω1 such that α 6= β and pα (s0) pβ. i.e., for every i < m, pα (i) (s) pβ (i).

(⇐) Suppose that E is not entangled. Let n ∈ ω, s ∈ 2n and F ⊆ En be a
counterexample to the entangledness of E. Let A = {{x} : x ∈ F}. Clearly, A ⊆ Qs

F

is a set of pairwise incompatible conditions.

We continue with the proof of Lemma 2.3.37. From 2.3.38 follows that at least
one of the factors of PE is not ccc. Hence, PE is not ccc.

(⇐) Suppose that E is an entangled set of reals. Then, by 2.3.38, we know
that for every n ∈ ω, every s ∈ 2n and every uncountable subset F of increasing and
pairwise disjoint n-tuples in En, Qs

F is ccc. Since we are dealing with a product of
ccc posets with Þnite support, we only need to show that the product of a Þnite, in
fact of two, of these posets is ccc. For this we need the following:

Claim 2.3.39 There is a dense embedding fromQs
F×Qs0

F 0 into Qs_s0
F_F 0, where F

_F 0 =
{x_x0 : x ∈ F ∧ x0 ∈ F 0}.

Proof. DeÞne h : Qs
F × Qs0

F 0 −→ Qs_s0
F_F 0 as follows: for every p ∈ Qs

F and
q ∈ Qs0

F 0, h (hp, qi) = p_q, where p_q = {x_x0 : x ∈ p ∧ x0 ∈ q}. h is a dense
embedding.

So, if A ⊆ Qs
F ×Qs0

F 0 , is an antichain, so is {h (hp, qi) : hp, qi ∈ A} in Qs_s0
F_F 0 .

But, since E is an entangled set, by 2.3.38, Qs_s0
F_F 0 is a ccc poset. Therefore, Qs

F×Qs0
F 0

is ccc. This ends the proof of Lemma 2.3.37.

Continuing with the proof of Theorem 2.3.35, we deÞne for every n ∈ ω and
every s ∈ 2n a 2-coloring πs : En ×En −→ {0, 1} by:

πs (x, y) =

½
0, if ¬x (s) y and ¬y (s) x
1, otherwise
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Then, E is an entangled set of reals iff there is no n ∈ ω, s ∈ 2n and an uncountable
set F ⊆ En of increasing and pairwise disjoint n-tuples such that π�F ×F = {0}.
2.3.5 (∃κ < 2ℵ0)(2ℵ0 < 2κ)

Theorem 2.3.40 Suppose that V satisÞes CH plus 2ℵ1 = ℵ3. Then there exists a
poset P ∈ V such that whenever G is a generic Þlter over V , then

V [G] ² 2ℵ0 = ℵ2 ∧MA(Proj) ∧ ℵ3 ≤ 2ℵ1.

Proof. Let P be the direct limit of the iteration hPα, úQα : α < ω2i with Þnite
support of projective and ccc posets as in Theorem 2.2.14. Let G be a generic Þlter
over V . Since P is ccc, it preserves cardinalities, and thus,

V [G] ² ℵ3 ≤ 2ℵ1 .

It only remains to check that in V [G], we have MA(Proj) and 2ℵ0 = ℵ2.
Since in V , ℵ2 is not a successor of a cardinal with coÞnality ω, it only remains to
see that for every α < ω2, °α �2

ℵ0 < ℵ2�. We can show by induction on ω2 that for
every α, |Pα| ≤ ℵ1. Thus, for every α < ω2, there are at most ℵℵ0

1 = ℵ1 many simple
Pα-names for reals. Hence, for every α < ω2, °α �2

ℵ0 = ℵ1�.
α = 0: Obvious, since P0 is the trivial poset.
α+ 1: Since, by inductive hypothesis, |Pα| ≤ ℵ1, we have °α �2

ℵ0 = ℵ1�. So,
since °α � úQα is a projective ccc poset�, °α �| úQα| ≤ ℵ1�. Hence |Pα+1| = |Pα ∗ úQα| ≤
ℵ1.

α limit: Since we are working with an iteration with Þnite support and ℵ1 is
a regular cardinal, |Pα| = |

S
β<α Pβ| =

P
β<α |Pβ| ≤

P
β<α ℵ1 = ℵ1.

Corollary 2.3.41 Suppose Con (ZF ). Then Con(ZFC+MA(Proj)+¬CH+(∃κ <
2ℵ0)(2ℵ0 < 2κ)).

Definition 2.3.42 A poset P is σ-centered iff there exist a family {Pn : n ∈ ω} such
that P =

S
n∈ω Pn and for every Þnite collection {p0, ...., pk} ⊆ Pn, some n ∈ ω, there

exists p ∈ P such that p ≤P p0, ..., pk.

Note that every σ-centered poset is ccc.

Definition 2.3.43 Martin�s Axiom for σ-centered posets is MA (Γ) for Γ the class
of σ-centered posets. We denote it by MA (σ-centered).

Since every σ-centered poset is a ccc poset, MA implies MA (σ-centered).
Since MA (σ-centered) implies

¡∀κ < 2ℵ0
¢ ¡
2κ = 2ℵ0

¢
, from above theorem we also

obtain the following corollary:

Corollary 2.3.44 If Con (ZF ), then Con(ZFC + MA(Proj) + ¬CH + ¬MA(σ-
centered)).

Definition 2.3.45 A Q set is an uncountable set of reals such that every subset of
it is a relative Fσ (i.e., Σ∼

0
2).

Corollary 2.3.46 If Con (ZF ), then Con(ZFC +MA(Proj) + ¬CH+ No set of
reals is Q set).

Proof. Since 2ℵ0 < 2ℵ1 implies that there are no Q sets (see [Ha]).



36 Projective forcing

2.3.6 Final remarks and open questions

1. Let MA (Indestructible-ccc) be Martin�s Axiom restricted to indestructible-ccc
posets (see DeÞnition 2.3.13). Notice that MA (Indestructible-ccc) does not
imply MA (co-Suslin): Let T be a Suslin tree on the reals in L. Let L [H] be a
generic extension of L for an iteration of length ω2 with Þnite support of posets
such that for every α < ω2,

°α � úQα is indestructible-ccc�

Then, L[H] ² �MA(Indestructible-ccc) ∧ 2ℵ0 = ℵ2�. Moreover, since we have
forced only with indestructible-ccc posets, T remains a Suslin tree in L[H].
Since ωL[H]

1 = ωL1 and L[H] ² MAℵ1 (σ-centered), by an argument of A. Martin
and R. Solovay ([M-So]), T and every set of ℵ1 reals is a Π∼

1
1 set. But, PT , the

ccc poset that adds a unbounded branch to T deÞned in Theorem 2.3.23, has
the same complexity as T . So, L[H] 6² MA (co-Suslin).

2. Since Σ∼
1
1 ccc posets are indestructible-ccc, (see [Ju-Sh1] or [B1] 1.1.1.20), from

(1) it follows that MA (Suslin) does not imply MA (co-Suslin). Since MA(∆∼
1
2)

impliesMA (co-Suslin) andMA (Suslin) impliesMA (Borel),MA (Suslin) does
not imply MA(∆∼

1
2) and MA (Borel) does not imply MA (co-Suslin). Is it still

an open question whetherMA (Σ∼
1
n) impliesMA (Π∼

1
n), for n > 1. It is also open

whether MA (Borel) implies MA (Suslin) and whether MA (co-Suslin) implies
MA(∆∼

1
2).

3. Is the assumption of (the consistency of) the existence of a weakly-compact
cardinal necessary to obtain the consistency results of 2.3.33 and of 2.3.35?

4. LetMA (L (R)) be Martin�s Axiom restricted to ccc posets, with reals as condi-
tions, that belong to L (R). Clearly, MA implies MA (L (R)) and MA (L (R))
implies MA(Proj). Can these implications be reversed?

5. Let P be a poset. We say that P is a proper poset iff it preserves stationary
subsets of [λ]ω = {X ⊆ λ : |X| = ω}, for all regular cardinal λ. Clearly, every
ccc poset is proper. Let PFA (Proj) be the Proper Forcing Axiom restricted
to projective posets. Is PFA (Proj) weaker than PFA? What is its exact
consistency strength?



Chapter 3

GENERIC ABSOLUTENESS FOR PROJECTIVE CCC FORCING

3.1 Solovay models

If κ is an inaccessible cardinal in some model V , then a Solovay model over V is the
L (R) of a modelM resulting from collapsing κ to ω1 over V using the Levy-collapse.
Thus, if L (R)M is a Solovay model over V , then M has the following properties:

1. For every x ∈ R, ω1 is an inaccessible cardinal in V [x].

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.

Lemma 3.1.1 (H. Woodin) Suppose that M satisÞes

1. For every x ∈ R, ω1 is an inaccessible cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset

Then there exists a forcing notion W such that does not add reals and creates a
Coll (ω, < ω1)-generic Þlter C over V such that M and V [C] have the same reals.
Thus, W forces that L (R)M is a Solovay model over V .

Proof. We deÞne the Woodin pseudo-collapse W as follows:

� g ∈ W iff there exists α < ω1 such that g ⊆ Coll (ω,≤ α) is a generic Þlter over
V .

� g ≤ h iff h ⊆ g.

By (1), for every g ∈ W, ω1 is an inaccessible cardinal in V [g] and, hence,
for every α < ω1 there are only countably many antichains of Coll (ω,≤ α) in V [g].
Therefore, for every α < ω1, Dα = {g ∈ W : g ∩ Coll (ω,≤ α) is generic over V } is a
dense subset of W.

Since every g ∈ W is a countable set in L (R), given any real x, we can code
x and g into a single real y. By (2), V [y] is a generic extension by some countable
poset in V . Hence, we can Þnd α < ω1 and a generic Þlter h ⊆ Coll (ω,≤ α)
such that y ∈ V [h]. But then, h ≤ g and x ∈ V [h]. Therefore, for every real x,
Ex = {g ∈ W : x ∈ V [g]} is a dense subset of W.

Suppose that H is a W-generic Þlter over M and let C =
S
H.
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Clearly, C ⊆ Coll(ω, < ω1) is a Þlter. Since Coll(ω, < ω1) is a ω1-cc poset, if
A ∈ V is a maximal antichain of Coll(ω, < ω1), then |A| < ω1 and hence for some
α < ω1, A ⊆ Coll (ω,≤ α). But, then, by density of Dα, C ∩ A 6= ∅. So, C is a
Coll(ω, < ω1)-generic Þlter over V .

Notice that if x ∈ R ∩ V [C], then x ∈ V [g], for some g ∈ H. So x ∈M . And
if x ∈ R ∩M , then, by density of Ex, x ∈ V [g] for some g ∈ H. So x ∈ V [C]. This
shows that M and V [C] have the same reals, hence the same L (R).

Finally, we show that W does not add any new ω-sequences, hence no new
reals. Suppose f : ω → M is such that f ∈ M [H]. We may assume that for some
B ∈M , f : ω → B. Let úf be a W-name for f . For every n ∈ ω, let gn ∈ H be such
that gn °W � úf (ÿn) = ( ÿf (n)). Since {gn : n ∈ ω} ⊆ H and H is a Þlter, {gn : n ∈ ω}
is a chain. Let α the least ordinal such that

S
n∈ω gn ⊆ Coll (ω,≤ α). Since ω1 is

regular, α < ω1. So, H ∩Dα 6= ∅. Let g ∈ H ∩Dα. Then, for every n ∈ ω, g ≤ gn
and hence

f = {hn, xi ∈ ω ×B : g °W úf (ÿn) = ÿx}.
So f ∈M .
Corollary 3.1.2 If M is countable, then L (R)M is a Solovay model over V iff M
satisÞes

1. For every x ∈ R, ω1 is an inaccessible cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.

Remark 3.1.3 If M satisÞes

1. For every x ∈ R, ω1 is an inaccessible cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset,

then L (R)M satisÞes every sentence with reals x and ordinals as parameters that has
Boolean-value 1, as computed in V [x], in r.o.

¡
Coll

¡
ω, < ωM1

¢¢
. Hence, by [So], every

set of reals in L (R)M is measurable, has the Baire property, etc.

In view of Lemma 3.1.1, we will call a Solovay model any model satisfying (1)
and (2) above. So, we re-deÞne:

Definition 3.1.4 L (R)M is a Solovay model over V iff

1. For every x ∈ R, ω1 is an inaccessible cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.

We can see that �L (R) is a Solovay model over L� is Π1
4 sentence:

Fact 3.1.5 [B-W] There exists a Π1
4 sentence σ such that L (R) ² σ iff L (R) is a

Solovay model over L.
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Proof. We may rewrite (1) and (2) of DeÞnition 3.1.4 as projective sentences.
Namely:

1�. ∀xy(y ∈WO → (∃z ∈WO)(kyk < kzk ∧ L [x] ² � kzk is a cardinal�)).
2�. ∀x∃y(y codes a poset P ∧ x is P -generic over L).

where WO is the Π1
1 set of all x ∈ ωω which code a well-ordering of ω and for every

x ∈ WO, kxk is the order type of the well-ordering coded by x (see [J2] 40.2). So,
since �L [x] ² kzk is a cardinal� is a Π1

2 (x, z) and �y codes a poset P ∧x is P -generic
over L� is Π1

2 (x, y), (1�) and (2�) are Π
1
4.

Lemma 3.1.6 Suppose that L (R)M and L (R)N are Solovay models over V such
that RM ⊆ RN and ωM1 = ωN1 . Then there is an elementary embedding j : L (R)

M →
L (R)N which is the identity on the reals and the ordinals.

Proof. Notice that if such an embedding exists, then it is unique and must
be deÞned by:

j (A) = {x ∈ L (R)N : L (R)N ² ϕ (x,α, a)},

where ϕ is some formula with parameters an ordinal α and a real a, that deÞnes A
in L (R)M .

In order to prove that j is well-deÞned and is an elementary embedding, we
only need to show that for every formula ϕ (x1, x2), every ordinal α and every real
a ∈M ,

L (R)M ² ϕ (α, a) iff L (R)N ² ϕ (α, a) .

Notice that Coll (ω, < ω1)
M = Coll (ω, < ω1)

N . Let úH and úH∗ be W-terms for
Coll (ω, < ω1)

M -generic Þlters over V [a] such that, with W-value 1, RM is the set
of reals of V [a][ úH] and RN is the set of reals of V [a][ úH∗]. Then, the following equiv-
alences have all W-value 1 in M :

L (R) ² ϕ (α, a) iff V [a][ úH] ² ϕ (α, a)L(R) iff V [a] ² � °Coll(ω,<ω1)M ϕ (ÿα, ÿa)
L(R) �

(the last one, by almost-homogeneity of the Levy-collapse).
And the following equivalences have all W-value 1 in N :

L (R) ² ϕ (α, a) iff V [a][ úH∗] ² ϕ (α, a)L(R) iff V [a] ² � °Coll(ω,<ω1)N ϕ (ÿα, ÿa)
L(R) �

Hence,

L (R)M ² ϕ (α, a) iff L (R)N ² ϕ (α, a) .

We are interested in the absoluteness properties of generic extensions of Solo-
vay models under ccc forcing notions.
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Definition 3.1.7 Let V be a model of ZFC. Let P ∈ V a forcing notion and let ϕ
be a formula (with parameters in V ). V is ϕ-absolute for P iff for every P-generic
Þlter G over V ,

V ² ϕ iff V [G] ² ϕ.

Let Σ be a set of formulas. V is Σ-absolute for P iff for every ϕ ∈ Σ, V is ϕ-absolute
for P. Let Γ be a class of posets. V is Σ-absolute for Γ iff for every P ∈ Γ, V is
Σ-absolute for P. (Compare with DeÞnition 2.3.8)

Let P be a forcing notion in V , and úQ a P-name for a forcing notion. V is
two-step ϕ-absolute for P and úQ if for every P-generic Þlter G over V and every
úQ[G]-generic Þlter H over V [G],

V [G] ² ϕ iff V [G][H] ² ϕ.

(Note that in two-step absoluteness ϕ may have parameters in V [G], not just in V ).
Let Σ be a set of formulas, we deÞne V is two-step Σ-absolute for P and úQ in the
obvious way. Let Γ be a class of posets. V is two-step Σ-absolute for Γ iff for every
P ∈ Γ and every P-name úQ for a forcing notion such that °P � úQ ∈ úΓ�, Σ is absolute
for P and úQ.

V is L(R)-absolute for P iff for every P-generic Þlter G over V there exists an
elementary embedding

j : L(R)→ L(R)V [G]

that Þxes all the ordinals (hence all the reals). For Γ a class of posets, V is L (R)-
absolute for Γ iff for every P ∈ Γ, V is L(R)-absolute for P.

V is L(R)-two-step absolute for P and úQ iff for every P-generic Þlter G over
V and every úQ[G]-generic Þlter H over V [G], there exists an elementary embedding

j : L(R)V [G] → L(R)V [G][H]

that Þxes all the ordinals (hence all the reals). Let Γ be a class of posets, we deÞne
V is L (R)-two-step absolute for Γ similarly as above.

Since we are interested mainly in the absoluteness of projective formulas,
henceforth, with �V is absolute� and with �V is two-step absolute� we will mean
that V is Σ-absolute or, respectively, that V is two step Σ-absolute where Σ is the
set of projective formulas.

We next observe that for some classes of posets, absoluteness implies two-step
absoluteness.

Lemma 3.1.8 Let V be a transitive model of ZFC and let ϕ (x) be a Σ1
k (Π

1
k) for-

mula. Then there are projective sentences σ0 and σ1 such that

1. V ² σ0 iff V is ϕ-absolute for Borel ccc posets.

2. V ² σ1 iff V is ϕ-absolute for Suslin ccc posets.
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Proof. Suppose that V is a transitive model of ZFC and let ϕ (x) be a Σ1
k

(Π1
k) formula. Note that for every ccc poset P ∈V , identifying every real a ∈ R ∩ V

with its canonical P-name in V , V is ϕ-absolute for P iff

V ² ∀x ((°P ϕ (x))↔ ϕ (x)) .

So, V is ϕ-absolute for Borel ccc posets iff

V ² ∀x∀y(y is a Borel ccc poset → ((°y ϕ (x))↔ ϕ (x))).

Since ϕ is a projective formula, we only need to show that �y is a Borel ccc poset�
and � °y ϕ (x) � are expressible with projective formulas.

Note that, using the Π1
1 set of codes of Borel subsets of the real plane (see

[J2], 42.1), we can code every Borel poset with a real in a such a way that, as in Fact
2.1.8, �y codes a Borel poset� is a Π1

1 predicate on the reals. Moreover,

Claim 3.1.9 Let P be a Suslin poset. Then, the following are equivalent:

1. P is ccc.

2. For every transitive well-founded model M of ZF with P ∈M , M ² P is ccc.

3. There exists a transitive well-founded model M of ZF with P ∈ M such that
M ² P is ccc.

Proof. See [Ju-Sh1]. See also [B1], 1.1.1.17.

Then, y is codes a Borel ccc poset iff

(a) y is a code of a Borel poset P and

(b) P is ccc.

But (a) is a Π1
1 predicate on y and, as in Theorem 2.1.23, we can show that (2) and

(3) of the Fact 3.1.9 are Π1
2 (y) and Σ

1
2 (y) respectively. Hence, (b) is ∆

1
2 (y). So, �y

codes a Borel ccc poset� is a ∆1
2 predicate on y.

From Theorem 2.1.23, we have that, if k ≥ 2, then � °y ϕ (x) � is a Σ∼
1
k+1

relation, if ϕ is Σ∼
1
k, or a Π∼

1
k+1 relation, if ϕ is Π∼

1
k.

We show (2) of the lemma in a similar way.

Corollary 3.1.10 Suppose that V is absolute for Borel (Suslin) ccc posets. Then V
is two-step absolute for Borel (Suslin) ccc posets.

Proof. Since for every projective formula ϕ, �V is ϕ-absolute for Borel
(Suslin) ccc posets� is expressible with a projective sentence, for every Borel (Suslin)
ccc extension W of V , W satisÞes the same projective formula, and hence, �W is
ϕ-absolute for Borel (Suslin) ccc posets�. Therefore, V is two-step absolute for Borel
(Suslin) ccc posets.

For more complex projective and ccc forcing notions we have a similar result.
Recall that for every transitive M ² ZFC, if P is a projective poset, then �P ∈ M�
means that the parameters of the deÞnition of P belong to M .
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Fact 3.1.11 Suppose that V is absolute for Σ∼
1
n (Π∼

1
n) and ccc posets. Then, for all

Σ∼
1
n (Π∼

1
n) and ccc posets P,Q ∈ V , V is two-step absolute for P and Q.

Proof. We prove it only for Σ∼
1
n and ccc posets. The proof for Π∼

1
n and ccc

posets is analogous. Suppose V is absolute for Σ∼
1
n and ccc posets and let P,Q be

Σ∼
1
n and ccc posets in V . Suppose that G is a P-generic Þlter over V and H is a

QV [G]-generic Þlter over V [G]. We will show that for every projective formula ϕ (x)
and every real a ∈ V [G],

V [G][H] ² ϕ (a) iff V [G] ² ϕ (a) .

Suppose that V [G][H] ² ϕ (a). So, V [G] ² �q °Q ϕ (a) �, for some condition
q ∈ Q. Since Q ∈ V is a Σ∼

1
n and ccc poset, by absoluteness for Q,

V ² ∀x∀q((q °Q ϕ (x))↔ ϕ (x)).

But, by Theorem 2.1.23, the sentence on the right hand is projective and hence, by
absoluteness for P,

V [G] ² ∀x∀q((q °Q ϕ (x))↔ ϕ (x)).

But then, V [G] ² ϕ (a).
The converse follows from the fact that if V [G][H] 6² ϕ (a), then V [G][H] ²

¬ϕ (a) for all a ∈ R ∩ V [G].

Fact 3.1.12 L (R)-absoluteness for ccc posets in L (R) implies L (R)-two-step abso-
luteness for ccc posets in L (R)V .

Proof. We show it as in the previous fact, using that every poset P in L (R)
is deÞned by formulas with only ordinals and reals as parameters and the fact that,
since P is ccc, we may code every simple P-name for a real with a real.

The interest in the generic absoluteness of projective sentences under some
class of deÞnable ccc forcing notions can be seen from the following two theorems.

Theorem 3.1.13 Suppose that V is L (R)-two-step absolute for ccc posets in L (R).
Then every set of reals in L (R) is Lebesgue measurable and has the Baire property.

Proof. Let X be a set of reals in L(R). So, there is a formula ϕ with reals
and ordinals as parameters such that

∀x(x ∈ X ↔ ϕ(x)).

Let A = r.o. (Amoeba) (see [M-So] or [J2], Theorem 106) and let G be a A-generic
over V . In V [G] there is a measure-one set of Random reals over V . Let úr be the
canonical term for a Random real and suppose r is one of the Random-generic reals
over V added by G.



Solovay models 43

Claim 3.1.14 V [G] ² �ϕ(r)↔ r ∈ [[ϕ( úr)]]Random�

Proof. Work in V [G]. Suppose ϕ (r) holds in V [G]. Let U = {un : n ∈ ω}
where for every n ∈ ω, un = [[ÿn ∈ úr]]. So, if B is the complete subalgebra of A
generated by U , then H = G ∩ B is a B-generic Þlter over V and V [H] = V [r] (see
[J2], 25.2, Corollary 2). Note that B ∈ L (R) since it is deÞnable with parameter úr,
the Amoeba term for a Random real which we may assume that is essentially a real.

Let Γ be the canonical B-name for the generic Þlter. Let A/ úr be the following
poset:

� hÿq, pi ∈ A/ úr iff q ∈ A and p ∈ B and (∀p0 ≤ p) (q 6⊥A p
0).

� hÿq, pi ≤ hÿq0, p0i iff q ≤ q0 and p ≤ p0.

Then, V [G] = V [r][G] (see [Ku], VII, Exercise D.5).
So, V [G] is a ccc forcing extension of V [r] via a deÞnable forcing notion in

V [r], with parameter r. So, by L (R)-two-step absoluteness, we have V [r] ² ϕ (r).
Since for every Borel-null set Bc with code in V ,

BV [r]
c = BV [G]

c ∩ V [r],

V [r] ² �r is a Random real over V �. Hence, V [r] is a Random-generic extension
of V (see [So] or [J2], 42) and V [r] ² r ∈ [[ϕ( úr)]]Random. So, by Borel absoluteness,
V [G] ² r ∈ [[ϕ( úr)]]Random.

We show the converse in a similar way.

By the Claim, X is measurable in V [G]: Since V [G] ² µ (Ra (V )) = 1, where
µ denotes the measure of Lebesgue and Ra (V ) denote the set of random reals over
V , V [G] ² µ(X 4 [[ϕ( úr)]]Random) = 0.

But �X is measurable� is a sentence with only reals and ordinals as parameters.
Hence, by absoluteness, X is measurable in V .

That all sets of reals in L(R) have the Baire property is proved in a similar
way, using Amoeba for category and Cohen forcing notions instead of Amoeba and
Random forcing notions, respectively.

Also, using absoluteness for Borel ccc posets, we can show, using a result of
H. Woodin ([W]), the following:

Theorem 3.1.15 Suppose that V is absolute for Borel ccc posets. Then there is no
uncountable projective well-ordering of reals.

Proof. Suppose that X = hX,<Xi is a projective uncountable well-ordering
of reals. Let ϕ (x, y) be a projective formula that deÞnes X with parameter a ∈ ωω.

Without loss of generality, we may assume that o.t. (X) = ω1. Otherwise, let
R ⊆ ωω × ωω be deÞned as follows: for every b, c ∈ ωω,

bRc iff {(b)n : n ∈ ω} = {d : d <X c} ,
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where for every b ∈ ωω and every n ∈ ω, (b)n = {hi, ji : b (J (i, n)) = j}. Note that
R is a projective relation. Indeed, for every b, c ∈ ωω, bRc iff

∀nϕ ((b)n , c) ∧ ∀x (ϕ (x, c)→ ∃n (x = (b)n))
Therefore, if ϕ (x, y) is Σ1

n (a), R is ∆
1
n+1 (a), and if ϕ (x, y) is Π

1
n (a), R is Π

1
n+1 (a).

Note that for every real b ∈ X, there exists x ∈ ωω such that xRb iff ρ<X (b) <
ω1, where ρ<X is the rank function for the well-ordering X. i.e., for every b ∈ ωω,
ρ<X (b) = sup({ρ<X (x) + 1 : x <X b}). Finally, let

b <X0 c iff ∃xy (xRb ∧ yRc ∧ b <X c) .
Then, X 0 = hX 0, <X0i, where X 0 = Field (<X0), is a projective well-ordering (in fact
Σ1
n+1 (a), if ϕ (x, y) is Σ

1
n (a), or Σ

1
n+2 (a), if ϕ (x, y) is Π

1
n (a)) and o.t. (X

0) = ω1.

Claim 3.1.16 Let P be a Borel ccc poset in V . Then for every P-generic Þlter G
over V , ϕ(x, y) deÞnes the well-ordering X in V [G].

Proof. Let XV [G] = hXV [G], <
V [G]
X i, where XV [G] = Field(<

V [G]
X ), and for all

b, c ∈ ωω ∩ V [G], b <V [G]
X c iff V [G] ² ϕ (b, c).

Note that in V the following hold

1. ∀x¬ϕ (x, x) ,
2. ∀xy (ϕ (x, y)→ ¬ϕ (y, x)) ,
3. ∀xyz (ϕ (x, y) ∧ ϕ (y, z)→ ϕ (x, z)) ,

4. ∀xy (ϕ (x, y) ∨ x = y ∨ ϕ (y, x)) ,
5. ¬∃x∀n ¡(x)n ∈ X ∧ ϕ ¡(x)n+1 , (x)n

¢¢
,

and (1)-(5) are projective formula with parameters in V . Moreover, b ∈ X iff
∃x (ϕ (b, x) ∨ ϕ (x, b)). Hence, by absoluteness for Borel ccc posets, V [G] satisÞes
(1)-(5). Therefore, XV [G] is a projective well-ordering.

Moreover, by absoluteness, for every b, c ∈ ωω ∩ V ,
V ² ϕ (b, c) iff V [G] ² ϕ (b, c) .

So, X ⊆ XV [G] and o.t.(XV [G]) ≥ ω1. Since

V ² ∀x(∃y ϕ(y, x)→ ∃z zRx),
by absoluteness,

V [G] ² ∀x (∃y ϕ(y, x)→ ∃z zRx) .
Therefore, o.t.(XV [G]) = ω1 and X = XV [G].

Claim 3.1.17 For every b ∈ ωω, ωω ∩ L (X, b) is a projective set of reals.
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Proof. For every real x ∈ X, let Xx = {y ∈ X : y <X x}. Note that, by
reßection in L (X, b), for every c ∈ ωω, c ∈ L (X, b) iff ∃x (x ∈ X ∧ c ∈ L (Xx, b)).
DeÞne S ⊆ ωω × ωω × ωω as follows: for every x, y, z ∈ ωω,

hy, z, xi ∈ S iff z codes Xx and hXx, <Xxi ∼= hω, Eyi
where Ey is the well-ordering on ω coded by y (see [J2] 40.2). S is a projective relation
since for all x, y, z ∈ ωω, hy, z, xi ∈ S iff

zRx ∧ y ∈WO∧∀nm ((z)n <X (z)m ↔ y (J (n,m)) = 0) .

So, for every real c ∈ ωω,
c ∈ L (X, b) iff ∃xyz (x ∈ X ∧ hy, z, xi ∈ S ∧ r ∈ L (y, z, b)) .

But L (y, z, b) = L [y, z, b] and ωω ∩ L [y, z, b] is a Σ1
2(y, z, b) set. So, if X is a Σ∼

1
n

well-ordering, then R is ∆∼
1
n+1, S is ∆∼

1
n+1 and, hence, ω

ω ∩L (X, b) is Σ∼
1
n+1. And if X

is a Π∼
1
n well-ordering, then R is Π∼

1
n+1, S also is Π∼

1
n+1 and ω

ω ∩ L (X, b) is Σ∼
1
n+2.

Continuing with the proof of Theorem 3.1.15, let B be the Random forcing
notion and suppose G is a B-generic Þlter over V . Then for every real b ∈ ωω ∩ V ,

V [G] ² �There exists a Random real over L (X, b) �.

Claim 3.1.18 �There exists a Random real over L (X, b)� is a projective sentence.

Proof. Recall that every Borel set can be coded by a real in such a way that
the set of codes of Borel sets is a Π1

1 set (see [So] or [J2], 42.1). Then, r is a Random
real over L (X, b) iff for all real z, if z codes a Borel null set Bz and z ∈ L (X, b), then
r /∈ Bz.

A set of reals X is null iff

∀n∃y(y codes an open set Oy ∧X ⊆ Oy ∧ µ (Oy) ≤ 1

n
)).

If X is a Borel set, then the expression between parentheses is Π1
1 (see [J2] 42.4). So,

�X is null� is a Σ1
2 statement about the code of X.

Moreover, for a measurable set X, µ (X) > 0 iff there exists a closed set
F ⊆ X such that µ (F ) > 0. Therefore, if X is a Borel set, then �X is not null� is a
Σ1

2 statement with parameter the code of X.
Hence, for every Borel set X, �X is null� is a ∆1

2 statement with parameter
the code of X.

By Claim 3.1.17, for every real b ∈ ωω ∩ V , ωω ∩ L(X, b) is a projective set.
So, for every real b ∈ ωω ∩ V , �r is a Random real over L(X, b)� it is a projective
sentence.

Now, by absoluteness,

V ² ∀x∃r(r Random over L (X, x)).
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Let C be the Cohen forcing (see [C] or [J2], 42) and suppose c is a Cohen
real over V . Since C is a Borel ccc poset and ∀x∃r(r Random over L (X, x))) is a
projective sentence, by absoluteness, and the fact that X = XV [c],

V [c] ² ∀x∃r(r Random over L (X, x)).

So,

V [c] ² ∃r(r Random over L (X, c)).

But, since X is a projective uncountable sequence of different reals, this contradicts
the following lemma of H. Woodin, [W].

Lemma 3.1.19 (H. Woodin) Suppose that S is a uncountable sequence of distinct
reals and c is a Cohen real over V . Then, in V [c] there is no Random real over
L (S, c).

Proof. Let S = hsα : α < λi. Fix in L (S) a sequence hAα : α < λi of inÞnite
and almost-disjoint subsets of ω and a enumeration hIk : κ ∈ ωi of open intervals of
R with rational endpoints and such that every interval appears inÞnitely many times.

Let c ∈ ωω a Cohen real over L (S). We work in L (S, c). DeÞne f, g ∈ ωω as
follows: for every n ∈ ω,

� f (n) = c (2n).
� g (n) = c (2n+ 1).

For every α < λ, let gα = g ¹ Aα.
For every α < λ and every n ∈ ω, 1 ≤ n, we will construct an open set Onα ⊆ R

such that µ (Onα) ≤ 1
n
.

Fix α < λ and n ∈ ω with 1 ≤ n. DeÞne a sequence of natural numbers
hkα,ni : i ∈ ωi recursively:

i = 0: Then, kα,n0 = min({k ∈ ω : gα (k) = n ∧ µ(If(k)) <
1
n
}).

i+ 1: Then, kα,ni+1 = min({k ∈ ω : gα (k) = n ∧ µ(
S
j≤i If(kj) ∪ If(k)) <

1
n
}).

We show that hkα,ni : i ∈ ωi exists. For every ε > 0 and every m ∈ ω, we deÞne in
L (S),

Dm,ε = {p : dom (p) > m ∧ (∃k ∈ Aα) (p (2k + 1) = n ∧ µ(Ip(2k)) < ε)}.

Claim 3.1.20 Dm,ε is a dense subset of the Cohen poset.

Proof. Suppose that q ∈ C. Let p ∈ C be such that:

1. dom (p) = 2k + 2, where k ∈ Aα and k > max ({dom (q) ,m}).
2. For all i ∈ dom (q), p (i) = q (i).
3. p (2k) is the least i ∈ ω such that µ (Ii) < ε.
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4. p (2k + 1) = n.

5. p (i) = 0, otherwise.

Then, p ≤ q and p ∈ Dm,ε. So, Dm,ε is dense.
Since c is a Cohen real over L (S), for every m ∈ ω and ε > 0 there exists

p ∈ Dm,ε such that p ⊆ c. But then, hkα,ni : i ∈ ωi exists.
Let Onα =

S
i∈ω If(kα,ni ). So, Onα is open and µ (O

n
α) ≤ 1

n
.

Fact 3.1.21 If σ ⊆ λ, σ ∈ L (S) and σ is inÞnite, then for all n ∈ ω, Sα∈σ O
n
α = R.

Proof. Fix σ ⊆ λ inÞnite and such that σ ∈ L (S). We will prove that for
every k ≥ 1, [−k, k] ⊆ Sα∈σO

n
α.

Suppose otherwise. Then there exists p ∈ C such that

p °C � (∃k ≥ 1) ([−k, k] *
S
α∈σ O

n
α)�.

Since dom (p) is Þnite, there exists τ ⊆ σ, τ inÞnite, such that for every α,β ∈
τ , dom (p) ∩ Aα = dom (p) ∩ Aβ. Then, by deÞnition of the sequences hkα,ni : i ∈ ωi,
there is m ∈ ω such that for all α ∈ τ ,

hk0, ..., kmi = hkα,ni : i ∈ ωi ¹ dom (p) .

Let ε > 1
n
− µ(Si<m If(ki)). Clearly, ε > 0. Fix m0 ∈ ω such that m0·ε

2
> 2k. Fix

α0, ...,αm0−1 ∈ τ all different. Let m00 ∈ ω such that for all i, j < m0, Aαi ∩Aαj ⊆ m00.
Let q ∈ C be such that:

1. dom (q) = m00.

2. For all i ∈ dom (p), q (i) = p (i).
3. For all i ∈ dom (q) \ dom (p), q (i) = 0.

Since n 6= 0, for all j < m0, hkαj ,ni : i ∈ ωi ¹ dom (p) = hkαj ,ni : i ∈ ωi ¹ dom (q).
Since m

0·ε
2
> 2k, we can Þnd open intervals J0, ..., Jm0−1 with rational endpoints

such that:

a) For every i < m0, µ (Ji) = ε
2
.

b) [−k, k] ⊆ Si<m0 Ji.

For every i < m0, let k0i be the least k > dom(q) such that k ∈ Aαi . So, for all
i, j < m0, if i 6= j, then k0i 6= k0j. DeÞne q0 ∈ C such that

1. dom (q0) = 2 (max {k0i : i < m0}) + 2.
2. For all i ∈ dom (q), q0 (i) = q (i).
3. For all i < m0, q0 (2k0i) is the least j ∈ ω such that Ji = Ij.
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4. For all i < m0, q0 (2k0i + 1) = n.

5. q0 (i) = 0, otherwise.

But then, q0 ≤ p and q0 °C � [−k, k] ⊆
S
i<m0 Onαi�. A contradiction.

For every α < λ and every n ≥ 1, let Cnα = R \ Onα. Then, for all α < λ,
R \ S1≤n<ω O

n
α is a null set of reals. For every α < λ and every n ≥ 1, let úCnα the

canonical C-name in L (S) for Cnα. Then, by the last claim, the following holds in
L (S):

For all σ ⊆ λ inÞnite, all p ∈ C and all n ≥ 1, p 6° C�
T
α∈σ úC

n
α 6= ∅�. (∗)

Fact 3.1.22 (∗) is true in V
Proof. For every p ∈ C, k ∈ ω and n ≥ 1, deÞne in L (S) the following tree

Tp,k,n of sequences of ordinals less than λ:

� hα0, ...,αmi ∈ Tp,k,n iff all αi < λ are different ordinals and p °C � [−k, k] ∩T
i≤m úCnαi 6= ∅�

� hα0, ...,αmi ≤ hβ0, ..., βm0i iff hα0, ...,αmi ⊆ hβ0, ..., βm0i.
Suppose that (∗) is false in V . So, there is σ ⊆ λ inÞnite, a q ∈ C and

n ≥ 1 such that q °C �
T
α∈σ úC

n
α 6= ∅�. Then there is p ≤ q and k ∈ ω such that

p °C � [−k, k] ∩
T
α∈σ úC

n
α 6= ∅�. Therefore, Tp,k,n has an inÞnite branch.

If there are p ∈ C, n ≥ 1 and k ∈ ω such that Tp,k,n has an inÞnite branch,
then there exists an inÞnite sequence hαi : i < ωi of different ordinals less than λ and
m < ω such that

p °C � [−k, k] ∩
T
i≤m úCnαi 6= ∅�.

But, since for every m < ω,
T
i≤mC

n
αi
∩ [−k, k] is a compact set of reals, Tm<ω C

n
αm ∩

[−k, k] 6= ∅. So, there is r ≤ p such that r °C �
T
m<ω

úCnαm 6= ∅� and, therefore, (∗) is
false in V .

So, for all p ∈ C, all k ∈ ω and every n ≥ 1, Tp,k,n is a well-founded tree in
L (S). But, by the absoluteness of �being well-founded�, Tp,k,n is a well-founded tree
in V . Therefore, (∗) is true in V .

We can now Þnish the proof of Lemma 3.1.19 and of Theorem 3.1.15. Suppose
that c is a Cohen real over V and there is a Random real over L (S, c) in V [c]. Note
that for every α < λ, r ∈ S1≤n<ω C

n
α, since R\S1≤n<ω C

n
α is null. Pick, in V , a Cohen

name úr for r. For every α, we pick pα ∈ C and nα ≥ 1 such that pα °C � úr ∈ úCnαα �.
Since C is countable and λ is uncountable, there is a σ ⊆ λ inÞnite, p ∈ C and
n ≥ 1 such that for every α ∈ σ, p = pα and n = nα. So, p °C �

T
α∈σ úC

n
α 6= ∅�, in

contradiction with the above Fact.

Note that the above theorem really shows that Σ∼
1
n+2-absoluteness for Cohen

poset and Σ∼
1
n+1-absoluteness for Random poset implies that there are no uncountable

Σ∼
1
n well-orderings of the reals. So, as a corollary we get the following result of [B1]

(see also [B-Ju])



Collapsing an inaccessible cardinal 49

Corollary 3.1.23 Σ∼
1
4-absoluteness for Cohen poset and Σ∼

1
3-absoluteness for Random

poset implies that ω1 is an inaccessible cardinal in L.

Proof. Since for every real a ∈ V , the well-ordering of R∩L[a] is Σ1
2 (a), there

are only countable many reals in L[a]. So, ωL[a]
1 < ω1, for every real a.

3.2 Collapsing an inaccessible cardinal

In this section we study the absoluteness properties of Solovay models under ccc
forcing extensions. We will show that every Σ∼

1
3 and ccc forcing extension of a Solovay

model is also a Solovay model. We will also show in Section 3.3 that this is, in some
sense, the optimal result for Solovay models.

Theorem 3.2.1 Suppose L (R)M is a Solovay model over V and P is a Σ∼
1
3 and ccc

poset in M . Then the L (R) of any P-generic extension of M is also a Solovay model
over V .

Proof. Suppose L (R)M is a Solovay model over V . Let κ = ωM1 . Force over
M with W to obtain a Coll (ω, < κ)-generic Þlter C over V so that RV [C] = RM

(Lemma 3.1.1). Let P be a Σ∼
1
3 and ccc poset in M. Notice that for a Þlter G ⊆ P, G

is P-generic over M iff G is P-generic over V [C]. Moreover, RM [G] = RV [C][G]. Thus,
to prove the theorem it will be enough to show that every real in V [C][G] is generic
over V for a countable poset.

Let úP be a Coll (ω, < κ)-name for P in V . So, °Coll(ω,<κ) � úP is a ccc poset�
and there are a simple Coll (ω, < κ)-name for a real úa and Σ1

3 formulas ϕ≤ (x, y;u)
and ϕ⊥ (x, y; u) such that:

1. °Coll(ω,<κ) �(∀xy ∈ úωω)(x ú≤Py ↔ ϕ≤ (x, y; úa))�.

2. °Coll(ω,<κ) �(∀xy ∈ úωω)(x ú⊥Py ↔ ϕ⊥ (x, y; úa))�.

Let S = Coll (ω, < κ) ∗ úP. Note that S is a κ-cc poset.

Notation 3.2.2 Recall that if A is a projective set and N is a transitive model of (a
fragment of) ZFC that contains the parameters of the projective formula that deÞnes
A, then AN denotes the set deÞned by the relativization to N of this formula.

� For every α < κ and every Coll (ω, < κ)-generic Þlter C over V let Cα =
C ∩ Coll (ω, < α).

� For every Coll (ω, < κ)-generic Þlter C over V , let P = úP [C]. Moreover, for
every α < κ, if a = úa [C], the parameter of the deÞnition of P, belongs to
V [Cα], Pα = PV [Cα]. If a /∈ V [Cα], then Pα denotes the trivial poset. Let úPα be
a Coll (ω, < α)-name for Pα. i.e.,

1. °Coll(ω,<α) �(∀x ∈ úωω)(x ∈ úPα ↔ ϕ≤(x, x; úa))�

2. °Coll(ω,<α) �(∀xy ∈ úωω)(x ú≤Pαy ↔ ϕ≤(x, y; úa))�
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3. °Coll(ω,<α) �(∀xy ∈ úωω)(x ú⊥Pαy ↔ ϕ⊥(x, y; úa))�

We may assume that for every α < κ, °Coll(ω,<α) � úPα is a poset�. Finally, for
every α < κ, let Sα = Coll (ω, < α) ∗ úPα.

� Let úR denote the set of all simple Coll (ω, < κ)-names for reals and for every
α < κ, let úRα be the set of all simple Coll (ω, < α)-names for reals.

Notice that, by ShoenÞeld�s Absoluteness Theorem, if ξ ≤ ξ0 then Sξ ⊆ Sξ0
and, since Coll (ω, < κ) is a κ-cc poset, S =

S
ξ<κ Sξ. Thus, for every subposet X of

S of cardinality less than κ there exists α < κ such that X is a subposet of Sα.
For every α < κ, let ξ (α), if it exists, be the least ξ < κ such that for every

ξ0 ≥ ξ the following holds: For every simple Coll (ω, < α)-name úA for a subset of úRα,
every simple Coll (ω, < α)-name for a real úc and every q ∈ Coll(ω, < ξ0), if

q °Coll(ω,<κ) � úA is not a maximal antichain of úP below úc�,

then

q °Coll(ω,<ξ0) � úA is not a maximal antichain of úP below úc�.

Lemma 3.2.3 For every α < κ, ξ (α) exists.

Proof. Note that �x codes a maximal antichain of úP below úc� iff �x codes a
maximal antichain of úPc�, where Pc is the subposet of P consisting of all conditions
of P below c. Since P is a Σ∼

1
3 poset, Pc also is a Σ∼

1
3 poset. So, by Fact 2.1.15, �x

codes a maximal antichain of úP below úc� is a Π1
3 predicate on x, and (the codes of) úc

and úa.
In order to simplify the notation, we work with the algebra r.o. (Coll (ω, < κ)).

Fix α < κ. Note that every subset in V [C] of reals in V [Cα] is countable, and hence
can be coded by a real in V [C]. So, by ShoenÞeld�s Absoluteness Theorem, for every
simple Coll (ω, < α)-name úA for a subset of úRα and every simple Coll (ω, < α)-name
for a real úc, if

[[ úA does not code a maximal antichain of úP below úc]]Coll(ω,<κ) 6= 0,

then there exists a Þnal segment Fof κ such that for every ξ ∈ F ,

[[ úA does not code a maximal antichain of úP below úc]]Coll(ω,<κ) °Coll(ω,<ξ)

°Coll(ω,<ξ) � úA does not code a maximal antichain of úP below úc�

For all simple Coll (ω, < α)-name úA for a subset of úRα and all simple Coll (ω, < α)-
name for a real úc, let DȦ,ċ be this Þnal segment, if [[ úA does not code a maximal
antichain of úP below úc]]Coll(ω,<κ) 6= 0. Let DȦ,ċ = κ, otherwise.

Since there are less than κ simple Coll (ω, < α)-names úA for subsets of úRα and
less than κ simple Coll (ω, < α)-names úc for a real, the intersection D of all DȦ,ċ is a
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non-empty Þnal segment of κ. Let ξ (α) be the least ξ ∈ D greater than α. It is easy
to check that ξ (α) works.

We continue with the proof of Theorem 3.2.1.
For every α < κ, let S̄α be the complete subalgebra of r.o. (S) generated by

Sα. And for every α ≤ ξ < κ, let S̄ξα be the complete subalgebra of S̄ξ generated by
Sα.

Claim 3.2.4 For every ξ ≥ ξ (α), S̄α = S̄ξα.

Proof. It is clear that Sα ⊆ S̄ξα. So, since S̄ξα is a complete subalgebra of
r.o. (S), S̄α ⊆ S̄ξα. To prove that S̄ξα ⊆ S̄α, we only need to show that S̄α is a complete
subalgebra of S̄ξ. It is clear that S̄α is a subalgebra of S̄ξ. So, let A ⊆ Sα be a maximal
antichain below hp, úci∈Sα and suppose that A is not a maximal antichain of Sξ below
hp, úci. Let úA1 = {úb ∈ úRα : (∃q ∈ Coll (ω, < α)) (hq, úbi ∈ A)}. Then there exists
q ∈ Coll (ω, < ξ) such that

q °Coll(ω,<ξ) � úA1 is not a maximal antichain of úP below úc�

Since ξ ≥ ξ (α),
q °Coll(ω,<κ) � úA1 is not a maximal antichain of úP below úc�.

So, A is no a maximal antichain of S below hp, úci. A contradiction, since S̄α is a
complete subalgebra of r.o. (S) and A is a maximal antichain of S̄α below hp, úci.
Definition 3.2.5 Let E be the following poset:

� h ∈ E iff there exists α < κ such that h is a complete embedding from S̄α into
r.o. (Coll (ω, < κ)).

� h ≤ h0 iff h0 ⊆ h
Note that the S̄α, α < κ, have cardinality less than κ. Hence, by Kripke�s

Theorem (see [J2], Theorem 62), E 6= ∅.
Lemma 3.2.6 Let H ⊆ E be a generic Þlter over V . Then e =

S
h∈H h is a complete

embedding from r.o. (S) into r.o. (Coll (ω, < κ)).

Proof. It is clear that e =
S
h∈H h is an embedding from dom(e) into

r.o. (Coll (ω, < κ)). Thus to prove the lemma it will be enough to show that for
every h ∈ E and every β < κ there is h0 ≤ h such that dom (h0) = S̄ξ and ξ ≥ β.

So, Þx h and β. Let α such that h is a complete embedding from S̄α into
r.o. (Coll (ω, < κ)). Let ξ ≥ ξ (α), ξ ≥ β. By claim 3.2.4, S̄ξα = S̄α. Hence, (see [J2],
25.12), we can extend h to a complete embedding h0 form S̄ξ into r.o. (Coll (ω, < κ)).

Lemma 3.2.7 E is a < κ-closed poset. Hence, forcing with E does not add new
bounded subsets of κ. In particular, it does not add reals.
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Proof. Let hhα : α < γi, with γ < κ, be a decreasing sequence of elements
of E. For each α < γ, let ξα be such that dom(hα) = S̄ξα. Let ξγ = supα<γ (ξα)
and let ξ ≥ ξγ. Let hγ =

S
α<γ hα. Let B the complete subalgebra of S̄ξ gener-

ated by
S
α<γ S̄ξα. So, hγ extends uniquely to a complete embedding h from B into

r.o. (Coll (ω, < κ)). Now (see [J2], 25.12) we can extend h to a complete embedding
h0 from S̄ξ into r.o. (Coll (ω, < κ)). It is clear that h0 is below all hα, α < γ.

Now we complete the proof of Theorem 3.2.1. We need to show that every
real in V [C ∗ G], where C ∗ G is a S-generic Þlter over V , is generic over V for a
countable poset. So, let úr be a simple S-name for a real, úr ∈ V . Let α < κ be such
that úr is a Sα-name. Suppose H is EV -generic Þlter over V [C ∗ G]. Notice that by
the Product Lemma, C ∗G is SV -generic over V [H] and V [C ∗G][H] = V [H][C ∗G].
We have that e =

S
h∈H h completely embeds r.o. (S) onto a complete subalgebra

Q of r.o. (Coll (ω, < κ)). Let h ∈ H be such that h : S̄ξ → r.o. (Coll (ω, < κ))
with ξ ≥ ξ (α) and let ζ < κ such that h[S̄ξ] ⊆ r.o. (Coll (ω, < ζ)). Notice that
Q0 = Q∩r.o. (Coll (ω, < ζ)) is a complete subalgebra of Q. Then g = e[C ∗G]∩Q0 is
a Q0-generic Þlter over V [H]. Further,

e∗( úr) = {he(p, úb), ÿni : hp, úb, ÿni ∈ úr}
is a Q0-name and r = úr[C ∗G] = e∗ ( úr) [g]. By Lemma 3.2.7, Q0 ∈ V and so g is Q0-
generic over V . Also, Q0 is countable in V [C ∗G]. Also, by Lemma 3.2.7, g ∈ V [C ∗H]
and e∗ ( úr) ∈ V [C ∗G] . Thus, in V [C ∗G], r belongs to a countable forcing extension
of V .

Corollary 3.2.8 The following are equiconsistent (modulo ZFC):

1. There exists an inaccessible cardinal.

2. L (R)-two-step absoluteness for Σ∼
1
3 and ccc forcing

3. Σ∼
1
4-absoluteness under Cohen and Random forcing notions.

Proof. (1) implies (2) follows from Theorem 3.2.1 and Lemma 3.1.6. (2)
implies (3) is trivial. (3) implies (1) is a result of J. Bagaria and W. H. Woodin (see
[B1], 2.1.1.3 or [B-Ju]. See also Corollary 3.1.23).

From Theorem 3.1.15 and the fact that Solovay models are Borel ccc absolute,
it readily follows that in a Solovay model there are no uncountable projective well-
orderings of reals. Hence, there are no uncountable projective gaps. We will now
show that in a Solovay model there are no Σ∼

1
3 Suslin trees.

Definition 3.2.9 We say that a poset P is a Σ∼
1
n-indestructible-ccc poset iff for every

Σ∼
1
n and ccc poset Q,

°Q�P is a ccc poset�.

Similarly, we deÞne the Π∼
1
n-indestructible-ccc posets and the ∆∼

1
n-indestructible-ccc

posets. Finally, P is a projective-indestructible-ccc poset iff for all n ≥ 1, P is a
Σ∼

1
n-indestructible-ccc poset
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Theorem 3.2.10 Let L (R)M be a Solovay model over V . Then, every ccc poset
P ∈ L (R)M is a Σ∼

1
3-indestructible-ccc poset.

Proof. It is essentially the same proof as that of Theorem 2.3.14.
Suppose L (R)M is a Solovay model over V . Let κ = ωM1 . Force over M with

W to obtain a Coll (ω, < κ)-generic Þlter C0 over V so that RV [C0] = RM (Lemma
3.1.1). We work in V [C0].

Let P ∈ L (R)V [C0] be a ccc poset so that the set, the ordering and the incom-
patibility relation of P are deÞnable with a real a and an ordinal α as parameters.
By the Factor Lemma for the Levy-collapse, we may assume that the parameters
of the deÞnition of P are in the ground model V . Further, since Coll (ω, < κ) is an
almost-homogeneous poset, we may assume that

°Coll(ω,<κ) � úP is a ccc poset�.

Let Q be a Σ∼
1
3 and ccc poset in V [C0]. Suppose that there exists a Þlter

G ⊆ Q generic over V [C0] such that V [C0 ∗G] ² � úP [C0 ∗G] is not ccc�. Let S =
Coll (ω, < κ) ∗ úQ and let úA = {τ i : i < κ} be a S-name for an uncountable maximal
antichain of úP [C0 ∗G].

By Lemma 3.2.6 and Lemma 3.2.7, we know that there exists a < κ-closed
poset E ∈ V such that for every H ⊆ E generic over V there exists a complete
embedding e from S to Coll (ω, < κ) in V [H].

Let V0 = V [H] [C0 ∗G] be a E× S forcing extension of V . That is, H is
E-generic over V , C0 is Coll (ω, < κ)-generic over V [H] and G is úQ [C0]-generic over
V [H] [C0]. Since E is < κ-closed, L (R)V [C0∗G] = L (R)V0 and ωV [C0∗G]

1 = ωV0
1 . Hence,

V0 ² � úA [C0 ∗G] is an uncountable antichain of úP [C0 ∗G] �.
Let e ∈ V [H] be the generic complete embedding given by H. Then, there

is a Þlter C1 ⊆ Coll (ω, < κ) generic over V [H] such that C0 ∗G = e−1 (C1). Let
e∗( úA) = {e∗ (τ i) : i < κ} ∈ V [H] be the e∗-image of úA. Since, for every i < κ,
V [H] ² � °S τ i ∈ úP�, �τ i ∈ úP� is a formula with only a,α and τ i as parameters and
e is a complete embedding,

V [H] ² � °Coll(ω,<κ) e∗ (τ i) ∈ úP�.
Hence,

V [H] [C1] ² �e∗ (τ i) [C1] ∈ úP [C1] �,

for every i < κ.
Note that, V [C1] ² � úP [C1] is a ccc poset� and that, in V [C1], E is a σ-closed

poset. But no σ-closed poset can kill the ccc-ness of a ccc poset. So V [C1] [H] ²
� úP [C1] is a ccc poset� and, by the Product Lemma,

V [H] [C1] ² � úP [C1] is a ccc poset�.

Thus, we can Þnd i, j < κ, i 6= j, such that V [H] [C1] ² �τ i [C1], τ j [C1] are compati-
ble�.
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Now, L (R)V [H][C1] = L (R)V [C1] and L (R)V [H][C0] = L (R)V [C0], since E is a
< κ-closed poset. Hence L (R)V [H][C1] and L (R)V [H][C0] are Solovay models over V .
Therefore, by Theorem 3.2.1, L (R)V0 is also a Solovay model over V . Moreover, since
ωV0

1 = ωV [H][C1]
1 and L (R)V0 ⊆ L (R)V [H][C1], by Lemma 3.1.6, there is an elementary

embedding j from L (R)V0 into L (R)V [H][C1] which is the identity on the reals and
ordinals. So, by absoluteness between L (R)V0 and L (R)V [H][C1] (see [Ku], VII.7.13),

V0 ² �τ i [C0 ∗G] , τ j [C0 ∗G] are compatible�.

But since E is < κ-closed, L (R)V0 = L (R)V [C0∗G] and hence,

V [C0 ∗G] ² �τ i [C0 ∗G] , τ j [C0 ∗G] are compatible�.

A contradiction.

Corollary 3.2.11 If L (R)M is a Solovay model over V , then in L (R)M there are
no Σ∼

1
3 Suslin trees.

Proof. If T is a Σ∼
1
3 Suslin tree, then PT = hT,≥T i is Σ∼

1
3 ccc poset. But,

in every PT -generic extension adding an uncountable branch to T , PT is not ccc. A
contradiction with Theorem 3.2.10.

3.3 Collapsing a Σω-Mahlo cardinal

This section is devoted to proving the following theorem:

Theorem 3.3.1 The following are equiconsistent (modulo ZFC)

1. There exists a Σω-Mahlo cardinal.

2. L (R)-two-step absoluteness for projective and ccc posets.

3. Σ∼
1
4-absoluteness for projective and ccc posets.

We Þrst deÞne the ∆n-Mahlo cardinals, Σn-Mahlo cardinals, the Πn-Mahlo
cardinals and the Σω-Mahlo cardinals, we Þx their place in the large cardinal hierarchy
(below a Mahlo) and study some of their properties that we use in the proof of the
theorem. We divide the proof of the theorem in two parts (subsection 3.3.2 and
subsection 3.3.3). In the Þrst part we will show that every projective and ccc forcing
extension of a Σω-Mahlo Solovay model over V is also a Σω-Mahlo Solovay model in
V . In the second part we prove that Σ∼

1
4-absoluteness for all projective and ccc posets

implies that ω1 is a Σω-Mahlo cardinal in L. Finally, we observe that both proofs
really give an almost level-by-level proof: the Þrst shows that for all n ≥ 3, every
Σ∼

1
n+1 and ccc forcing extension of a Πn-Mahlo Solovay model over V is a Πn-Solovay

model over V . The second shows that for all n ≥ 2, Σ∼
1
4-absoluteness for ∆∼

1
n+2 and

ccc forcing notions implies that ω1 is a Σn-Mahlo cardinal in L.
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3.3.1 Σω-Mahlo cardinals

Definition 3.3.2 Let κ be a cardinal. C ⊆ κ is a Σn-closed and unbounded subset
of κ, a Σn-club in κ for short, iff C is a club in κ and there exists a Σn formula,
ϕ (x; y) and a ∈ Vκ such that for every α < κ

α ∈ C iff Vκ ² ϕ (α; a)

i.e., C is deÞnable over Vκ with a Σn formula with parameters from Vκ. Similarly,
we deÞne Πn-clubs in κ by substituting Πn for Σn in the above deÞnition. A ∆n-club
in κ is a club in κ that is both Σn and Πn.

Note that for every cardinal κ and every club C ⊆ κ, C is a Σ0-club iff it is
a Π0-club iff it is a ∆0-club. Moreover, for every n ∈ ω, if C is a Σn-club (Πn-club,
∆n-club), then C is a Σm-club, Πm-club and ∆m-club for every m > n.

Note also that for every n ∈ ω, if C and D are Σn-clubs (Πn-clubs, ∆n-clubs)
then C ∩D is also a Σn-club (Πn-club, ∆n-club). So for every n ∈ ω, the collection
of all Σn-clubs (Πn-clubs, ∆n-clubs) has the Þnite intersection property. So, these
collections generate non-principal and proper Þlters over κ.

Definition 3.3.3 Let κ be a cardinal. S ⊆ κ is a Σn-stationary subset of κ iff for
all Σn-club C in κ, S ∩C 6= ∅. Similarly, we deÞne Πn-stationary and ∆n-stationary
subset of κ.

Note that every stationary subset of κ is a Σn-stationary (Πn-stationary, ∆n-
stationary) set for every n ∈ ω. Moreover, if C is a Σn-club (Πn-club, ∆n-club)
and S is a Σn-stationary (Πn-stationary, ∆n-stationary) set, then C ∩ S it is also
a Σn-stationary (Πn-stationary, ∆n-stationary) set. Finally, for every n ∈ ω, every
Σn-stationary (Πn-stationary, ∆n-stationary) subset of κ is unbounded (because the
Þnal segments of κ are Σ0-clubs) and hence, of cardinality κ.

Definition 3.3.4 Let κ be a cardinal. κ is a Σn-Mahlo cardinal (Πn-Mahlo cardinal,
∆n-Mahlo cardinal) iff κ is an inaccessible cardinal and the set I of all inaccessi-
ble cardinals below κ is a Σn-stationary (respectively, Πn-stationary, ∆n-stationary)
subset of κ. Finally, κ is a Σω-Mahlo cardinal iff κ is a Σn-Mahlo cardinal for all
n ∈ ω.

Note that a cardinal κ is Σ0-Mahlo iff it is Π0-Mahlo iff it is ∆0-Mahlo. More-
over for every n ∈ ω, if κ is a Σn-Mahlo (Πn-Mahlo, ∆n-Mahlo), then κ is Σm-Mahlo,
Πm-Mahlo and ∆m-Mahlo for every m < n. In particular, if κ is Σω-Mahlo cardinal,
then κ is also Πn-Mahlo and ∆n-Mahlo for every n ∈ ω.

It is obvious that every Mahlo cardinal is a Σω-Mahlo cardinal. Moreover,

Fact 3.3.5 If κ is a Mahlo cardinal, then the set of Σω-Mahlo cardinals below κ is a
stationary subset of κ.
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Proof. Suppose that κ is a Mahlo cardinal. Let C be a club in κ.
Note that if D ⊆ λ is a Σn-club on λ, λ < κ inaccessible, for some n ∈ ω, then

D0 = D ∪ (κ \ λ) is a club in κ and, since Vx = y is a Π1 function, it is Π1 deÞnable,
with λ as parameter, on Vκ: for all ξ < κ, ξ ∈ D0 iff

Vκ ² (ξ < λ ∧ Sat ¡Vλ,p ϕq, ξ
¢
) ∨ λ ≤ ξ,

where ϕ is the Σn formula that deÞnes D in Vλ, pϕq is the Gödel number of ϕ and
Sat (v0, v1, v2) is the ∆1 formula that deÞnes the satisfaction relation for sets. i.e.,
Sat (v0, v1, v2) iff the set v0 satisÞes the formula (of Gödel number) v1 by means of
the sequence v2.

Let hDα : α < κi be an enumeration of all clubs in κ which are Þrst order
deÞnable (with parameters) over Vκ and such that for every inaccessible cardinal
λ < κ, hDα : α < λi enumerates all clubs in κ such that Dα ∩ λ is a club in λ which
is Þrst order deÞnable on Vλ. Then D = ∆α<κDα is a club in κ. Let E = C ∩ D.
Since κ is a Mahlo cardinal,

hVκ,∈, Ei ² ∀α∃µ(α < µ ∧ µ is inaccessible ∧ µ ∈ E)

and there is an inaccessible cardinal λ such that hVλ,∈, E ∩Vλi 4 hVκ,∈, Ei (see [K],
I.6.2). So,

hVλ,∈, E ∩ Vλi ² ∀α∃µ(α < µ ∧ µ is inaccessible ∧ µ ∈ E).

Notice that λ is a Σω-Mahlo cardinal: Let D ⊆ λ be a Σn-deÞnable (n ∈ ω)
club in λ. So, for some α < λ, Dα∩λ = D. Let µ be a inaccessible cardinal such that
α < µ and µ ∈ E∩Vλ. So, µ ∈ Dα and hence µ ∈ D. Moreover, since E∩Vλ = E∩λ
is unbounded in λ and E is a club, λ ∈ E and so λ ∈ C. Therefore, the set of
Σω-Mahlo cardinals below κ is a stationary subset of κ

Lemma 3.3.6 Let n ≥ 1. Suppose that κ is a cardinal and let In = {λ < κ : λ is
inaccessible ∧Vλ 4n Vκ}. Then,

1. κ is a Πn-Mahlo cardinal iff κ is an inaccessible cardinal and the set In is a
Πn-stationary subset of κ.

2. If κ is an inaccessible cardinal and In is an unbounded subset of κ, then κ is a
Σn-Mahlo cardinal.

So, κ is a Σω-Mahlo cardinal iff κ is inaccessible and for every n ∈ ω, In is a Πn-
stationary subset of κ.

Proof. We need the following fact:

Fact 3.3.7 If κ is an inaccessible cardinal, then for all n ≥ 1, Cn = {α < κ : Vα 4n

Vκ} is a Πn-club on κ.
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Proof. Suppose that κ is inaccessible. It is easy to see that Cn is a closed
and unbounded subset of κ (see [K] I.6.1). So, we only need to see that Cn is a Πn-
deÞnable over Vκ. Let σn (v0, v1) the formula that deÞnes the satisfaction relation for
Σn formulas. i.e., σn (v0, v1) iff v0 is (the Gödel number of) a Σn formula ϕ, v1 ∈ Vκ
and Vκ ² ϕ (v1). Note that σn (v0, v1) is a Σn formula (see [J2] 14.18 and ff.).

We claim that for every α < κ, α ∈ Cn iff
Vκ ²

¡∀pϕq ∈ Σn
¢
(∀a ∈ Vα)

¡
σn
¡pϕq, a

¢→ Sat
¡
Vα,

p ϕq, a
¢¢
, (∗)

where Σn denotes the set of (Gödel numbers of) Σn formulas. Since σn (v0, v1) is a
Σn formula with n ≥ 1, Sat (v0, v1, v2) is a ∆1 formula, Σn is a ∆1 deÞnable set and
Vα is a Π1 deÞnable set with parameter α, it is easy to see that the right-hand of (∗)
is a Πn formula with α as parameter.

It is clear that if α < κ and α ∈ Cn, then (∗). Now, we show by induction
on m ≤ n that if (∗) holds for α then for every Σm formula ϕ (x) and every a ∈ Vα,
Vα ² ϕ (a) iff Vκ ² ϕ (a):

m = 0: Clear since the Σ0 formulas are absolute between transitive sets con-
taining all the parameters of the formula.

m+ 1: By inductive hypothesis the Σm+1 formulas are upward absolute. So
suppose that ϕ (x) is a Σm+1 formula, a ∈ Vα and Vκ ² ϕ (a). So, since m + 1 ≤ n,
ϕ (x) is a Σn formula and so, Vκ ² σn

¡pϕq, a
¢
. Hence, by (∗), Vκ ² Sat

¡
Vα,

p ϕq, a
¢
.

Therefore, Vκ ² ϕ (a)Vα . i.e., Vα ² ϕ (a).
Hence, if α satisÞes (∗), then Vα 4n Vκ.

Now, we prove the lemma.
(1) If κ is a Πn-Mahlo cardinal, then since Cn = {α < κ : Vα 4n Vκ} is a

Πn-club on κ, the set I of all inaccessible cardinals below κ is Πn-stationary and
In = I ∩ Cn, In is Πn-stationary. The other direction is obvious.

(2) Suppose that κ is an inaccessible cardinal and there are unbounded many
inaccessible cardinals λ such that Vλ ¹n Vκ. Let C be a club on κ which is deÞnable
over Vκ by means of a Σn formula ϕ (x) with a parameter a ∈ Vκ. Then,

Vκ ² ∀α∃β (α < β ∧ ϕ (β))
Since ϕ (x) is a Σn formula, the right-hand is a Πn+1 sentence with a as parameter.
Since there are unbounded many inaccessible cardinals such that Vλ ¹n Vκ, there is
an inaccessible cardinal λ such that a ∈ Vλ and Vλ 4n Vκ. Therefore,

Vλ ² ∀α∃β (α < β ∧ ϕ (β))

by downward absoluteness of Πn+1 formulas for Vλ, Vκ. So, C ∩ λ is unbounded in λ.
But then λ ∈ C.

Corollary 3.3.8 For every n ∈ ω, n ≥ 1, every Πn-Mahlo cardinal is a Σn-Mahlo
cardinal.

Proof. Follows from (1) and (2) of Lemma 3.3.6.
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Corollary 3.3.9 If κ is an inaccessible cardinal limit of inaccessible cardinals, then
κ is a Σ1-Mahlo cardinal.

Proof. Recall that for every uncountable inÞnite cardinal λ < κ, Hλ 41 Hκ.
Since for every inaccessible cardinal µ, Hµ = Vµ, if κ is an inaccessible cardinal limit
of inaccessible cardinals, there are unbounded many inaccessible cardinals λ such that
Vλ 41 Vκ. So, by (2) of Lemma 3.3.6, κ is a Σ1-Mahlo cardinal.

Note that if κ is a Σ0-Mahlo cardinal then κ is an inaccessible cardinal limit
of inaccessible cardinals. So, Corollary 3.3.9 implies that for every Σ0-Mahlo cardinal
is Σ1-Mahlo.

Definition 3.3.10 Let κ be a regular cardinal. κ is 0-inaccessible iff κ is an inac-
cessible cardinal; κ is α-inaccessible (α > 0) iff for every β < α, κ is the limit of
β-inaccessible cardinals; κ is hyperinaccessible iff κ is a κ-inaccessible cardinal.

It is easy to see that for every α and every κ, �κ is a α-inaccessible cardinal�
is a relation between α and κ which is ∆2 deÞnable over Vκ. So,

Fact 3.3.11 If κ is a ∆2-Mahlo cardinal, then κ is an hyperinaccessible cardinal.

Proof. Suppose that κ is a ∆2-Mahlo cardinal. We prove that κ is hyperi-
naccessible by showing by induction on α < κ that κ is α-inaccessible: If α = 0 or α
is limit, it is clear by the deÞnitions of ∆2-Mahlo cardinal and of α-inaccessible car-
dinal, respectively. So suppose that α = β + 1 and assume that κ is a β-inaccessible
cardinal. Suppose, towards a contradiction, that κ is not β + 1-inaccessible. Then
there exists γ < κ such that for all µ > γ, if µ is a cardinal limit of δ-inaccessible
cardinals with δ < β, then µ is a singular cardinal. But then,

C = {µ < κ : γ < µ ∧ (∀δ < β) (µ is limit of δ-inaccessible cardinals)}
is a ∆2-club in κ of singular cardinals. A contradiction.

Corollary 3.3.12 The least Σ1-Mahlo cardinal is not a ∆2-Mahlo cardinal.

Fact 3.3.13 The least hyperinaccessible cardinal is not a Π2-Mahlo cardinal.

Proof. Let κ be the least hyperinaccessible cardinal and suppose that κ is a
Π2-Mahlo cardinal. Since κ is a hyperinaccessible cardinal,

Vκ ² ∀αβ∃µ(β < µ ∧ µ is α-inaccessible).
Note that the right hand is a Π3-sentence. By (1) of Lemma 3.3.6, there exists
λ < κ such that λ is inaccessible and Vλ ¹2 Vκ. Since the Π3-sentences are downward
absolute for Vλ, Vκ,

Vλ ² ∀αβ∃µ(β < µ ∧ µ is α-inaccessible)
But, then λ is a hyperinaccessible cardinal. A contradiction.
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Fact 3.3.14 Suppose that κ is a Πn+1-Mahlo cardinal with n ≥ 1. Then the set of
Σn-Mahlo cardinals below κ is a Πn+1-stationary subset of κ.

Proof. Let κ be a Πn+1-Mahlo cardinal with n ≥ 1. Let D be a Πn+1-club on
κ. Let Cn+1 = {α < κ : Vα 4n+1 Vκ}. By Lemma 3.3.7, Cn+1 is also a Πn+1-club on
κ and so, E = Cn+1 ∩D is a Πn+1-club on κ. Since κ is a Πn+1-Mahlo cardinal with
n ≥ 1, the set of inaccessible cardinals below κ is Πn+1-stationary.

Let λ ∈ E an inaccessible cardinal. So, λ ∈ D.
Suppose that C is a Σn-club on λ. Let ϕ (x) be the Σn-formula (with possibly

parameters in Vλ) such that for every α < λ,

α ∈ C iff Vλ ² ϕ (α) .

Then Vλ satisÞes

1. ∀α∃β (α < β ∧ ϕ (β)).
2. ∀α ((∀β < α) (∃γ < α) (β < γ ∧ ϕ (γ))→ ϕ (α)).

Recall that (1) and (2) are Πn+1-formulas. Since λ ∈ Cn+1, Vλ 4n+1 Vκ. Let C 0 ⊆ κ
be deÞned by α ∈ C 0 iff Vκ ² ϕ (α). Since, Vλ 4n+1 Vκ, C 0 is a Σn-club on κ. Hence,
since κ is a Πn+1-Mahlo cardinal,

Vκ ² ∃µ(µ is inaccessible ∧ ϕ (µ)).
Since ϕ is a Σn formula with n ≥ 1 and �µ is inaccessible� is ∆2 predicate on µ, the
formula on the right-hand is a Σn+1-formula and hence it is satisÞed by Vλ. But then,
λ is a Σn-Mahlo cardinal.

Corollary 3.3.15 For all n ≥ 1, the least Σn-Mahlo cardinal is not a Πn+1-Mahlo
cardinal.

3.3.2 Absoluteness by collapsing a Σω-Mahlo cardinal

Definition 3.3.16 L (R) is a Σω-Mahlo Solovay model over V iff

1. For every x ∈ R, ω1 is a Σω-Mahlo cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.

Clearly, every Σω-Mahlo Solovay model over V is a Solovay model over V . So,
we can give a characterization of Σω-Mahlo Solovay models in the same way as that
of Lemma 3.1.1. Namely

Lemma 3.3.17 Suppose that M satisÞes

1. For every x ∈ R, ω1 is a Σω-Mahlo cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.
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Then there exists a forcing notion W such that does not add reals and creates a
Coll (ω, < ω1)-generic Þlter C over V such that M and V [C] have the same reals.
Thus, W forces that L (R) is a Σω-Mahlo Solovay model over V .

Theorem 3.3.18 Suppose L (R)M is a Σω-Mahlo Solovay model over V and P is a
projective and ccc poset in M . Then the L (R) of any P-generic extension of M is
also a Σω-Mahlo Solovay model over V .

Proof. Suppose L (R)M is aΣω-Mahlo Solovay model over V . Let κ = ωM1 and
letC be theColl (ω, < κ)-generic Þlter over V such that, withW-value 1, RM = RV [C].
Notice that, as in Theorem 3.2.1, to prove the theorem it will be enough to show that
for every n ≥ 4, if P is a Σ∼

1
n and ccc poset in V [C], then, for every G is P-generic

Þlter over V [C], every real in V [C][G] is generic over V for a countable poset.
Let P be a Σ∼

1
n and ccc poset in V [C] and let úP be a Coll (ω, < κ)-name for P

in V . So, °Coll(ω,<κ) � úP is a ccc poset� and there are a simple Coll (ω, < κ)-name for
a real úa and Σ1

n formulas ϕ≤ (x, y; u) and ϕ⊥ (x, y; u) such that:

1. °Coll(ω,<κ) �(∀xy ∈ úωω)(x ú≤Py ↔ ϕ≤ (x, y; úa))�.

2. °Coll(ω,<κ) �(∀xy ∈ úωω)(x ú⊥Py ↔ ϕ⊥ (x, y; úa))�.

Let S = Coll (ω, < κ) ∗ úP. Note that S is a κ-cc poset.
We use the same notational conventions from Theorem 3.2.1.

Definition 3.3.19 Let κ be an inaccessible cardinal. For every Σ1
n (Π

1
n) formula

ϕ (x) with n ≥ 2, every simple Coll (ω, < κ)-name τ for a real and every p ∈
Coll (ω, < κ), let Rϕ (p, τ) be deÞned by induction on the complexity of ϕ (x) as fol-
lows:
n = 2 : Then, ϕ (x) is Σ1

2. Suppose that ϕ (x) is ∃yψ (x, y) where ψ (x, y) is Π1
1. Then,

Rϕ (p, τ) iff

∃α∃σ(τ , σ are simple Coll (ω, < α) -names for reals ∧ p °Coll(ω,<α) ψ (σ, τ))

n+ 1 : Then, ϕ (x) is of the form ∃y¬ψ (x, y) where ψ (x, y) is a Σ1
n formula. Then

Rϕ (p, τ) iff

∃σ(σ is a simple Coll (ω, < κ) -name for a real ∧ (∀q ≤ p)¬Rψ (q, τ ,σ))
If ϕ (x) is Π1

n formula with n ≥ 2, then Rϕ (p, τ ) iff (∀q ≤ p)¬R¬ϕ (p, τ).
Recall (see the Introduction) that for an inaccessible cardinal κ, Coll (ω, < κ)

is a poset which is ∆1-deÞnable with κ as parameter and it is ∆1-deÞnable without
parameters over Vκ. We use this fact to prove the following.

Lemma 3.3.20 Let κ be an inaccessible cardinal. Suppose that p ∈ Coll (ω, < κ),
τ is a simple Coll (ω, < κ)-name for a real and ϕ (x) is a Σ1

n (Π
1
n) formula with

n ≥ 2. Then, Rϕ (p, τ) is a relation which is Σn−1 (respectively, Πn−1) deÞnable
without parameters over Vκ.
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Proof. We need the following facts:

Fact 3.3.21 Suppose that κ is a regular uncountable cardinal. Then �x is a maximal
antichain of Coll (ω, < κ) � is a property which is ∆1-deÞnable with κ as parameter
and it is ∆1-deÞnable without parameters over Vκ.

Proof. Recall that for every uncountable cardinal, Coll (ω, < κ) is a κ-cc
poset. Hence, if x is a maximal antichain of Coll (ω, < κ), then |x| < κ. So, by
regularity of κ, there is α < κ such that x is a maximal antichain of Coll (ω, < α).
Hence, �x is a maximal antichain of Coll (ω, < κ) � iff there is α < κ such that:

1. (∀p ∈ x) (p ∈ Coll (ω, < α))
2. (∀pq ∈ x) (p 6= q → p ⊥ q)
3. ¬ (∃p ∈ Coll (ω, < α))((∀q ∈ x) (p ⊥ q))

But since y = Coll (ω, < α) is a relation which is ∆1 deÞnable with α as parameter,
�x is a maximal antichain of Coll (ω, < κ)� is a property which is ∆1-deÞnable with
κ as parameter.

Since for every maximal antichain x of Coll (ω, < κ), |x| < κ and x ⊆ Vκ,
x ∈ Vκ. Note, also, Vκ ² �x is a maximal antichain of Coll (ω, < κ) � iff Vκ satisÞes
that there is α such that (1)-(3) above holds. So, �x is a maximal antichain of
Coll (ω, < κ) � is a property of x which is Σ1 deÞnable (without parameters) over Vκ.

Moreover, Vκ ² �x is a maximal antichain of Coll (ω, < κ) � iff Vκ satisÞes:

1. (∀p ∈ x) (p ∈ Coll (ω, < κ))
2. (∀pq ∈ x) (p 6= q → p ⊥ q)
3. ¬∃p (p ∈ Coll (ω, < κ) ∧ (∀q ∈ x) (p ⊥ q))

But, since that Coll (ω, < κ) is a ∆1-deÞnable (without parameters) poset over Vκ,
(1) and (2) are ∆1-predicates on x over Vκ and (3) is a Π1-predicate on x over Vκ (all
without parameters). So, �x is a maximal antichain of Coll (ω, < κ) � is a property
on x which is Π1-deÞnable without parameters over Vκ.

So, �x is a maximal antichain of Coll (ω, < κ) � is a property which is ∆1-
deÞnable without parameters over Vκ.

Fact 3.3.22 Suppose that κ is a regular uncountable cardinal. Then, �τ is a simple
Coll (ω, < κ)-name for a real� is a ∆1-deÞnable, with κ as parameter, property of τ
and ∆1-deÞnable, without parameters, property of τ over Vκ.

Proof. Suppose that τ is a simple Coll (ω, < κ)-name for a real. Identifying
the standard Coll (ω, < κ)-names for natural numbers with elements of ω, τ is a
simple Coll (ω, < κ)-name for a real iff

1. (∀x ∈ τ ) (x is an ordered triple∧x0 ∈ Coll (ω, < κ) ∧ x1 ∈ ω ∧ x2 ∈ ω).
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2. (∀n ∈ ω) (∃x ∈ τ) (x1 = n).

3. (∀n ∈ ω) ({x0 : x ∈ τ ∧ x1 = n} is a maximal antichain of Coll (ω, < κ)).
4. (∀xy ∈ τ) (x0 = y0 ∧ x1 = y1 → x2 = y2)

where for an ordered triple x, x0, x1 and x2 denote, respectively, the Þrst, the second
and the third coordinates of x. Since the function that sends every ordered triple x
to xi (0 ≤ i ≤ 2) is a ∆0 function, (1) and (4) are ∆0 on τ . Since Coll (ω, < κ) is a
∆1-deÞnable, with κ as parameter, poset (1) is ∆1 with κ as parameter. Finally, by
fact above, (3) is ∆1 with κ as parameter. So, �τ is a simple Coll (ω, < κ)-name for
a real� is a property which is ∆1-deÞnable with κ as parameter.

Moreover, if τ is a simple Coll (ω, < κ)-name for a real, then τ ∈ Vκ. So,
as above fact, �τ is a simple Coll (ω, < κ)-name for a real� is ∆1-deÞnable without
parameters over Vκ.

Now, we prove Lemma 3.3.20 for Σ1
n formulas (n ≥ 2) by induction. The proof

for Π1
n formulas is analogous. So, suppose that κ is an inaccessible cardinal. Then

Coll (ω, < κ) = Coll (ω, < κ)Vκ and, by above fact, �τ is a simple Coll (ω, < κ)-name
for a real� is a ∆1 property over Vκ:

n+ 1: Let ϕ(x) be a Σ1
n+1 formula, n ≥ 2. So, ϕ(x) is of the form ∃y¬ψ(x, y),

where ψ is Σ1
n. Assume that the lemma holds for Σ

1
n formulas. Suppose that p ∈

Coll (ω, < κ) and τ is a simple Coll (ω, < κ)-name for a real. Then, Rϕ (p, τ ) is deÞned
by the formula

∃σ(σ is a simple Coll (ω, < κ) -name for a real ∧ (∀q ≤ p)¬Rψ (q, τ , σ)).
Now, �σ is a simple Coll (ω, < κ)-name for a real� is a ∆1 predicate on σ over Vκ
and, by inductive hypothesis, Rψ (q, τ ,σ) is a Σn−1 relation over Vκ with n ≥ 2. So,
the above is Σn a formula with parameters p and τ .

n = 2: Then, ϕ(x) is of the form ∃yψ(x, y), where ψ(x, y) is a Π1
1 formula.

Note that Rϕ (p, τ) iff

∃α∃σ(τ ,σ are simple Coll (ω, < α) -names for reals ∧ p °Coll(ω,<α) ψ (σ, τ))

Since �σ is a simple Coll (ω, < α)-name for a real� is a property on σ which is ∆1-
deÞnable with α as parameter over Vκ, we only need to show that �p °Coll(ω,<α)

ψ(τ ,σ)� is expressible over Vκ by means of a Σ1 formula and a Π1 formula both with
α,σ, τ and p as parameters.

As in Theorem 2.1.23, let wf (x) be the predicate �x is a well-founded relation�.
Then, since wf (x) is a ∆1 predicate, there exists a Þnite set S of axioms of ZF such
that

ZF ` ∀M(M is transitive ∧M ²
V
S → wf (x) is absolute for M)

Let ZFC∗ be a Þnite set of axioms of ZFC containing all axioms which are needed
to deÞne the forcing relation in a model, to prove the Forcing Theorem, and including
S. Then,
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Claim 3.3.23 The following are equivalent:

1. p °Coll(ω,<α) ψ (τ , σ).

2. For all transitive modelM of ZFC∗ containing p, τ , σ and α,M ² �p °Coll(ω,<α)

ψ (τ , σ) �.

3. There exists a transitive model M of ZFC∗ containing p, τ , σ and α and such
that M ² �p °Coll(ω,<α) ψ (τ , σ) �.

Proof. (1⇒ 2) Let M be as in (2). Assume M does not satisfy p °Coll(ω,<α)

ψ(τ ,σ). Then, since M ² ZFC∗, there is q ∈ M such that q ≤ p and M ²
�q °Coll(ω,<α) ¬ψ(τ , σ)�. Let C be a Coll (ω, < α)-generic Þlter over V with q ∈ C.
Then, since C is closed upwards, p ∈ C. Since α ∈ M and M is transitive,
Coll (ω, < α)M = Coll (ω, < α) and hence C is Coll (ω, < α)-generic over M . Also,
since q ∈ C, M [C] ² ¬ψ(τ [C] ,σ [C]), which is a Σ1

1 formula. Since M ² ZFC∗,
also M [C] ² ZFC∗. Therefore, the Σ1

1 formulas are absolute for M [C] as be-
ing a well-founded relation is absolute for models of ZFC∗. This implies V [C] ²
¬ψ (τ [C] , σ [C]), which contradicts (1).

(2⇒ 3) Since ZFC∗ is a Þnite fragment of ZFC, by the Reßection Principle,
there exists an ordinal β > α ≥ ω+2 such that for every formula of ZFC∗ is absolute
for Vβ. Let X = {α, p, τ , σ, TC (τ) , TC (σ)} and let M the Skolem hull of X in Vβ.
SoM 4 Vβ. Moreover,M is extensional since Vβ satisÞes the axiom of extensionality.
Without loss of generality, we can suppose that M is transitive (if not, we collapse it
with Mostowski�s collapsing). Clearly, M ² ZFC∗ and α, p, τ , σ ∈M . Then, by (2),
M ² �p °Coll(ω,<α) ψ(τ , σ)�.

(3 ⇒ 1) Let M be a transitive model of ZFC∗ containing α, p, τ , σ and M ²
�p °Coll(ω,<α) ψ(τ , σ)�. Let C ⊆ Coll (ω, < α) a generic Þlter over V with p ∈ C.
Since α ∈ M , Coll (ω, < α)M = Coll (ω, < α). Hence C is a Coll (ω, < α)-generic
Þlter over M and p ∈ C. Since M ² ZFC∗, M [C] ² ψ (τ [C] , σ [C]) and M [C] ²
ZFC∗. But then, the Π1

1 formulas are absolute for M [C]. Thus,

V [C] ² ψ (τ [C] , σ [C]) .

This proves the claim.

We Þnish the proof of Lemma 3.3.20. Note that (2) of the claim above is a Π1

formula with p, τ , σ and α as parameters and (3) is a Σ1 formula with p, τ , σ and α
as parameters. So, (1) is ∆1 on p, τ , σ and α. Since κ is inaccessible, Vκ ² ZFC. So
the above claim shows that (1) is ∆1 on p, τ , σ and α over Vκ. Therefore, Rϕ (p, τ) is
a Σ1 relation over Vκ.

Lemma 3.3.24 Let κ be an inaccessible cardinal and let ϕ(x) be a Σ1
n (Π

1
n) formula

with n ≥ 2. Then, for every p ∈ Coll (ω, < κ) and every simple Coll (ω, < κ)-name
for a real τ ,

p °Coll(ω,<κ) ϕ (τ ) iff Vκ ² Rϕ (p, τ )
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Proof. Recall that Coll (ω, < κ)Vκ = Coll (ω, < κ). So, it will be sufficient to
prove the lemma for Σ1

n formulas (n ≥ 2) because for every Π1
n formula ∀xϕ (y, x),

every p ∈ Coll (ω, < κ) and every simple Coll (ω, < κ)-name τ for a real,
p °Coll(ω,<κ) ∀xϕ (τ , x) iff p °Coll(ω,<κ) ¬∃x¬ϕ (τ , x)

iff for all q ≤ p, ¬q °Coll(ω,<κ) ∃x¬ϕ (τ , x)
iff for all q ≤ p, Vκ ² ¬R∃x¬ϕ (q, τ )
iff Vκ ² (∀q ≤ p) (¬R∃x¬ϕ (q, τ))
iff Vκ ² R∀xϕ (p, τ )

We prove the lemma by induction on n ≥ 2:
n+ 1: Let ϕ (x) be a Σ1

n+1 formula with n ≥ 2. So, ϕ (x) is of the form
∃y¬ψ (x, y), where ψ (x, y) is Σ1

n. Assume that the lemma holds for Σ
1
n formulas

and suppose that p ∈ Coll (ω, < κ) and τ is a simple Coll (ω, < κ)-name for a real.
Then, p °Coll(ω,<κ) ∃y¬ψ (τ , y) iff ∃σ(σ is a simple Coll (ω, < κ)-name for a real
∧ (∀q ≤ p) (¬q °Coll(ω,<κ) ψ (τ , σ))). Fix a witness σ. Then, on one hand,

σ is a simpleColl (ω, < κ) -name for a real iff

iff Vκ ² �σ is a simple Coll (ω, < κ) -name for a real�

On the other hand, Þx q ≤ p. Then, by inductive hypothesis
¬q °Coll(ω,<κ) ψ (τ ,σ) iff Vκ ² ¬Rψ (q, τ ,σ)

But, since Coll (ω, < κ) = Coll (ω, < κ)Vκ ,

(∀q ≤ p) (¬q °Coll(ω,<κ) ϕ (τ , σ)) iff Vκ ² (∀q ≤ p)¬Rψ (q, τ , σ)
Therefore, p °Coll(ω,<κ) ϕ (τ) iff Vκ ² Rϕ (p, τ).

n = 2: So, ϕ (x) is of the form ∃yψ (x, y), where ψ (x, y) is a Π1
1 formula. Let

p ∈ Coll (ω, < κ) and τ be a Coll (ω, < κ)-name for a real.
Suppose that p °Coll(ω,<κ) ϕ (τ ). So, since Coll (ω, < κ) is a κ-cc poset, by

ShoenÞeld�s Absoluteness Theorem formulas and Maximal Principle,

(∃α < κ)∃σ(σ, τ are simple Coll (ω, < α) -name for reals ∧ p °Coll(ω,<α) ψ(τ , σ))

Now, since α < κ and κ is regular and uncountable, α, τ ,σ ∈ Vκ and Vκ ² �σ, τ are
simple Coll (ω, < α)-names for reals�. So, only remains to show that

Vκ ² �p °Coll(ω,<α) ψ(τ , σ)�.

But, since κ is inaccessible, Vκ ² ZFC. Moreover, p, τ ,σ,α ∈ Vκ and ψ(x, y) is a Π1
1

formula. So, by (2) of Claim 3.3.23, Vκ ² �p °Coll(ω,<α) ψ (τ ,σ) �. So, Vκ ² Rϕ (p, τ ).
Suppose now that Vκ ² Rϕ (p, τ ). i.e.,

Vκ ² ∃α∃σ(τ ,σ are simple Coll (ω, < α) -names for reals ∧ p °Coll(ω,<α) ψ(τ ,σ))

Let α,σ ∈ Vκ such that Vκ satisÞes that τ , σ are simple Coll (ω, < α)-names for reals
and p °Coll(ω,<α) ψ(τ , σ). Then, by absoluteness of ∆1 predicates with parameters
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in Vκ, τ and σ are simple Coll (ω, < α)-names for reals. Moreover, since κ is inac-
cessible, Vκ ² ZFC. So, since Vκ ² �p °Coll(ω,<α) ψ(τ , σ)�, by (3) of Claim 3.3.23,
p °Coll(ω,<α) ψ (τ , σ). But then, since Coll (ω, < α) <◦ Coll (ω, < κ) and by Shoen-
Þeld�s Absoluteness Theorem, p °Coll(ω,<κ) ϕ (τ).

We continue with the proof of Theorem 3.3.18. Since úP is a Coll (ω, < κ)-name
for a Σ∼

1
n and ccc poset, by Lemma 3.3.20, for every p ∈ Coll (ω, < κ) and every simple

Coll (ω, < κ)-names for reals τ , σ, RϕP (p, τ , úa), Rϕ≤(p, τ , σ, úa) and Rϕ⊥(p, τ , σ, úa) are
Σn−1 relations over Vκ.

Since κ is a Σω-Mahlo cardinal, by Lemma 3.3.6, we can Þx an unbounded
sequence hλξ : ξ < κi such that for every ξ < κ, λξ is an inaccessible cardinal and
Vλξ 4n−1 Vκ and úa is a simple Coll (ω, < λ0)-name for a real.

Let p ∈ Coll (ω, < κ) and let σ, τ be simple Coll (ω, < κ)-names for reals.
So there is a least ξ < κ such that p ∈ Coll (ω, < λξ) and σ and τ are simple
Coll (ω, < λξ)-names for reals. Then, for every ζ < κ, ξ ≤ ζ, since κ and λζ are
inaccessible cardinals, by Lemma 3.3.24,

p °Coll(ω,<κ) ϕ≤ (σ, τ , úa) iff Vκ ² Rϕ≤ (p, τ , σ, úa)
iff Vλζ ² Rϕ≤ (p, τ , σ, úa)
iff p °Coll(ω,<λζ) ϕ≤ (σ, τ , úa)

And the same holds for the Σ1
n formula ϕ⊥ (x, y; z).

So, for every ξ ≤ ζ < κ, every p ∈ Coll (ω, < λξ) and all simple Coll (ω, < λξ)-
names for reals τ , σ,

p °Coll(ω,<κ) ϕP (τ , úa) � iff p °Coll(ω,<λζ) ϕP (τ , úa)

p °Coll(ω,<κ) ϕ≤ (τ , σ, úa) iff p °Coll(ω,<λζ) ϕ≤ (τ ,σ, úa)

p °Coll(ω,<κ) ϕ⊥ (τ , σ, úa) iff p °Coll(ω,<λζ) ϕ⊥ (τ ,σ, úa)

Hence, if ξ ≤ ζ then Sλξ ⊆ Sλζ and, since Coll (ω, < κ) is a κ-cc poset, S =
S
ξ<κ Sλξ .

Thus, for every subposet X of S of cardinality less than κ there exists ξ < κ such
that X is a subposet of Sλξ .

Moreover, for every ξ ≤ ζ < κ, every p ∈ Coll (ω, < λξ) and all simple
Coll (ω, < λξ)-names for a real τ , úc

p °Coll(ω,<κ) �τ codes a maximal antichain of úP below úc� iff

iff p °Coll(ω,<λζ) �τ codes a maximal antichain of
úP below úc�

For every α < κ, let ξ (α), if it exists, be the least ξ < κ such that for every
ζ ≥ ξ the following holds: For every simple Coll (ω, < λα)-name úA for a subset of
úRλα , every simple Coll (ω, < λα)-name for a real úc and every q ∈ Coll (ω, < λζ), if

q °Coll(ω,<κ) � úA is not a maximal antichain of úP below úc�,

then

q °Coll(ω,<λζ) �
úA is not a maximal antichain of úP below úc�.
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Lemma 3.3.25 For every α < κ, ξ (α) exists.

Proof. As in Lemma 3.2.3.

The rest of the proof of Theorem 3.3.18 is like the proof of Theorem 3.2.1 but
using only the λξ (ξ < κ) inaccessible cardinals instead of all ordinals below κ.

Corollary 3.3.26 Con(ZFC +∃κ (κ is a Σω-Mahlo cardinal)) implies Con(ZFC +
L (R)-two-step absoluteness for projective and ccc posets).

Note that the proof of Theorem 3.3.18 really shows that for every n ≥ 3, every
Σ∼

1
n+1 and ccc forcing extension of a Πn-Mahlo Solovay model is a Πn-Mahlo Solovay

model. So,

Corollary 3.3.27 For every n ≥ 3, Con(ZFC + ∃κ (κ is a Πn-Mahlo cardinal))
implies Con(ZFC + L (R)-two-step absoluteness for Σ∼

1
n+1 and ccc posets).

Further, all ccc posets in a Σω-Mahlo Solovay model are projective-indestructi-
ble-ccc (see DeÞnition 3.2.9). Hence, in any Σω-Mahlo Solovay model there are no
projective Suslin trees. The same holds in every Πn-Mahlo Solovay model for Σ∼

1
n+1

and ccc posets: every ccc poset in a Πn-Mahlo Solovay model is Σ∼
1
n+1-indestructible-

ccc and, therefore, there are no Σ∼
1
n+1 Suslin trees.

Theorem 3.3.28 Let L (R)M be a Σω-Mahlo Solovay model over V . Then, every
ccc poset P ∈ L (R)M is a projective-indestructible-ccc poset. More precisely, in any
Πn-Mahlo Solovay model every ccc poset is Σ∼

1
n+1-indestructible-ccc.

Proof. As in Theorem 3.2.10.

Corollary 3.3.29 If L (R)M is a Σω-Mahlo Solovay model over V , then in L (R)M

there are no projective Suslin trees. More precisely, if L (R)M is a Πn-Mahlo Solovay
model over V , then in L (R)M there are no Σ∼

1
n+1 Suslin trees.

3.3.3 The strength of Σ∼
1
4-absoluteness for projective and ccc forcing notions

We will show that Σ∼
1
4-absoluteness for projective and ccc posets implies that ω1 is

Σω-Mahlo in L. In the proof we use an argument of R. Jensen implicit in [Je-So].
We assume that ω1 is not Σn-Mahlo (n ≥ 2) in L, so there is a Σn-club D on ω1

of singular cardinals in L. Then, we force with Coll (ω, < ω1) to add a function π
that, to every real a coding a countable ordinal kak in the generic extension, assigns
a real that codes the least singular cardinal in D greater than kak. We prove that π
has a Coll (ω, < ω1)-name that can be coded by a ∆∼

1
n+2 subset of ω

ω × ωω (Lemma
3.3.31). Then, working in the Coll (ω, < ω1)-generic extension, we deÞne a version
of Solovay�s almost-disjoint coding poset, Pπ, that adds a generic real bH that codes
π and we show that in every Coll (ω, < ω1) ∗ úPπ-generic extension ωL[bH ]

1 = ω1 holds
(Lemma 3.3.42). Finally, we prove that, even if Pπ was not a projective forcing notion
in the Coll (ω, < ω1) generic extension, since π has a Coll (ω, < ω1)-name coded by a
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∆∼
1
n+2 set of pairs of reals, Coll (ω, < ω1)∗ úPπ is a ∆∼

1
n+2 ccc poset (Lemma 3.3.44). So,

since �there exists a real x such that ωL[x]
1 = ω1� is expressible with a Σ1

4 sentence,
this is true in the ground model, in contradiction with the inaccessibility of ω1 from
the reals.

Theorem 3.3.30 Suppose that V is Σ∼
1
4-absolute for projective and ccc forcing no-

tions. Then ω1 is a Σω-Mahlo cardinal in L.

Proof. Suppose, towards a contradiction, that ω1 is not a Σω-Mahlo cardinal
in L. By 3.1.23, ω1 is an inaccessible cardinal in L. So, there is n ≥ 2 and a Σn-club
D on ω1 of singular cardinals in L. Let ϕ (x) be the Σn-formula such that for every
α < ω1, α ∈ D iff

[Vω1 ]
L ² ϕ (α) .

Since ω1 is an inaccessible cardinal in L, [Vω1 ]
L = Lω1 = [HC]

L. So, for every α < ω1,
α ∈ D iff

HC ² ϕ (α)L .

Since �x ∈ L� is a Σ1-formula and ϕ (x) is a Σn-formula with n ≥ 2, ϕ (x)L is
also a Σn-formula. Therefore, D is a club on ω1 of singular cardinals in L which is
Σn-deÞnable over HC.

Let D∗ = {a ∈ ωω : kak ∈ D}. So, D∗ is a Σ∼
1
n+1 set of reals (see [J2], 41.1)

Note that Coll (ω, < ω1) belongs to L and is a ccc poset in V . Moreover,

Lemma 3.3.31 Suppose C is a Coll (ω, < ω1)-generic Þlter over V . Then, there is
a function π ∈ V [C] from WO, the set of all reals in V [C] that code a countable
ordinal, into D∗, the set of all reals in V [C] that code a countable ordinal in D, such
that:

1. For every x ∈ WO, π (x) is a code for the least ordinal in D greater than kxk
and for every x, y ∈ WO, if kπ (x)k = kπ (y)k, then π (x) = π (y).

2. π has a Coll (ω, < ω1)-name that can be coded by a ∆∼
1
n+2 set in ω

ω × ωω.

Proof. We need the following claims and deÞnitions:

Definition 3.3.32 We say that τ is a Coll (ω, < ω1)-name for a subset of ω iff
°Coll(ω,<ω1)�τ ⊆ ùω �. We say that τ is a simple Coll (ω, < ω1)-name for a subset
of ω iff

1. The elements of τ are of form hp, ùni, where p ∈ Coll (ω, < ω1) and ùn is a
standard Coll (ω, < ω1)-name for some n ∈ ω.

2. For every n ∈ ω, the set An = {p ∈ Coll (ω, < ω1) : hp, ùni ∈ τ} is an antichain
of Coll (ω, < ω1).
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Note that as in Fact 2.1.19, for every Coll (ω, < ω1)-name for a subset of ω
there exists a simple Coll (ω, < ω1)-name for a subset of ω such that °Coll(ω,<ω1)

�τ = σ�. Moreover, for every α < ω1 there is a simple Coll (ω, < ω1)-name for a
subset of ω, τ , such that °Coll(ω,<ω1) � kτk = ùα�. Note also that, since for every
Coll (ω, < ω1)-generic Þlter C over V , ω

L[C]
1 = ω

V [C]
1 = ω1, the same is true for names

in L.
Let WOω1 be the set of all simple Coll (ω, < ω1)-names σ for a subset of ω

such that °Coll(ω,<ω1) � kσk = ùγ� for some γ < ω1. Let
.

WO= Coll (ω, < ω1)×WOω1 .

Definition 3.3.33 For every γ < ω1 let τγ be the <L-least simple Coll (ω, < ω1)-
name τ for a subset of ω such that °Coll(ω,<ω1) � kτk = ùγ�. Let Bω1 = {τγ : γ ∈ D}.
Let úB = Coll (ω, < ω1)×Bω1.

DeÞne the function πω1 from the set WOω1 into Bω1 as follows: for every
σ ∈WOω1, πω1 (σ) = τ iff

1. τ ∈ Bω1

2. °Coll(ω,<ω1) � kσk < kτk �
3. (∀ρ ∈ Bω1) (°Coll(ω,<ω1) � kσk < kρk �→ °Coll(ω,<ω1) � kτk ≤ kρk �)

Let úπ = Coll (ω, < ω1)× πω1.

Clearly, we have that úB and π are Coll (ω, < ω1)-names for, respectively, a sub-
set of P (ω) and a subset of P (ω)×P (ω). We will show that for every Coll (ω, < ω1)-
generic C over V , π = úπ[C] satisÞes (1) of Lemma 3.3.31.

Claim 3.3.34 Suppose C ⊆ Coll (ω, < ω1) is a generic Þlter over V and let B =
úB[C]. Then, for every α ∈ D there exists one and only one a ∈ B such that kak = α.
i.e., we have:

1. V [C] ² {kak : a ∈ B} = D.
2. V [C] ² (∀a, b ∈ B) (kak = kbk→ a = b).

Proof. (1) (⇒) Suppose that V [C] ² γ ∈ D. Then, since D ∈ L, L ² γ ∈ D.
But, τγ ∈ Bω1 and hence °Coll(ω,<ω1) �τγ ∈ úB�. So V [C] ² �τγ [C] ∈ úB[C]∧kτγ[C]k =
γ�. Therefore, V [C] ² γ ∈ {kak : a ∈ B}.

(⇐) Suppose that V [C] ² γ ∈ {kak : a ∈ B}. Then, for some p ∈ C,
p °Coll(ω,<ω1) �(∃x ∈ úB) (kxk = ùγ) �. Hence, there exists a simple Coll (ω, < ω1)-
name úa for a subset of ω such that p °Coll(ω,<ω1) � úa ∈ úB ∧ k úak = ùγ�. But then, there
are q ∈ C and τ ∈ Bω1 such that q ≤ p and q °Coll(ω,<ω1) �τ = úa�.

Since τ ∈ Bω1 , for some δ ∈ D, τ = τ δ and q °Coll(ω,<ω1) � kτk = ùδ�. But
then, since q ≤ p, q °Coll(ω,<ω1) � kτk = ùγ�, and so q °Coll(ω,<ω1) �ùγ� = ùδ�. Therefore,
γ = δ and V [C] ² γ ∈ D.

(2) Suppose that a, b ∈ B and V [C] ² � kak = kbk �. Let úa, úb be simple
Coll (ω, < ω1)-names for subsets of ω such that a = úa [C] and b = úb [C]. So, there
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exists p ∈ C such that p °Coll(ω,<ω1) � úa, úb ∈ úB ∧ k úak = kúbk�. Then, as in (1), there
are q ∈ C and σ, τ ∈ Bω1 such that q ≤ p and

q °Coll(ω,<ω1) �σ = úa ∧ τ = úb ∧ kσk = kτk �
Since σ, τ ∈ Bω1 , there are countable ordinals γ, δ ∈ D such that °Coll(ω,<ω1) � kσk =
ùγ� and °Coll(ω,<ω1) � kτk = ùδ�. So, q °Coll(ω,<ω1) �ùγ = ùδ� and hence γ = δ. But then,
by <L-minimality of τ and σ, τ = σ. Therefore,

a = úa [C] = σ[C] = τ [C] = úb [C] = b.

So, in order to prove (1) of 3.3.31, we only need:

Claim 3.3.35 Suppose C ⊆ Coll (ω, < ω1) is a generic Þlter over V and π = úπ [C] .
Then π is a function from WO to B such that for every a ∈ WO, if π (a) = b, then
b is the unique code in B of the least ordinal in D greater than kak.

Proof. We work in V [C]. Clearly π ⊆ WO × B and π is a function. So, it
will suffice to show that:

1. WO ⊆ dom (π)
2. If π (a) = b, then b ∈ B, kak < kbk, and for every c ∈ B, if kak < kck, then
kbk ≤ kck .
(1) Suppose that a ∈ WO. Then, there are a simple Coll (ω, < ω1)-name úa

and p ∈ C such that úa[C] = a and p °Coll(ω,<ω1) � úa ∈ W úO�. So, there are q ∈ C
and τ ∈ WOω1 such that q ≤ p and q °Coll(ω,<ω1) �τ = úa�. Let δ < ω1 be such
that °Coll(ω,<ω1) � kτk = ùδ�. Since D is an unbounded subset of ω1 there is a least
γ ∈ D such that δ < γ. But then, τγ ∈ Bω1 . So, hτ , τ γi ∈ πω1 and therefore
q °Coll(ω,<ω1) � úa = τ ∈ dom ( úπ) �. So, a ∈ dom (π) .

(2) Suppose that ha, bi ∈ π. So there are p ∈ C and simple Coll (ω, < ω1)-
names úa, úb such that p °Coll(ω,<ω1) �h úa, úbi ∈ úπ�. Hence, there are q ∈ C and hσ, τi ∈
πω1 such that q °Coll(ω,<ω1) �h úa, úbi = hσ, τi�. Since hσ, τi ∈ πω1 ⊆ WOω1 × Bω1 ,
q °Coll(ω,<ω1) �τ ∈ úB�, that is, q °Coll(ω,<ω1) �úb ∈ úB�.

Moreover, since hσ, τi ∈ πω1 , by deÞnition of πω1 , °Coll(ω,<ω1) � kσk < kτk �,
and hence, q °Coll(ω,<ω1) � k úak < kúbk�. Therefore, kak < kbk.

Now Suppose that c ∈ B and kak < kck. Then there are p0 ∈ C and a simple
Coll (ω, < ω1)-name úc such that úc[C] = c and p0 °Coll(ω,<ω1) � úc ∈ úB ∧ k úak < k úck �.
But then, by compatibility in the Þlter and as in the above case, there are q0 ∈ C and
a simple Coll (ω, < ω1)-name ρ ∈ Bω1 such that q

0 ≤ q, p0 and q0 °Coll(ω,<ω1) � úc = ρ�.
Therefore,

q0 °Coll(ω,<ω1) �h úa, úbi = hσ, τi ∧ hσ, τi ∈ úπ ∧ úc = ρ ∧ ρ ∈ úB ∧ kσk < kρk �.
But then, by deÞnition of πω1 ,

q0 °Coll(ω,<ω1) � kτk ≤ kρk �.
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Therefore, q0 °Coll(ω,<ω1) �kúbk ≤ k úck � and, so, kbk ≤ kck.

To prove (2) of Lemma 3.3.31 we need to compute the complexity of the sets
involved in the deÞnition of π:

Fact 3.3.36 Coll (ω, < ω1) is a ∆1
2 poset.

Proof. Let A = {hα, n,βi ∈ ω1 × ω × ω1 : β ∈ α}. We say that x ∈ ωω
codes hα, n,βi ∈ A iff x (0) = n, k(x0)0k = α and k(x0)1k = β, where for all n ∈ ω,
x0(n) = x(n+ 1) and for every i ∈ {0, 1}, (x)i = {hk, x(2k + i)i : k ∈ ω}.

Hence �x codes a triple in A� is a Π1
1 predicate on x: x ∈ ωω codes a triple in

A iff

(x0)0 ∈WO ∧ (x0)1 ∈WO ∧ k(x0)1k < k(x0)0k

But WO is a Π1
1 set and < is a Π

1
1 relation.

Let A∗ be the Π1
1 set of codes of elements of A.

Let p ∈ Coll (ω, < ω1). We may assume that p is lexicographically ordered in
the Þrst two coordinates. Suppose that p = hhαi, ni,βii : i < ni where n = |dom (p)|.
Then, we say that x ∈ ωω codes p iff x (0) = n and for every i < n, (x0)i codes
hαi, ni,βii.

Let Coll (ω, < ω1)
∗ be the set of all codes of elements of Coll (ω, < ω1). Then,

for all x ∈ ωω, x ∈ Coll (ω, < ω1)
∗ iff

1. (∀i < x(0))((x0)i ∈ A∗)
2. (∀ij < x(0))(k((x0)0i)0k = k((x0)0j)0k ∧ (x0)i(0) = (x0)j(0)→

→ k((x0)0i)1k = k((x0)0j)1k)

Now, since (1) is Π1
1 (x) and (2) is ∆

1
2 (x), Coll (ω, < ω1)

∗ is a ∆1
2 set of reals.

DeÞne ≤∗ in Coll (ω, < ω1)
∗×Coll (ω, < ω1)

∗ by: for all x, y ∈ Coll (ω, < ω1)
∗,

x ≤∗ y iff the sequence coded by x extends the sequence coded by y. Hence, for all
x, y ∈ ωω, x ≤∗ y iff

1. x, y ∈ Coll (ω, < ω1)
∗

2. (∀j < y(0))(∃i < x (0))(k((x0)0i)0k = k((y0)0j)0k∧
∧(x0)i(0) = (y0)j(0) ∧ k((x0)0i)1k = k((y0)0j)1k)

So, since (1) is ∆1
2 (x, y) and (2) is Σ

1
1 (x, y), ≤∗ is a ∆1

2 relation in ω
ω×ωω. Note that

≤∗ is reßexive and transitive relation but not a antisymmetric, and Coll (ω, < ω1)
∗ =

Field (≤∗).
DeÞne ⊥∗ in Coll (ω, < ω1)

∗ × Coll (ω, < ω1)
∗ as follows: for every x, y ∈

Coll (ω, < ω1)
∗, x ⊥∗ y iff x, y code incompatible sequences. So, for all x, y ∈ ωω,

x ⊥∗ y iff

1. x, y ∈ Coll (ω, < ω1)
∗
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2. (∃i < x(0))(∃j < y (0))(k((x0)0i)0k = k((y0)0j)0k∧

∧(x0)i(0) = (y0)j(0) ∧ k((x0)0i)1k 6= k((y0)0j)1k)
But then, (1) and (2) are ∆1

2 (x, y) and hence ⊥∗ is also a ∆1
2 relation in ω

ω × ωω.
So, hColl (ω, < ω1)

∗ ,≤∗,⊥∗i is a ∆1
2 forcing notion.

Finally, we deÞne F : Coll (ω, < ω1)
∗ → Coll (ω, < ω1) by F (x) is the condi-

tion coded by x. F is a dense embedding (but not one-to-one) from Coll (ω, < ω1)
∗

into Coll (ω, < ω1). Therefore Coll (ω, < ω1) is a ∆1
2 poset.

SinceColl (ω, < ω1) is a∆1
2 and ccc poset, by Fact 2.1.15, �x codes an antichain

of Coll (ω, < ω1) � is a ∆1
2 predicate. Hence, as in Fact 2.1.22, we may code every

simple Coll (ω, < ω1)-name for a subset of ω with a real in a such a way that �x
codes a Coll (ω, < ω1)-name for a subset of ω� is a ∆1

2 predicate and �x is codes a
simple Coll (ω, < ω1)-name in L for a subset of ω� is the intersection of a ∆1

2 and a
Σ1

2 predicate. Hence, Σ
1
2.

Fact 3.3.37 Let θ(x) be a Σ1
1 (Π

1
1) formula. Then the relation

R(p, τ)↔ p ∈ Coll (ω, < ω1) ∧
∧ τ is a simple Coll (ω, < ω1) -name for a subset of ω ∧

∧ p °Coll(ω,<ω1) θ(τ )

is a ∆1
2 relation.

Proof. We prove it for Π1
1 formulas. The case for Σ

1
1 formulas is analogous.

By Claim 2.1.24, for every Σ1
1 formula ϕ (x), every p ∈ Coll (ω, < ω1) and

every simple Coll (ω, < ω1)-name σ for a subset of ω, the following are equivalent:

1. p °Coll(ω,<ω1) ϕ (σ)

2. For every transitive model M of ZFC∗ containing p and (the code of) σ, and
such that Coll (ω, < ω1)

M <◦ Coll (ω, < ω1), M ² �p °Coll(ω,<ω1) ϕ (σ) �.

3. There exists a transitive and countable model M of ZFC∗ containing p (the
code of) σ and such that Coll (ω, < ω1)

M <◦ Coll (ω, < ω1) M ² �p °Coll(ω,<ω1)

ϕ (σ) �.

For every transitive model M of ZFC∗, Coll (ω, < ω1)
M = Coll

¡
ω, < ωM1

¢
.

So, since ωM1 ≤ ω1, Coll
¡
ω, < ωM1

¢
<◦ Coll (ω, < ω1). Therefore (2) and (3) above

are equivalent to, respectively,

2�. For every transitive model M of ZFC∗ containing p and (the code of) σ, M ²
�p °Coll(ω,<ω1) ϕ (σ) �.

3�. There exists a transitive and countable model M of ZFC∗ containing p (the
code of) σ and such that M ² �p °Coll(ω,<ω1) ϕ (σ) �.
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But it is easy to see that (20) is expressible with a Π1
2 sentence and (3

0) is expressible
with a Σ1

2 sentence, both with p and σ as parameters.

Corollary 3.3.38 Let WO∗ be the set of codes of simple Coll (ω, < ω1)-names for a
subset of ω that belong to WOω1. Then WO

∗ is a ∆1
2 set of reals.

Proof. Since x ∈WO is a Π1
1 formula.

Claim 3.3.39 Let B∗ be the set of all codes for simple Coll (ω, < ω1)-names for a
subset of ω belonging to Bω1. Then B

∗ is a Σ∼
1
n+1 set of reals.

Proof. We deÞne the relation Dif as follows: for every x, y ∈ ωω, xDify
iff x codes a simple Coll (ω, < ω1)-name for a subset of ω different from the simple
Coll (ω, < ω1)-name coded by y.

So, for every x, y ∈ ωω, xDify iff x, y code simple Coll (ω, < ω1)-names for
subsets of ω and

∃nm(J−1 (xn (m))0 ∧ J−1 (yn (m))0 code different elements of Coll (ω, < ω1) ∨
∨ J−1 (xn (m))1 6= J−1 (yn (m))1).

(see Fact 3.3.36 and the remark following it). So xDify is a ∆1
2 (x, y) relation.

Let <∗L be the following relation: for every x, y ∈ ωω, x <∗L y iff x, y code
simple Coll (ω, < ω1)-names in L for subsets of ω and the simple Coll (ω, < ω1)-name
coded by x is <L-less than the simple Coll (ω, < ω1)-name coded by y. Since �x
codes a simple Coll (ω, < ω1)-name in L for a subset of ω� is a Σ1

2 predicate, <L
is a Σ1-relation over HC and every simple Coll (ω, < ω1)-name for a subset of ω is
hereditarily countable, <∗L is a Σ1 deÞnable relation over HC. Hence <∗L is a Σ

1
2

relation.
Recall that D∗ is the Σ∼

1
n+1 set of codes of ordinals in D. Let R be the relation:

R (σ, ùa) iff

σ is a simple Coll (ω, < ω1) -name for a subset of ω ∧
∧ a ∈WO∧ °Coll(ω,<ω1) � kσk = kùak �.

Note that R is a ∆1
2 relation (by Fact 3.3.37).

We have that for every x ∈ ωω, x ∈ B∗ iff

1. x codes a simple Coll (ω < ω1)-name in L for a subset of ω.

2. There exists y ∈ D∗ such that R (x, y) and

∀z(z codes a simple Coll (ω, < ω1) -name in L for a subset of ω ∧
∧ xDifz ∧R (z, y)→ ¬z <∗L x)
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(1) is Σ1
2 (x). Since the universally quantiÞed formula in (2) is Π

1
2 (x) and D

∗ is Σ∼
1
n+1

with n ≥ 2, (2) is Σ∼
1
n+1. So, B

∗ is a Σ∼
1
n+1 set of reals.

Let π∗ : WO∗ → ωω be such that π∗ (x) = y iff ∃στ(x codes σ ∧ y codes
τ ∧ πω1 (σ) = τ).

We Þnish the proof of (2) of Lemma 3.3.31 by showing that π∗ is a ∆∼
1
n+2

function in ωω × ωω.
Let S and T be the following relations:

S (σ, τ ) iff σ, τ are simple Coll (ω, < ω1) -names for subsets of ω ∧
∧ °Coll(ω,<ω1) � kσk < kτk �

and

T (σ, τ ) iff ∧ σ, τ are simple Coll (ω, < ω1) -names for subsets of ω ∧
∧ °Coll(ω,<ω1) � kσk ≤ kτk �

Since kxk < kyk is a Π1
1 formula and kxk ≤ kyk is a Σ1

1 formula, by Fact 3.3.37, S
and T are ∆1

2 relations between codes for simple Coll (ω, < ω1)-names for subset of
ω.

So, for every x, y ∈ ωω, hx, yi ∈ π∗ iff

1. x ∈WO∗

2. y ∈ B∗

3. S (x, y)

4. ∀z(z ∈ B∗ ∧ yDifz ∧ S (x, z)→ T (y, z))

Since (1) is ∆1
2 (x), (2) is Σ∼

1
n+1, (3) is ∆

1
2 (x, y) and, as it can be easily seen, (4) is

Π∼
1
n+1, π

∗ is ∆∼
1
n+2. Actually, it is the intersection of a Σ∼

1
n+1 and a Π∼

1
n+1 relation. This

ends the proof of Lemma 3.3.31.

We continue with the proof of Theorem 3.3.30. Working in V [C], we deÞne
the Solovay�s almost-disjoint forcing for π, Pπ, which adds a real that codes π.

Let hsn : n ∈ ωi be a recursive enumeration of 2<ω, the set of all Þnite
sequences of 0�s and 1�s such that each sequence is enumerated before any of its
proper extensions. Let {Xn : n ∈ ω} be a recursive partition of ω into inÞnite pieces.
For any a ⊆ ω, let �a be the characteristic function of a. For every a ⊆ ω and every
n ∈ ω, deÞne

Sa = {k ∈ ω : sk ⊆ �a}
San = {k ∈ ω : sk ⊆ �a ∧ lg (sk) ∈ Xn}

Note that {Sa : a ⊆ ω} is a perfect maximal almost-disjoint family of inÞnite subsets
of ω. Also, notice that Sa is the disjoint union of the San, n ∈ ω.
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For any subsets a and b of ω, let

b¯ a = {n ∈ ω : b ∩ San is Þnite}
Note that ¯ is a Borel operation from P (ω)× P (ω) into P (ω):

b¯ a = c iff ∀n (n ∈ c↔ ∃m∀k (k ∈ b ∩ San → k < m))

and San is recursive on a and Xn.

Definition 3.3.40 Suppose C is a Coll (ω, < ω1)-generic Þlter over V . Then, in
V [C], let G (π) = {ha, ni : n ∈ π (a)}, the graph of π. Then, the Solovay�s almost-
disjoint coding for π, Pπ, is the following poset:

� hs, gi ∈ Pπ iff s ∈ [ω]<ω and g ∈ [G (π)]<ω. i.e., s ⊆ ω is Þnite and g ⊆ G (π)
is Þnite.

� hs, gi ≤ ht, hi iff t ⊆ s, h ⊆ g and (∀ha, ni ∈ h) (s ∩ San ⊆ t).

Remark 3.3.41 Note that in V [C], Pπ is a σ-centered poset (see DeÞnition 2.3.42).
For hs, gi, hs, hi ∈ Pπ, then hs, g∪hi ≤ hs, gi, hs, hi. Hence, any two conditions in Pπ
with the same Þrst coordinate are compatible.

We shall see that forcing with Pπ over V [C] adds a real that codes π.

Lemma 3.3.42 Suppose that H is a Pπ-generic Þlter over V [C]. Then there is a
real bH ∈ P (ω) ∩ V [C][H] such that ωL[bH ]

1 = ω1.

Proof. Suppose that H is a Pπ-generic Þlter over V [C] and let

bH =
S{s ∈ [ω]<ω : (∃g ∈ [G (π)]<ω) (hs, gi ∈ H)}

Clearly bH ∈ P (ω) ∩ V [C] [H].

Claim 3.3.43 For every a ∈ dom (π), bH ¯ a = π (a).

Proof. To prove the claim, it will be enough to show that for every a ∈
dom (π) and n ∈ ω,

San ∩ bH is Þnite iff n ∈ π (a) .
Fix a ∈ dom (π) and n ∈ ω. Suppose that n ∈ π (a). Then, Da,n = {hs, gi ∈

Pπ : ha, ni ∈ g} is a dense subset of Pπ. For suppose hs, gi ∈ Pπ. Let h = g∪{ha, ni}.
Then hs, hi ∈ Da,n and hs, hi ≤ hs, gi. Let hs, gi ∈ H ∩Da,n. Then ha, ni ∈ g and
for every ht, hi ∈ H, if ht, hi ≤ hs, gi, then San ∩ t ⊆ s. So, San ∩ bH ⊆ s. Therefore
San ∩ bH is Þnite.

Suppose now that n /∈ π (a). Note that for everym ∈ ω the set Ema,n = {hs, gi ∈
Pπ : (∃k > m) (k ∈ San ∩ s) } is dense in Pπ. Indeed, Þx any m ∈ ω and hs, gi ∈ Pπ.
Since {Sa : a ⊆ ω} is an almost-disjoint family and for every a ⊆ ω, Sa = Sk∈ω S

a
k ,
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San \
S
hb,ji∈g S

b
j is an inÞnite set. Let k be the least element of S

a
n \
S
hb,ji∈g S

b
j greater

than m. Put t = s ∪ {k}. Since m < k ∈ Sai ∩ t, ht, gi ∈ Ema,n. Moreover, s ⊆ t and,
since for every hb, ji ∈ g, k /∈ Sbj , Sbj ∩ t = Sbj ∩ s ⊆ s. So, ht, gi ≤ hs, gi.

Let hs, gi ∈ H ∩Ema,n. Since hs, gi ∈ H, s ⊆ bH . But then, there is k > m such
that k ∈ San ∩ s ⊆ San ∩ bH . We have shown that for every m ∈ ω there exists k > m
such that k ∈ San ∩ bH and so San ∩ bH is inÞnite.

Let {δξ : ξ < ω1} ∈ L[bH ] be an increasing and continuous enumeration of D.
Let ν = ω

L[bH ]
1 . We deÞne, by recursion on ξ < ν, a sequence of reals hdξ : ξ < νi

such that:

1. For every ξ < ν, dξ ∈WO and kdξk = δξ.
2. For every ξ < ν, dξ ∈ L[bH ].

ξ = 0: Let a ∈ L be a code for a well-ordering of ω with kak = ω. Since the San
(n ∈ ω) are recursive on a, San ∈ L[bH ], for every n ∈ ω. Since a ∈WO, a ∈ dom (π).
Let d0 = π (a). So, d0 ∈ WO. Moreover, kd0k = min (D \ ω + 1) = min (D) = δ0

and d0 = π (a) = bH ¯ a ∈ L[bH ].
ξ = η + 1: Suppose that dη satisÞes (1) and (2). Since dη ∈WO, dη ∈ dom (π).

Let dη+1 = π (dη). Clearly, by deÞnition of π, dη+1 ∈ B ⊆ WO and kdη+1k =
δη+1 ∈ D. Finally, since dη ∈ L[bH ], for every n ∈ ω, Sdηn ∈ L[bH ], and hence
dη+1 = π (dη) = bH ¯ dη ∈ L[bH ].

ξ limit: Suppose that for every η < ξ, dη has been deÞned and satisÞes (1)
and (2). Note that (dη)η<ξ ∈ L[bH ]. We work in L[(dη)η<ξ]. Since for every η < ξ,
dη ∈ L[(dη)η<ξ], L[(dη)η<ξ] ² �δη is countable� for all η < ξ. Moreover, since D is a
club and for every η < ξ, δη ∈ D, δξ = supη<ξ (δη) ∈ D. But, then L[(dη)η<ξ] ² �δξ
is singular� and hence, L[(dη)η<ξ] ² �δξ is countable�. Let dξ by the least real in the
canonical well-ordering of L[(dη)η<ξ] coding a well-ordering of ω with kdξk = δξ. So,
dξ satisÞes (1) and, since L[(dη)η<ξ] ⊆ L[bH ], dξ ∈ L[bH ]; i.e., it satisÞes (2).

Suppose now that ν < ω1. Then, since hδξ : ξ < νi is an increasing sequence
of elements of D and ν = supξ<ν (δξ), ν ∈ D. So, for some ξ < ω1, ν = δξ. But then,

L[bH ] ² �ω1 is singular�. A contradiction. Therefore, ω
L[bH ]
1 = ω1.

Note that if V is projective absolute, then Pπ is not a projective poset: Since
V is projective absolute for projective and ccc posets and Coll (ω, < ω1) is a ∆∼

1
2 and

ccc poset, by the Factor Lemma, V [C] is projective absolute for Borel ccc posets.
Indeed, by Fact 3.3.37, every Borel and ccc extension of V [C] is a ∆∼

1
2 ccc extension of

V . Suppose now, towards a contradiction, that Pπ is a projective poset so that B has
a projective deÞnition. We deÞne ≤ in B×B as follows: for every x, y ∈ B, x ≤ y iff
kxk ≤ kyk. Then, hB,≤i is an uncountable projective well-ordering. A contradiction
with Theorem 3.1.15.

However,

Lemma 3.3.44 Coll (ω, < ω1) ∗ úPπ is a ∆∼
1
n+2 poset.
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Proof. We need the following facts and deÞnitions in order to code the coding
apparatus of Pπ and calculate its complexity.

Definition 3.3.45 Let úG (π) be the Coll (ω, < ω1)-name for the graph of π deÞned
as follows:

hp, σ, ùni ∈ úG (π) iff ∃τ (hσ, τi ∈ πω1 ∧ hp, ùni ∈ τ) .
Let G (π)∗ be the set of all ordered triples hx, y, ni ∈ ωω × ωω × ω such that for some
hp,σ, ùni ∈ úG (π), x codes p and y codes σ.

It is clear that for every p ∈ Coll (ω, < ω1),

p °Coll(ω,<ω1) �hσ, ùni ∈ úG (π) � iff p °Coll(ω,<ω1) �ùn ∈ úπ (σ) �.
Moreover,

Fact 3.3.46 G (π)∗ is a ∆∼
1
n+2 relation in ω

ω × ωω × ω.

Proof. First recall that for every x, y ∈ ωω and n ∈ ω, hx, y, ni ∈ G (π)∗ iff

1. x ∈ Coll (ω, < ω1)
∗

2. y ∈WO∗

3. ∃z (hy, zi ∈ π∗ ∧ ∃m (x = ({hk, ji : (z)n (k) = J (j, n)})m))

Since (1) is ∆1
2 (x), (2) is ∆

1
2 (y) and, since π

∗ is ∆∼
1
n+2, (3) is Σ∼

1
n+2. Therefore, G (π)

∗

is Σ∼
1
n+2.
But since πω1 is a function, if hx, zi, hx, z0i ∈ π∗ and z 6= z0, then z and z0

are different codes for the same simple Coll (ω, < ω1)-name. Therefore, for every
x, y ∈ ωω and n ∈ ω, hx, y, ni ∈ G (π)∗ iff

1. x ∈ Coll (ω, < ω1)
∗

2. y ∈WO∗

3. ∀z (hy, zi ∈ π∗ → ∃m (x = ({hk, ji : (z)n (k) = J (j, n)})m))

and since (3) is Π∼
1
n+2, G (π)

∗ is also Π∼
1
n+2.

So, G (π)∗ is ∆∼
1
n+2.

Definition 3.3.47 We say that úg is a nice Coll (ω, < ω1)-name for a Þnite subset
of G (π) iff for some n ∈ ω there exists {hσj ,ùõji : j < n} ⊆ rec( úG (π)) such that
úg ⊆ úG (π) is of form [

{Ahσj ,iji × {hσj ,ùõji} : j < n}

where for every j < n, Ahσj ,iji is an antichain of Coll (ω, < ω1).
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Fact 3.3.48 Suppose that úh is a Coll (ω, < ω1)-name such that °Coll(ω,<ω1) � úh ⊆
úG (π) ∧ úh is Þnite� and let Dḣ be the set of all p ∈ Coll (ω, < ω1) such that for some
nice Coll (ω, < ω1)-name úg for a Þnite subset of úG (π), p °Coll(ω,<ω1) � úh = úg�. Then
Dḣ is a dense subset of Coll (ω, < ω1).

Proof. Suppose that úh is a Coll (ω, < ω1)-name such that °Coll(ω,<ω1) � úh ⊆
úG (π) ∧ úh is Þnite� and let p ∈ Coll (ω, < ω1). Since p °Coll(ω,<ω1) � úh ⊆ úG (π) ∧ úh
is Þnite�, we may Þnd n ∈ ω and a condition p0 ≤ p such that p0 °Coll(ω,<ω1) � úh =

{h úaj, úkji : j < ùn} ⊆ úG (π) �. So, for every j < n,

p0 °Coll(ω,<ω1) �h úaj , úkji ∈W úO × ùω�
We can Þnd a decreasing sequence hpj : j < ni in Coll (ω, < ω1) such that:

1. For every j < n, pj ≤ p0.
2. For every j < j0 < n, pj0 ≤ pj.
3. For every j < n, there exists σj ∈ WOω1 and ij ∈ ω such that pj °Coll(ω,<ω1)

�h úaj, úkji = hσj,ùõji�.
Let r = pn−1. Then for every j < n,

r °Coll(ω,<ω1) �h úaj , úkji = hσj ,ùõji�
for some σj ∈WOω1 and ij ∈ ω. Note that for every j < n, hσj,ùõji ∈ rec( úG (π)). Let

úg =
[
{Ahσj ,iji × {hσj,ùõji} : j < n}

where for every j < n, Ahσj ,iji = {p ∈ Coll (ω, < ω1) : hp,σj ,ùõji ∈ úG (π)}. It is clear
that úg is a nice Coll (ω, < ω1)-name for a Þnite subset of úG (π). Since r ≤ p0,

r °Coll(ω,<ω1) � úh = {h úaj, úkji : j < ùn} = {hσj ,ùõji : j < ùn} = úg�

Therefore, r ∈ Dḣ and Dḣ is a dense subset of Coll (ω, < ω1).

Fact 3.3.49 We may code every nice Coll (ω, < ω1)-name for a Þnite subset of úG (π)
with a real so that the set F ∗ of all reals that code some nice Coll (ω, < ω1)-name for
a Þnite subset of úG (π) is a ∆∼

1
n+2 set of reals.

Proof. Let úg be a nice Coll (ω, < ω1)-name for a Þnite subset of úG (π). Sup-
pose that |rec ( úg)| = n, where n ∈ ω. Fix an enumeration {hσj ,ùõji : j < n} of rec ( úg).
For every j < n, let Aj = {p ∈ Coll (ω, < ω1) : hp, σj,ùõji ∈ úg} be the antichain
associated to hσj,ùõji in úg. For every j < n, let yj be a code for Aj and let uj ∈WO∗
be a code for σj. For every j < n, let zj ∈ ωω be such that zj (0) = ij and z0j = uj.
Finally, for all j < n, let xj ∈ ωω be such that (xj)0 = yj and (xj)1 = zj. Then we
say that x codes úg iff x (0) = n and for every j < n, (x0)j = xj.

Let F ∗ be the set of all reals that code some nice Coll (ω, < ω1)-name for a
Þnite subset of úG (π). Then, for all x ∈ ωω, x ∈ F ∗ iff
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1. x codes hxj : j < x (0)i
2. (∀j < x (0)) (xj codes hyj, zji)
3. (∀j < x (0)) (yj codes an antichain of Coll (ω, < ω1))

4. (∀j < x (0)) ∀n(h(yj)n , z0j , zj (0)i ∈ G (π)∗)
Since (1) and (2) are ∆1

1 (x), (3) is ∆
1
2 (x) and (4) is ∆∼

1
n+2, F

∗ is a ∆∼
1
n+2 set of reals.

Definition 3.3.50 We deÞne Caract (x, y) in ωω × ωω as follows: for all simple
Coll (ω, < ω1)-name σ for a subset of ω and all simple Coll (ω, < ω1)-name τ for a
real in 2ω (i.e., a simple Coll (ω, < ω1)-name τ for a real such that for every n ∈ ω,
°Coll(ω,<ω1) �τ (ùn) ∈ {ù0, ù1}�), Caract (σ, τ) iff

°Coll(ω,<ω1) ��σ = τ�

That is, Caract (σ, τ) iff °Coll(ω,<ω1) �τ is the characteristic function of σ�.

It is clear that for every simple Coll (ω, < ω1)-name σ for a subset of ω there
exists a simple Coll (ω, < ω1)-name τ for a real in 2ω such that Caract (σ, τ) and,
conversely, for every simple Coll (ω, < ω1)-name τ for a real in 2ω there is a simple
Coll (ω, < ω1)-name σ for a subset of ω such that Caract (σ, τ). Moreover, for every
simple Coll (ω, < ω1)-name σ for a subset of ω and all simple Coll (ω, < ω1)-names
τ , τ 0 for reals in 2ω, if Caract (σ, τ) and Caract (σ, τ 0), then °Coll(ω,<ω1) �τ = τ 0�
and, conversely, for every simple Coll (ω, < ω1)-name τ for a real in 2ω and all simple
Coll (ω, < ω1)-names σ, σ0 for subsets of ω, if Caract (σ, τ) and Caract (σ0, τ ), then
°Coll(ω,<ω1) �σ = σ

0�.

Claim 3.3.51 Let Caract∗ ⊆ ωω×ωω be deÞned by: for all x, y ∈ ωω, Caract∗ (x, y)
iff x codes a simple Coll (ω, < ω1)-name σ for a subset of ω and y codes a simple
Coll (ω, < ω1)-name τ for a real in 2ω and Caract (σ, τ). Then Caract∗ is a ∆1

2

relation in ωω × ωω.
Proof. Notice that Caract∗ (x, y) iff x codes a simple Coll (ω, < ω1)-name σ

for a subset of ω and y codes a simple Coll (ω, < ω1)-name for a real in 2ω and

°Coll(ω,<ω1) ��σ = τ�.

But °Coll(ω,<ω1) ��σ = τ� iff °Coll(ω,<ω1) � (∀n ∈ ùω) (n ∈ σ ↔ τ (n) = ù1)� and
(∀n ∈ ω) (n ∈ x↔ y (n) = 1) is an arithmetical sentence with x and y as parameters.
Thus, by Fact 3.3.37, Caract∗ is a ∆1

2 relation in ω
ω × ωω.

Note that Coll (ω, < ω1) has the following property: p0, ..., pn ∈ Coll (ω, < ω1)
are pairwise compatible iff p0∪...∪pn ∈ Coll (ω, < ω1). And, in this case, p0∪...∪pn ≤
p0, ..., pn. So, if n ∈ ω and {Ai : i ≤ n} is a family of antichains of Coll (ω, < ω1),
then

A = {p0 ∪ ... ∪ pn : (∀i ≤ n) (pi ∈ Ai) ∧ (∀i, j ≤ n) (i 6= j → pi 6⊥ pj)}
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is an antichain of Coll (ω, < ω1). Moreover, if for every i ≤ n, Ai is maximal, then A
is also maximal.

Let s be a Þnite sequence of 0�s and 1�s and i < lg (s). By ùs (i) we denote the
canonical Coll (ω, < ω1)-name for the i-value of s.

Definition 3.3.52 For every simple Coll (ω, < ω1)-name τ for a real in 2ω, let úSτ

be the following Coll (ω, < ω1)-name:

úSτ = {hp, ùni : p ∈ Coll (ω, < ω1) ∧
∧ (∀i < lg (sn))∃qi(hqi,ùõ, ùsn (i)i ∈ τ ∧ p =

S
i<lg(sn) qi))}.

Claim 3.3.53 For all simple Coll (ω, < ω1)-name τ for a real in 2ω, úSτ is a simple
Coll (ω, < ω1)-name for a subset of ω. Moreover, for every n ∈ ω, °Coll(ω,<ω1) �ùn ∈
úSτ ↔ ùsn ⊆ τ�.

Proof. Let τ be a simple Coll (ω, < ω1)-name for a real in 2ω. To see that úSτ

is a simple Coll (ω, < ω1)-name for a subset of ω, we only need to show that for every
n ∈ ω, An = {p ∈ Coll (ω, < ω1) : hp, ùni ∈ úSτ} is an antichain of Coll (ω, < ω1).

For every i < lg (sn), let Bi = {q ∈ Coll (ω, < ω1) : hq,ùõ, ùsn (i)i ∈ τ}. Then,

An = {
S
i<lg(sn) pi : pi ∈ Bi ∧ (∀i, j < lg (sn)) (i 6= j → pi 6⊥ pj)}.

But, since for every i < lg (sn), Bi ⊆ {q ∈ Coll (ω, < ω1) : hq,ùõ, 0i ∈ τ ∨ hq,ùõ, 1i ∈ τ}
and τ is a simple Coll (ω, < ω1)-name for a real in 2ω, the last set is a maximal
antichain and, hence, Bi is an antichain. Therefore, An is also an antichain.

Let C ⊆ Coll (ω, < ω1) be a generic Þlter over V such that V [C] ² �n ∈
úSτ [C]�. So, for some p ∈ C, hp, ùni ∈ úSτ . Hence, by deÞnition of úSτ , for every
i < lg (sn) there exists qi such that hqi,ùõ, ùsn (i)i ∈ τ and p =

S
i<lg(sn) qi. But, since

p ∈ C and for every i < lg (sn), p ≤ qi, qi ∈ C for every i < lg (sn). So, for every
i < lg (sn), hi, sn (i)i ∈ τ [C]. i.e., V [C] ² �sn ⊆ τ [C]�.

Now suppose that V [C] ² �sn ⊆ τ [C]�. For every i < lg (sn) there is qi ∈ C
such that hqi,ùõ, ùsn (i)i ∈ τ . But then, by compatibility in the Þlter, there exists r ∈ C
such that for all i < lg (sn), r ≤ qi. Therefore, if p =

S
i<lg(sn) qi, r ≤ p and hence

p ∈ C. By deÞnition of úSτ , hp, ùni ∈ úSτ . Therefore, V [C] ² �n ∈ úSτ [C]�.

So, for all simple Coll (ω, < ω1)-name σ for a subset of ω and every simple
Coll (ω, < ω1)-names τ , τ 0 for reals in 2ω, if Caract (σ, τ ) and Caract (σ, τ 0), then
°Coll(ω,<ω1) � úS

τ = úSτ
0
�.

Definition 3.3.54 Let Ad∗ (x, y, k) iff x codes a simple Coll (ω, < ω1)-name σ for a
subset of ω and y codes úSσ̃k , where, recall, �σ denotes a Coll (ω, < ω1)-name for the
characteristic function of the subset of ω named by σ.

Fact 3.3.55 Ad∗ (x, y, k) is a Σ1
3 subset of ω

ω × ωω × ω.
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Proof. Let [Coll (ω, < ω1)
∗]<ω be the set of all Þnite sequences of reals in

Coll (ω, < ω1)
∗ the set of all reals coding a condition in Coll (ω, < ω1) (see the proof

of Fact 3.3.36). We deÞne Uni ⊆ [Coll (ω, < ω1)
∗]<ω × Coll (ω, < ω1)

∗ by: for all
n ∈ ω, x0, ..., xn, x ∈ Coll (ω, < ω1)

∗, Uni (x0, ..., xn, x) iff x0, ..., xn code compatible
conditions and x codes its union. It is easy to see that Uni is a Π1

2 subset of (ω
ω)<ω:

for every x0, ..., xn, x ∈ ωω, Uni (x0, ..., xn, x) iff

1. x ≤∗ x0 ∧ ... ∧ x ≤∗ xn. (∆1
2 (x, x0, ..., xn))

2. ∀z (z ≤∗ x0 ∧ ... ∧ z ≤∗ xn → z ≤∗ x). (Π1
2 (x, x0, ..., xn))

Let R (x, y) iff x codes a simple Coll (ω, < ω1)-name τ for a real in 2ω and y
codes úSτ . So, for all x, y ∈ ωω, R (x, y) iff:

1. x codes a simple Coll (ω, < ω1)-name for a real in 2ω (Π1
2 (x))

2. y codes a simple Coll (ω, < ω1)-name for a subset of ω (∆1
2 (y))

3. x codes hxn : n ∈ ωi and y codes hyn : n ∈ ωi (∆1
1 (x, y))

4. ∀n(xn codes zn and un ∧ yn codes vn and n) (∆1
1 (x, y))

5. ∀n,m (∀i < lg (n)) ∃k(ui (k) = sn (i) ∧ Uni((z0)k , ... (zn−1)k , (vn)m))

6. ∀n (∀i, j < lg (n))∃k(ui (k) = sn (i) ∧ (zi)k 6⊥ (zj)k →
→ ∃mUni((z0)k , ... (zn−1)k , (vn)m))

where, for every n ∈ ω, lg (n) = lg (sn). So, (5) and (6) are Π1
2, and hence R also is

a Π1
2 subset of ω

ω × ωω.
Let S ⊆ ωω × ωω × ω, deÞned as follows: for every x, y ∈ ωωand k ∈ ω,

S (x, y, k) iff x codes a simple Coll (ω, < ω1)-name τ for a real in 2ω and y codes úSτk .
Thus, for all x, y ∈ ωω and every k ∈ ω, S (x, y, k) iff

1. x codes a simple Coll (ω, < ω1)-name for a real in 2ω (Π1
2 (x))

2. There exists z such that

(a) R (x, z) and

(b) y codes hyn : n ∈ ωi and z codes hzn : n ∈ ωi and
(c) ∀n(zn codes un and n ∧ yn codes vn and J (k, n)) and
(d) ∀n,m (J (k, n) = m→ vn = um)

But since (2a) is Π1
2 (x, z), and (2b)-(2d) are ∆

1
1 (y, z), (2) is Σ

1
3 (x, y). Hence, S is Σ

1
3.

Finally, since for every x, y ∈ ωω and k ∈ ω, Ad∗ (x, y, k) iff
∃z (Caract∗ (x, z) ∧ S (z, y, k)) ,

Ad∗ is also a Σ1
3 relation in ω

ω × ωω × ω.
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Fact 3.3.56 For every p ∈ Coll (ω, < ω1), s, t ∈ [ω]<ω and every Coll (ω, < ω1)-
name úSτi , the following are equivalent:

1. p °Coll(ω,<ω1) �ùs ∩ úSτi ⊆ ùt�

2. ∀n(n ∈ s ∧ (∀q ≤ p) ∃r(r 6⊥ q ∧ hr, ùni ∈ úSτi )→ n ∈ t).

Proof. (1⇒ 2) Suppose that p °Coll(ω,<ω1) �ùs∩ úSτi ⊆ ùt�. Fix n ∈ s such that
for all q ≤ p there exists r such that q 6⊥ r and hr, ùni ∈ úSτi . Since n ∈ s, p °Coll(ω,<ω1)

�ùn ∈ ùs�. Since for every q ≤ p there exists r ∈ Coll (ω, < ω1) such that q 6⊥ r and
hùn, ri ∈ úSτi , the set {p0 ∈ Coll (ω, < ω1) : (∃r ∈ Coll (ω, < ω1))(p

0 ≤ r ∧ hr, ùni ∈ úSτi )}
is dense below p. So, for every Coll (ω, < ω1)-generic Þlter C over V such that p ∈ C,
n ∈ úSτi [C]. Therefore, p °Coll(ω,<ω1) �ùn ∈ úSτi �. So, p °Coll(ω,<ω1) �ùn ∈ ùs ∩ úSτi �. But
then, since p °Coll(ω,<ω1) �ùs ∩ úSτi ⊆ ùt�, p °Coll(ω,<ω1) �ùn ∈ ùt�. Hence, n ∈ t.

(2⇒ 1) Suppose (2) and p °Coll(ω,<ω1) �ùn ∈ ùs ∩ úSτi �. Since p °Coll(ω,<ω1) �ùn ∈
ùs ∩ úSτi �, on one hand, p °Coll(ω,<ω1) �ùn ∈ ùs�, so n ∈ s. On the other hand, since
p °Coll(ω,<ω1) �ùn ∈ úSτi �, for every Coll (ω, < ω1)-generic Þlter C over V such that
p ∈ C, n ∈ úSτi [C]. So, for every Coll (ω, < ω1)-generic Þlter C over V with p ∈ C,
there exists r ∈ C such that hr, ùni ∈ úSτi . So, for every q ≤ p there exists r such that
q 6⊥ r and hr, ùni ∈ úSτi . But then, by (2), n ∈ t and hence, p °Coll(ω,<ω1) �ùn ∈ ùt�. So,
p ° �ùs ∩ úSτi ⊆ ùt�.

Finally, we will show that Coll (ω, < ω1) ∗ úPπ is a ∆∼
1
n+2 poset.

By Fact 3.3.48, we may assume that for every hp, ùs, úgi ∈ Coll (ω, < ω1) ∗ úPπ, úg
is a nice Coll (ω, < ω1)-name for a Þnite subset of úG (π).

Let h : ωω → ωω × ωω × ωω be the one-to-one and onto function given by
h(x) = hx0, x1, x2i iff for all n ∈ ω, xi(n) = x(3n + i), where i ∈ {0, 1, 2}. If
h (x) = hx0, x1, x2i, we say that x codes hx0, x1, x2i.

Recall that F is the dense embedding from Coll (ω, < ω1)
∗ into Coll (ω, < ω1)

of Fact 3.3.36. If x ∈ ωω, we say that x codes a condition hp, ùs, úgi ∈ Coll (ω, < ω1)∗ úPπ
iff x codes hx0, x1, x2i and F (x0) = p, x1 codes s and x2 codes the nice Coll (ω, < ω1)-
name úg for a Þnite subset of úG (π).

DeÞne hQ∗,≤∗,⊥∗i as follows:

� Q∗ = {x ∈ ωω : x codes a condition in Coll (ω, < ω1) ∗ úPπ}
� x ≤∗ y iff the condition coded by x extends in Coll (ω, < ω1) ∗ úPπ the condition
coded by y

� x ⊥∗ y iff x, y code incompatible conditions of Coll (ω, < ω1) ∗ úPπ

So x ∈ Q∗ iff

1. x codes hx0, x1, x2i
2. x0 ∈ Coll (ω, < ω1)

∗
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3. x1 codes a Þnite subset of ω

4. x2 codes a nice Coll (ω, < ω1)-name for a Þnite subset of úG (π)

where x1 codes a Þnite subset of ω iff x1 is the characteristic function of a Þnite subset
of ω. (1) and (3) are ∆1

1 predicates on the reals. Note that, by Fact 3.3.36, (2) is
∆1

2 (x0) and, by Fact 3.3.49, (4) is ∆∼
1
n+2. Therefore, Q

∗ is a ∆∼
1
n+2 subset of ω

ω.
Note that for every p ∈ Coll (ω, < ω1) and all nice Coll (ω, < ω1)-names úh, úg

for Þnite subsets of úG (π), p °Coll(ω,<ω1) � úh ⊆ úg� iff for all hσ,ùõi ∈ rec( úh),

((∀q1 ≤ p) (∃q2 ≤ q1)(∃hq3, τ 1,ùõi ∈ úh)(q2 ≤ q3 ∧ q2 °Coll(ω,<ω1) �σ = τ1�)→
→ (∀r1 ≤ p)(∃r2 ≤ r1)(∃hr3, τ 2,ùõi ∈ úg)(r2 ≤ r3 ∧ r2 °Coll(ω,<ω1) �σ = τ 2�))

(see [Ku], VII.3.3). Let R be the relation deÞned by: R (p, σ, τ ) iff p ∈ Coll (ω, < ω1),
σ,τ are simple Coll (ω, < ω1)-names for reals and p °Coll(ω,<ω1) �σ = τ�. Note that
R is a ∆1

2 relation (by Fact 3.3.37). So, using the above equivalence and that given
by Fact 3.3.56, for all x, y ∈ ωω, x ≤∗ y iff

1. x ∈ Q∗ and y ∈ Q∗

2. x codes hx0, x1, x2i and y codes hy0, y1, y2i
3. x0 ≤∗ y0, where, recall, ≤∗ denotes the ordering relation in Coll (ω, < ω1)

∗

4. ∀n (y1 (n) = 1→ x1 (n) = 1).

5. Let ϕincl (x, y) be the conjunction of:

(a) x2 codes haj : j < x2 (0)i and y2 codes hbj : j < y2 (0)i
(b) (∀j < x2 (0)) (aj codes ha0

j,a
1
ji) ∧ (∀j < y2 (0)) (bj codes hb0j,b1ji)

(c) (∀j < x2 (0)) ∀n(h(a0
j)n, (a

1
j)
0, a1

j (0)i ∈ G (π)∗ ∧
∧ (∀j < y2 (0)) ∀n(h(b0j)n, (b1j)0, b1j (0)i ∈ G (π)∗

(d) (∀j < y2 (0)) [∀z0(z0 ≤∗ x0 → ∃z1(z1 ≤∗ z0∧
∧∃k (∃m < y2 (0)) (z1 ≤∗ (b0m)k ∧R(z1, (b

1
j)
0, (b1m)

0))))→
→ ∀z2(z2 ≤∗ x0 → ∃z3(z3 ≤∗ z2∧
∧∃n(∃l < x2 (0))(z3 ≤∗ (a0

l )n ∧R(z3, (b
1
j)
0, (a1

l )
0)))))]

6. Let ϕpresv (x, y) be the conjunction of the following:

(a) x2 codes haj : j < x2 (0)i
(b) (∀j < x2 (0)) (aj codes ha0

j,a
1
ji)

(c) (∀j < x2 (0)) ∀n(h(a0
j)n, (a

1
j)
0, a1

j (0)i ∈ G (π)∗
(d) (∀j < x2 (0)) ∀u(Ad∗((a0

j)n, u, a
1
j (0))∧

∧∀n(x1 (n) = 1 ∧ ∀z0(z0 ≤∗ x0 → ∃z1(¬z0 ⊥∗ z1 ∧ ∃m ((u)m = z1))→
→ (y)1 (n) = 1)))
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We know that (1) is ∆∼
1
n+2, (2) and (4) are ∆

1
1 (x, y) and (3) is ∆

1
2 (x, y). Note that

(5.a) and (5.b) also are ∆1
1 (x, y) and, by Fact 3.3.46, (5.c) is ∆∼

1
n+2. Moreover, (5.d) is

a formula which is equivalent both to a Σ1
4 (x, y) formula and to a Π

1
4 (x, y) formula.

Hence, since n ≥ 2, (5) is ∆∼
1
n+2. Finally, (6.a) and (6.b) are ∆

1
1 (x, y), (6.c) is ∆∼

1
n+2,

and, since, by Fact 3.3.55, Ad∗ is Σ1
3, (6.d) is Π

1
3 (x, y). So, (6) is ∆∼

1
n+2. Therefore,

≤∗ is ∆∼
1
n+2 relation in ω

ω × ωω included in Q∗ ×Q∗.
Finally, note that for every hp, ùs, úgi, hq, ùt, úhi ∈ Coll (ω, < ω1) ∗ úPπ, hp, ùs, úgi ⊥

hq, ùt, úhi iff p ⊥ q or there exists hσ, ii ∈ rec( úg ∪ úh) such that
∃n(n ∈ s ∧ (∀p0 ≤ p, q)∃r(r 6⊥ p0 ∧ hr, ùni ∈ úSσi ) ∧ n /∈ t)

or there exists hσ, ii ∈ rec( úg ∪ úh) such that
∃n(n ∈ t ∧ (∀p0 ≤ p, q)∃r(r 6⊥ p0 ∧ (hr, ùni ∈ úSσi ) ∧ n /∈ s)

Let ϕincom (x, y) the conjunction of following:

1. x codes hx0, x1, x2i and y codes hy0, y1, y2i
2. x2 codes haj : j < x2 (0)i and y2 codes hbj : j < y2 (0)i
3. (∀j < x2 (0)) (aj codes ha0

j , a
1
ji) ∧ (∀j < y2 (0)) (bj codes hb0j,b1ji)

4. (∃j < max{x2 (0) , y2 (0)}) ∃z(Ad∗((a1
j)

0
, z, a1

j (0)) ∨ Ad∗((b1j)0, z, b1j (0)))∧
∧∃n(x1 (n) = 1 ∧ ∀v(v ≤∗ x0 ∧ v ≤∗ y0 →

→ ∃u(¬u ⊥∗ v ∧ ∃m ((z)m = u)) ∧ (y)1 (n) = 0)
(1), (2) and (3) are ∆1

1 (x, y). Since Ad
∗ is Σ1

3, (4) is equivalent both to a Σ
1
3 and a

Π1
3 formula with parameters x, y. Hence, ϕincom (x, y) is equivalent also to a Σ

1
3 (x, y)

formula and to a Π1
3 (x, y) formula. Finally, for all x,y ∈ ωω, x ⊥∗ y iff

1. x ∈ Q∗ and y ∈ Q∗

2. x codes hx0, x1, x2i and y codes hy0, y1, y2i
3. x0 ⊥∗ y0 ∨ ϕincom (x, y) ∨ ϕincom (y, x),

where, recall, ⊥∗ denotes the incompatibility relation in Coll (ω, < ω1)
∗. So, ⊥∗ is a

∆∼
1
n+2 relation in ω

ω × ωω included in Q∗ ×Q∗.
Therefore, hQ∗,≤∗,⊥∗i is a ∆∼

1
n+2 poset.

Let G be the map from Q∗ into Coll (ω, < ω1)∗ úPπ sending every x ∈ Q∗ to the
condition coded by it. It is clear that G is a dense embedding (but not one-to-one)
from hQ∗,≤∗,⊥∗i into Coll (ω, < ω1) ∗ úPπ. Therefore, Coll (ω, < ω1) ∗ úPπ is a ∆∼

1
n+2

poset. End of proof of Lemma 3.3.44.

Now we Þnish the proof of Theorem 3.3.30: From Lemma 3.3.42, we know
that for every Coll (ω, < ω1) ∗ úPπ-generic Þlter C ∗H, V [C ∗H] ² ωL[bH ]

1 = ω1. Note
that ωL[bH ]

1 = ω1 is expressible by means of a Π1
3 (bH) sentence:

∀y (y ∈WO → ∃z (z ∈WO ∧ z ∈ L[bH ] ∧ kyk < kzk)) .
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So, ∃x (ωL[x]
1 = ω1) is equivalent to a Σ1

4 sentence and

V [C ∗H] ² ∃x (ωL[x]
1 = ω1)

Since Coll (ω, < ω1) is ccc and °Coll(ω,<ω1) � úPπ is σ-centered�, Coll (ω, < ω1) ∗ úPπ is
ccc. So, by Lemma 3.3.44, Coll (ω, < ω1) ∗ úPπ is a ∆∼

1
n+2 and ccc poset. Therefore, by

Σ∼
1
4-absoluteness between V and V [C ∗H],

V ² ∃x (ωL[x]
1 = ω1)

in contradiction with the inaccessibility of ω1 in L.

Note that the proof of Theorem 3.3.30 really shows that for every n ≥ 2, Σ∼
1
4-

absoluteness for ∆∼
1
n+2 and ccc forcing notions implies that ω1 is a Σn-Mahlo cardinal

in L. So,

Corollary 3.3.57 For every n ≥ 2, Con(ZFC + Σ∼
1
4-absoluteness for ∆∼

1
n+2 and ccc

forcing notions) implies Con(ZFC + ∃κ (κ is a Σn-Mahlo cardinal)).
As consequence of Theorem 3.3.18 and of Theorem 3.3.30, we have proved

Theorem 3.3.1:

Theorem 3.3.1 The following are equiconsistent (modulo ZFC)

1. There exists a Σω-Mahlo cardinal.

2. L (R)-two-step absoluteness for projective and ccc posets.

3. Σ∼
1
4-absoluteness for projective and ccc posets.

3.3.4 Final remarks and open questions

1. For every n ∈ ω, let σn, πn and δn denote, respectively, the least Σn-Mahlo
cardinal, the least Πn-Mahlo cardinal and the least ∆n-Mahlo cardinal. We
know that δ0 = σ0 = π0 = δ1 = σ1 < δ2 and that for every n > 1, δn ≤ σn ≤
πn ≤ δn+1. We also know (see Corollary 3.3.15) that σn < πn+1. But we do not
know if δn < σn or σn < πn or πn < δn+1. What of these inequalities hold?

2. From Theorem 3.3.30 we have that Σ∼
1
4-absoluteness for ∆∼

1
4 and ccc forcing

notions implies that ω1 is a Σ2-Mahlo cardinal in L. This shows that Theorem
3.2.1 is optimal in the following sense: in order to obtain Σ∼

1
4-absoluteness for ccc

forcing notions of complexity greater than Σ∼
1
3, we need a large cardinal greater

than an inaccessible.

3. There is a little gap between Theorem 3.2.1 and Theorem 3.3.30: the case for
the Σ∼

1
4-absoluteness for Π∼

1
3 and ccc posets. We don�t know which is its exact

consistency strength. Let us call P a strongly Π∼
1
3 poset iff P is a Π∼

1
3 poset and

⊥P , the incompatibility relation for P, is a ∆1
3 subset of the real plane. Then

as in Fact 2.1.15, it is easy to see that for every for every strongly Π∼
1
3 and ccc

poset P and every real x ∈ ωω, �x codes a maximal antichain of P� it is a Π∼
1
3

predicate. So, with a few modiÞcations, the proof of Theorem 3.2.1 also shows
that every strongly Π∼

1
3 and ccc extension of a Solovay model is a Solovay model.



Collapsing a Mahlo cardinal 85

4. Note that, in spite of Theorem 3.3.1, the proofs of Theorem 3.3.18 and of
Theorem 3.3.30 are not optimal for n ≥ 3, because on one hand, we need a
Πn-Mahlo cardinal in order to obtain L (R)-two-step absoluteness for Σ∼

1
n+1 and

ccc posets (see Corollary 3.3.29). On the other hand, with Σ∼
1
4-absoluteness for

∆∼
1
n+2 and ccc posets, we only obtain the existence of a Σn-Mahlo cardinal in L

(see Corollary 3.3.57).

5. Note also that in the case for the Σ∼
1
4-absoluteness for Π∼

1
n+1 and ccc posets (with

n ≥ 3) there is a gap between Theorem 3.3.18 and Theorem 3.3.30. As in the
case for the Π∼

1
3 and ccc posets, we can deÞne the strongly Π∼

1
n+1 posets and

adapt the proof of Theorem 3.3.18 to show that every strongly Π∼
1
n+1 and ccc

extension of a Πn-Mahlo Solovay model is a Πn-Mahlo Solovay model.

6. The following is a natural question: Does L (R)-two-step absoluteness for Σ∼
1
n+1

and ccc posets imply Σ∼
1
4-absoluteness for ∆∼

1
n+2 and ccc posets?

3.4 Collapsing a Mahlo cardinal

3.4.1 Absoluteness by collapsing a Mahlo cardinal

Definition 3.4.1 L (R) is a Mahlo Solovay model over V iff

1. For every x ∈ R, ω1 is a Mahlo cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.

As in the case of Solovay models over V and of Σω-Mahlo Solovay models over
V , we can give a characterization of Mahlo Solovay models in the same way as that
of Lemma 3.1.1. Namely,

Lemma 3.4.2 Suppose that M satisÞes

1. For every x ∈ R, ω1 is a Mahlo cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.

Then there exists a forcing notion W such that does not add reals and creates a
Coll (ω, < ω1)-generic Þlter C over V such that M and V [C] have the same reals.
Thus, W forces that L (R)M is a Mahlo Solovay model over V .

Note that P is a subposet of a projective poset Q iff P = hP,≤P ,⊥P i where
≤P=≤Q¹ P and ⊥P=⊥Q¹ P and P is any subset, not necessarily projective, of Q.
Hence, P is a subposet of a projective poset iff there are Σ1

n formulas ϕ≤ (x, y) and
ϕ⊥ (x, y) with a ∈ ωω as parameter such that for all reals x, y ∈ ωω,

x ≤P y iff x, y ∈ P and ϕ≤ (x, y)
x ⊥P y iff x, y ∈ P and ϕ⊥ (x, y)

and P is any set of reals.
In order to study the generic absoluteness properties of a Mahlo Solovay model,

we need to look into the reßection phenomena of projective sentences along the Levy-
collapsing forcing for a Mahlo cardinal.
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Lemma 3.4.3 Suppose that κ is Mahlo cardinal and C ⊆ Coll (ω, < κ) is a generic
Þlter over V. Let ϕ (v0, ..., vk) be a Σ1

n (Π
1
n) formula. Then for all reals b0, ..., bk ∈

V [C],

V [C] ² ϕ (b0, ..., bk)

iff there exists a stationary set S ⊆ κ of inaccessible cardinals such that for every
λ ∈ S,

V [Cλ] ² ϕ (b0, ..., bk) .

Proof. We write v̄ for v0, ..., vk and b̄ for b0, ..., bk. Let κ be a Mahlo cardinal
and let C ⊆ Coll (ω, < κ) be a generic Þlter over V . For every α < κ, let Cα =
Coll (ω, < α)∩C. Fix an enumeration hrα : α < κi of all reals in V [C] such that for
every inaccessible cardinal λ < κ, hrα : α < λi enumerates all reals of V [Cλ]. Let
I be the stationary set of all inaccessible cardinals below κ. We need the following
fact:

Fact 3.4.4 Suppose that κ is Mahlo cardinal and suppose that C ⊆ Coll (ω, < κ) is
a generic Þlter over V. Let ϕ (v0, ..., vk) be a Σ1

n (Π
1
n) formula. Then for all reals

b0, ..., bk ∈ V [C], if
V [C] ² ϕ (b0, ..., bk)

then, there exists a club D ⊆ κ that for every λ ∈ D ∩ I,
V [Cλ] ² ϕ (b0, ..., bk) .

Proof. We show this fact by induction on the complexity of projective for-
mulas.

n = 1: Follows from absoluteness of Σ1
1 and Π

1
1 formulas and the fact that

Coll (ω, < κ) is a κ-cc poset.
n+ 1: Suppose that for every Σ1

n and every Π
1
n formula ψ(v̄) and every b̄ ∈

V [C], if V [C] ² ψ(b̄), then there exists a club D ⊆ κ such that for every λ ∈ D ∩ I,
V [Cλ] ² ψ(b̄).
Σ1
n+1 formulas: Follows from inductive hypothesis.
Π1
n+1 formulas: Let ∀xψ(v̄, x) be a Π1

n+1 formula with a ∈ V [C] as parameter and let
b̄ ∈ V [C]. Suppose that V [C] ² ∀xψ(b̄, x). Then, for every α < κ, V [C] ² ψ(b̄, rα).
But ψ(v̄, x) is a Σ1

n formula and therefore, for every α < κ, there exists a club Dα ⊆ κ
such that for every λ ∈ Dα ∩ I, V [Cλ] ² ψ(b̄, rα). Let D = 4α<κDα. Clearly, for
every λ ∈ D ∩ I, V [Cλ] ² ∀xψ(b̄, x).

Now we prove the lemma:
(⇒) Follows from Fact 3.4.4 since D ∩ I is a stationary set of inaccessible

cardinals.
(⇐) Let ϕ (v̄) be a projective formula and let b̄ ∈ V [C] be such that there exist

a stationary set S of inaccessible cardinals such that for every λ ∈ S, V [Cλ] ² ϕ(b̄).
Suppose that V [C] ² ¬ϕ(b̄). Let D ⊆ κ be the club from Fact 3.4.4 for ¬ϕ(b̄). Let
λ ∈ S ∩D. Then, since λ is an inaccessible cardinal in D, V [Cλ] ² ¬ϕ(b̄). But, since
λ ∈ S, V [Cλ] ² ϕ(b̄). A contradiction.
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Corollary 3.4.5 There is no projective sentence σ such that ZFC ` �σ ↔ ω1 is a
Mahlo cardinal in L�.

Proof. Suppose otherwise. Then, there exists some real a and a Σ1
n sentence

σ with parameter a such that ZFC ` �σ ↔ ω1 is a Mahlo cardinal in L�. Let
κ be the least Mahlo cardinal in L. Let C ⊆ Coll (ω, < κ) be a generic Þlter over
L. Then, L [C] ² σ. So, by Lemma 3.4.3, there exists an stationary set S ⊆ κ of
inaccessible cardinals such that, for every λ ∈ S, L [Cλ] ² σ. So, L [Cλ] ² �ω1 is a
Mahlo cardinal in L� and, by downward absoluteness of Π1 predicates, L ² �ωL[Cλ]

1 is
a Mahlo cardinal�. But ωL[Cλ]

1 < κ. A contradiction with the minimality of κ.

Theorem 3.4.6 Suppose L (R)M is a Mahlo Solovay model over V and P is a ccc
subposet of a projective poset in M . Then the L (R) of any P-generic extension of M
is also a Mahlo Solovay model over V .

Proof. Suppose that L (R)M is a Mahlo Solovay model over V and let κ =
ωM1 be the Mahlo cardinal in V such that forcing over M with W, we obtain a
Coll (ω, < κ)-generic Þlter C over V so that RV [C] = RM . Let P = hP,≤P ,⊥P i be a
ccc subposet of a projective poset in V [C]. As in Theorem 3.2.1, it will be enough to
show that for every P-generic Þlter G over V , every real in V [C][G] is generic over V
for a countable poset.

Let úP be a Coll (ω, < κ)-name for P. Let a ∈ ωω be the parameter of the Σ∼
1
n

formulas ϕ≤ (x, y; a) and ϕ⊥ (x, y; a) that deÞne the ordering ≤ and the relation ⊥
such that ≤P=≤ ∩ (P × P ) and ⊥P=⊥ ∩ (P × P ) respectively. Suppose that úa is a
simple Coll (ω, < κ)-name for a.

Let S = Coll (ω, < κ) ∗ úP. Note that S is a κ-cc poset.

Notation 3.4.7 We use the same notational conventions from 3.2.1 with only the
following two exceptions:

� For every α < κ, Pα = hPα,≤Pα,⊥Pαi where Pα = P ∩V [Cα] and ≤Pα and ⊥Pα
are deÞned in V [Cα] by the same formulas ϕ≤ (x, y; a) and ϕ⊥ (x, y; a) restricted
to elements of Pα, whenever a, Pα ∈ V [Cα]. Otherwise, Pα is the trivial poset.

� We use ≤ and ⊥ only for the relations deÞned by the formulas ϕ≤ (x, y; a) and
ϕ⊥ (x, y; a).

Lemma 3.4.8 Let κ be a Mahlo cardinal, C ⊆ Coll (ω, < κ) a generic Þlter over V
and P be ccc subposet of a Σ∼

1
n poset in V [C]. Then there exists a stationary set S ⊆ κ

of inaccessible cardinals such that for every λ ∈ S, Pλ is a subposet P.

Proof. Suppose that P ∈ V [C] is a ccc subposet of a Σ∼
1
n poset. Let ϕ≤(x, y)

and ϕ⊥(x, y) be Σ
1
n formulas with parameter a ∈ V [C] that deÞne the ordering ≤

and the incompatibility relation ⊥ in V [C]. Let hhr, r0iα : α < κi be an enumeration
of all ordered pairs of reals in V [C], such that for every inaccessible cardinal λ < κ,
hhr, r0iα : α < λi enumerates all pairs of reals of V [Cλ]. Since for every real r, r0 ∈
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V [C], ϕ≤ (x, y) and ¬ϕ≤ (x, y) are projective formulas, using Fact 3.4.4, for every
α < κ we can Þx a club set Dα ⊆ κ such that for every inaccessible cardinal λ ∈ Dα,

V [Cλ] ² ϕ≤ (r, r0) iff V [C] ² ϕ≤ (r, r0) ,

where hr, r0iα = hr, r0i. Let D≤ = 4α<κDα. Note that for every inaccessible cardinal
λ ∈ D≤ and for all reals r, r0 ∈ V [Cλ],

V [Cλ] ² r ≤ r0 iff V [C] ² r ≤ r0

We deÞne the club D⊥ in the same way but using the formula ϕ⊥ (x, y).

Claim 3.4.9 There exists a stationary set S ⊆ κ of inaccessible cardinals such that
for every λ ∈ S, Pλ ∈ V [Cλ].

Proof. For every α < κ, let

Dα = {η < κ : Pα ∈ V [Cη]} .

We know that for every α < κ, Pα ∈ V [C], Pα ⊆ ωω ∩ V [Cα] ∈ V [Cα] and
|ωω ∩ V [Cα]| < κ. Hence, there exists η < κ such that Pα ∈ V [Cη] (see [Ku],
VIII.5.14). So, Dα 6= ∅ and, since for every β < γ < κ, V [Cβ] ⊆ V [Cγ], for every
α < κ, Dα is a club in κ.

Let D = 4α<κDα. Let I be the stationary of inaccessible cardinals below κ.
Let S = I ∩D. Let λ ∈ S. Then, since λ ∈ D, for every α < λ, Pα ∈ V [Cλ]. Since
λ is an inaccessible cardinal, for every real b in V [Cλ], there exist α < λ such that
b ∈ V [Cα]. So Pλ =

S
α<λ Pα. Thus Pλ belongs to V [Cλ].

Let SP = S ∩ D≤ ∩ D⊥. Clearly, SP ⊆ κ is a stationary set of inaccessible
cardinals such that for every λ ∈ SP, Pλ is a subposet of P.

Thus for every µ,λ ∈ SP, if µ ≤ λ then Sµ ⊆ Sλ and S =
S
λ∈SP

Sλ. Hence,
for every subposet X of S of cardinality < κ there exists λ ∈ SP such that X is a
subposet of Sλ.

For every λ ∈ SP, let ξ (λ) , if it exists, be the least ξ ∈ SP such that for
all µ ∈ SP such that µ ≥ ξ the following holds: For every simple Coll (ω, < λ)-
name úA for a subset of úRλ, every simple Coll (ω, < λ)-name for a real úc and every
q ∈ Coll (ω, < µ), if

q °Coll(ω,<κ) � úA is not a maximal antichain of úP below úc�

then

q °Coll(ω,<µ) � úA is not a maximal antichain of úP below úc�.

Lemma 3.4.10 For every λ ∈ SP, ξ (λ) exists.
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Proof. As in Lemma 3.2.3, but using the fact that if A is not a maximal
antichain of P then there exists r a real belonging to P which is incompatible with
all reals in A. But then, this real belongs to some Pµ for some µ ∈ SP and the
incompatibility relation in P is absolute for V [Cµ] and V [C], since µ ∈ SP.

The rest of the proof of Theorem 3.4.6 is like the proof of Theorem 3.2.1 but
using only inaccessible cardinals in SP instead of all ordinals below κ.

As a consequence of Theorem 3.4.6, we will see that being a Mahlo Solovay
model is preserved for σ-linked forcing notions.

Definition 3.4.11 A poset P is σ-linked iff there exists a family {Pn : n ∈ ω} such
that P =

S
n∈ω Pn and for every n ∈ ω and every {p, q} ⊆ Pn, there exists r ∈ P such

that r ≤P p, q.

Theorem 3.4.12 Suppose L (R)M is a Mahlo Solovay model over V and P is a σ-
linked poset in M . Then the L (R) of any P-generic extension of M is also a Mahlo
Solovay model over V .

Proof. In view of Theorem 3.4.6 we only need to prove the following:

Fact 3.4.13 Every σ-linked poset can be densely embedded into a subposet of a Borel
poset.

Proof. Let P be a σ-linked poset. We Þnd a σ-linked poset XP which is a
subposet of a Borel poset and a dense embedding from P into XP.

Definition 3.4.14 Let P be a σ-linked poset. A set X = {Xn : n ∈ ω} is a σ-linking
family of P iff P =

S
n∈ωXn and for every n ∈ ω, if p, p0 ∈ Xn, then there exists

q ∈ P such that q ≤ p, p0. Suppose that X, Y are σ-linking families of P. Y extends
X iff for every n ∈ ω, Xn ⊆ Yn. Y is a maximal σ-linking family of P iff there is no
σ-linking family of P that properly extends Y .

Claim 3.4.15 Let P be a σ-linked poset. Then every σ-linking family of P can be
extended to a maximal one.

Proof. By Zorn�s Lemma.

Definition 3.4.16 Let P be a σ-linked poset and let Y be some maximal σ-linking
family of P. We deÞne XP as follows: For every p ∈ P, let xP = {n ∈ ω : p ∈ Yn}.
Let

� xp ∈ XP iff p ∈ P

� xp ≤XP xq iff xp ⊆ xq.
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So, for every xp, xq ∈ XP,

xp ⊥XP xq iff xp ∩ xq = ∅.

Since x ⊆ y and x ∩ y = ∅ are arithmetical, it is clear that for every σ-linked poset
P, XP is a subposet of Borel poset.

Claim 3.4.17 If P is a σ-linked poset, there exists a dense embedding (not necessarily
one-to-one) from P onto XP.

Proof. Let i be the function from P into XP such that i (p) = xp. If p ≤P q
and p ∈ Yn, then, by maximality of Y , q ∈ Yn. Hence, xp ⊆ xq and so i (p) = xp ≤XP

xq = i (q). Moreover, if p ⊥P q then, there is no n ∈ ω such that p, q ∈ Yn. Hence,
xp ∩ xq = ∅ and, therefore, i (p) = xp ⊥XP xq = i (q). Finally, note that i

00P = XP. So
i is a dense embedding of P onto XP. This ends the proof of the claim, of Fact 3.4.13
and of Theorem 3.4.12.

Note that XP is a σ-linked poset: for every n ∈ ω, let Xn = {xp : n ∈ xp}.
Then, {Xn : n ∈ ω} is a σ-linking family of XP.

3.4.2 The strength of Σ∼
1
4-absoluteness for σ-centered subposets of Borel posets

Theorem 3.4.18 The following are equiconsistent (modulo ZFC)

1. There exists a Mahlo cardinal.

2. L (R)-two-step absoluteness for ccc subposets of projective posets.

3. L (R)-two-step absoluteness for σ-linked posets.

4. L (R)-two-step absoluteness for σ-centered posets (see DeÞnition 2.3.42).

5. Σ∼
1
4-absoluteness for σ-centered posets.

6. Σ∼
1
4-absoluteness for σ-centered subposets of Borel posets.

Proof. (1) implies (2) follows from Theorem 3.4.6. (2) implies (3) follows
from Fact 3.4.13, (3) implies (4), (4) implies (5) and (5) implies (6) are obvious.

(6) implies (1): essentially is a result of A. R. D. Mathias (see [B-F]), which
uses a theorem of J. Brendle, H. Judah and S. Shelah (see [Br-Ju-Sh]). For complete-
ness, we give a proof of these results:

Definition 3.4.19 For all x, y ∈ ωω, y ≤∗ x iff there exists n ∈ ω such that for
all m ≥ n, y (m) ≤ x (m). In this case, we say that x dominates y. Let F ⊆ ωω.
x ∈ ωω dominates F iff for all y ∈ F , y ≤∗ x. In this case, we also say that x is a
dominating real for F . F is an unbounded set iff for every y ∈ ωω there exists x ∈ F
such that x £∗ y.

Definition 3.4.20 Let D be the Hechler forcing to add a dominating real:
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� hs, xi ∈ D iff s ∈ ω<ω, x ∈ ωω, s and x are increasing and s ⊆ x.
� hs, xi ≤ ht, yi iff t ⊆ s and ∀n (y (n) ≤ x (n)).

Remark 3.4.21 Note that D is a Borel poset. D also is a σ-centered poset: suppose
hs, xi, hs, yi ∈ D. Let z ∈ ωω such that for every n ∈ dom(s), z (n) = s (n) and
for every n ∈ ω \ dom (s), z (n) = x (n) + y (n). Then hs, zi ≤ hs, xi, hs, yi. So, all
conditions in D with the same Þrst coordinate are compatible..

Fact 3.4.22 If G is a D-generic Þlter over V , then

d =
[
{s ∈ ω<ω : (∃x ∈ ωω) (hs, xi ∈ G)}

is a dominating real for ωω ∩ V .

Theorem 3.4.23 (J. Brendle, H. Judah and S. Shelah) Assume Σ∼
1
4-absolute-

ness for the Hechler poset holds. Then ω1 is an inaccessible cardinal in L.

Proof. Suppose V is Σ∼
1
4-absolute for D and ω1 is not inaccessible in L.

Let θ = ∃x(L[x] ∩ ωω is unbounded). First, note that θ is equivalent to a Σ1
4

sentence:

∃x∀y∃z (z ∈ L[x] ∧ z £∗ y)

Since ≤∗ is a Borel relation and ωω∩L[x] is a Σ1
2 (x) set of reals, the formula between

parenthesis is Σ1
2 (x, y, z) and so θ is Σ

1
4.

Fact 3.4.24 V 2 θ.

Proof. Fix x ∈ ωω ∩ V . Let G be a D-generic Þlter V and let d ∈ ωω be the
D-generic real over V . Then, for all z ∈ ωω ∩ V , z ≤∗ d and, since L[x] ⊆ V ,

V [G] ² ∀z (z ∈ L[x]→ z ≤∗ d) .
So,

V [G] ² ∃y∀z (z ∈ L[x]→ z ≤∗ y) .

But the right-hand formula is Σ1
3 (x) and x ∈ ωω ∩ V . So, by Σ∼

1
4-absoluteness for D,

V ² ∃y∀z (z ∈ L[x]→ z ≤∗ y) .

Therefore,

V ² ∀x∃y∀z (z ∈ L[x]→ z ≤∗ y) .
i.e., V ² ¬θ.

Fact 3.4.25 V [G] ² θ.
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Proof. Recall that in the proof of Theorem 3.3.30, we have Þxed a recursive
enumeration hsi : i ∈ ωi of 2<ω such that every Þnite sequence of 0�s and 1�s is enu-
merated before all its proper extensions and recursive partition of ω in inÞnitely many
inÞnite pieces. Also recall that for every a ⊆ ω, �a : ω → {0, 1} denotes its character-
istic function. Finally, let {Sa : a ⊆ ω} be the perfect and maximal almost-disjoint
family deÞned in 3.3.30.

Definition 3.4.26 Let x ∈ ωω be an increasing function and let a ⊆ ω be such that
Sa ∩ rec (x) is inÞnite. We deÞne ha,x ∈ ωω as follows: for every i ∈ ω,

ha,x (i) = k iff x (ni) ∈ Sak ,
where ni is the i-th element of Sa ∩ rec (x).

Claim 3.4.27 For every a ∈ P (ω) ∩ V , rec (d) ∩ Sa is inÞnite.

Proof. We only need to show that for every a ⊆ ω and every n ∈ ω,
Da
n = {hs, xi : (∃m ≥ n) (s (m) ∈ Sa)}

is a dense subset of D, for then, by deÞnition of d, for every n ∈ ω there is m ≥ n
such that d (m) ∈ Sa.

Let hs, xi ∈ D. Suppose that m = max{n, dom(s)} + 1 and let s0 ∈ ωm+1

be deÞned as follows: for every i ∈ dom (s) , s0 (i) = s (i) , for every i ∈ m \
dom (s), s0 (i) = x (i) and, Þnally, let s0 (m) be the least i ∈ Sa such that i >
max ({s0 (i) : i < m} ∪ {x (m)}).

Let x0 ∈ ωω be such that for every i ≤ m, x0 (i) = s0 (i) and for every i > m,
x0 (i) = max{x (i) , x0 (i− 1) + 1}.

Since s and x are increasing and s ⊆ x, s0 is increasing. Moreover, by deÞnition
of x0, x0 is increasing and s0 ⊆ x0. So, hs0, x0i ∈ D. Since m > n and s0 (m) ∈ Sa,
hs0, x0i ∈ Da

n. Finally, by deÞnition of s
0, s ⊆ s0 and, by deÞnition of x0, for all i ∈ ω,

x (i) ≤ x0 (i). Therefore, hs0, x0i ≤ hs, xi.

Definition 3.4.28 Let s ∈ ω<ω and D ⊆ D. We deÞne the rank of s in D, rkD (s),
by recursion on ω<ω as follows:

1. rkD (s) = 0 iff there exists x ∈ ωω such that hs, xi ∈ D.
2. rkD (s) = α iff there is no β < α such that rkD (s) = β but there are m ∈ ω and
{tk : k ∈ ω} ⊆ ωm such that k ∈ ω, s ⊆ tk, tk (dom (s)) ≥ k and rkD (tk) < α.

3. rkD (s) =∞ otherwise.

Note that, since ω<ω is countable, for all s ∈ ω<ω, either rkD (s) < ω1 or
rkD (s) =∞. Moreover,

Claim 3.4.29 Let D be a dense subset of D. Then for every s ∈ ω<ω increasing,
rkD (s) < ω1.
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Proof. Suppose that s ∈ ωm is a increasing sequence. First note that if
rkD (s) =∞, then

|{n ∈ ω : rkD(san) 6=∞}| < ω

We deÞne, by recursion on ω, a sequence hki : i ∈ ωi of natural numbers such
that for all increasing sequence t ∈ ω<ω, if ki ≤ t (i), then rkD

¡
sat
¢
=∞:

i = 0: Since
¯̄{n ∈ ω : rkD ¡san

¢ 6=∞}¯̄ < ω, there exists k ∈ ω such that for
all k0 ≥ k, k0 ∈ ω \ {n ∈ ω : rkD

¡
san

¢ 6=∞}. Let k0 be the least such k greater than
s (m− 1).

i > 0: Suppose that hkj : j < ii has been deÞned. Then, by inductive hypoth-
esis, rkD

¡
sahkj : j < ii

¢
=∞. So, ¯̄{n ∈ ω : rkD ¡sahkj : j < ii

¢ 6=∞}¯̄ < ω. There-
fore, there is k ∈ ω such that k0 ≥ k, k0 ∈ ω \ {n ∈ ω : rkD

¡
sahkj : j < iian

¢ 6=∞}.
Let ki be the least such k greater than ki−1.

Let x ∈ ωω deÞned as follows:

x (n) =

½
s (n) , if n < m
kn−m, if n ≥ m

Then x is increasing and s ⊆ x. So, hs, xi ∈ D. But then, by density of D, there
is ht, yi ∈ D such that ht, yi ≤ hs, xi. Therefore, for all j ∈ dom (t), if m ≤ j,
x (j) ≤ y (j) = t (j) and, then, by deÞnition of the sequence hki : i ∈ ωi, rkD (t) =∞.
But, since ht, yi ∈ D, rkD (t) = 0. A contradiction.

Lemma 3.4.30 Every real x ∈ V [G] is eventually different form at most countably
many reals ha,d with a ∈ P (ω) ∩ V . i.e., for every x ∈ V [G],

|{a ∈ P (ω) ∩ V : (∃n ∈ ω) (∀m ≥ n) (ha,d (m) 6= x (m))}| ≤ ω.

Proof. Let úx be a D-name for a real ωω. Let, for every n ∈ ω, Dn ⊆ D be a
dense and open subset such that every hs, yi ∈ Dn decides úx ¹ (n+ 1). Let N be a
countable elementary submodel of H (χ) such that {Sa : a ∈ P (ω) ∩ V }, úx ∈ N . We
will prove that if Sa /∈ N , then,

°D (∀n ∈ ω) (∃m ≥ n) ( úx (m) = ha,d (m)) .

Fix Sa /∈ N and suppose that hs, yi ∈ D such that for some k ∈ ω,

hs, yi °D (∀m ≥ k) ( úx (m) 6= ha,d (m)) .

Let l ≥ k be such that |rec (s) ∩ Sa| = l and let

Y = {t ∈ ω<ω : s ⊆ t ∧ |rec (t) ∩ Sa| = l ∧ (∀i ∈ dom (t) \ dom (s)) (y (i) ≤ t (i))}.

We Þx t ∈ Y with minimal rkDl (t).

Claim 3.4.31 rkDl (t) = 0
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Proof. Suppose otherwise. Since rkDl (t) 6= ∞, there are m ∈ ω and a set
{tk : k ∈ ω} ⊆ ωm of increasing sequences such that for all k ∈ ω, rkDl (tk) < rkDl (t)
and tk (dom (t)) > k. Note that {tk : k ∈ ω} ∈ N . For every j < m−dom (t) we deÞne
Zj = {tk (dom (t) + j) : k ∈ ω}. Note that every inÞnite subsequence of {tk : k ∈ ω}
also witnesses that rkDl (t) > 0. So, picking the appropriate subsequence, and since
the Sa form a maximal almost-disjoint family, we may assume that {tk : k ∈ ω} has
the following property:

For every j < m− dom (t) , the exists only one aj ⊆ ω such that Zj ⊆ Saj

Since N ≺ H (χ), we may carry this construction in N .
Since Sa /∈ N , Zj∩Sa is Þnite for all j < m−dom (t). Therefore, there is k ∈ ω

such that rec (tk)∩Sa = rec (t)∩Sa. So, in particular, tk ∈ Y and rkDl (tk) < rkDl (t).
A contradiction with the minimality of rkDl (t) in Y .

Since rkDl (t) = 0, there exists z ∈ ωω such that ht, zi ∈ Dl. Let z0 ∈ ωω be
such that for all n ∈ ω, z0 (n) = max{y (n) , z (n)}. Then, ht, z0i ≤ hs, yi and, since
|rec (t) ∩ Sa| < l, ht, z0i decides úx (l) without deciding ha,d (l).

Suppose that ht, z0i °D úx (l) = j. Fix i ≥ z0 (dom (t)) such that i ∈ Saj . Then,

htai, z0i °D úd (l) = j = ha,d (l) .

A contradiction with the election of hs, yi.
We Þnish the proof of Fact 3.4.25: Since ω1 is not inaccessible in L, for some

real b ∈ ωω ∩ V , ωL[b]
1 = ω1. Clearly,

{ha,d : a ∈ P (ω) ∩ L[b]} ⊆ ωω ∩ L[b][d] ⊆ ωω ∩ V [G]
and, by Lemma 3.4.30, {ha,d : a ∈ P (ω)∩L[b]} is an unbounded set of reals in V [G].
Therefore, ωω ∩ L[b][d] is not countable. Let x ∈ ωω ∩ V [G] be such that x codes b
and d. Then

V [G] ² �ωω ∩ L[x] is unbounded�.
Therefore, V [G] ² �∃x(ωω ∩ L[x] is unbounded)� and so V [G] ² θ.

Since V 2 θ, V [G] ² θ and θ is a Σ1
4, V is not Σ∼

1
4-absolute for D. A contradic-

tion. This ends the proof of Theorem 3.4.23.

Now we prove (6) implies (1) of Theorem 3.4.18. We will show that Σ∼
1
4-

absoluteness for σ-centered subposets of Borel posets implies that ω1 is a Mahlo
cardinal in L. Suppose otherwise. Since Σ∼

1
4-absoluteness for σ-centered subposets of

Borel posets implies Σ∼
1
4-absoluteness for Hechler forcing, by Theorem 3.4.23, ω1 is an

inaccessible cardinal in L. So, there exists a club D ∈ L on ω1 of singular cardinals
in L.

Let D∗ ⊆ P (ω) be the set of all codes of a well ordering of ω of order type ω
or an ordinal in D. Let π : D∗ → D∗ be such that for all a ∈ D∗, π(a) is a code for
the least ordinal in D greater than kak.
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Let Pπ the Solovay almost-disjoint coding for π (see DeÞnition 3.3.40). Recall
that Pπ is a σ-centered poset. Hence, by Fact 3.4.13 and the remark following it, Pπ
can be densely embedded into a σ-centered subposet P∗π of a Borel poset. But, by
Fact 2.1.12 and by Lemma 3.3.42, in every P∗π-generic extension over V there exists
a real x such that ωL[x]

1 = ω1. But this is expressible with a Σ1
4 sentence that, by

Σ∼
1
4-absoluteness, it is true in V . A contradiction with the inaccessibility of ω1.

3.5 Collapsing a weakly-compact cardinal

Definition 3.5.1 L (R) is a weakly-compact Solovay model over V , henceforth a
w-c Solovay model over V , iff

1. For every x ∈ R, ω1 is a weakly-compact cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.

Clearly, every w-c Solovay model over V is a Solovay model over V . So, we
can give a characterization of w-c Solovay models in the same way as in Lemma 3.1.1.
Namely

Lemma 3.5.2 Suppose that M satisÞes

1. For every x ∈ R, ω1 is a weakly-compact cardinal in V [x] and

2. For every x ∈ R, V [x] is a generic extension of V by some countable poset.

Then there exists a forcing notion W such that does not add reals and creates a
Coll (ω, < ω1)-generic Þlter C over V such that M and V [C] have the same reals.
Thus, W forces that L (R)M is a w-c Solovay model over V .

Note that we can formulate Theorem 2.3.2 in the following way:

Theorem 3.5.3 (K. Kunen) Suppose L (R)M is a w-c Solovay model over V and
P is a ccc poset in M . Then the L (R) of any P-generic extension of M is also a w-c
Solovay model over V .

Definition 3.5.4 A poset P is Knaster iff for all uncountable subset X of P there
exists an uncountable Y ⊆ X of pairwise compatible conditions.

Theorem 3.5.5 The following are equiconsistent (modulo ZFC):

1. There exists a weakly-compact cardinal.

2. L (R)-two-step absoluteness for ccc forcing notions.

3. L (R)-two-step absoluteness for Knaster forcing notions.

4. Σ∼
1
4-absoluteness for Knaster forcing notions.
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Proof. (1) implies (2) follows from 3.5.3. (2) implies (3) and (3) implies (4)
are obvious.

(4) implies (1): Let V be a model of ZFC that is Σ∼
1
4-absolute under Knaster

forcing notions. Suppose that ω1 is not a weakly-compact cardinal in L.

Lemma 3.5.6 (J. Silver) Suppose that κ is a regular cardinal which is not a weakly
compact cardinal in L. Then, in L, there is an Aronszajn tree T on κ such that for
every modelM of ZFC, ifM ² �T has a branch of length κ�, thenM ² �cf (κ) = ω�.

Proof. See [D], 5.1.C.

Since ω1 is not a weakly-compact cardinal in L, we can Þx an Aronszajn tree
T ∈ L as given by the lemma. Without loss of generality, we may assume that T has
inÞnitely-many nodes of height 0.

Definition 3.5.7 For every sequence (dα)α<ω1
of reals let P(T, (dα)α<ω1

) be the fol-
lowing poset:

� p ∈ P(T, (dα)α<ω1
) iff:

1. p is a function from a Þnite subset of T into Q, the set of rational numbers.
2. (∀t, t0 ∈ dom (p)) (t ≤T t0 → p (t) ≤Q p (t0))
3. (∀t ∈ dom (p)) (htT (t) = ω · α ∧ p (t) ∈ ω → p (t) ∈ dα)

� p ≤ q iff q ⊆ p.

Lemma 3.5.8 For every sequence (dα)α<ω1
, P(T, (dα)α<ω1

) is Knaster poset.

Proof. Let (dα)α<ω1
be any sequence of ω1 reals. We need the following claim:

Claim 3.5.9 If T is an Aronszajn tree and for every uncountable subset of X ⊆ T ,
there exists an uncountable subset Y ⊆ X of pairwise incomparable elements, then
P(T, (dα)α<ω1

) is a Knaster poset.

Proof. Let {pξ : ξ < ω1} be an uncountable subset of P(T, (dα)α<ω1
). By a

∆-system argument we may assume that for every ξ < ω1, dom (pξ) = x ∪ xξ, where
{x} ∪ {xξ : ξ < ω1} is a family of pairwise disjoint Þnite sets. Moreover, by thinning
out the family {pξ : ξ < ω1} we can assume that:

1. For all ξ, ζ < ω1, pξ ¹ x = pζ ¹ x.

2. There exists n ∈ ω such that for all ξ < ω1, xξ = {tξi : i ≤ n}

3. For every i ≤ n and every ξ, ζ < ω1, pξ(t
ξ
i ) = pζ(t

ζ
i )

4. For every ξ < ζ < ω1, every t ∈ xξ and every t0 ∈ xζ , htT (t) < htT (t0).
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Since
S{xξ : ξ < ω1} is an uncountable subset of T , there exists S ⊆ ω1

uncountable such that
S{xξ : ξ ∈ S} is a set of pairwise incomparable elements of T .

Note that p, q ∈ P(T, (dα)α<ω1
) are incompatible iff there are t ∈ dom (p) and

t0 ∈ dom (q) such that t ≤T t0 but p (t) £ q (t0). But, since
S{xξ : ξ ∈ S} is a set

pairwise of incomparable elements of T , {pξ : ξ ∈ S} is an uncountable set of pairwise
compatible conditions of P(T, (dα)α<ω1

). So, P(T, (dα)α<ω1
) is Knaster.

So, in order to prove Lemma 3.5.8, it only remains to show that for every un-
countable set X ⊆ T there exists an uncountable set Y ⊆ X of pairwise incomparable
elements of T .

Suppose otherwise. Let T 0 ⊆ T uncountable such that for every Y ⊆ T 0 of
pairwise incomparable conditions is countable. So, T 0 = hT 0,≤T 0i, where ≤T 0=≤T ¹
(T 0 × T 0) is a Suslin subtree of T . But then, PT 0 = hT 0,≥T 0i is a ccc poset and for
every PT 0-generic Þlter G over V , V [G] ² �T has a branch of length ω1�. Hence, by
Lemma 3.5.6, V [G] ² �cf (ω1) = ω�. A contradiction, since PT 0 is a ccc poset and
hence preserves coÞnalities.

Claim 3.5.10 For every P(T, (dα)α<ω1
)-generic Þlter G over V , there exists a order-

preserving function f ∈ V [G], f : T −→ Q such that:

1. For every α < ω1, n ∈ dα iff there exists t ∈ T with htT (t) = ω · α such that
f (t) = n.

2. For every t ∈ T , if htT (t) is a limit ordinal, then

f (t) = sup {f (t0) : t0 <T t} .

Proof. Let G be a P(T, (dα)α<ω1
)-generic Þlter over V . Let f =

S
G. Then

since G is a Þlter, f is an order-preserving function and, by genericity, dom (f) = T .
By deÞnition of P(T, (dα)α<ω1

), if there exists t ∈ T with htT (t) = ω · α such
that f (t) = n, then n ∈ dα. Moreover, since for every α < ω1 and every n ∈ dα,

Dn
α = {p ∈ P(T, (dα)α<ω1

) : (∃t ∈ dom (p)) (htT (t) = ω · α ∧ p (t) = n)}

is a dense subset of P(T, (dα)α<ω1
), if n ∈ dα, then there exists t ∈ T with htT (t) =

ω · α such that f (t) = n. So, (1) holds.
Finally, since for every t ∈ T with htT (t) a limit ordinal, every condition

p ∈ P(T, (dα)α<ω1
) with t ∈ dom (p) and every rational number r < p (t), the set

Dp
r = {q ∈ P(T, (dα)α<ω1

) : q ≤ p ∧ r ∈ rec (p)}

is dense below p. Hence, (2) follows.

Now we Þnish the proof of Theorem 3.5.5: Let (dα)α<ω1
be a sequence of reals

such that for every α < ω1, dα ∈ WOα. Then forcing with P(T, (dα)α<ω1
) adds a

real c ∈ V [G] such that (dα)α<ω1
∈ L [T, c]. Since T ∈ L, L [T, c] = L [c]. Moreover,



98 Generic absoluteness for projective ccc forcing

V [G] ² �L [c] has uncountably-many reals�. But this can be expressed by means of
the Π1

3 (c) sentence:

¬∃x∀y (y ∈WO ∧ y ∈ L [c]→k y k<k x k)

So, �∃x(L [x] has uncountably many reals)� is a Σ1
4 sentence, and by Σ∼

1
4-absoluteness,

V ² ∃x(L [x] has uncontably many reals).

Therefore, there is a ∈ V such that ωL[a]
1 = ω1. But, since V is Σ∼

1
4-absolute for

Borel ccc posets, by Corollary 3.1.23, ωL[a]
1 < ω1. A contradiction. Hence, ω1 is a

weakly-compact cardinal in L.
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