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Chapter 7

The hybrid cone jet algorithm and

the QCD systematics

A variation of the DURHAM jet algorithm is presented in this chapter, as a tool to reduce

the sensitivity of the MW analysis to CR, BEC and fragmentation. The first section

justifies the need of the new algorithm by showing the expected values of the QCD sys-

tematics with the standard DURHAM analysis. The new hybrid cone algorithm is described

in Section 7.2, and the optimisation and performance of the new algorithm is discussed

afterwards. Section 7.6 describes a method to study CR effects on W+W− events by the

comparison of the results of the standard and the new cone analysis.

7.1 Estimation of the QCD systematics using the standard

analysis

The estimation of the effect on the MW measurement is performed using the same method

for fragmentation, BEC and CR. The principle consists in applying the whole analysis

on samples of MC that have been generated using different models of the effects, and

comparing the measured values of MW.

For the case of BEC and CR, the comparison is made between the mass measured for

samples with and without the model implemented. For fragmentation, the shift is taken

between samples hadronised with JETSET, HERWIG and ARIADNE. Such mass shifts can be

used to optimise the analysis. However, for the estimation of the systematic uncertainty,

a comparison between data and MC of the fragmentation-related variables would be more
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correct. There is the prospect to proceed in that way for the final publication of the mass

measurement of the LEP experiments.

The determination of mass biases due to BE, CR and different fragmentation models

can be done in the ALEPH computing environment with a high precision and a reasonable

amount of computing time with the help of the KINAGAIN interface. It allows to produce

MC samples with different fragmentation options, while sharing identical events at the

hard process level. This reduces the statistical error of the comparison, by minimising

fluctuations between samples.

The set of options available in KINAGAIN span the three hadronisation models, but

also the possibility of including BEC (BE3 model, allowing to switch separately intra-W

and inter-W correlations) and CR effects (SK1, SK2’, SK2, GAL, HWCR, AR1 and AR2). In

all the models that share the JETSET perturbative cascade, this stage is also forced to be

identical, further improving the statistical power of the checks.

Table 7.1 summarises the mass bias (∆MW ) obtained for every model. Also the

amount of MC events available in each case and at every
√
s is shown. The mass shifts in

the table are obtained by averaging the shifts at each
√
s, weighted with the corresponding

luminosity. The statistical uncertainty of the observed mass shift is computed by splitting

the available MC in subsamples of 5,000 MC events.

For the alternative hadronisation models (ARIADNE and HERWIG), ∆MW is taken with

respect to a sample of JETSET with the same events at the hard process level. For all

CR models based on JETSET, the difference is taken to a same sample with identical

hard process events and parton shower but with standard JETSET hadronisation. In the

particular case of SK1, the shift is computed for the cases with Preco = 100% and with

κI = 2.13. The second case will be the choice used for the computation of systematic

uncertainties, as justified in Section 3.3.2. For HWCR and AR2, the difference is taken to a

sample of same events at the hard process level produced with the same generator without

CR implemented. For BE3, the difference is taken between the implementations of BE

between all pions and only intra-W.

The shifts in Table 7.1 are used for the estimation of QCD-related systematic un-

certainties on MW. As already mentioned, extreme values of SK1 are ruled out by the

particle flow analysis (see Section 3.3.2), and the value of ∆MW used for the estimation is

that corresponding to κI = 2.13. With this value of the parameter, the SK1 model gives

the largest CR bias among the models considered. Note that ∆MW is very small for the
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MC available Total events Mass shift
Effect Model at (millions) (MeV)

Fragmentation HERWIG 189 & 207 GeV 6 11 ± 3
ARIADNE 189 & 207 GeV 6 3 ± 3

SK1, 100% all energies 4 420 ± 3
SK1, κI = 2.13 all energies 4 115 ± 2

Colour SK2’ 189 GeV 0.5 −11 ± 7
Reconnection SK2 189 GeV 0.5 −11 ± 7

HWCR all energies 4 38 ± 3
GAL all energies 1 42 ± 6
AR1 207 GeV 0.5 0 ± 8
AR2 all energies 1 72 ± 3

BEC BEall
3 all energies 2 −40 ± 5

Table 7.1: Mass biases due to QCD-related effects. For CR models based on JETSET and for
standard HERWIG and ARIADNE, ∆MW is taken from a standard JETSET sample. For AR2 and
HWCR, ∆MW is taken from the corresponding fragmentation model with no CR. For BEC, the
shift corresponds to the difference between the model BE3 between all pions and only intra-W.
The shifts are obtained averaging MC at all available energies, weighted with the corresponding
luminosity.

SK2’ and SK2 models, as well as for AR1 .

For the case of BEC, only the LUBOEI local model is implemented in the ALEPH

computing environment. Some studies have estimated the effect on MW predicted by

several global models [44, 112]. The studies do not include detector simulation, hence

they only test BEC effects trough jet clustering. The mass biases obtained are always

smaller than 20MeV. For the case of the Lund weighting model, the maximum bias

observed is +12MeV [113].

The centre-of-mass energy dependence of the shift corresponding to each model has

been studied. The only significant energy dependence has been found for SK1 . Fig. 7.1

shows the mass shift as a function of
√
s for that model, with 100% of events reconnected

and for κI = 2.13.
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Figure 7.1: Energy dependence of the mass shift due to SK1 , for 100% of events reconnected
(left) and for κI = 2.13 (right).

7.2 The hybrid cone algorithm

The biases on MW predicted by the different models indicate that the CR systematic is by

far the most important in the case of the hadronic channel (see next chapter for comparison

with the rest of the uncertainties). Its relevance is enhanced in the LEP-wide combination,

as the CR uncertainty is assumed to be correlated between all the experiments. That has

motivated a re-design of the MW analysis that takes into account QCD systematics and

not only the statistical performance. In particular, new jet-clustering algorithms have

been considered.

The differences between events fragmented independently and events that are colour-

reconnected are a priori expected to arise in some particular regions of the phase space.

As the cores of the jets are far away in momentum and their production points are

far in space-time, they could be mostly unaffected. On the contrary, the phase space

in the inter-jet regions could show maximal differences between reconnected and non-

reconnected configurations, in terms of local multiplicity or energy spectrum. That is

confirmed in most of the models by the results of the particle flow analysis. A similar

argumentation can be made about BEC effects.

In the standard analysis based in the DURHAM algorithm, all the energy flows are clus-
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tered in one of the four jets, and all of them contribute with the same weight in the compu-

tation of the jet direction and energy. This is a common feature of the DURHAM/JADE fam-

ily of algorithms. Nevertheless, there is another group of jet algorithms, widely used in

hadronic colliders, where not all the energy flows -or calorimeter towers- are used. The

so-called cone algorithms [114] make use only of the particles within a given angle around

the jet core to compute the energy and momentum (this is technically done by an iterative

process).

Cone algorithms are the most appropriate in hadronic environments, where lots of

spurious activity is present in the calorimeters due to underlying QCD events. Applying

the angular cut removes information, but that is compensated by the decrease of noise.

The problem is similar in the case of hadronic W+W− events: the purer information

is expected to lay in the core of the jet. Removing particles in the outermost part deterio-

rates the statistical performance of the jet reconstruction, but this could be compensated

with the reduction of sensitivity to CR, BEC and fragmentation effects. This motivated

the use of a cone algorithm in the context of hadronic W+W− events at ALEPH.

However, a modified version of the cone algorithm has been proved to give a better

performance than the standard implementation. Some studies that have compared the

set of reconstructed DURHAM jets in the colour reconnected and standard versions of the

same MC events conclude that the main difference between the two sets of jets is the jet

angle, and not the jet energies. When particles are moved to the inter-jet region by CR,

the jet angle is modified, but jets are still forced to conserve energy. Hence, while the use

of a cone algorithm was appealing to reduce the sensitivity to CR of the jet angles, the

energy measurement was only expected to be statistically degraded.

In addition, one would want the new algorithm to be a minimal deviation from the

standard DURHAM one. This would mean that the sources of systematic uncertainties would

be common. In addition, a large correlation between the CR-insensitive algorithm and

DURHAM allows to measure CR effects, as it will be shown in Section 7.6.

The hybrid cone algorithm proposed in next section fulfils the requirement of being a

minimal deviation of the DURHAM algorithm. In addition, the preliminary studies based on

statistic and systematic uncertainties favoured the new algorithm instead of the classic

cone algorithms used in hadronic colliders.
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7.2.1 Definition of the hybrid cone algorithm

The denomination of hybrid comes from the fact that the collection of DURHAM jets are

taken as a starting point for the determination of the cone jets. The DURHAM jets are

always four by construction in the case of W+W− events. Every DURHAM jet is taken

separately, and the following algorithm is applied within each of them:

• The DURHAM jet axis is taken as the cone seed.

• A cone of a given opening angle (R) is defined around the seed.

• The three-momenta of all the energy flow within the cone (and belonging to the

original DURHAM jet) are added.

• The vector obtained by the sum of the three-momenta is used as the seed of a new

cone.

• The process is iterated until a stable situation is reached, i.e., until the sum of the

momenta of all energy flows within the cone coincides with the cone axis. Then the

momentum four-vector of particles within the cone is taken: (Einside, �pinside). In

general (but not always), the vector is different from that of the original DURHAM jet.

• The cone jet four-momentum is formed. The energy is directly taken from the

DURHAM jet:

Econe = EDurham (7.1)

The direction is given by particles inside the cone, but the three-momentum is

rescaled in the following way:

�pcone = �pinside ·
∣∣∣∣EDurham

Einside

∣∣∣∣ (7.2)

This makes the velocity of the cone jet equal to that of the particles inside the cone.

In conclusion, the jet velocities (not allowed to vary by the kinematic fit) and the

jet directions (for which very small variations are allowed) are computed using the

particles within the cone only.

Some remarks on the cone algorithm are:

• The association between energy flows and jets is not modified with respect to that

of the DURHAM jets.
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• In general, not all the energy flows are used for the computation of the jet direction

and velocity.

• In the limit of large opening angle R, all energy flows are included in the cone and

the standard DURHAM jets are recovered.

• R can be adjusted to optimise the balance of statistical and systematic uncertainties.

Fig. 7.2 shows the fraction of the energy of the original DURHAM jet that is carried

by the particles clustered in a cone jet, as a function of R. Hadronic W+W− events

(from JETSET MC and from all available data for
√
s > 189GeV) are used. Note that

for R > 1.5 rad, all the particles from the original DURHAM jet are contained, and the cone

and DURHAM jets coincide. For cones with R =∼ 0.5 rad, the particles left out of the cone

jet carry almost 10% of the DURHAM jet energy.

As explained in Section 3.1, fragmentation effects can bias the MW measurement

through discrepancies between data and MC in the description of jet overlap regions.

The use of a cone algorithm can reduce the bias, because particles in jet overlaps are far

from the jet axis and some of them will be dismissed. This is illustrated in Fig. 7.3, which

shows the angular distribution of energy of particles belonging to the other jets around

the axis of a given jet. From the comparison of Figures 7.2 and 7.3, it can be concluded

that the cone algorithm should reduce the sensitivity to fragmentation effects through jet

overlaps. Another conclusion from Fig. 7.3 is that, for a given jet, the jet from the decay

of the other W boson is in average closer than that from the same W decay.

Detailed studies on the comparison of the performance of the cone algorithm between

data and MC are described in section 8.6.

7.2.2 The cone analysis

In order to perform the MW measurement using the cone jet algorithm, some of the steps

of the selection/reconstruction chain have been re-optimised. The new analysis based on

the hybrid cone algorithm will be referred below as the cone analysis, in contrast with

the DURHAM-based standard analysis. To optimise the performance of the analysis, it has

been performed completely using eight different values of R: 1.25, 1.0, 0.9, 0.8, 0.75, 0.7,

0.6, 0.5 and 0.4 rad. Some comments on the selection and reconstruction processes of the

cone analysis follow.
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Figure 7.2: Ratio between the energy carried by the particles clustered by the cone algorithm
and that of the original DURHAM jet, for several values of the opening angle of the cone R. Results
are shown for events selected as hadronic W+W− , for JETSET MC and all the data collected for√
s > 189 GeV.

ϑ [rad]

Figure 7.3: Angular distribution of energy from particles belonging to other jets around a jet
axis (the angle is given in radians). The dotted histogram (left) corresponds to particles from the
closest jet coming from a different W. The solid histogram (right) corresponds to the jet from to
the same W. Hadronic W+W− MC events generated with JETSET are used.

- Selection: The preselection and NN selection are kept identical to the standard

analysis (DURHAM jets are used as input of the NN), in order to minimise statistical
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uncertainties in the comparison of the results. Only the effect of the mass window

cuts makes a difference between the selections of the standard and the cone analysis.

Table 7.2 shows the final efficiency and purity of the selection for the standard

analysis and the cone analysis at several values of R, at 189 GeV.

Efficiency Purity
Analysis (%) (%)

Standard 80.2 85.8

Cone, R = 1.0 79.1 84.3

Cone, R = 0.75 77.8 84.3
Cone, R = 0.5 76.7 84.2

Table 7.2: Efficiencies and purities of the selections for standard and cone analysis at√
s = 189 GeV, as computed from a sample of one million MC events. Differences are

due only to the window cut.

- Kinematic fit: The kinematic fit is performed in exactly the same way for cone

and standard jets. A different parameterisation of the energy resolution is used for

each value of the R parameter.

- Jet energy corrections: As the energy of the jets is the same as for DURHAM, mini-

mal deviations are expected, only through the angular dependence of the corrections.

However, a dedicated set of values has been computed for the cone algorithm, as

shown in Fig. 7.4. The corrections corresponding to standard jets are also plotted

in the figure with their statistical error, showing that the relative differences are

small.

- Jet pairing: The algorithm used is the same as for the standard analysis.

The linearity of the measurement of MW using the cone analysis has been checked

in the same way as described in Section 6.3.1 for the standard analysis. MC samples of

200K events generated with several values of MW have been fitted, and the dependence

between the fitted and the generated masses has been found to be compatible with a

straight line, with no offset and unitary slope, for all the values of R considered. This is

shown in Fig. 7.5 for two values of R.
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Figure 7.4: Jet corrections derived from 1998 Z data and MC as a function of jet polar angle, for
several values of R.

7.3 Statistical performance of the cone algorithm

As the cone analysis dismisses part of the information of the events, a degradation of the

statistical precision of the mass measurement is expected. Fig. 7.6 shows the degradation

as a function of R. A total of 2.5 millions of MC events generated at
√
s = 189 and 207

GeV have been used for the computation.

In Fig. 7.6, as well as in the rest of plots that follow in this chapter, the point labelled

R = 2.0 rad corresponds in fact to the result obtained with standard DURHAM . It is plotted

at R = 2.0 rad in order to allow a simple visualisation.

The statistical degradation of the cone analysis is directly related to the information

carried by the particles left outside the cone. This can be seen in Fig. 7.7, that shows the

statistical uncertainty as a function of the average energy carried by the energy flows left

out of the cone.

Table 7.3 shows the results of the mass fits for each
√
s, for the standard analysis and

for the cone analysis with three values of R (27MeV have been added to account for the
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Figure 7.5: The fitted MW versus the generated MW, using the cone analysis. The plot on the
left corresponds to R = 1.0 rad, and the one on the right to R = 0.5 rad. The result of straight
line fits to the points are shown as solid lines and the values of the offset (A0) and the slope (A1)
are given in the plots, together with the χ2 of the fits. The fits are compatible with straight lines
with no offset and slope equal to unity.

difference between running and fixed width schemes, as justified in Section 2.3).

Fitted mass (GeV)√
s Standard R = 1 rad R = 0.75 rad R = 0.5 rad

183 80.499 ± 0.185 80.403 ± 0.177 80.654 ± 0.202 80.646 ± 0.206

189 80.580 ± 0.106 80.590 ± 0.108 80.532 ± 0.119 80.628 ± 0.132
192 80.285 ± 0.252 80.291 ± 0.246 80.028 ± 0.270 80.440 ± 0.301

196 80.532 ± 0.147 80.569 ± 0.150 80.444 ± 0.161 80.235 ± 0.173

200 80.250 ± 0.158 80.373 ± 0.164 80.238 ± 0.182 80.273 ± 0.208

202 80.484 ± 0.241 80.535 ± 0.281 80.783 ± 0.274 80.413 ± 0.339

205 80.529 ± 0.140 80.457 ± 0.140 80.509 ± 0.159 80.523 ± 0.174
207 80.657 ± 0.118 80.544 ± 0.123 80.407 ± 0.126 80.371 ± 0.159

Table 7.3: Results of the of MW from data, showing the statistical uncertainties obtained from
the fit.
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Figure 7.6: Degradation of the expected statistical uncertainty in the MW measurement as a
function of R. The uncertainty is computed using MC samples of 2.5M events at 189 and 207 GeV.
The point at R = 2 rad corresponds to the standard analysis.

7.4 The QCD systematics and the cone analysis

In order to study the sensitivity of the new cone analysis to the different QCD effects,

the corresponding mass shifts have been recomputed. The plots in this section show the

dependence of the values of ∆MW on R. For all of them, the standard DURHAM analysis

is arbitrarily labelled as R = 2.0 rad, in order to allow a clear visualisation. The shifts

and the statistical uncertainties are computed using all available MC, as described in

Section 7.1.

7.4.1 Sensitivity to fragmentation

The dependence of the fragmentation-related mass shifts (HERWIG-JETSET and ARIADNE-

JETSET), are shown in Fig. 7.8. Note that there is a tendency to increase ∆MW when

smaller cones are used.
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Figure 7.7: Degradation of the expected statistical uncertainty as a function of the average energy
carried by the energy flows inside the cone. Each point corresponds to a different value of R.

7.4.2 Sensitivity to BEC

Fig. 7.9 shows the dependence of the BE3 mass shift with the cone radius R. The bias

is reduced from 40MeV with the standard analysis to 22 MeV when the narrowest cones

are used.

7.4.3 Sensitivity to CR

Fig. 7.10 shows the dependence of the CR mass shift for the SK models. For the case

of SK1, results are shown for Preco = 100% and κI = 2.13. It can be observed that

∆MW decreases when narrower cones are applied, as expected. SK2’ and SK2 predict a

relatively small ∆MW for all the analyses.

The analogous plots for the rest of the CR models can be found in 7.11. For the case

of HWCR and GAL, the mass bias is clearly reduced by the use of the cone analysis. AR1 does

not predict any significant bias, due to the fact that it only allows intra-W reconnections.

Note that the fraction of the mass shift due to AR2 that is reduced by using the cone
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Figure 7.8: Dependence of ∆MW due to fragmentation models on R.

algorithm is very small compared to that of other models.

7.5 Summary of the performance of the standard and cone

analyses

Table 7.4 summarises the values of the mass biases due to QCD effects for the standard

and cone analyses at several values of R. The statistical degradation of the measurement

is also shown. In conclusion, the performance in terms of sensitivity to QCD effects

improves for smaller cones, while the statistical performance degrades. The optimal value

of R for the measurement of MW will be the one that minimises the total uncertainty.

7.6 Study of CR effects using the cone analysis

Most of the CR models predict a more or less strong dependence of the measured MW on

the cone opening angle R. In particular, the difference between the cone and the standard

results (∆MC−S) can be exploited to check the validity of such models. If the value of
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Figure 7.9: Dependence of ∆MW due to BE3 on R.

Figure 7.10: Dependence ∆MW due to SK models on the R parameter.
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Figure 7.11: Dependence of the mass shift due to SK2’, SK2, HWCR and GAL on the R parameter.

∆MW (MeV)

Effect Model Standard R = 1.0 rad R = 0.75 rad R = 0.5 rad

Frag. HERWIG 11 ± 3 3 ± 3 8 ± 3 14 ± 4
ARIADNE 3 ± 3 3 ± 3 9 ± 3 16 ± 4

SK1, 100% 420 ± 3 374 ± 3 293 ± 3 183 ± 4
SK1, κI = 2.13 115 ± 17 103 ± 2 80 ± 2 48 ± 3

CR SK2’ −11 ± 7 −12 ± 7 −9 ± 8 −12 ± 8
SK2 −1 ± 7 4 ± 7 −4 ± 7 3 ± 8
HWCR 38 ± 3 37 ± 4 28 ± 4 15 ± 5
GAL 42 ± 7 39 ± 7 32 ± 7 28 ± 9
AR1 0 ± 8 3 ± 9 −11 ± 10 −10 ± 11
AR2 72 ± 3 71 ± 4 65 ± 4 56 ± 5

BEC BEall
3 −40 ± 5 −30 ± 4 −28 ± 4 −21 ± 5

Stat. degradation 0% 3.0% 10.5% 26.1%

Table 7.4: Mass biases due to QCD-related effects, for the standard analysis and the cone analysis
with several values of R.

∆MC−S predicted by the model is excluded by real data results, the model should be

dismissed for the computation of uncertainties on MW.
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To exploit the maximum of information from data and MC, a χ2 function can be built

by comparing the value of ∆MC−S measured at each
√
s with the prediction from each

model at the given
√
s. The statistical error in the shift can be computed by using MC

subsamples of the size of data1.

In order to estimate the sensitivity of the method, an expected χ2 is built by assuming

null mass shifts at each
√
s. Table 7.5 shows the expected χ2 for several values of R and

for several CR models. Those models for which there is not MC available at each
√
s

(SK2’, SK2 and AR1) are not taken into account. However, this models are not relevant

for the MW analysis, as the ∆MW that they predict is negligible.

There is a large expected sensitivity on the comparison between SK1 with 100% of

reconnections and standard JETSET. On the contrary, the sensitivity to other models is

smaller, as the predicted value of ∆MC−S is closer to zero.

In the case of the SK1 model, the χ2 can be computed as a function of the κI parameter.

The resulting expected curves under the ∆MC−S=0 assumption are shown in Fig. 7.12.

It can be concluded that, if systematic uncertainties are not taken into account, the most

sensitive observable to CR is ∆MC−S using the narrowest cone, at least within the range

of R studied.

The expected χ2 taking into account systematic uncertainties is shown in next chapter,

while the observed χ2 function is given in Chapter 9.

Expected χ2 , no systematics

Model R = 1.0 rad R = 0.75 rad R = 0.5 rad

SK1, Preco = 100% 3.3 10 18.7

SK1,κI = 2.13 0.29 0.80 1.48

HWCR 0.22 0.14 0.13

GAL 0.286 0.18 0.26
AR2 0.031 0.023 0.037

Table 7.5: Expected values of the χ2 function with only statistical uncertainty taken into account,
in the case of measuring a null mass shift.

1Technically, the uncertainty on the shift is computed using standard MC without CR implemented
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Figure 7.12: Expected values of χ2 as a function of κI with only statistical uncertainty taken
into account, and assuming ∆MC−S=0.
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Chapter 8

Systematic uncertainties

This chapter reviews the current knowledge of the systematic uncertainties in the mea-

surement of MW from the hadronic channel at ALEPH, using both the standard and

cone analyses. After a list of sources common to both analyses, a study dedicated to

identify new potential uncertainties in the cone analyses is reviewed. The summary of

the different contributions is given in Section 8.7. discusses the systematic uncertainty in

the CR studies based on the measurement of ∆MC−S .

8.1 Theoretical uncertainty on the generation of the W+W− hard

process

KORALW version 1.53.2 [14] applies virtual factorisable corrections up to leading logarithm

in the simulation of W+W− production. In addition, it makes use of the YFSWW3 pack-

age [15] to compute an event-by-event weight to account for the next-to-leading logarithm

corrections. This weight is not applied in the MC used in this analysis. To check the effect

of this missing correction, the ALEPH MW analysis has been applied to MC samples with

and without the weight applied. The difference is found to be of the order of 1MeV, and

therefore the effect of such corrections is considered to be negligible.

The effect of the rest of missing corrections in the KORALW/YFSWW3 chain is estimated

in Ref. [16]. The estimation is performed at the partonic level and implementing simpli-

fied acceptances. A one-dimensional fit is applied to the W invariant mass distribution

obtained from MC samples produced with several modifications of the corrections. The

fitting function is obtained from a semi-analytical program (KorWan [115]). The overall
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combined uncertainty is found to be less than 5MeV. This estimate includes a factor of

2 to account conservatively for correlation effects between the masses of the W+ and the

W−, which are fitted separately in the actual experimental procedure.

The conclusion is cross-checked by comparing the results obtained with KORALW/YFSWW3with

those obtained from an independent generator: RacoonWW [116]. The two calculations dif-

fer in most of the aspects of the implementation of all the corrections, but the difference

between both results is less than 3 MeV.

A part from that, a dedicated check for ISR has been performed in ALEPH, using

the whole real analysis chain. The modelling of initial state radiation in KORALW1.53.2 is

performed to third order in the leading log approximation. To estimate conservatively the

effect of higher order terms, O (α3L3
)
, a sample of KORALW W+W− events are weighted

by the ratio of the first and second order matrix elements squared. The difference in fitted

masses for the sample with and without re-weighting is taken as an upper limit on the

effect of the missing higher order terms; the difference is of the order of 5MeV for both

the standard and the cone analyses.

As the estimation of the ISR effect is included in the estimation from Ref. [16], the

systematic uncertainty from the theory in the description of the W+W− process is taken

as the maximum of the two approaches cited in this section. It is therefore 5 MeV for

standard and cone analysis.

8.2 Background

The expected amount of background remaining in the data sample after all analysis cuts

(preselection, NN selection and mass window) is about 15%. The relatively small data

sample makes it difficult to compare the properties of the data and MC background events.

A technique developed for previous analyses [101] uses Z data and MC, using a similar

preselection to this analysis. The shape of several variables and the overall number of

events are then compared. The effect of any discrepancy on the fitted MW is evaluated by

varying the background p.d.f. used in the reweighting step appropriately to the observed

discrepancies at the Z. The estimated uncertainty on the measured MW is of the order of

5MeV [117].

The effect of the uncertainty on the overall background normalisation is tested by

applying a 5% variation in the number of background events in a fitted MC sample. The
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effect is found to be negligible compared to the 5MeV from the previous test.

8.3 Monte Carlo statistics

As explained in Section 6.2.2, the finite number of MC events used to build the refer-

ence p.d.f. contributes a systematic uncertainty to the measured MW. The method of

calculating the uncertainty for this measurement was developed for previous measure-

ments [101] and follows an analytical approach, taking into account that each bin in

the reference probability distribution function has a different sensitivity to MW as the

reference distribution is reweighted.

The statistical contribution from each bin was calculated, leading to an estimate of

5MeV for the uncertainty.

8.4 Detector effects

The technique of reweighting relies on a good MC simulation of both the underlying

physics processes and the response of the ALEPH detector to these events. Therefore,

the simulation of the detector has to be investigated in detail for possible discrepancies

between the MC simulation and real data, and to ensure that these discrepancies are

understood.

The technique used to estimate the uncertainties due to detector related effects is the

same as in previous cases. The analysis is applied to a large sample of MC events, to

which the effects under investigation are forcedly applied. The difference in the mass

obtained with respect to the sample without the extra effect is taken as the systematic

uncertainty.

8.4.1 Jet energy corrections

As explained in Section 5.2.1, corrections are applied to the energy of jets in any MC used

in the analysis. The systematic uncertainty on MW due to these corrections is estimated

by varying randomly the bin to bin correction factors by their statistical uncertainty,

which is about 0.3%. Taking the largest shift in the measured MW as the systematic

uncertainty, gives about 5MeV for cone and standard analyses.
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8.4.2 Calorimeter simulation

The jet corrections described in the previous section are obtained after the energy flow

algorithm has been run and are applied to the jet as a whole. The individual calorimeter

energy depositions can be treated in a similar way by considering differences between Z

data and MC. The corrections obtained are applied to MC and the energy flow and jets

recomputed to finally estimate the systematic uncertainty on MW.

The simulation of the calorimeters in the MC assumes that their energy calibrations

are constant with time. However, this is not the case and the calorimeters are constantly

monitored to study the variations. For instance, the size of the fluctuations during 1998

were of the order of 0.4% for ECAL and 1.5% for HCAL. In addition, the jet energy

corrections are determined using data from the start and end of the data taking periods

hence they do not take the variations into account. To do the systematic check, the size

of the fluctuations is computed in bins of azimuthal angle. A random smearing of the

energy depositions in the calorimeters by these amounts is therefore applied to a MC

sample and the energy flow repeated.

The shift obtained as a function of the R parameter of the cone analysis and for the

Durham analysis (plotted at R = 2.0 rad) is shown in Fig. 8.1. The value stays below

5MeV for all the analyses.

An independent check of the calorimeter simulation has been recently developed in

ALEPH. In a dedicated MC generation of 500K events, the calorimeter was described in

the GEANT program using a complete full simulation, instead of the usual parameteri-

sation. For simplicity, each stack of the calorimeter was described as an average medium,

namely an average of gas, lead, aluminium and plastic. The difference between the mass

fitted from the full simulated sample and that from standard MC is shown in Fig. 8.2.

The systematic quoted for calorimeter simulation is taken to be 10MeV for standard

and cone analyses, coming from the maximum between the effects of energy smearing and

full versus parameterised simulation. Note that some double-counting can be expected

between the systematics associated to calorimeter simulation and to jet energy corrections,

as jet corrections should absorb most of the discrepancies on calorimeter simulation.

Taking them separately is a conservative approach.
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Figure 8.1: The calorimeter simulation systematic as a function of R.

8.4.3 Jet energy resolution

The jet energy resolution, σEjet , is also studied using Z data and MC, in the same way

as the jet energy itself. The comparison of 1998 Z data and MC jet energy resolutions is

shown in Fig. 8.3 together with the comparison of the jet energies. It can be seen that

the statistical uncertainty of the comparison of the resolution is greater than that for the

jet energy and is at a level of about 2%, but reasonable agreement is seen over the whole

angular range except for the low angle regions at |cos θ| > 0.95. There the discrepancy is

as large as 10%.

In order to estimate the corresponding systematic uncertainty, the jet energies of a

MC sample are randomly smeared by the appropriate amounts, depending on the jet

polar angle, and the systematic uncertainty on MW estimated. The result obtained for

the Durham analysis in Ref. [104] was 7MeV, and it is the same for the cone analysis as

the measurement of the energy of the jet is not modified.
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Figure 8.2: Mass shift between MC samples with full and standard simulation of the calorimeter
as a function of the R.

8.4.4 Jet angular bias

The two largest components are charged particles (measured by the tracking detectors),

and photons (measured by ECAL). The angular biases between the two component can

be compared between data and MC to get an estimate of possible angular biases in the

measurement of jet directions.

The polar angle difference between the photonic and charged particle components of

jets, θhadrons−θphotons, is examined using Z peak data and MC simulation. Fig. 8.4 shows

this difference as a function of polar angle for the standard analysis. It can be seen that

the difference is less than 2mrad, which is the statistical sensitivity of the measurement.

Studies using higher statistics from the 1994 Z data taking period show that the difference

between data and MC is small for cone and standard analyses, except in the region of

the overlap between the end-cap and barrel calorimeters. The result of a fit to the 1994

data is shown by the line in Fig. 8.4. The systematic uncertainty on MW due to a 2mrad

angular bias is estimated to be less than 5MeV for both analyses [104].
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Figure 8.3: The jet energy and jet energy resolution corrections as a function of polar angle. The
ratios are determined from 1998 Z peak data and MC. The largest discrepancies between data
and simulation are seen in the low angle regions. Taken from [104].

8.4.5 Jet angular resolution

The fact that jets in hadronic Z decays (at
√
s = MZ) should be back-to-back can be

exploited to study the angular resolution of the jets. It is found that the resolution is

slightly better in MC simulation than in data. A random smearing is thus introduced

to the jet angles in the MC to estimate the effect on MW from this discrepancy. The

systematic uncertainty is found to be small, less than 5MeV.

8.4.6 Charged particle tracking

Data from calibration runs at the Z peak are used to look for distortions in the mea-

surements of charged particle momentum and direction at the tracking system. Small

distortions are found in Z → µ+µ− and Bhabha events, where the two leptons should

be exactly back-to-back. The distortions affect the measurement of both the momentum

and direction of the particles. The average distortions have been measured for |�p|, φ and
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Figure 8.4: The difference of data and MC for the quantity θhadrons−θphotons as a function of jet
polar angle, determined from 1998 Z data and MC. The line is a functional fit to higher statistics
data from 1994, showing the discrepancy observed in the overlap region of the barrel and end-cap
calorimeters.

pz, in bins of theta and phi [118].

To estimate the corresponding systematic uncertainty on MW, the distortions mea-

sured are applied to the charged particles of a MC sample. The MW fitted using this

sample is compared with that obtained with no correction. Results on the bias for the

standard and cone analyses are shown in Fig. 8.5. The size of the systematic uncertainty

quoted is 6MeV for cone and standard analysis.

8.5 LEP energy

As explained in Section 5.2.2, the fractional uncertainty in the beam energy is expected

to translate directly to a fractional uncertainty on MW. This has been cross-checked by

taking a sample of MC, changing the LEP energy in the kinematic fit and rescaling steps

and fitting MW [104].

The average uncertainty in the LEP beam energy during LEP2 was 25MeV, that
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Figure 8.5: The charged particle tracking systematic as a function of R.

would translate into 17MeV in the MW measurement. However, the uncertainty of Ebeam

provided by the LEP Energy Calibration Working Group is split in four periods, corre-

sponding to four intervals of
√
s: 183 GeV, 189 GeV, 192-196 GeV and 200 − 207GeV.

Four values of the uncertainty and a 4 × 4 correlation matrix are provided [77]. As

the correlation between measurements is lower than one, the impact of the LEP energy

uncertainty in the combined measurement is reduced (see next chapter).

8.6 Dedicated studies for the cone analysis

The analysis based on the hybrid cone algorithm can have a different sensitivity to frag-

mentation than that based on DURHAM. As particles far from the jet axis are dismissed,

it is expected to be more insensitive to the description in MC of effects like detector

acceptance or jet overlaps. On the other hand, the sensitivity to the angular distribution

of particles within the jet could be enhanced.

It has been shown in Subsection 7.4.1 that the mass shift between different fragmen-

tation models is not increased when the cone algorithm is used, except for the smallest
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values of R. However, a further study has been performed to check the agreement between

data and MC in the angular distributions of multiplicity, energy and jet mass.

As the number of collected W+W− events does not allow for a significant comparison,

LEP1 data has been used. A sample of 700,000 Z → qq̄ events was selected from data

collected in 1994. The same amount of MC events produced with JETSET and HERWIG were

used for the comparison. The jets were clustered with the DURHAM algorithm, and several

integrated distributions as a function of the angle to the jet axis were computed.

Fig. 8.6 shows the distributions of particle multiplicity and energy, for data, JETSET and

HERWIG. The bottom plots in each figure show the ratio between data and standard

JETSET MC.

Figure 8.6: Integrated particle multiplicity (left) and jet energy (right) as a function of the angle
to the jet axis, for Z → qq̄ from 1994 (dots), JETSET (squares) and HERWIG (triangles). Bottom
plot: ratios data/JETSET (squares) and HERWIG/JETSET (triangles).

To estimate the significance of the discrepancies, the ratio HERWIG/JETSET is also

shown. Note that the discrepancy data-JETSET is ∼ 3% for particle multiplicity, much

larger than that of HERWIG-JETSET1. However, the relevant distribution for the perfor-

mance of the cone algorithm is integrated energy, which is in much better agreement.

The data-JETSET discrepancies in integrated energy are compatible with those from
1Possible explanations of the excess of multiplicity observed are currently under study. Eventual

corrections can be a source of future improvement of this analysis
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HERWIG-JETSET for R > 0.5 rad. Therefore, the effect on MW should be expected to be

included in the HERWIG-JETSET mass bias. As this is not true for narrower cones, results

given in this thesis will be restricted to R > 0.5 rad, in order to avoid the presence of new

sources of systematic uncertainty.

The analogous distribution for the jet mass is shown in Fig. 8.7. From the bottom

plot, it can be concluded that data is in a much better agreement with HERWIG than with

JETSET for this particular distribution. The discrepancies data-JETSET are comparable to

that from HERWIG-JETSET in the range of R considered.

Figure 8.7: Integrated jet mass as a function of the angle to the jet axis, for Z → qq̄ data from
1994 (dots), JETSET (squares) and HERWIG (triangles). Bottom: ratios data/JETSET (squares) and
HERWIG/JETSET (triangles).

The two quantities that are not allowed to vary significantly by the kinematic fit are

the jet directions and the jet velocities. Therefore, the comparison between data and MC

in this distributions is of special relevance. Fig. 8.8 shows the integrated distribution of

velocity, using the same event samples as in the figures above. There is a good agreement

between data and MC.

For the study of inter-jet angles, the topology of Z → qq̄ events is too different from
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Figure 8.8: Velocity of the particles included in a cone as a function of R, for Z → qq̄ data from
1994 (dots), JETSET (squares) and HERWIG (triangles). Bottom: ratios data/JETSET (squares) and
HERWIG/JETSET (triangles).

that of the signal to be a valid benchmark. Instead, semileptonic W+W− events have

been used. Their topology is very similar to that of the signal, but they are a completely

independent sample. In addition, semileptonic events are free from any inter-W CR effects

that could distort the comparison. The results are shown in Fig. 8.9.

The conclusion from all the checks performed is that there is no evidence of new

sources of systematic uncertainty in the cone analysis with respect to that considered in

the standard one, at least if the opening angle of the cone is not reduced to less than

0.5 rad.

8.7 Summary and combination

Table 8.1 summarises the systematic uncertainties on the measurement of MW, both for

the standard analysis and the cone analysis with several values of R.

For those uncertainties where several checks (or models) are used for the estimation,
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Figure 8.9: Difference between the inter-jet angles as measured using the cone and the DURHAM al-
gorithms, for data (dots) and MC (squares). Results are shown for semileptonic events with the
lepton identified as a muon. The bottom plot shows the difference between data and MC.

the maximum absolute value of ∆MW is taken as systematic uncertainty. For the case

of SK1, the bias considered is that corresponding to κI = 2.13. This model is giving the

largest shift for analyses with R larger than 0.5 radians. For narrower cones, the largest

shift comes from AR2.

For those effects for which the estimated ∆MW depends on
√
s, the systematic un-

certainty shown in Table 8.1 corresponds to the average obtained by weighting on the

corresponding luminosities. The final contribution to the combined measurement will be

slightly different, as the proper combination takes into account the systematic uncertain-

ties at each
√
s, as well as the correlation matrix from the Ebeam measurement.
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∆MW (MeV)

Source Standard R =1.0 R =0.75 R =0.5

Theory 5
Jet energy corrections 5

Jet energy resolution 7

Jet angular bias/resolution 5

Calorimeter simulation 10

Charged tracking 6

LEP energy 17
Reference MC statistics 5

Background contamination 5

Fragmentation 11 3 9 16
BEC 40 30 28 21

CR 115 103 80 59

Total syst. uncert. 125 111 89 69

Table 8.1: The systematic uncertainties on MW measurement from the fully hadronic channel.

8.8 Systematic uncertainties for the study of CR effects

For the measurement of ∆MC−S, some of the main sources of systematic uncertainty

affecting the measurement of MW are expected to cancel. For instance, the MC used to

build the reference is exactly the same for both analysis, and therefore the systematics

related to background normalisation and MC statistics vanish. Other sources like LEP

energy or the theoretical description of the W+W− hard process are also expected to be

negligible.

For the estimation of the rest of systematic uncertainties, the double difference between

the mass biases with standard and cone analyses due to each effect are computed. Results

are shown in Table 8.2. The statistical uncertainties on the differences are computed by

MC sub-sampling. For those effects estimated from more than one shift, the largest in

absolute value is taken, as explained above in this chapter.

Note that BEC effects are treated as a systematic uncertainty in the study of CR

effects.

Table 8.3 shows the expected χ2 , under the assumption of ∆MC−S=0 at each
√
s,



114 Systematic uncertainties

∆(∆MC−S) (MeV)
Source R =1.0 rad R =0.75 rad R =0.5 rad

Calorimeter simulation 5 ± 3 −7 ± 3 10 ± 8
Charged tracking −1 ± 2 −4 ± 2 −1 ± 2

Fragmentation −8 ± 2 7 ± 2 14 ± 3

BEC 10 ± 3 13 ± 5 19 ± 6

Total uncertainty 14 17 26

Table 8.2: The systematic uncertainties on the measurement of ∆MC−S .

when systematic uncertainties are taken into account. The χ2 value as a function of κI in

the SK1 model is shown in Fig. 8.10. Even when systematic uncertainties are taken into

account, the most sensitive observable to CR is the shift between the standard analysis

and the cone analysis with the narrowest cone. Therefore, results will be given in next

chapter for R = 0.5 rad (the narrowest allowed, see section 8.6).

Expected χ2, including systematics

Model R = 1 rad R = 0.75 rad R = 0.5 rad

SK1, Preco = 100% 2.6 8.9 16

SK1,κI = 2.13 0.023 0.72 1.23

HWCR 0.18 0.125 0.093

GAL 0.057 0.184 0.257
AR2 0.044 0.023 0.037

Table 8.3: Expected values of χ2 taking into account systematic uncertainties in the assumption
of null mass shift.
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Figure 8.10: Expected values of χ2 for ∆MC−S=0, taking into account systematic uncertainties,
as a function of κI .
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Chapter 9

Results

In this chapter, the results of the analyses described in this thesis are presented. The first

section gives the combined measurement of MW, while results in terms of validation or

exclusion of CR models are given in the second section.

9.1 Measurement of MW

Table 7.3 shows the results of the mass fits for each
√
s, for the standard analysis and for

the cone analysis with three values of R. To perform the combination of the measurements,

the systematic uncertainties described in Section 8.7 are taken into account.

The value of the CR systematic has been split in the same four
√
s intervals as that

from Ebeam (see Section 8.5). All the MC available at each range has been used. However,

the decision on the model to be considered at each R has been taken based on the largest

shift when MC at all energies is combined. As already mentioned, SK1 with κI = 2.13

gives the largest shift for all the values of R considered, except for those at R < 0.5 rad,

where AR2 dominates.

The combined value of MW using all available data between
√
s = 183 and 207 GeV

is:

M standard
W = 80.504 ± 0.057(stat) ± 0.020(syst) ± 0.118(CR+BEC) ± 0.013(LEP) GeV.

(9.1)

For the cone analysis, the mass combination has been performed for all the values
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of the R parameter of the cone algorithm. The minimum total error corresponds to

R = 0.5 rad. In this case, the measured MW is:

M cone
W = 80.473 ± 0.067(stat) ± 0.023(syst) ± 0.054(CR+BEC) ± 0.013(LEP) GeV.

(9.2)

The total uncertainty is reduced by the use of the cone algorithm, from 133 to 90 MeV.

The relative improvement will be larger for the LEP combination, as the CR systematic

uncertainty is fully correlated between experiments.

9.2 CR studies using the cone algorithm

As shown in Section 8.8, the ∆MC−S analysis maximises the sensitivity to CR effects at

R = 0.5 rad. At this R, the combination of the measurements at every
√
s gives

∆MC−S = −33 ± 53(stat) ± 26(syst) MeV. (9.3)

The result of the measurement is statistically compatible with null or small CR effects

on MW.

Following the procedure described in previous chapters, a χ2 is built for each CR

model, from the comparison of the predicted and observed values of ∆MC−S at each
√
s.

The results are shown in Table 9.1. As expected, all those models that predict values

of ∆MC−S of the order of the systematic uncertainty in the measurement can not be

disfavoured by the method. However, the SK1 model with a 100% reconnection is in clear

contradiction with the observed results.

The curve obtained for the κI scan in the SK1 model is shown in Fig. 9.1. The minimum

is found at κI = 1.5. By numerical integration of the corresponding likelihood function,

the exclusion limit at a 68%(95%) C.L. is found to be κI = 8.63(28.4). These results are

in good agreement with those from the particle flow analysis at ALEPH [64] and LEP

combined [65]. Note that the results are statistically compatible with the predictions of

the standard unreconnected JETSET model.

As mentioned in Section 3.3.2, the case of Preco = 100% is disfavoured by the LEP-

wide particle flow analysis with ∆χ2 = 5.2. The ∆MC−S analysis using only ALEPH
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Model χ2

Standard JETSET 4.84

Standard HERWIG 4.67

Standard ARIADNE 5.29

SK1, Preco = 100% 15.6
SK1,κI = 2.13 3.85

SK1,κI = 1.5 3.74

HWCR 4.08

GAL 4.29

AR2 5.02

Table 9.1: Observed values of χ2 function for the available CR models, using ∆MC−S with R =
0.5 rad. For the SK1 model, three options are shown: fully reconnected, with κI = 2.13, and that
minimising χ2: κI = 1.5

data disfavours it with ∆χ2 = 15.6. In conclusion, the ∆MC−S analysis disfavours more

significantly large values of κI than the particle flow analysis.

Figure 9.1: Measured χ2 as a function of κI , for R = 0.5 rad.
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Chapter 10

Summary and conclusions

The direct measurement of the W mass provides an experimental test of the Standard

Model, and constraints the mass of the only particle of the model yet to be observed, the

Higgs boson. In this analysis, the W mass has been measured using all the data collected

by ALEPH in the fully hadronic channel above the W+W− production threshold. The

direct reconstruction method has been used.

The measurement by direct reconstruction of the hadronic channel has some additional

challenges compared to that of the semileptonic channel. There are large uncertainties

on the interactions between the hadronisation cascades of the two qq̄ systems, that affect

the simulation of the MC events used as fitting reference for the measurement.

In this work, a dedicated jet algorithm has been proposed to reduce the sensitivity of

the measurement to such QCD-related effects. With the use of the new cone algorithm,

the total error of the mass measurement decreases. In addition, the balance of statistical

and systematic uncertainties is modified, towards a largest statistical component.

The standard measurement of MW based on the use of the DURHAM jet algorithm gives

a result of MW = 80.504 ± 133MeV. The analysis based on the cone algorithm with

R = 0.5 rad optimises the total error, yielding MW = 80.473 ± 90MeV.

The difference between the results of the W mass measurements with the standard

and the cone analyses has been shown to have sensitivity to the presence of CR effects.

The value measured using R = 0.5 rad is ∆MC−S = −33 ± 59MeV. The result of the

measurement is compatible with null or small CR effects on MW.

The comparison of the observed value to those predicted by the SK1 model has allowed

to exclude a region of κI parameter of the model. Values of κI lower than 8.63(28.4) have
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been excluded at a 68%(95%) C.L. The minimum in the χ2 function lies at κI = 1.5, and

the extreme scenario of Preco = 100% is disfavoured with ∆χ2 = 15.6.
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