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Abstract 
 
This study is motivated by concerns about the adequacy of current corpus-based methods 
for the selection of vocabulary in studies of English for Academic Purposes (EAP) lexis. It 
is hypothesised that lists of general-academic vocabulary cannot reflect differences in word 
meaning between disciplines, and furthermore, that discrete-item wordlists cannot account 
for the role of context in conditioning meaning. The relatively recent turn towards 
discipline-specific lists of phrases represents a positive development in this regard. 
However, its impact is limited by the methods of phrase extraction typically employed. 
 
These beliefs are tested via an innovative corpus-based experiment which compares the 
syntagmatic patterns of frequently occurring verbs in a corpus of research articles from the 
disciplines of history, microbiology, and management studies. The results demonstrate that, 
in many cases, the prototypical meaning of a given verb varies according to the discipline it 
is found in. Moreover, in order to fully appreciate these differences, a means of phrase 
extraction which accounts for both syntactic and semantic concerns is necessary. 
 
In addition to the methodological contribution represented by the experimental procedure, 
the study demonstrates how approaches to language which might be termed phraseological 
provide plausible explanations for many of the differences in verb behaviour observed in 
the corpus. From a practical perspective, the combination of the findings with best practice 
in EAP pedagogy and lexicography allows the creation of guidelines for, and an illustrative 
example of, useful lexicographical resources for the EAP community. 
 

Resum  
 
Aquesta tesi tracta de la selecció de vocabulari per a cursos i materials d’anglès per a 
finalitats acadèmiques. Neix dels dubtes sobre l’adequació dels mètodes basats en corpus 
que s’usen actualment per seleccionar vocabulari en estudis de lèxic d’anglès acadèmic. La 
hipòtesi que planteja és que les llistes de vocabulari acadèmic generals no poden reflectir les 
diferències de significat que hi ha en les paraules segons la disciplina en què es troben, i, a 
més, que les llistes de paraules descontextualitzades no permeten valorar el grau en què el 
context condiciona i determina el significat. En els últims anys, s’ha privilegiat oferir llistes 
de sintagmes de disciplines específiques com un desenvolupament positiu, tot i que 
l’impacte real està limitat pels mètodes d’extracció que s’utilitzen habitualment. 
 
Les hipòtesis es posen a prova mitjançant un experiment que compara els patrons 
sintagmàtics de verbs d’ús freqüent en un corpus d’articles d’investigació de les disciplines 
d’història, microbiologia i administració i gestió d’empreses. Els resultats demostren que, en 
molts casos, el significat prototípic d’un verb varia en funció de la disciplina en què es 
troba. A més, per valorar adequadament aquestes diferències, cal que l’eina d’extracció de 
sintagmes inclogui tant qüestions sintàctiques com semàntiques. 
 
A més de la contribució metodològica que representa la metodologia basada en corpus, la 
tesi demostra que els enfocaments de l'estudi del llenguatge que es podrien denominar 
fraseològics proporcionen explicacions plausibles per a moltes de les diferències de 
comportament verbal que s’observen al corpus. Des d’una perspectiva aplicada, la 
combinació de resultats pot incidir en millors pràctiques didàctiques i lexicogràfiques de 
l’anglès acadèmic i crear pautes i recursos més útils per als aprenents.
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PREFACE 
 

Since the early 2000s there has been an increasing interest in the processes involved in 
selecting vocabulary for English for Academic Purposes (EAP) materials and courses. This 
reflects the current status of English as a lingua franca in academic contexts (Jenkins, Cogo, 
& Dewey, 2011) and the growing importance of EAP in the academic, economic, and 
professional lives of countless students around the globe. Success in standardised 

proficiency tests of academic English such as the TOEFL or IELTS1 is a prerequisite of 
graduation from higher-education institutions around the world and, for non-native 
English speakers, a prerequisite of entry to tertiary education in most English speaking 
countries. Previous research in this area has criticised the notion of a general-academic lexis 
present across all disciplines (Q. Chen & Ge, 2007; Hyland & Tse, 2009; Y. Li & Qian, 
2010; Rees, 2013, 2016). It has also highlighted the need to consider word context in the 
study of academic lexis, adopting a phraseological approach which not only accounts for 
both syntactic and semantic properties, but is also appropriate for the analysis of large 
amounts of usage-based data. This thesis aims to fulfil this need. Although it deals with 
English, specifically for academic purposes, its methods and conclusions are applicable to 
specific purpose language courses and materials for other languages and in other domains. 
 
This introduction gives an overview of the historical development of EAP and outlines 
some of the problems presented by current approaches to vocabulary selection. These 
problems motivate the objectives of the present study which are set out below. The 
remainder of this thesis is split into three principal sections: 
 
The first section presents concepts which are key to the present study: Chapter 1 begins by 
outlining a number of approaches to linguistic analysis which may be considered 
phraseological. It concludes by putting forward a practicable theoretical framework for a 
corpus-based study of collocational behaviour of verbs across three academic disciplines. 
The second chapter outlines some important concepts in the teaching and learning of EAP 
vocabulary. It argues that lexicographical resources have a key role to play in these 
processes. The third chapter deals with the treatment of EAP vocabulary and phraseology 
in lexicographical resources. 
 
The second section concerns the corpus-based experiment at the heart of this thesis: 
Chapter 4 puts forward general hypothesises tested in this experiment and the assumptions 
which underlie them. In particular those concerning the nature of academic language and 
the decision to concentrate on verb collocations rather than other parts of speech. The 
fifth chapter outlines the corpus-based methodology employed in the experiment. 
 
The final section contains a discussion of the results obtained: The presentation and 
analysis of quantitative results occurs in Chapter 6. Chapter 7 comprises an in-depth 
qualitative analysis of a selection of the verbal collocations examined in the experiment. It 
also discusses how its findings might best be represented in lexicographical resources for 
EAP users, taking into account research on the teaching and learning of English vocabulary 
and learner dictionaries. The final chapter presents a summary of key findings and 
opportunities for future research and lexicographical advances. 
 

                                                 
1 Test of English as a Foreign Language (ETS, 2017); International English Language Testing System (IELTS, 
2017). 
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The interest in the selection of vocabulary for EAP is due in part to the circumstances in 
which the field of teaching of English as a foreign or second language developed. 
Technological advances, which from the 1960s onwards made the study of large corpora 
feasible, have also played a role. 
 
Historically, the teaching of English as a foreign or second language as a profession has 
been a predominantly British and North-American phenomenon. In general, until the late 
1800s the teaching of foreign languages in Europe usually took place in primary and 
secondary school contexts where translation, and the rote learning of grammatical rules 
dominated. The reform movement of the late 1800s, in particular the monolingual-target-
language approach of the direct method, represents the establishment of English and other 
foreign language teaching, outside secondary school contexts, as a discipline in its own 
right. Howatt (1984) cites three basic founding principles of the movement “the primacy of 
speech, the centrality of the connected text […], and the absolute priority of an oral 
methodology in the classroom.” (Howatt, 1984, p. 172). To the extent that it represented a 
shift away from the analysis of grammar rules towards the use of language for 
communication in the classroom (N Schmitt, 2000), the direct method can be viewed as a 
recognition the importance of vocabulary in language learning. 
 
Further reform came later in the 1920s and 1930s, against a background of increasing 
demand for English teaching in non-school contexts. In the UK this demand was driven by 
refugees fleeing political upheaval in central Europe. Outside the UK demand was driven 
by the need to teach English as a foreign language in the Empire (later the 
Commonwealth), and elsewhere as a means of facilitating foreign trade. This increased 
demand was a catalyst for the creation of new materials for the new methodology. Harold 
Palmer’s pedagogical grammars, A Grammar of Spoken English (GSE; H. Palmer, 1924) and 
A Grammar of English Words (GEW; H. Palmer, 1938) can be seen as a response to this 
demand. From a lexicographical perspective, Hornby, Gatenby, and Wakefield’s Idiomatic 
and Syntactic English Dictionary (ISED; Hornby, Gatenby, & Wakefield, 1942), started in 
1937, highlights the importance of vocabulary to the direct method.  
 
Somewhat paradoxically, the direct method placed great emphasis on instruction and 
interaction in the target language yet lacked specific guidelines on which lexical items 
should be studied. The Vocabulary Control Movement attempted to fill thus gap. The 
Carnegie Report (Faucet, West, Palmer, & Thorndike, 1936) represents an attempt to 
systematically select vocabulary for beginner-level reading material for English language 
learning. It is a pre-cursor to West’s (1953) General Service List (GSL). The GSL is a list of 
2000 words needed for survival in a general English environment. Its words are selected 
according to frequency of occurrence and other criteria. It is a tangible result of the 
Vocabulary Control Movement’s work. Further studies have found that 2000 words would 
be a reasonable general survival list (Shonell, Meddleton, & Shaw, 1956). However, others 
have found as little 120 to be sufficient (Nation & Crabbe, 1991). For more advanced tasks 
such as reading authentic texts 8000-9000 word families (Nation, 2006), groups of words 
organised on the basis of their inflections and their derivations, are said to be sufficient. 
For academic purposes, such as reading university textbooks, Hazenburg and Hulstijn 
(1996) suggest that 10,000 word families are necessary. 
 
The 1960s were characterised an expansion of higher education institutions in Anglophone 
countries and an influx students who were not native speakers of English. This lead to the 
establishment of English Language Teaching (ELT) and, later, in the 1970s, EAP as 
specialisms (Jordan, 2002). Following in the tradition of the Vocabulary Control 
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Movement, a several studies on vocabulary selection were conducted. Campion and Elley 
(1971) is the first of several attempts to create a list of academic vocabulary with reference 
to real academic language, and like Praninskas (1972) is based on a manually compiled 
corpus of academic language. Lynn (1973) and Ghadessy (1979) adopt an alternative 
approach which involves noting those words which students have annotated in their 
textbooks. Xue’s and Nation’s (1984) University Wordlist is a fusion of the four previous lists.  
 
Technological advances from the early 1960s onwards allowed the large scale examination 
of corpora (Leech, 1991). However, corpus-based studies of EAP lexis were rare until the 
2000s. Coxhead’s (2000) New Academic Wordlist (AWL) is the first wordlist to be compiled a 
using a machine-readable corpus. It is the attempt at developing an academic wordlist 
which has received the most attention over the last decade. This attention is presumably 
due in part to the AWL’s pioneer status, and the belief in the viability of learning 
specialised vocabulary as a “shortcut” (Nation, 2013, p. 19) to understanding language in 
subject domains. The AWL is a list of 570 headwords compiled from a 3.5 million-word 
corpus of written academic text by examining the range and frequency of words outside the 
first 2,000 most frequently occurring words of English, as described by West’s (1953) GSL. 
Coxhead (2000) makes a distinction between, general-service vocabulary, technical 
vocabulary, and academic vocabulary. The GSL, comprised of “the most widely useful 
2000 word families” (Coxhead, 2000, p. 213), contains general-service vocabulary.  
 
The AWL has been generally well received, however, several studies have highlighted 
shortcomings in Coxhead’s (2000) approach. Firstly, the AWL’s relationship with the GSL 
has been scrutinised. According to Schmitt (2010) some GSL items were collected as early 
as 1934 and thus its contents are in need of refreshing. Despite its age, some GSL items are 
still relevant to students of general English. This is particularly true of the first 1000 higher 
frequency items. After this point the usefulness of the items has been questioned (Nation 
& Kyongho, 1995). Perhaps, due to its age and the absence of computerised profiling tools 
in 1953, the GSL also suffers from other inconsistencies such as the inclusion of British 
but not American spellings, the absence of related word forms (i.e. the inclusion of tour and 
tourist but not tourism), pluralisation inconstancies, the inclusion of archaic terms, and the 
absence of newer technologies (e.g. radio is included but not television) among others. Some 
of these idiosyncrasies are likely to be reflected in the AWL. For Hancioğlu, Neufeld, and 
Eldridge (2008), the AWL and GSL combined “offer a package more or less suggesting 
that the basis for survival in an academic environment is knowledge of the 2000 word 
families of the GSL plus the 570 word families of the AWL” (p. 461). Coxhead’s (2000) 
characterisation of vocabulary as either general-service, technical, or academic supports this 
suggestion. However, the length of the GSL coupled with the inconsistencies outlined 
above lead to the inclusion, in the AWL, of vocabulary which some would not consider 
academic in any respect. Hancioğlu and colleagues (2008) point to items such as study which 
occurs in the GSL but not in the AWL, and drama which occurs in the AWL but not in the 
GSL. From this they caution that the classification of vocabulary into mutually exclusive 
lists is motivated by convenience rather than pedagogical concerns. 
 
Similar criticisms might be made of the practice of EAP in general. Firstly, many of the 
subject areas it covers are not in the strict sense academic but rather vocational. The 
Teaching of English in Academic Contexts (TEAC) might be a more appropriate label 
since it takes into account those subjects tackled at university which have not traditionally 
been considered academic. Secondly, it might be claimed that EAP cannot feasibly 
represent the language used in all possible subject areas. The latter concern has led to the 
creation of English for Specific Academic Purposes (ESAP) (Hyland, 2016b). In spite of 
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these concerns about its conceptual adequacy, in practice general EAP certainly exists. At 
this very moment, there are hundreds if not thousands of EAP courses taking place and an 
abundance of teaching and lexicographical materials aimed at such courses. 
 
Like the notion of general EAP, the notion of a general academic-lexis present across all 
disciplines has been criticised. Intuitively, it seems unlikely that a history student would 
require the same vocabulary as a management or business studies student. Data from 
studies examining the percentage coverage of the AWL in corpora of texts dealing with 
different subjects would seem to support this view. For example, Cobb and Horst (2004) 
find coverage of around 14 percent for the history sub-corpus of the learned section of the 
Brown Corpus (Kučera & Francis, 1978), but only around seven per cent for the zoology 
and anatomy sub-corpora. However, since word distribution in natural language texts is 
non-random it is possible that comparing any texts would produce different coverage 
statistics. Adopting a slightly different approach employing range, frequency, and 
collocation measures, Hyland and Tse (2009) dispute the notion of a general academic 
vocabulary. They demonstrate that the great majority of the 570 AWL families have 
irregular distributions across the fields of engineering, sciences, and social sciences. 
 
Through its inclusion of word families the AWL accounts for the relations between 
different word-forms in the same families. Nevertheless, Schmitt and Zimmerman (2002) 
caution that advanced learners of English are typically only able to make connections 
between some members of word families taken from the AWL. Concerns about the 
adequacy of word families as a basis for EAP vocabulary selection underlie the creation of 
more recent academic wordlists. The New Academic Vocabulary List  (AVL) (D. Gardner & 
Davies, 2014) was determined using lemmas, rather than word families.   
 
If finding a means of representing relationships between related word forms represents a 
challenge to discrete-item wordlists, the question of how to account for the relations of 
words and their syntagmatic context is more problematic still. This question is 
representative of a general trend in lexical studies from the study of words in isolation 
towards the examination of what could be termed multi-word-units (MWUs) or phrases. 
Wordlists are not immune from this trend. In her work with English learner corpora 
Paquot (2007) argues that although the AWL is a useful tool as regards learners’ receptive 
skills, students’ productive needs would be better served if a corpus-based approach were 
used to select which words and word sequences to teach. 
 
MWUs realise many different purposes in language use. It is hardly surprising, then, that a 
variety of terminology abounds to describe these units (O’Keeffe, McCarthy, & Carter, 
2007; B. J. Richards, Malvern, & Meara, 2009; N Schmitt, 2010; Wray, 2002). They might 
be more usefully classified by examining the ways they are identified or extracted in corpus-
based studies. Schmitt (2010) highlights four approaches to identification of MWUs. The 
first concerns their identification in L1 acquisition studies and involves the measuring of 
repetitions and pauses in children’s speech. Another approach is frequently described as 
form- or distribution-based. It involves identifying strings of texts of a given length which 
occur above a given frequency threshold. Biber, Johansson, Leech, Conrad, & Finegan 
(1999) term these sequences lexical bundles. The lexical bundle approach is, perhaps, the 
most widely employed means of phrase extraction in EAP studies. It has been productively 
employed in the creation of academic phrase lists (Hsu, 2014; Simpson-Vlach & Ellis, 
2010). An obvious drawback of any approach to phrase extraction based on the form or 
frequency of an MWU is that meaning is essentially a secondary consideration. A third 
approach uses statistical strength of association measures to determine how strongly pairs 
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of words are associated. This is the basis on which the collocational networks in Geoffrey 
Williams’s (1998) study of lexis in plant biology research articles are calculated. Finally, 
there is the phraseological approach which examines MWUs in terms of transparency and 
substitutability, that is to say, how they are constrained by semantic and pragmatic 
collocation restrictions. To date, there have been few studies of academic vocabulary which 
adopt this approach. Those that do usually only involve the analysis of a small number of 
corpus-based examples. For example, Hyland and Tse (2009) examine the semantic 
behaviour of analyse across academic disciplines. This paucity of studies may stem from the 
difficulty of operationalising the criteria of transparency and substitutability (Nesselhauf, 
2005) and the reliance on human analysts which makes the process subjective and 
extremely labour intensive (Schmitt, 2010). It is worth noting that the distinction between 
these four approaches is not universally accepted; Granger and Paquot (2008) consider all 
these approaches phraseological. This view is shared in the present study where the terms 
‘phrase’ and ‘MWU’ are preferred and employed fairly interchangeably. It is hoped that the 
precise type of unit being referred to is apparent from the context.    
 
The lack of a consistent approach to MWUs is also reflected in dictionary design. This is 
particularly worrying given the important role phraseology has in native-like competence 
(Howarth, 1998; Nattinger & DeCarrico, 1992). Siepmann (2008) claims that when dealing 
with MWUs most monolingual learners’ dictionaries focus on non-compositional 
expressions such as carry the can, at the expense of semantically orientated collocations. He 
hypothesises that there is a link between the inconsistent treatment of MWUs in 
semasiological learners’ dictionaries and language teachers’ and students’ low awareness of 
them.  He also points out that learners use fewer phrases more often, overuse certain 
phrases for key pragmatic functions, show preference for one-word markers, and tend to 
over-generalise with certain phrases. He attributes these errors to the discrete-word based 
methodology employed in the vocabulary sections of EFL/ESL textbooks which 
encourages the learning of “separate items which may become paired in rather haphazard 
fashion” (Siepmann 2008, p. 195). The treatment of MWUs in bilingual lexicography is 
similar. Pecman (2008) claims that bilingual phraseology has traditionally come second to 
its monolingual counterpart. While outlining an electronic French - English dictionary of 
routine formulae aimed at French academics, she calls for the creation of bilingual domain-
specific phraseological dictionaries citing the domain-specific combinatorial properties of 
words, domain-specific style conventions, and the existence of related fields of knowledge 
that share the same phraseological features.  
 
In light of this brief review of the literature the principal objective of the present study is:  

 

• To examine differences in meaning and use of vocabulary between academic 

disciplines which might be obfuscated by the distributional approaches to 

vocabulary selection habitually employed in English vocabulary studies.       

The following sub-objectives logically follow: 
 

• To demonstrate a feasible means of phrase extraction which accounts for both 

semantic and syntactic concerns.  

• To examine how the behaviour of academic lexis relates to wider phraseological 

approaches. 

• To create guidelines for producing, and an illustrative example of, a useful 

lexicographical resource for the EAP community. 
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The key to achieving these objectives is a corpus-based experiment which adapts aspects of 
Corpus Pattern Analysis (CPA) (Hanks, 2004); a lexicographical technique for mapping 
meaning to text. The interpretation of the results of the experiment with reference to 
research on current approaches to vocabulary selection, phraseological theories of 
language, and research on EAP teaching and vocabulary resources will result in 
methodological, theoretical, and practical contributions to the field of EAP lexis studies. 
Figure 1.0 gives a schematic representation of the intended contribution of the present 
study.  
   

Corpus-based 
experiment 

+ 
Research on current 

approaches to 
vocabulary selection 

= Contribution to methodology 

+ 

Research on 
phraseological 
approaches to  

language 

= Contribution to theory 

+ 
Research on  EAP 

teaching and 
vocabulary resources 

= 
Contribution to EAP 

pedagogy/lexicography 

Figure 1.0. The intended contributions of the present study 

 
This introduction has argued that the historical development of EAP is intertwined with a 
concern for the selection of lexis. Through a brief review of the literature, to be further 
supplemented below, it has argued in favour of an approach to the selection of EAP 
vocabulary which not only takes into account differences in word meaning across 
disciplines, but is truly phraseological taking into account both semantic and syntactic 
concerns. With this in mind the first chapter outlines approaches to linguistic theory which 
might be considered phraseological. 
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1. A PHRASEOLOGICAL APPROACH  
 
In linguistics and other disciplines theorists have long recognised the importance of 
sequences of words in language. Wray (2002) describes how, in the mid-nineteenth century, 
neurologist John Hughlings Jackson noted that aphasic patients were able to utter, prayers, 
rhymes, and greetings, yet were unable to produce new sentences. Writing at the beginning 
of the twentieth century, Saussure (2013) describes how “a very familiar sequence of 
significant units [...] becomes a single unit” (p. 209) in the mind. Jespersen (1924) puts 
forward the existence of speech instinct to explain why speakers often use multi-word 
formulas which they could not feasibly remember if their words are treated as separate 
items. Bloomfield (1933) highlights the difficulty in delimiting the border between bound 
forms, words, and phrases. For Firth (1937) highlighting unusual collocations is essential in 
order to characterise communication in a speech community. Hornby (1954) employs word 
patterns in an attempt to provide learners of English with practical usage information. 
Similarly, Hymes (1962) describes recurrent patterns and routines becoming 
conventionalised for groups and cultures. Bolinger (1976) conceives of language as 
providing the speaker with an “incredibly large number of prefabs” (p. 1). Charles Fillmore 
(1979) argues that mastery of formulaic language is crucial to communicative competence.                
Given this longstanding understanding the importance of sequences of words it is 
surprising that ESP and EAP material creators have persisted with discrete-item wordlists. 
A feasible explanation, in practical terms, is that prior to the widespread availability of 
machine readable corpora creating lists of phrases involved a prohibitive amount of time 
and effort. This could certainly have been true in 1920s and 1930s when a great deal of the 
studies which lay the groundwork for West’s (1953) General Service List were undertaken 
(Gilner, 2011).  However, from the 1990s onwards machine readable corpora have been 
widely accessible thus another explanation is needed. The predominance of generative 
approaches in linguistics since the 1960s, at least in the Anglo-American world and 
Western Europe, offers a more convincing explanation.  
 
Chomsky’s (1965) characterisation of the lexicon as a repository of irregularities of the 
language is typical of the subordinate role attributed to lexis in such frameworks. In very 
general terms, on generative approaches single lexical items are combined by syntax. In 
other words, lexical items are simply the raw material with which syntax builds longer units. 
This might explain the thinking behind providing students with a list of single words with 
which they can build more complex units. To borrow Hunston and Francis’s (2000) 
expression, on this approach “phrases are normally seen as outside the normal organising 
principles of language” (p. 21).  
 
In Remarks on Nominalization (1970) Chomsky recognises some limitations of generative 
approaches as far as morphological transformation is concerned. He suggests idiosyncratic 

nominalisation (destroy  *destroy-ation) might be better accounted for by “fairly 
idiosyncratic morphological rules” (Chomsky, 1970, p. 271) rather than syntactic or 
phonological operations. Later developments within the generative framework can be 
regarded as evidence of a general dissatisfaction with the marginalised position of lexis. 
These include Kaplan and Bresnan’s (1982) Lexical-functional Grammar which was 
developed from Bresnan’s earlier (1978) work in the transformational framework. Hanks 
(2013) argues that Chomsky’s (1981) Projection Principle, which in basic terms contends 
that the syntactic structure of a sentence is projected bottom-up from the lexical properties 
of its predicator rather than top-down from an abstract sentence, is an attempt to repair a 
fundamental theoretical inadequacy. More recently, Jackendoff (2002) has criticised the 
syntactocentricism of generative approaches. He proposes a theory of thematic relations, 
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which is still a fundamentally generative approach, as semantic and phonological levels are 
linked by an independent syntactic level. 
 
The hegemony of generative theories began to wane in the late 1970s. The following 
decades saw the emergence of various approaches to the description of language which 
could be loosely termed phraseological. This chapter provides a by-no-means exhaustive 
overview of some of these approaches and the occasional reflection on how they might 
address EAP lexis. It will also focus of the role of metaphor in some of these approaches. 
Understood here, in the same way as M. Black (1962) and Lakoff and Johnson (1980), as a 
means of interpreting one concept in terms of another, metaphor is of great significance to 
a phraseological approach to EAP vocabulary selection. Lakoff and Johnson’s thesis that 
the function of metaphor is to allow the interpretation of abstract concepts in terms of 
everyday experiences befits the purpose of academic language: the diffusion of knowledge. 
The following caveats should be borne in mind. Firstly, the goal of this chapter is not to 
provide a principled taxonomy of phraseological approaches to language, but rather to 
outline some theoretical concepts which could be useful in an examination of EAP lexis. 
Secondly, theories are not formed in a vacuum; there is considerable crossover between 
approaches. For these reasons, the delimitation of the following approaches should be 
regarded as somewhat impressionistic.           

 
1.1 Lexicographical Approaches   
 
A great deal of research on phrases has been carried out by lexicographers. This is due to 
the need to resolve the practical problem of how to include phrases in the alphabetic 
macrostructure of a traditional dictionary. Traditionally, lexicographers have addressed this 
problem in terms of idioms which are non-compositional and cannot undergo any 
transformations such as passivisation or pluralisation. However, many lexicographers have 
pointed out the limitations of such an approach. Mel’čuk (1995) and Moon (1998) have 
demonstrated that the set of phrases goes far beyond idioms. Moon (1998) outlines three 
types of fixed expressions (including idioms): anomalous collocates such as by and large 
which violate normal rules of English, formulae which include, sayings, proverbs, and 
similes; and metaphors, be they transparent, semi-transparent, or opaque.         
 
Mel’čuk, (1995, 1988, 2006, 2013) distinguishes between two different types of lexical units: 
single-word lexemes, and multi-word phrasemes. Phrasemes are non-free phrases fixed in 
particular ways and to particular degrees. In true idioms, meaning cannot be derived from 
the constituent words, in collocations or semiphrasemes the meaning of one word can be 
derived from the general lexicon, however, the meaning of the other word is collocation 
dependent. Taking the example crack a joke, from Hunston and Francis (2000), the meaning 
of joke is derivable from the lexicon but the meaning of crack depends on the particular 
collocation. In ‘quasi-phrasemes’ the meaning of both collocates is transparent however the 
phrase has an extended meaning. For example start a family could mean have one’s first 
child (Hunston & Francis, 2000). Finally there are pragmatemes which are conventionalised 
phrases chosen, as the name suggests, for pragmatic reasons over other possible phrases in 
given circumstances. Mel’čuk (1995 p. 176) gives the example of food packaging where best 
before... is habitually chosen instead of best consumed before. 
 
As a result of their practical objective of including phrases in the alphabetical index of a 
dictionary, many lexicographers make the practically motivated distinction between free 
and non-free phrases. This has the consequence of underplaying the central role phrases 
play in language. Apresjan's (2000) (translation of 1979 Russian original) study of English 
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and Russian synonyms provides an alternative account of collocations based on the 
concept of “a co-occurrence constraint, which, though not binding, is observed in pedantic 
and literary discourse” (Apresjan, 2000,  p. 5). This approach is somewhat problematic in 
practice since delimiting pedantic and literary discourse is by no means a straightforward 
task. Apresjan does however, like many other approaches outside the lexicographical 
sphere, at least in theory, give phrases a more central role in language than many other 
lexicographical approaches.         

 
1.2 Cognitive Approaches  
 
Many cognitive approaches envisage a central role for the phrase in language. Unlike 
formalist approaches which conceive of language as a self-contained system independent 
“of the speakers who use it and the purposes for which they use it” (Taylor, 2002, p. 6), 
cognitive linguistics regards “language as embodied in the overall cognitive capacities of 
man” (Geeraerts & Cuyckens, 2010, p.4). In common with other human behaviour, on a 
cognitive approach language plausibly involves the cognitive capacities of categorisation, 
figure-ground organisation, the construal of mental images, the creation of metaphor, the 
recourse to conceptual archetypes, automatization, the storage and computation of 
linguistic expressions, social behaviour and, above all, symbolic behaviour. 
 
Theories  of grammar which could be deemed cognitive include Cognitive Grammar (CG) 
(Langacker, 1987, 1990, 1991, 1999, 2008); the approaches presently known as Berkley 
Construction Grammar (BCG) (Fillmore, 1985, 1988; Fillmore, Kay, & O’Connor, 1988; 
Michaelis, 1994; Michaelis & Lambrecht, 1996); Construction Grammar (CxG) as 
conceived by Lakoff (1987) and later developed by Goldberg (1995, 2006), and Radical 
Construction Grammar (RCG) (Croft, 2001, 2005). All these theories contain important 
conceptual differences, but in many respects they are broadly compatible. There are also 
differences in the terms they employ. The discussion below employs a generalised 
terminology. 

 
Figure 1.1. The organisation of language under the symbolic thesis 

 
All these theories are, to varying extents, organised on the principles of the symbolic thesis. 
That is to say that they take that the fundamental role of language is to relate form and 
meaning.  Under this thesis, any linguistic expression comprises three elements: First, as 
represented in Figure 1.1, an element pertaining to form which deals with syntactic 
properties, morphological properties, and phonological properties; second, an element 
which pertains to meaning which deals with semantic, pragmatic, and discourse-functional 
properties; and third a symbolic link which deals with the relation between the 
phonological and semantic units. Importantly, in contrast to generative grammar the 
relation between phonology and semantics is direct; there is no distinct level or syntactic 
module which mediates this relation. In general terms, under the symbolic thesis, there is 
no assumption of a one-to-one relationship between a single orthographic word and a unit 
of meaning.  
 

phonological 

structure 

 

symbolic relation 
semantic 

structure 
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This shared architecture conceals a number of important nuances. Chief amongst these is 
the status of syntactic elements. In BCG constructions are complex units derived from 
primitive atomic units with syntactic feature types such as [gf¬subj], which represents a 
unit which has a grammatical feature which is not a subject, or [cat v], which represents the 
syntactic category verb. In CxG, Goldberg (1995) takes a similar approach to the analysis 
of syntactic roles and relations in argument structure, employing, primitive grammatical 
relations such as Subject and Object and syntactic categories such as Verb.  However, in 
contrast to BCG, for Goldberg (1995) an event’s argument structure is derived from the 
event itself. Thus rob/steal has the participant roles robber and victim. The approach to 
syntactic relations posited by BCG and CxG has consequences for the types of units which 
may be considered constructions. In short, in order to be considered a construction in 
Goldberg (1995) an association of form and meaning must not be fully predictable from 
other form-meaning associations: 

 

C is a CONSTRUCTION iff def C is is a form-meaning pair〈Fi, Si〉such that 

some aspect of Fi or some aspect of Si is not strictly predictable from C’s 
component parts or from other previously established constructions. (Goldberg 
1995, p. 4) 

 
In later work, Goldberg (2006) discards this requirement for non-compositionality on 
condition that a construction occurs with sufficient frequency to become entrenched. This 
modification brings CxG closer to the CG paradigm. Taylor (2002) and Langacker (2005) 
advocate a less restrictive conception of construction whereby any linguistic structure 
analysable into component parts is considered a construction. For Langacker (2005) the 
recourse, in Construction Grammar (CxG), to an autonomous syntax is one of the 
principle differences between the two approaches.  Goldberg (2006) argues that this 
criticism is based on a misconception. She argues that labels such as “Sbj”, “Obj”, “N” and 
“V” in Goldberg (1995) do not refer to “irreducible grammatical primitives without 
corresponding meanings or function” (Goldberg, 2006, p. 221),  but rather facilitate the 
relevant level of description to describe the form of particular construction in recognisable 
terms.  However, she does take issue with the explicitly reductionist nature of CG. Taking 
up Langacker’s metaphor "Grammar exists and needs to be described as such, like water (a 
particular configuration of oxygen and hydrogen atoms), it is however reducible to 
something more fundamental (configurations of semantic structures, phonological 
structures, and symbolic links)" (Langacker, 2005, p. 105), she questions the need for such 
a reduction: “water is clearly reducible to hydrogen and oxygen; however, no reductionist 
account of water is going to explain why water is wet, nor why it is used the way it is: to 
bath in; to drink etc.” (Goldberg, 2006, p. 220). Similar debates about the degree of delicacy 
necessary to analyse phrases abound in most approaches which take a phraseological view 
of language. 
 
In CG syntactic categories are reductionist in the sense that they are related to the construal 
of mental images. Thus, the category “Noun” represents the construal of a non-relational, 
a-temporal thing. A noun is this sense is basic in that it can be conceptualised without 
referring to another entity. A verb such as runs construes an entity as an event which 
presumes the existence of participants for that event. A different approach is taken in RCG 
the complex unit is regarded as a basic unit in which parts are defined in terms of their 
roles by categorisation in terms of formal features such as word order, patterns of 
contiguity, and specific morphemes or classes of morphemes in particular roles. 
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In addition to the status of syntactic elements, in the different cognitive theories of 
grammar there are differences in the relations between these elements. In CG such 
relations are conceived of in terms of predicate-argument relations which, in keeping with 
the symbolic thesis, are both syntactic and semantic. In CxG, Lakoff (1987) represents 
constructions which follow patterns of syntactic elements, lexical elements, syntactic 
conditions and phonological conditions. This allows for relations between individual 
elements and relations between whole constructions. Like Lakoff and Goldberg, Langacker 
(1987) regards valence as symbolic, however, a key difference between CxG and CG is that 
for the latter valence is also gradient.  
 
In CG when an argument fills a role of a predicate it is said to elaborate the relevant 
substructure. As outlined above, runs presumes the existence of a runner. Thus the 
semantic structure for runs includes a schematic runner as a substructure. Valency is 
gradient as “One structure, D, is dependent on another, A to the extent to which A 
constitutes an elaboration of a salient substructure within D” (Langacker, 1987, p. 300). 
With simple expressions such as John runs this is straightforward. However, adapting an 
example from Croft (2007), more complex sentences such as John runs on the track present a 
greater challenge. Here, on the track is dependent on run because run elaborates the highly 
salient figure role of the locative relation on the track. On the other hand, run is autonomous 
relative to on the track because on the track elaborates only the weakly salient substructure of 
the running event. In CG any pair of conceptual structures is subject to this 
autonomy/dependence relation. With this in mind it is reasonable to conclude that on a 
CG approach all language is to some extent phraseological. 
 
As its name suggests RCG posits a radically different approach to syntactic relations in 
constructions. It defines relations between the elements of a construction in semantic 
terms. Citing cross-linguistic evidence of mismatches between syntactic relations and 
semantic content, Croft (2001) rejects syntactic relations altogether. He instead posits the 
idea that morphosyntactic characteristics, which express syntactic relations in other 
theories, link components in the phonological pole to components in the semantic pole. 
 
Cognitive theories generally organise their constructions in hierarchical taxonomic 
networks.  There are, however, some key differences between in the manner in which they 
achieve this. BCG and CxG allow for meronomic as well as taxonomic relations between 
constructions. That is to say, that a part of a construction may itself be considered another 
construction. In addition, Goldberg (1995) posits a third type of link which deals with 
polysemy. For, her constructions that are identical syntactically but different in semantics 
are polysemic. One construction is central and another is an extension. This analysis also 
applies to metaphor as illustrated in section 1.2.1 below. Likewise, in CG there are three 
kinds of relation between units which are fundamental to an understanding of language: 
First: the ‘vertical’ relation between a schema, a less thoroughly specified unit, and an 
instance, a more thoroughly specified unit; Second, the ‘horizontal’ relation between parts 
and a whole; and third, a relation of similarity. The RCG approach is slightly different. 
There are not meronomic links between constructions, instead taxonomic links between 
different parts of different constructions. 
 
In addition to their organisation in taxonomic hierarchical networks, another common 
characteristic which many cognitive theories of language share is their characterisation of 
constructions and the lexicon as opposite ends of same continuum. At one end of the 
continuum, there are complex constructions with many elements. At the other end, there 
are atomic, single element constructions. The patterns for the combination of such 



 

 6 

elements also have the status of symbolic units and these occur on a continuum of 
schematicity. This absence of a discrete lexicon raises the question of how information 
enters and is stored in their hierarchical taxonomic network. Goldberg (1995) characterises 
two principal models for the representation of information; complete inheritance models 
and full-entry models. In BCG a complete inheritance model is employed information is 
represented non-redundantly at the highest and most schematic level its features are then 
inherited by its daughters. CxG, in contrast, Goldberg (1995) allows for a full-entry model 
where information is specified at all levels of the taxonomic hierarchy, however, she also 
allows for an important distinction positing the normal-inheritance model in which 
inheritance can be blocked if it conflicts with information in a specific instance.  As Croft 
(2007) explains “Normal inheritance is a method for accommodating the fact that much of 
what we know about a category is not true of every instance of a category.” (p. 488). Both 
Lakoff (1987) and Goldberg (1995) have recourse to normal inheritance.  
 
A central tenet of frame semantics (BCG) is that understanding the meaning of a word 
involves accessing all related essential knowledge. Fillmore’s oft cited (1976) example 
involves the word sell. In order to understand sell the frame for commercial transaction is 
needed: One person (the seller) has goods and wants to exchange them for money. Person 
two (the buyer) has the money and wants to exchange it for the goods. There is a relation 
of mutual exchange of goods for money (price). In a corpus-based examination of the 
collocational behaviour of risk, Fillmore and Atkins (1992) examine the viability of a frame-
based dictionary which represents “word senses, relationships between the senses of 
polysemous words, and relationships between semantically related words” (p. 75) linked by 
frames. FrameNet (Fillmore, Johnson, & Petruck, 2003) is a practical lexicographic 
implementation of frame semantics its aim is “to document the range of semantic and 
syntactic combinatory possibilities (valencies) of each word in each of its senses” 
(Ruppenhofer et al., 2016, p. 7).  
 
The situation in CG and RCG is quite different. Both approaches employ the usage-based 
model. This model, originally developed in morphology (see Bybee, 2001), maintains that 
language use, particularly frequency of use and the similarity of form and means determine 
the representation of grammatical knowledge in the mind of the speaker. Usage is of 
fundamental importance in CG; structures, regardless of their internal complexity, become 
entrenched through frequent successful use and gain unit status.  These units are effectively 
dealt with by the speaker as integrated wholes. As for the role of similarity of form, novel 
expressions which lack unit status are meaningful if they are sufficiently similar to existing 
expressions with unit status. They can either be instances of more schematic units or 
undergo a process of assimilation through a relation of similarity to an established unit. 
 
On the usage-based approach, individual linguistic experience is crucial in determining 
which multi-word-expressions count as units. Taylor (2002) describes how a person 
encountering the expression tree hugger, might initially attempt to interpret it along the lines 
of the general schema for similar expressions, for example, dog lover  meaning someone who 
loves dogs, and meat eater would someone who eats meat. At first, the incongruence of such 
an interpretation would prove problematic. However, with repeated exposure to tree hugger 
the speaker might realise that the expression has a conventionalized semantic value. Data 
from a pilot-study carried out in preparation for the present study, provides an example of 
this phenomena in EAP. In a corpus of general English the expression the document specifies 
that predominates. It is unlikely that a person would have difficulty interpreting it as 
meaning something akin to the document states. However in a corpus of academic journal 
articles dealing with microbiology sentences such as the mitochondria specify DNA 
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predominate. Such sentences might prove problematic to students from other disciplines 
or those as yet unfamiliar with the technical term in microbiology.  However, with repeated 
exposure they would come to realise that it has a meaning akin to the mitochondria gives 
instructions of how the DNA should be assembled.  An important caveat here is that CG is 
primarily concerned with the way in which speakers conceptualise the word, language 
internal analysis such as this “must be regarded as symptomatic of meaning, not as meaning 
itself.” (Taylor, 2002, p. 192). Taylor, nonetheless concedes, that, for natural language 
processing applications, the computational-statistical approach turns out to be compatible 
in principle with the cognitive grammar approach to issues of word meaning and 
disambiguation.   
 
A taxonomic, hierarchical, usage-based account of language also allows a plausible 
explanation of the often polysemic relation between specialist and non-specialist 
vocabulary, a central concern of the present study. In linguistic categorical-hierarchies the 
basic level category is the one most people would choose when asked to designate an 
object. In general language contexts, such categories tend to be of high frequency of 
occurrence, while more schematic terms above the basic level are often more scientific 
(Taylor, 2002). Conversely, it seems reasonable to assume that less schematic categories 
below the basic level would be of lower frequency of occurrence and would be more 
technical. Crucially, “the level at which things are named varies according to a person’s 
interests and purposes” (Taylor, 2002, p. 131). 
 
In summary, the cognitive approaches outlined thus far offer a theory of language which is 
phraseological and usage based. The concept of entrenchment is particularly important as it 
provides a plausible account of how new phrases become increasingly fixed in the lexicon 
with increasing use. The idea that novel expressions are interpreted through analogy or 
similarity to established forms is also key.  The idea of a taxonomic hierarchy of vocabulary 
offers an explanation for the often polysemic relationship between specialist and non-
specialist vocabulary.  

 
1.2.1 Cognitive Approaches to Metaphor 
 
Metaphor has played a central role in the development of cognitive linguistics. There are a 
number of approaches to metaphor. The Lakovian theory of conceptual metaphors is 
perhaps the most well-known. On this approach, a more abstract domain is construed in 
concrete terms. For instance, the expression we arrived at the conclusion–which one might 
expect to find in academic writing–has the target domain of rational thought and the 
source domain of travelling. Traveller in the source domain maps to thinker in the target 
domain likewise point of arrival maps to conclusion. One of the conceptual metaphors which 
underlie this expression is A CONCLUSION IS A DESTINATION which in turn is an instance of 
the even more schematic underlying conceptual metaphors of IDEAS ARE LOCATIONS and 
THINKING IS MOVING. In a CG framework conceptual metaphors can be conceived of as 
schemas. The schema representing A CONCLUSION IS A DESTINATION is particularly 
entrenched since it is instantiated by a large number of different instances for example: 
reach the conclusion, move towards the conclusion, come to the conclusion etc.    
 
The general direction of mapping from concrete source to abstract target is, for Lakoff and 
Johnson (1980, 1999), evidence that abstract domains must always be conceptualised 
through metaphor. There are a number of objections to this conclusion. Taylor (2002) cites 
the need for a prior conceptualization of the target domain if the hearer is to know which 
elements of the source domain map to which elements of the target domain. He also cites 
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the possibility that the use of an expression in one or more domains does not necessarily 
indicate metaphoricity but a phenomenon more akin to synonymy, where both expressions 
are instances of the same schematic meaning. The lexicalisation or conventionalization of 
metaphorical expressions over time is also problematic. It is difficult to conceive of widely 
used conventional expressions in terms of metaphorical mapping. In fact the expression 
come to a conclusion is so conventionalised that it is doubtful that an unprompted speaker 
would recognise the traveller metaphor (Taylor, 2002). 
 
For Lakoff and Johnson conceptual metaphor, the construal of one domain in terms of 
another, is fundamental to language. The examples such as: I went from the hotel to the airport, 
the inheritance went from George to Philip, the lights went from red to green, are motivated by the 
conceptual metaphors STATES ARE LOCATIONS and a CHANGE OF STATE IS A CHANGE OF 

LOCATION. However, Langacker (1986) rejects the notion that change of state expressions 
are based on metaphor positing instead a schematic notion of change which can be 
instantiated in number of different domains.  
 
There are a number of other approaches to these phenomena which are also compatible 
with cognitive linguistics. An alternative analysis of cross-domain similarities involves 
image schemas. An image schema is “a recurring, dynamic pattern of our perceptual 
interactions and motor programs that gives coherence to our experience” (Johnson, 1987, 
p. xiv). For example, Gibbs and Colston (1995) provide an account of how the physical act 
of maintaining balance results in an image schema which is extended to other domains 
such as psychological judgment (a balanced personality) or judgments (a balanced opinion) 
amongst others.    
 
Talmy’s (1988) system of force dynamics also allows a plausible account. Force dynamics 
concerns the interaction of entities in dynamic situations. The most straightforward of 
these situations involve two entities the Agonist, naturally disposed to rest, and the 
Antagonist who is able to exert a force on the Agonist which may overcome this 
disposition to rest.     

 
1. The ball kept rolling because of the wind blowing on it. 
(The wind overcomes the ball’s natural disposition towards rest) 
2. The ball’s hitting it made the lamp topple from the table. 
(The ball comes to impinge on the lamp overcoming its natural disposition towards 
rest) 
3. They kept me waiting  
4. I kept myself from responding in kind 
5.  That can’t be true  

 
The force-dynamic interactions are obvious in examples (1) and (2) which relate to 
concrete entities. However, the remaining examples illustrate how force dynamic notions 
might apply to other domains. For example, the social domain, in (3) the agonist 
counteracts the antagonist’s natural inclination to wait; the psychological domain, in (4) 
where force-dynamic conflict between two aspects of a person’s psyche; the epistemic 
domain, in (5) where the force of reason overcomes a fact’s appearance of being true. On 
this reading, force-dynamic interactions can plausibly be regarded as unifying schema for 
patterns of interactions which can be instantiated in different domains.   
 
Glucksberg and Keysar (1990) argue that a is b metaphors are not, as traditionally believed, 
similes, but rather “class-inclusion assertions” (p. 3). Following this line of argument, the 
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expression “my job is a jail” sets up a new super ordinate category containing jail and 
certain jobs schematic for “situations that are unpleasant confining, difficult to escape 
from, unrewarding and so on.” (Glucksberg, Keysar, & McGlone, 1992, p. 578), jails and 
certain jobs are instances of this category.  
 
Fauconnier and Turner’s (1998) theory of conceptual blending follows a similar logic. 
Taking again “my job is a jail” as an example, a generic space involving any unpleasant 
confining, difficult to escape from, unrewarding situation is created. The input spaces are 
prison and job. The resulting blend contains element of both input domains and acquires a 
new logic that is not present in either of them. For example, following Taylor (2002) if 
someone is imprisoned in their job they have the option of escaping, but in the blend job 
and jail, the manner of escape is quite different from the manner of escape from a literal 
jail. 
 
All of the above provide plausible accounts for a function which is particularly important in 
academic language: The expression of abstract concepts in concrete terms. 

 
1.3 Functional Approaches 
 
Like the approaches examined above, Functional Grammar (FG) has its genesis in 
frustrations with generative approaches. For proponents of FG these frustrations centre on 
the inability of generative grammar, with its emphasis on propositional meaning, to account 
for pragmatic uses of language and the influence of context beyond the immediate 
sentence. In order to address these concerns Haliday (1994), among other proponents of 
FG, proposes that analysis of language take place in terms of three metafunctions: 
Interactional, experiential, and textual. These metafunctions correspond to three 
components of the grammar each with its own systems of choices (Figure 1.2). The 
meaning of message is the result of the choices in all the relevant systems of the three 
components. 
 
A functional analysis of language necessitates going beyond a view of words as discrete 
units of meaning. Halliday (1994) accounts for such a view with groups which are roughly 
analogous to phrases in generative grammar. These groups are the constituent parts of 
clauses. A clause can be viewed as having a series of functional slots in the interpersonal 
component for example: Subject, Predicator, Object, and Adjunct, which can be filled with 
groups with certain structural qualities.  In addition to the three components, the Rank 
Scale (Halliday, 1994) establishes the relation between the different levels of analysis in FG. 
Clauses are made up of one or more groups, which in turn comprise one or more words, 
which in turn consist of one or more morphemes. While, at first sight, the relationship 
between clause and groups may seem little different from the recursive structure in 
generative approaches, it is the labelling of these groups according their functional rather 
than structural role which points to the existence of lexical units of meaning which go 
beyond the single word.  
 
These structures are linked to data in terms of exponence relations which relate the abstract 
categories of the theory to the data. In many other approaches this is called realization. 
Words are exponents of grammatical level units, which are similarly semantic level 
categories. Theoretical classes of the same category are also linked by exponence 
relationships for example DETERMINER is an exponent of the more abstract WORD. 
Another Hallidean notion which hints at a central and organising role for phrases in 
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language is that of the scale delicacy, in other words the level of detail and particularity an 
exponent represents. This allows the analysis of embedded phrases. 
 

Type of structure Who ‘s taken her calculator? 

Experiential  Actor Process Goal 

Interpersonal  Subject Finite Predicator Complement 

Textual  Theme Rheme 
Figure. 1.2. The three kinds of structure in the clause reproduced from Thompson (1996, p. 32) 

 
A description of language based on metafunctions also provides an account of language 
variation across register and genre.  Halliday and Hasan (1989) define register as “variation 
according to use” (p. 41). They cite three main dimensions of variation which characterise a 
register. Each of these dimensions corresponds to a metafunction. The field describes what 
is being talked about and corresponds to the experiential metafunction. The tenor relates to 
how the language is used in interaction. The mode refers to whether language is being 
written or spoken and corresponds to the textual metafunction. Genre is the relation of 
register to purpose, it relates to what speakers and writers do with language and how they 
organise language to achieve that aim (Thompson, 1996). 
 
Halliday (1994) has argued against regarding language only in terms of discrete constituents 
each with a clearly identifiable meaning. There is evidence to support this argument from 
each of the three metafunctions of language. An examination of modality demonstrates 
how interpersonal meaning does not involve a one-to-one link to a constituent but is 
instead extended over the whole clause (Thompson, 1996). Take for example the following 
sentences from (Thompson, 1996, p. 56):    

 
He has said nothing to me about that. 
He hasn’t said anything to me about that. 

 
In the first sentence it is the complement nothing which expresses negative polarity, while in 
the second sentence this is expressed by the finite hadn’t with the mood adjunct anything. In 
an examination of hedging in academic research articles Hyland (1998, p. 135) provides 
examples of a similar phenomenon related to the textual metafunction. 
 
An examination of evaluation provides further evidence of the unstable relationship 
between single words and meaning, as well as the primordial role of lexis in this function. 
Thompson (1996) claims “much of evaluation is expressed by lexical choices and there are 
few grammatical structures which can be seen as having evolved with a primarily evaluative 
function” (p. 65). This is particularly apparent in the case of swearwords and obscenities 
which according to Halliday (1979) “may occur at any or all points in the clause; it does not 
matter what segments they are attached to – many writers have noted that such elements 
readily occur even in the middle of word” (p. 66) 
 
Analyses of the experiential metafunction involve labelling clause constituents as processes, 
participants, and circumstances. Processes can be categorised according to their transitivity 
Table 1.1 gives an overview of process type, core meaning, and corresponding participants.  
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Table. 1.1 
Overview of process types reproduced from Thompson (1996, p. 102) 
 
Process type 

 
Core meaning 

 
Participants 
 

material 
mental: 
perception 
cognition 
affection 
relational: 
attributive 
identifying 
verbal 
behavioural 
existential 

‘doing’, ‘happening’ 
‘sensing’ 
‘perceiving’ 
‘thinking’ 
‘feeling’ 
‘being’ 
‘attributing’ 
‘identifying’ 
‘saying’ 
‘behaving’ 
‘existing’ 

Actor, Goal 
Senser, Phenomenon 
 
 
 
 
Carrier, Attribute 
Identified, Identifier/Value, Token 
Sayer, Receiver, Verbiage, Target 
Behaver 
Existent 
 

 
The participant role Range, an “element that specifies the range or scope of a process” 
(Halliday, 1994, p. 146), provides slightly more speculative evidence of the unstable 
relationship between single words and meanings. In essence, range works together with a 
verb to express process when the verb itself ‘lacks’ something of the meaning. In many 
cases, such as in the first sentence below, this is a similar phenomenon to phrasal verbs. In 
this sentence birth is labelled as Range and works together with the general verb give to 
complete the material process give birth. In the second sentence the lake works together 
with the verb cross to complete the process of movement.    

 
She gave birth to a baby boy. 
The crossed the lake by boat. 

 
As implied by its name, the textual metafunction of language deals with clauses in the wider 
context of a text as a whole. As such, it follows that analyses of this function do not 
assume that individual words are discrete units of meaning later arranged by syntax. The 
textual metafunction consists of two principal units the Theme and the Rheme. The 
Theme, for Halliday (1994) “the starting point of the message” or “the ground from which 
the clause is taking off” (Halliday, 1994 p. 38) and for P. Fries (1995) a framework for the 
interpretation of what follows. Rheme is a somewhat controversial concept (see U. Fries, 
1984). Nonetheless, an analysis of Theme elucidates a number of ways in which a speaker 
can group together one element of the message as a single constituent. Halliday (1994) 
terms the first of these Thematic Equatives, traditionally they are also known as pseudo-
clefts. 
 

[What happened] was that Benjamin Lee Whorf picked up Boa’s example and used 
it. 

 [Benjamin Lee Whorf] picked up Boa’s example and used it. 
 
The pair of sentences above taken from (Thompson, 1996, p. 126) could be said to have 
the same meaning in so much as they both contain all the components of same message. 
However, the second sentence does not use any words of the theme. Thompson claims 
that this demonstrates that almost any combination of meaning components can be 
grouped to form a theme.     
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While traditional generative approaches offer accounts for these operations and others like 
them, the differentiation made between deep structure and surface structure suggests that 
they may be regarded as afterthoughts. FG makes no such distinction and such operations 
are regarded as a central part of the language.     

 
1.3.1 Metaphor in Functional Grammar        
 
Metaphor is central to functional grammar. Halliday (1994) rejects the traditional 
distinction between metaphorical expressions and literal expressions. Instead, making a 
distinction between mental and external representations, he prefers the term ‘congruent’ 
which Thompson (1996) informally defines as “closer to the state of affairs in the external 
world” (p. 165). On an FG approach metaphor is extended to grammar because ‘things’ are 
generally congruently encoded by nouns while ‘happenings’ are generally congruently 
encoded by verbs. However, for metaphorical encodings this is not the case. The logical 
outcome of this is the concept of grammatical metaphor: “The expression of meaning 
through a lexico-grammatical form which originally evolved to describe a different kind of 
meaning” (Thompson, 1996, p.165). Importantly, and in a similar way to CG as conceived 
by Langacker (1987), metaphor is present in all language. It is a characteristic which gives 
language its flexibility; all language is congruent or metaphoric to some degree.  In practice 
it is not possible to separate meaning and expression in absolute terms while a congruent 
wording of a metaphorical expression might refer to the same state of affairs the writer or 
speaker has chosen the metaphorical reading for a reason, to simply regard the 
metaphorical expression as an equivalent of its congruent representation is to obscure 
much of the meaning the speaker wanted to convey. Halliday and Martin (1993) 
demonstrate how an analysis of grammatical metaphor in scientific writing calls into 
question the epistemic basis of its supposed objective stance.     

 
1.4 Corpus Approaches   
 
Another group of approaches to language description which could be termed 
phraseological hail from corpus linguistics. It is worth pointing out, that there is some 
debate surrounding the epistemological status of corpus linguistics. Some consider it a 
theory, for instance Teubert (2005) and Tognini-Bonelli (2001), while for others, including 
McEnery, Xiao and Tono (2006), it is primarily a methodology. 
 
Irrespective of this debate, corpus linguistics has some central tenets which have 
implications for the way in which we conceive of language. Foremost amongst these is that, 
unlike cognitive approaches, for many practitioners corpus linguistics is not chiefly 
concerned with the mental representation of words, traditionally it is more concerned with 
text; many corpus linguists reject the Saussurian distinction between langue and parole 
(Carter, 2004). Instead corpus linguistics often takes a distributional approach in which 
frequency plays a fundamental role. The outcome is a view of language which could be 
considered phraseological. For example, in practical application of a corpus methodology, 
Biber et al. (1999) extract frequently occurring ‘lexical bundles’, that is, frequently occurring 
strings of words.  
 
Dealing with more theoretical concerns, Sinclair (1991) posits the existence of the Idiom 
Principle, a tendency for the co-selection of words which gives rise to collocations and 
idiomaticity. Its counterpart the Open-choice Principle describes the tendency of words to 
occur freely the only constraint on their occurrence being grammaticalness. In practice, 
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most usage lies between these two principles. Sinclair’s (1996b, 1998) attempts to address 
the theoretical question of the nature of the word as a unit of meaning, are the logical 
extension of such principles. In essence, using corpus techniques Sinclair demonstrates that 
units of meaning do not map to single orthographic words but rather phrases which he 
terms lexical items. Sinclair (1998) outlines a model of lexical description which accounts 
for this phenomenon. The model involves five categories of co-selection for words in a 
lexical item. The first two categories; the core, and the semantic prosody are obligatory. 
The remaining three categories; collocation, colligation, and semantic preference are 
optional. Sinclair demonstrates the model with reference to the verb budge which represents 
the core. In an examination of corpus lines he demonstrates how the prototypical 
dictionary definition of budge: “to (cause to) move a little” (LDOCE in Sinclair, 1998 
reproduced in Sinclair, 2004b, p. 142) is not adequate. In the majority of instances in the 
corpus budge exhibits negative semantic prosody demonstrating colligation with negative not 
or n’t in other cases there is colligation with to which in turn collocates with forms of the 
lemma refuse. Similarly, where other collocates occur there is a strong semantic preference 
for refusal. 
 
A similar approach could be adopted with EAP vocabulary. In the data from a study of 
corpus based collocational behaviour of academic words (Rees, 2013; 2016). The verb stress 
exhibits negative semantic prosody in texts from a corpus of management studies articles, 
while in a corpus of microbiology articles it is neutral. 
 
Concerns about the nature of the word as a unit of meaning also raise questions about the 
epistemic status of language. Sinclair (1996) argues that single-word term-bank style 
lexicons support the idea of language as a carrier of message. In contrast, there is a vision 
of language where form and message are conceived of as inseparable interactions between 
words and other sections of texts which implies that words cannot be regarded as 
asynchronous stable units of meaning. To account for this view, Sinclair posits the 
existence of the empty lexicon. Here, the lexicon is empty to the extent that words have no 
a priori meaning, instead, meaning is constructed over time through usage. Usage data is 
obtained through the study of corpora in which “meanings may arise from the loose and 
varying co-occurrences of several words, not necessarily next to each other” (Sinclair, 1996, 
reproduced in Sinclair, 2004c, p. 160) as a consequence entries cannot be specified in 
advance because of the vast number of possible relations between words in their formation 
of lexical items.  
 
Hoey (2005) also posits a usage-based account of the lexicon. Inspired by the 
psycholinguistic notion of priming he argues that collocation can only be accounted for by 
assuming that every word is mentally primed for collocational use. His theory of lexical 
priming is a usage-based theory in which as words are encountered in speech or text, they 
are acquired in conjunction with the context and co-text in which they occur. In this way a 
speaker’s knowledge of a word includes its collocational behaviour in a given context.  
     
G. Williams’s (2008) notion of collocational resonance is related to lexical priming. 
Collocational resonance is based on the idea that users transfer semantic and etymological 
aspects of previously-encountered language, although they may not always be conscious 
that they are doing so. This priming effect can occur diachronically and synchronically. It 
can be traced by deriving collocational networks from corpora. This involves using 
statistical criteria to automatically extract the salient collocates of a given node word. The 
branches of this network are in turn linked to other node words. By comparing the 
semantic characteristics of the collocates extracted for a given node, G. Williams (2008) 
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demonstrates how phraseology from the King James Bible resonates with Shakespeare. 
Similarly, G. Williams and Millon (2014) demonstrate how, through an examination of the 
collocational networks of probe in general and specialised corpora, semantic transfers 
between general and specific domains can be revealed. Somewhat confusingly, Hanks 
(2006, 2013) uses the term resonance, in a similar yet distinct way, to refer to semantic 
transfer from the literal to metaphorical. 
 
Sinclair’s (2001) Lexical Grammar is essentially a call to reconsider traditional pre-corpus 
grammar categories and create a corpus based grammar which is based on corpus evidence 
instead of a priori assumptions about parts of speech. Sinclair and Mauranen’s (2006) 
Linear Unit Grammar (LUG) is perhaps the most complete example of such a grammar. 
 
Inspired by Brazil’s (1995) work on phonology, LUG primarily deals with corpora of 
transcribed spoken language but it can also be applied to the written mode. Sinclair and 
Mauranen postulate the existence of ‘natural units’: so-called chunks of language which 
have psycholinguistic salience, in so much as, humans “acquire the ability to see a complex 
multi-layered sentence as a string of chunks, discernible in text” (Sinclair and Mauranen, 
2006 p. 130). Their descriptive model involves separating text into chunks. These chunks 
are then classified as different types of elements of which there are two basic types. M 
elements deal with what is being talked about while O elements are concerned with 
organizing discourse. O elements can be further classified into OI elements which organize 
interactivity between speakers and OT elements which deal with textual coherence. M 
elements can be further classified into several types according to their role in the 
development of topic matter in a conversation.  Straightforward M elements are complete 
units which require no additional element to be complete.  Fragmented message elements 
such as hesitation markers, e.g. umm, and repetitions, the the the, are labelled MF. M- 
elements are those which, unlike MFs, clearly contribute to the shared knowledge while 
raising the impression that they will be completed by another interlocutor. They 
complement are +M units which supply the appropriate completion material. MR elements 
represent reformulations of previous message elements while MA elements are ‘bumps’ in a 
speakers turn unlike MF elements they are not abandoned completely but instead replaced 
with new starts. The final stage of the procedure involves the recombination of elements to 
create an output conventional enough for further grammatical analysis. 
 
The recombination process involves eight operations. The first involves the removal the 
OI elements. This operation is repeated for MF elements. Then, those MA elements which 
refer to something fragmentary or are removed while incomplete MAs are then joined with 
+Ms. Similarly, M- and +M are also joined. Next MS units are added to the nearest 
previous M to leave long stretches of M elements interspersed with OT elements signifying 
the relation between them. The next task involves merging MR elements with the M 
elements of which they are reformulations. The next in the recombination process is a final 
adjustment process aimed at checking whether the removed M and O elements contained 
information important to understanding. In the final product spoken text is adjusted to 
written norms. 
 
There are a number of limitations to the scope of LUG; unlike cognitive and construction 
grammars it makes no claims to comprehensively describe all grammatical knowledge. 
Instead its authors see it as a theoretically valid and principled ante-step towards the 
obtaining of conventionalised data from inaccessible modes of language, i.e. speech, which 
may then be examined using other approaches.  
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Hunston and Francis’s (2000) Pattern Grammar (PG) is perhaps the most well-known 
corpus-driven approach to the lexical grammar of English. Unlike LUG, it relies on pre-
corpus grammatical categories and has considerably more descriptive power. PG was 
developed during the creation of second edition of the Collins Cobuild English Dictionary 
(COBUILD2; Sinclair, 1995) and the associated Grammar Pattern Series (G. Francis, 
Hunston, & Manning, 1996, 1998) A pattern is defined by Hunston and Francis (2000) as: 

 
A phraseology frequently associated with (a sense of) a word, particularly in terms 
of the prepositions, groups, and clauses that follow a word. Patterns and lexis are 
mutually dependent, in that each pattern occurs with a restricted set of lexical items, 
and each lexical item occurs with a restricted set of patterns. (p. 3) 

 
Unlike LUG, PG does employ pre-corpus categories; however Hunston and Francis (2000) 
reject structural labels such as object, complement and adjunct in favour of “superficial 
word class labels” (p. 45) such as v, n, adj, adv, that (defining that clauses), ing (ing forms), 
to –inf (infinitives), and wh (wh- and how questions).  For the authors, the labels are 
superficial insomuch as word class itself is best identified on the basis of the behaviour of 
words in patterns. Their approach involves searching for a node word in a corpus then 
using these labels to annotate corpus lines found for each node word. The result of this 
process is a series of patterns associated with a given node word. 
 
The corollary is that a pattern can be associated with a number of different words which 
often display similar meanings. Words which are associated with patterns can be arranged 
in ‘notional groups’ according to their meaning.  In G. Francis et al. (1996) the category of 
logical relations, which in Halliday’s (1994) terms “set up relations between two separate 
entities” (p. 199) be they concrete nouns or nouns which themselves realise complex 
processes and ideas, forms one such notional group. Halliday, explains this type of complex 
realisation in terms of grammatical metaphor, specifically “ideational metaphor” which, for 
him, is typical of academic writing. Hunston and Francis also envisage a role for notional 
groups in ELT.  
 
Further information about meaning in particular notional groups can be gleaned by 
mapping participant roles, such as those employed by Halliday (1994), on to patterns.  The 
configuration of participant roles is dependent on both pattern and lexical item. Similarly, 
Hunston and Francis (2000) argue that, to a certain extent their research supports the 
general assertions of valency grammarians such as Levin (1993) to the extent that it is 
possible to classify verbs in groups according to their syntactic patterns and general 
meaning. However, they argue that using corpus derived data rather than data which is the 
result of introspection brings to light the limitations of Levin’s conclusions.  
 
In contrast to Levin (1993), Hunston and Francis (2000) do not regard association of 
pattern and meaning as completely deterministic. Moreover, in contrast to Sinclair (1991), 
they do not conceive of a one-to-one correspondence between pattern and meaning. In an 
examination of the literature they identify three theoretical positions regarding this 
question. The ‘weak’ position that holds that the association between words exhibiting a 
certain pattern and meaning is not entirely random; Owen (1993) might be regarded as a 
proponent of this position. Hunston and Francis (2000) situate their view as an 
intermediate position which suggest that: “given a list of words occurring with a particular 
pattern, the majority will be divisible by most observers into reasonably coherent meaning 
groups” (p. 86). The strong view, consistent with that of Sinclair, posits a one-to-one 
relationship between meaning and pattern. 
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The idea of analogy as a mechanism for language change might account for this 
inconsistent relationship between meaning and pattern. In a similar manner to CxG and 
FG approaches analogy plays an important role in PG.  Hunston and Francis (2000) 
speculate that speakers begin to use patterns prototypically associated with words which 
have particular meanings, with different words which have similar meanings to the 
prototypical words through a process of analogy. By means of example the authors 
hypothesise that although typically and most frequently used with the pattern V n with n, 
e.g. ‘to provide someone with something’, the verb provide sometimes, albeit infrequently, 
occurs in the pattern V n to n e.g. ‘to provide something to someone’ by analogy with give. 
While prototypical uses form the core of notional groups, analogous uses form part of an 
area of ‘flux’ beyond. Hunston and Francis (2000) demonstrate how many words in ‘flux’ 
can be subsumed by more general meaning categories or explained in terms of deliberate 
exploitations of semantic prosody. 
 
Although it plays an important role in PG, frequency of occurrence alone does not provide 
sufficient evidence to indicate patterns. This contrasts with a view taken by many corpus 
linguists and calls into question the utility of approaches, such as the lexical-bundle 
approach, which rely solely on frequency of occurrence. Firstly, a naïve or injudicious 
interpretation of concordance lines selected on the basis on co-occurrence can conceal the 
word a pattern belongs to. The corpus lines below adapted from Hunston and Francis, 
(2000, p. 71) illustrate this problem. Although at first glance the two lines could be 
interpreted as pertaining to the pattern N that, on Hunston and Francis’s analysis the 
second line pertains to the pattern V that  in this case with the verbal slot being filled by 
prove.  

I felt an incredible amount of satisfaction that the perpetrators 
It’s easy to prove to your oven satisfaction that you are worth many times 

 
Another argument against relying solely on frequency to identify patterns involves the 
question of the dependency of the node verbs and it collocates. Hunston and Francis 
(2000) argue that train as an architect or train in modern dance, are instances of the pattern verb 
as N or verb in N, while train at [location], train for [time period], train with [person] train in 
[location] are not patterns. This is because while the choice of as or the first instance of in 
have a mutual dependency with the verb train, in the other instances there is no such 
dependency. In Sinclairian terms trained as and the first instance of trained in are selected in 
accordance with the Idiom Principle. In many cases the dependency relations in a corpus 
line are not so easily delimitated.      
 
In addition to the role of frequency, PG also differs from other corpus-driven approaches 
to the description of language in the extent to which it seeks to generalise. Whilst, the 
comparison is not entirely valid since the grammars were conceived of with very different 
purposes in mind, PG offers a more delicate description of language than LUG. In 
contrast, PG is somewhat more general than Sinclair’s approach to language which seeks to 
describe the behaviour of individual words and the patterns of specific lexical items. 
Hunston and Francis (2000) touch on the limitations of PG, highlighting the possibility of 
using the approach to describe certain patterns in more detail and the problems that such 
description involves. The pattern ADJ in n, in a sentence such as “She is adamant in her 
refusal to make any statement” (G. Francis et al., 1998, reproduced in Hunston and 
Francis, 2000, p. 78), is often used with adjectives which indicate strong beliefs. The nouns 
involved usually relate to a way of thinking i.e. belief or a way of talking i.e. support, opposition, 
or refusal.  The noun group often starts with a possessive determiner, in this case her. With 
reference to Halliday’s (1994) grammatical metaphor, Hunston and Francis (2000) argue 



 

 17 

that the sentence might be “a metaphoric representation of the congruent She adamantly 
refused to make any statement” (p. 79). The words success and failure present a similar problem. 
In G. Francis et al., (1998) they are grouped under the pattern N as n, but this essentially 
only the case when the pattern occurs as part of a more specific pattern as highlighted in 
the sentences below from G. Francis et al., (1998).  

 
I knew I could be a success as a fighter and a human being. (v-link N as n)  
 
Bella is modest about her success as Young Designer of the Year. (poss N as n) 
 
We need more research reports on the failure of men as fathers and housekeepers 
and on the growing burdens imposed on working mothers. (N of n as n) 

 
These, and other similar problems, are a question of a trade-off between descriptive 
specificity, and simplicity in representation. This issue depends a great deal on the intended 
purpose of the description. The following two chapters will examine in more detail the 
question of EAP learners’ needs and how they might be met in lexicographic resources.  
 
Since a pattern may be represented as belonging to any of its constituent lexical items, PG 
can be viewed as either a constituent hierarchical grammar, or a linear one.  Figure 1.3 
below, taken from Hunston and Francis (2000, p. 202) shows a hierarchical representation 
of a sentence. 
 

 
Figure 1.3. A representation of a hierarchical analysis of the sentence “Byers pleaded guilty believing his 
candour would save him from the death sentence” 

 
Following the work of Brazil (1995) a linear representation is also possible since each word 
that has a pattern might be seen to prospect the elements of that pattern. This linear 
representation of pattern avoids the problematic question of how to account for embedded 
clauses, for example, in Hallidean terms there is no need to invoke a rank shift. Another 
advantage of a linear interpretation is that patterns which begin with the dummy subject 
there are can be better accounted for. 
 
Before moving on to examine the treatment of metaphor in corpus linguistics, it is worth 
mentioning the partial parsing or shallow parsing approaches adopted in NLP and 
information retrieval which might also be considered phraseological. It is debatable 
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whether these approaches fall within the remit of corpus linguistics. On one hand, as with 
many other corpus approaches their primary concern is the surface structure, on the other 
hand, unlike most corpus approaches they employ a top down approach from grammar to 
text (see for example Coniam, 1998; Hasegawa, Sekine, & Grishman, 2004; H. Yang, 1986). 

 
1.4.1 Corpus Approaches to Metaphor  
 
Unlike CG and CxG corpus linguistics has traditionally been more concerned with text 
rather than the mental representation of words. Most corpus treatments of metaphor 
employ corpus linguistics techniques as a methodological tool for the study of metaphor 
under other theoretical frameworks. Deignan (2005) provides a detailed review of the use 
of corpus techniques to study metaphor in cognitive linguistics, and discourse analysis. 

 
1.5 Psycholinguistic Approaches 
 
Proponents of all the approaches addressed thus far in this chapter have all, to some 
extent, emphasised psycholinguistic plausibility. There are, however, very few empirical 
studies which support these claims. Moreover, there is disagreement between those studies. 
Bolander (1989) claims phrases allow the memory to economise on the processing effort 
needed. Memory capacity has been linked to fluency, N. Ellis (1996) and Towell, Hawkins, 
and Bazergui (1996) claim that phrases promote fluency as they rely on declarative 
knowledge, which does not require the speaker’s attention, rather than procedural 
knowledge which does. Pawley and Syder (1983) also make a link between phrases and 
levels of fluency which, they claim, would not be possible if speakers were solely reliant on 
individual words. They argue instead that a series of prefabricated strings and frames is 
used to reduce the workload of the memory. The few experiments carried out to test this 
hypothesis have presented conflicting results. Schmitt, Grandage and Adolphs (2004) use a 
psycholinguistic dictation task to establish how native and non-native speakers reproduce a 
variety of phrases. From this they conclude that there is not enough evidence to claim that 
phrases are stored in the memory as whole units. In contrast, Underwood, Schmitt and 
Galpin (2004) employ an eye-movement tracker to demonstrate that phrases offer an 
advantage in terms of processing effort. Schmitt and Underwood (2004) employ a self-
paced reading task to measure recognition times for the individual words in phrases for 
native and non-native speakers. While no difference was found between the two groups 
overall, non-native speakers recognised words which formed part of phrases more quickly 
than those words which did not. 

 
1.6 The Theory of Norms and Exploitations   
 
The present study investigates the phraseological behaviour of verbs across academic 
disciplines and explores how they might be adequately represented in lexicographical 
resources for EAP users.  With this aim in mind this chapter has outlined a number of 
approaches to the analysis of language which, in contrast to traditional generative 
approaches, could be considered phraseological. An examination of lexicographical 
approaches dealing with so-called fixed phrases brings to light the difficulties in delimiting 
such phrases from language in general. Cognitive approaches provide a plausible yet 
speculative account of how MWUs might be represented in the mind and countenance a 
key role for metaphor. Corpus approaches, provide a means of analysing real language thus 
avoiding the hazardous practice of inventing examples. Theoretical insights gained from 
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corpus studies are also important. This is particularly true of the Idiom Principle which 
situates the phrase at the heart of language as a central organising principle. Equally 
important is the emphasis that many corpus linguists place on paradigmatic and inter-
textual matters. These matters are also of great importance in functional linguistics which 
demonstrates the possibility of examining language systemically at different levels of 
granularity. The conclusion of this brief overview is that an ideal theoretical framework for 
the study of the phraseological behaviour of verbs across academic disciplines would be 
systemic, evidence based, deal with meaning at a paradigmatic as well as sentential level, 
provide an adequate account of metaphorical language, and prove practicable with large 
amounts of data. Going full-circle back to a lexicographical approach Patrick Hanks’s 
(2013) Theory of Norms and Exploitations (TNE) along with its practical lexicographically 
orientated counterpart Corpus Pattern Analysis (CPA) represents such a framework. 
 
In common with Hoey (2005), lexical primes play a primordial role in TNE. Words do not 
have meanings in isolation; instead, in a similar fashion to Hunston and Francis’s (2000) 
pattern grammar, they have a number of different meaning potentials which can be 
activated by different collocational patterns. In TNE collocates are arranged in lexical sets 
according to their collocational preference. In the Firthian mode, these lexical sets are 
mapped to syntactic structures as colligations. The resulting complex patterns, similar to 
form/meaning pairs of construction grammar also have a cognitive element as they 
represent the speaker’s beliefs about the world. Hanks (2013, p. 215) conceives of language 
as a “double-helix” consisting of rules governing conventional collocation of words, 
intertwined with a set of rules specifying the ways in which those norms are exploited. 
These elements are not strictly delimited; they are poles at opposite ends of a continuum as 
illustrated in Figure 1.4. 

 

Norms Alternations   Exploitations 
Figure 1.4. Hanks’s continuum of rules governing collocation 

 
In TNE, corpora play an essential role. Not only are they the means by which lexical sets 
are mapped to syntactic structures as colligations through a lexicographical technique 
known as Corpus Pattern Analysis (Hanks, 2004; Hanks & Pustejovsky, 2005), but they are 
also the source of evidence from which many of the insights on which TNE is based are 
derived. This will become apparent in the remainder of this section which deals with 
norms, exploitations, and alternations in greater detail. 
 
For Hanks (2013), in a reasonably sized corpus, normal usage is immediately apparent from 
the large number of similar collocational and syntactic patterns. These patterns can be 
elucidated by examining a number of phenomena including the interplay of a collocate’s 
extensional and intensional characteristics, the correlation between two or more lexical sets 
in different clause roles for a given keyword, and what collocates indicate about the key or 
base word’s presuppositions and implications, contextually determined default 
interpretations, and semantic prosody.  
 
There are two aspects of norms which are especially relevant to a study of the behaviour of 
vocabulary in texts from different academic disciplines. Firstly, norms can be domain- 
specific; in certain domains collocations containing a given word might display different 
characteristics, for example semantic types, or semantic prosody which, in Louw’s (1993, p. 
157) terms is “consistent aura of meaning with which a form is imbued by its collocates”, 
than it would in general language.  Norms also change over time, thus uses of language that 
were once novel become conventionalised through repeated use over time in a discourse 
community. G. Williams (2002) demonstrates how this evolution of meaning presents 
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problems for corpus studies of specialised language which is subject to more rapid change 
in and creation of meaning and use than general language. 
 
In general humans are predictable in their language use. Normal usage accounts for the vast 
majority of language. However, we are capable of novelty in expression. In TNE this 
capability is accounted for by the mechanism of lexical exploitation by which old things can 
be said in new and interesting ways and new meaning can be created ad hoc (Hanks, 2013, 
p. 211).  Exploitations are situated at the opposite end of the continuum to norms and can 
take a variety of forms. Hanks offers a typology of linguistic phenomena which can 
sometimes be regarded as exploitations. This includes, ellipsis, an exploitation which can be 
employed to change the focus of verb meaning; the use of anomalous collocates, in other 
words “non-canonical members of a lexical set” (Hanks, 2013, p. 169) as a rhetorical 
device; and semantic-type coercion, a concept from Generative Lexicon Theory 
(Pustejovsky, 1995), which explains how some words are coerced into having different 
semantic types by their context.  
 
Metaphors and similes are particularly important exploitations. In common with many 
cognitive linguists, Hanks attributes a central role to metaphor in language. In Hanks 
(2010) he identifies the criterion of semantic resonance as central in the disambiguation of 
metaphorical and literal word senses. Conventionalised metaphors abound in everyday 
language and evidence the fluid nature of norms and exploitations. Over time and with 
repeated use in a discourse community metaphors which were originally novel exploitations 
of language use are conventionalised and become secondary norms. Exploitations also play 
a key role in rhetoric. However, that is not to say that all rhetorical tropes are exploitations. 
For example, like a great deal of metaphors, many examples of metonymy and synecdoche 
have become secondary norms. 
 
Hanks (2013) states “some norms are more normal than others; some exploitations are 
more outrageous than others” (p. 316). Alternations represent a middle ground where one 
element can be substituted for another with no change in meaning. Be they lexical (e.g. the 
substitution of a lexical word), syntactic (e.g. active or passive), or semantic (e.g. changes in 
focus, you can talk about calming someone or alternatively, with a slightly different focus, 
about calming someone’s anxiety (Hanks, 2013, p. 316)).  
 
From a cognitive perspective lexical alternations are important. They allow users to say 
different things in a manner which is still intelligible to other users because it closely 
corresponds with other prototypical or schematic phrasal patterns. In effect, the hearer or 
reader is primed to understand the lexical alteration by the underlying phrasal pattern. 
Semantic-type alterations are regular and widespread. Take for example the sentence pair 
below which illustrates an alternation in subject position between [[Human]] and 
[[Institution]]: 

 
The mayor announced a new policy. 
The city council announced a new policy. 

 
The active/passive alternation is the most frequent syntactic alternation in English it is 
widely used to change the focus of a sentence, for example the passive is often employed to 
emphasise an event rather than an agent. Causative/inchoative alternations are also very 
frequent with some verbs they are quite unexceptional have very little impact on sense 
while with others they, are less frequent and change the sense of a verb a great deal. Within 
the framework of TNE, the latter can be regarded as exploitations rather than alternations. 
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Other common syntactic alternations include indirect object alternation and reciprocal 
constructions. These are widespread but have very little influence on meaning. The same 
can be said for a number of ellipsis alternations where the meaning can be implied from the 
wider context of the text. When such ellipsis occurs frequently with a given lexical item it is 
regarded as a norm. Conversely, when it is relatively infrequent for a given word it can be 
regarded as an alternation.  
 
The regularity and widespread nature of alternations raises the question of whether it is 
prudent to represent them in lexicographical resources. Hanks (1994) regards this question 
as an instance of the debate between what he characterises as lumpers and splitters. 
Lumpers are those who prefer to group senses under a more general superordinate while 
splitters prefer to make finer subdivisions. Ultimately, the decision depends on the needs of 
the user. In regards to EAP lexicography this question is discussed further in Chapter 3. 
  

1.7 Relation of TNE to Other Approaches 
 
This chapter section aims to examine the relationship between TNE and some of the 
phraseological approaches outlined above. However, before doing so it seeks to situate 
TNE in relation to two currents of linguistics which have been dominant for the last 
century, namely, European structuralism and generative linguistics.    
 
Hanks (2013) regards Saussure’s four basic distinctions between langue/parole, 
paradigmatic/syntagmatic relations, the relation between the sign/signified, and 
synchronic/diachronic relations as “four essential planks in the platform on which studies 
of meaning in language may be based” (p. 351). However, he sees some gaps in the 
Saussurean account which can be filled using TNE.  
 
While in broad terms TNE can be regarded as compatible with Saussurean structural 
linguistics, the same cannot be said of Chomiskian generative linguistics. From the outset 
Chomsky (1957) makes it clear that the goal of the generative programme is to explain 
idealised linguistic competence rather than actual performance. This distinction lies at the 
root of the differences between TNE and generative approaches. In Chomsky (1965) 
lexical items are the terminal nodes in top-down parse trees representing the syntactic 
structure of a sentence. Lexical items are selected in accordance with subcategorization 
rules which restrict the item’s subcategorization to words with certain properties, for 
example animate, inanimate, in the case of nouns. Hanks regards the projection principle 
(Chomsky, 1981) as an attempt to assign a more important role to the lexicon in the 
generative paradigm. Instead of a top-down approach from an abstract grammatical 
sentence ‘S’ to lexical items at terminal nodes syntactic well-formedness is determined by a 
set of rules associated with lexical items which are projected up the parse tree. Using 
corpus data Hanks (2013) demonstrates that actual non-idealised language from a corpus is 
better explained in terms of selectional preferences than selectional restrictions; in other 
words, a prototypical norm with alternations and exploitations. This criticism also holds for 
Chomsky’s (1995) Minimalist Program. For Hanks TNE and the Minimalist Programme 
are fundamentally incompatible since TNE assumes that the goal of language is to say 
meaningful things rather than create syntactically well-formed sentences.  
 
In accordance with the Projection Principle (Chomsky, 1981) the syntactic structure of a 
sentence is projected from the lexical properties of its predicator. In Lexical Functional 
Grammar (Kaplan & Bresnan, 1982), completeness and coherence conditions play much 
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the same role. For Hanks the principle congruency between TNE and Lexical Functional 
Grammar is the central place the latter assigns to functions which Hanks equates to clause 
roles in more traditional grammars; for him an essential part of any meaningful account of 
linguistic function. Another parallel is found in Bresnan’s (2007) argument against the 
overreliance on intuitions in theoretical linguistics and calls for future research to take into 
account quantitative corpus research. This is one of the central tenets of TNE.   
 
The work of Jackendoff while still broadly situated in the generative paradigm can be seen 
as more compatible with TNE than mainstream generative approaches. Jackendoff (1997, 
2002) criticises the syntactocentrism of mainstream generative approaches. Jackendoff 
(1997) argues that it is psychologically implausible that all utterances are built up from 
individual lexical items instead he contends that “phrasal lexical items” (p. 158) and 
“constructional idioms” (p. 172) are stored in the lexicon as wholes. In a manner 
comparable to some cognitive approaches Jackendoff proposes a parallel architecture 
which consists of three principal interconnected modules: phonological, syntactic, and 
semantic. However the importance given to syntax in mediating the semantic and 
phonological levels limits its compatibility with many other cognitive theories and TNE. 
 
In the context of the generative framework Pustejovsky’s (1995) Generative Lexicon 
Theory, is perhaps theory which is most compatible with TNE according to Hanks (2013): 

 
It is compatible with a view of language as a probabilistic, preferential system. The 
lexicon is seen as consisting of a finite number of lexical items that can generate an 
infinite number of meanings. Words can be used meaningfully in an infinite 
number of novel contexts, activating different shades of meaning in different 
contexts. (p. 378) 
 

A number of concepts from Generative Lexicon Theory are important in TNE: A 
hierarchical ontology of semantic types, for example [[Human]], [[Institution]], 
[[Document]], is fundamental to CPA; the notion of argument structure, compatible with 
Haliday (1994), involves identifying the participants; event structure is required to identify 
the type of event being described, for example state, process or transition; and qualia 
structure deals with the relevant properties of the participants. Similarly lexical inheritance 
structure identifies what sort of things or people are involved in the event. There are four 
qualia for entities: The formal: What sort of thing is it? The constitutive: What is the 
relation of its parts? The telic: What is it for? And the agentive which denotes factors 
involved in the origin or coming into being of an object. The cognitive profiles used to 
examine nouns are a good example of the use of qualia in TNE. Figure 1.5 is a cognitive 
profile for one sense of shower. 
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Shower 2: is an artifact for pouring a continuous flow of water in droplets, 
simulating rainfall, down over a person: 

– Typically, a shower is provided by an architect or house designer and installed 

by a builder, either in a cabinet in the bathroom of a house, or above the bath, 

or in a separate shower-room.  

– An en-suite shower is one that is installed in a room adjacent to a bedroom. 

– When installed correctly, a shower works. 

– Types of shower: electric shower, power shower, gravity-fed shower [and various 

trade names]  

– People switch (or turn) a shower on in order to use it and switch (or turn) it off 

after use. 

Figure 1.5. A partial corpus-driven driven cognitive profile for the noun shower adapted from Hanks 
(2013, p. 137) 

 
Lexical inheritance structure allows that the telic need not be repeated for every item in a 
hierarchical lexical set. Adapting an example from Hanks (2013) if car is a vehicle we can 
infer that it is a physical object and that its purpose, like that of all vehicles, is to transport 
people.  
 
The principle difference between TNE on the one hand, and many lexicographical 
approaches on the other, is the role attributed to phraseology as an organising principle of 
language. As discussed above the practical objective of many lexicographical approaches 
necessitates a strict delimitation of what constitutes a phrase and what does not. In essence 
this necessitates the somewhat artificial distinction between free and non-free phrases. 
TNE makes no such decision a priori. Following Sinclair (1991), Hanks (2013) defines a 
collocation as “quite simply, co-occurrences of words in a text” (2013, p. 1) the meaning of 
a particular element of a collocation can be derived a posteriori through an analysis of 
collocational patterns.  
 
TNE and meaning-text theory (MTT) (Mel’čuk, 1995, 1988, 2006, 2013) differ in 
fundamental ways. MTT aims “to sate the necessary conditions for all possible correct uses 
of the lexical item being defined” (Hanks 2013 p. 363). In TNE word senses are variable 
and highly contextually dependent. This means that such thoroughgoing definition of all 
possible correct uses is not possible. 
 
In theory Apresjan’s (2000) account of collocations based on the concept of “a co-
occurrence constraint, which, though not binding, is observed in pedantic and literary 
discourse” (Apresjan, 2000, p. 5) is more compatible with TNE than MTT. The idea of 
“non-binding” discourse-type-dependent constraints chimes with the idea of context-
dependent norms and exploitations. However, there is one important difference between 
Asperjan’s work and that of Hanks: the central role of corpus data. Hanks demonstrates 
how some of the introspective examples used by Asperjan do not match up with corpus 
evidence. This is unsurprising as large-scale computerised corpora were not widely 
accessible at the time Apresjan conducted this work. However, it is testament to the 
problems of basing theories on data which is the product of introspection.   
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The Pattern Dictionary of English Verbs2 (PDEV; first reported in Hanks & Pustejovsky, 
2005) is an example of the result of a lexicographic application of TNE. The PDEV is a 
corpus-identified list of the patterns of English verbs. It was created by tagging the 
arguments of verbs with semantic types from a custom ontology. Each PDEV entry 
contains the corpus-derived CPA patterns for a given verb along with their implicatures 
and examples of use. 
 
In general terms, many currents of cognitive linguistics primarily focus on the mental 
representation of linguistic items. The symbolic thesis in which “lexicon, morphology and 
syntax form a continuum of symbolic units, divided only arbitrarily into separate 
components.” (Langacker, 1991, p. 275) is broadly compatible with the mapping of lexical 
sets to syntactic structures as colligations in TNE. Similarly, there are also parallels with the 
notion of pattern from TNE and CPA, and construction in construction grammar.  
 
The importance of frequency in many cognitive approaches in the entrenchment of new 
structures provides a plausible mental mechanism for the conversion of novel exploitations 
into secondary norms over time in TNE. Similarly, many cognitive approaches afford 
metaphor a central and fundamental role in language. The same is true in TNE, as 
evidenced by the discussion of metaphorical exploitations as a mechanism for language 
change above. 
 
In spite of these communalities Hanks (2013) regards TNE as incompatible with many 
cognitive approaches because of their recourse to acceptability judgments. In this regard he 
is particularly critical of FrameNet which he claims is driven by concerns of theoretical 
elegance rather than real data. FrameNet is not corpus driven, examples are imported a 
posteriori to fill node in the net. He does concede however, that in the case of Burgman 
and Lakoff (1988) acceptability judgments match well with data from corpora (Hanks, 
2013, p. 382). He further speculates that corpus-driven lexical analysis could be employed 
to discover what Langacker (1991) describes as “conventionally sanctioned” (p. 158) usage 
of lexical items in a given domain.  
 
As the summary above demonstrates, in Hallidean Systemic Functional Grammar words 
are not conceived of as discrete units of meaning. For this reason, it is hardly surprising 
TNE is compatible with many aspects of Systemic functional Grammar.  The Rank Scale 
provides a framework in which the relationship of the interdependent clause roles of 
embedded phrases can be analysed. As Hanks (2013) explains “A clause or phrase can have 
the function of a word in particular circumstances; thus, a phrase such as flesh eating has the 
function of adjective when embedded in another phrase, flesh-eating mammals. This 
phenomenon is known as rank shift.” (p. 395). Another Hallidean notion which is 
compatible with TNE is that of exponence. The first step of a CPA involves classifying 
each token in the text according to its part-of-speech. The Hallidean notion of delicacy is 
central to TNE. Taking the word hazard as an example Hanks (2013) explains: 

 
At a coarse level, the verb hazard denotes a speech act. Slightly more delicately, the 
speech act is associated with a cognitive process (thinking). Even more delicate, 
though necessary for distinguishing the verb from other speech-act verbs, is the 
fact that hazarding implies lack of confidence in the truth of the proposition (the 
guess) that is hazarded (p. 396) 

                                                 
2 http://www.pdev.org.uk [Accessed 29/09/17] – All future references to PDEV refer to this resource. 

First reported in Hanks and Pustejovsky (2005) 

 

http://www.pdev.org.uk/
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Hanks equates delicacy with “exploitativeness”. Novel exploitations occur at a greater level 
of delicacy than those which are in the process of becoming conventionalized.  
 
The emphasis which Halliday places on the text at a supra-sentential level exposes a 
limitation of the TNE approach. In most circumstances analysis takes place at the level of 
corpus lines, however, for many phenomena, for example pronominal anaphora, it is 
necessary to examine larger sections of text. 
 
TNE has its origins in dissatisfaction with more traditional theories of language. These are 
inadequate on two fronts. Firstly, as argued at the beginning of this chapter, they assign a 
marginal role to lexis and secondly, and equally importantly, their conclusions are founded 
on introspection rather than actual data. As a corpus-driven theory with origins in CPA, a 
compatible corpus-based lexicographical technique, TNE addresses this second concern.  
 
As a corpus-driven theory, TNE is indebted to the work of Sinclair. In practice, TNE 
provides a means of documenting the Idiom Principle, providing an alternative to 
“doomed” (Sinclair, 1998, p. 5) single-word lexicons by differentiating possible 
combinations from normal combinations. The Sinclairian concepts of semantic preference 
and semantic prosody (see also Louw 1993) are particularly useful in this regard. Another 
concept from corpus linguistics which is employed fruitfully in TNE is lexical priming 
(Hoey, 2005). The patterns resulting from primings can be observed in corpora. 
Importantly, given the objectives of the present study, Hoey (2005) advises studying 
priming in discipline-specific corpora. Unlike TNE, lexical priming does not make use of 
statistical measures. For Hanks, this is an important oversight. Hanks (2013) argues that 
“this would seem a prerequisite for the understanding not only for the ‘reinforcement’ 
component of priming but also the cognitive-salience of rare but memorable primings, 
such as idioms and other rare but striking phraseology. Frequency alone is not enough.” (p. 
402). G. Williams and Millon’s (2010, 2014) use of collocational networks to create a 
dictionary of science verbs is a practical application of certain aspects of priming in 
discipline-specific corpora that does make use of statistical measures of word association.  
 
In addition to the concepts of the Idiom Principle and priming, the notion of chunking as 
set out in Sinclair and Mauranen (2006) is critical to TNE. The same can be said for the 
notion of pattern as set out in Hunston and Francis (2000). The remainder of this chapter 
outlines a practicable means of analysing such corpus patterns within a TNE framework. 
 
Central to TNE is the idea that the norm/exploitation continuum of rules is reflected in 
corpora. A first glance at statistical measures or the context of a word reveal patterns which 
initially seem simple to formalise, but as the depth of analysis increases more exceptions are 
revealed. Hanks (2013) demonstrates how corpus-driven techniques can be used to 
calculate norms of usage and reveal and their exploitations. The norms and their 
exploitations for verbs can be calculated in a number of ways. For example, by examining 
the presuppositions and implications of a verb in context, or by examining contextually 
determined default interpretations, in other words, through an examination of those 
contextual factors which give a word a different meaning to its synonyms. The semantic 
prosody of a verb and the levels of delicacy of a verb’s implicatures can also be used to 
calculate norms and exploitations. In the case of nouns, Hanks (2013) explains how corpus 
evidence can be used to build cognitive prototypes for keywords by searching for 
collocates in a five-word window to its left or right. Crucially for the purpose of the 
proposed study, some norms are completely domain specific while others are more 
prevalent in certain domains than others. 
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CPA might be seen as the formalised expression of the corpus analysis technique from 
which the insights underlying TNE were derived. It is a technique for mapping meaning 
onto words in text (Hanks, 2004a). It is primarily concerned with describing the 
syntagmatic and syntactic relationships of verbs (Cinková & Hanks, 2010). Hanks and 
Pustejovsky (2005) argue that since existing attempts at such description are based to 
varying extents on intuition they often represent no more than unsubstantiated assertions. 
As evidence, Hanks and Pustejovsky (2005) cite the creation of artificial semantic classes to 
fill empty nodes in the WordNet (Fellbaum, 1998) hierarchy, the omission of words when 
populating frames in FrameNet (Fillmore, Johnson, & Petruck, 2003), and Levin’s (1993) 
exclusion of sentential verbs from her verb classes. They argue that since CPA is strictly 
corpus based it is not subject to such omissions or fabrications. 
 
As its name suggests, CPA derives patterns from corpora. These patterns represent a 
prototypical usage, judged by the relative frequency of occurrence in relation to other 
patterns, to which a ‘primary implicature’, in other words a general meaning can be 
attached. Verb patterns consist of argument structure based on the clause roles of systemic 
grammar (Figure 1.6) along with their semantic values. Where necessary other features such 
as the presence or absence of a direct object or of a determiner are also stated. 

 
S - Subject (Agent in dependency grammar) - the semantic subject of the clause 
(omitted or introduced by the preposition by in passive realizations) 
P - Predicator (the verb, together with its auxiliaries if any) 
O - Object (direct or indirect; in CPA, ‘direct object’ includes the subject of passive 
sentences) 
C - Complement (a phrase that is co-referential either with the subject of the 
sentence, as in: He is happy; he is the President or with the direct object, as in They 
elected him President; it made him happy) 
A - Adverbial (usually a prepositional phrase, a particle, or one of a small set of 
adverbs, as in She drove to London, she drove home, she drove off). 
 
Figure. 1.6. Clause roles in systemic grammar as presented in (Cinková & Hanks, 2010, p. 2) 

 
1. [[Person]] grasp [[PhysObj]] (14%) 
IMPLICATURE: [[Person=Animate]] seizes [[PhysObj]] and holds it firmly. 
LEXICAL ALTERNATION: [[Person]] <--> {hand, finger} 
OTHER CLUES: {in [POSDET] hand}, {by [DET] arm} 
EXX: He grasped the handle of the door with one hand, and that of the spoon with 
the other. 
He reached out wildly, trying to grasp the creature, but it had moved away. 
 
Figure. 1.7. An example pattern, sense, and implicature for grasp (Hanks and Pustejovsky, 2005, p.10) 

 
In the example pattern in Figure 1.7 double square brackets indicate a semantic type, which 
represent the prototypical properties shared by the lexical items over which they generalise 
(for example, [[Human]], [[Physical Object]], [[Abstract]]). Semantic roles are indicated after 
an equals sign. These should not be confused with semantic types. They are employed to 
account for distinctions in meaning between certain contexts, for example: “[[Human = 
Film Director]] shoot” and “[[Human = Sports Player]] shoot” (El Maarouf, Baisa, Bradbury, 
& Hanks, 2014 p. 1002). Curly brackets represent specific lexical types and phraseological 
groupings such as those given in ‘Other Clues’. Parenthesis, which are not present in 
Figure. 1.7 indicate optionality. Originally, CPA was designed for natural language 
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computing (Hanks, 2004a) and its pattern conventions are intended to be machine 
readable. However, there are many examples of other applications of CPA in which 
patterns are read by humans and contain greater or fewer details than those given in Figure. 
1.7. See for example the PDEV. 

 
1.8 Summary 
 
This chapter has outlined a number of approaches to the description of language which 
could be considered phraseological. Ultimately, considering the practical lexicographical 
aim of the present study, TNE, with its associated lexicographic technique CPA, represents 
the ideal framework in which to carry out this study. Like all the other theories addressed, it 
affords a central and organising role to phrase in language, it also provides a feasible 
account of the role of metaphor – a phenomena which is more central to phraseological 
approaches than syntactocentric approaches and which, when conceived of as a means of 
conveying abstract concepts in everyday language, has obvious relevance to academic 
language.       
 
TNE holds several advantages over the other approaches examined in this chapter. Like all 
the corpus approaches discussed, it is data-driven and does not primarily rely on 
introspection. In the context of the present study with its aim of providing guidelines for 
the treatment of vocabulary for EAP courses its principal advantage over the other corpus 
approaches addressed lies in its practicability. TNE allows a corpus-based approach to the 
study of phraseology through CPA which deals with semantic as well as syntactic concerns. 
It is more practicable in terms of the processing time necessary with substantial amounts of 
corpus data than frame-semantic approaches such as those expounded in Fillmore and 
Atkins (1992) and evident in FrameNet (Fillmore et al., 2003).  
 
Detailed procedures for a corpus-based experiment using CPA to examine the behaviour 
of verbs and their collocates in different academic disciplines are set out in Chapter 5. 
Chapter 4 deals with the assumptions underlying this experiment and the hypotheses it 
aims to test. Having examined theories which might account for a phraseological view of 
EAP language in the present chapter, it will be beneficial to examine how phraseology is 
treated in dictionaries and other lexical resources used in EAP teaching and learning. This 
is dealt with in Chapter 3. To complete the panorama, it is necessary to examine the 
processes involved in teaching and learning vocabulary for English for academic purposes 
and more generally the teaching and learning of phraseology. This is the concern of the 
following chapter. 
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2. TEACHING AND LEARNING EAP VOCABULARY 
 
This chapter concerns the processes involved in teaching and learning vocabulary for 
English for academic purposes.  Before addressing concerns specific to EAP lexis, it gives 
an overview of the issues involved in the teaching and learning of vocabulary in general, 
and more specifically the teaching and learning of phraseology. 
 
Valid comparison of the findings of research in vocabulary acquisition in English is 
problematic. In general, human learning is influenced by a many idiosyncratic factors. 
Moreover, in English vocabulary acquisition, there is an enormous wealth of research 
which covers a range of learning contexts, ages, and proficiency levels. Similarly, there are a 
wide range of methods employed in studies of vocabulary acquisition to the extent that 
many studies of similar phenomena employ vastly different methods. With this caveat in 
mind the following chapter attempts to outline the principal findings in the field.  
 
A great deal of primary and secondary sources were consulted in the elaboration of this 
chapter. However, particularly frequent reference is made to the work of Paul Nation; in 
particular Nation (2013). This is not because his views on the nature of vocabulary teaching 
and learning accord entirely with those which motivate the present study. In fact, the 
primacy of frequency as a criterion for vocabulary selection (Nation, 2013) and a 
monosemic view of words (Nation, 2016) run counter to a phraseological approach to 
vocabulary selection. That said, Nation (2013), and its wordlist focused counterpart Nation 
(2016), do provide an useful overview of developments in research on the teaching and 
learning of vocabulary over the past 40 years, and these differences in approach regarding 
frequency and polysemy provide useful counterpoints from which to argue for a 
phraseological approach. Equally useful, for the purposes of the present study, are the 
model of vocabulary acquisition, focuses for deliberate vocabulary learning, and 
suggestions for teaching activities Nation (2013) draws from a review of existing research.  

 
2.1 Learning Vocabulary in General 
 
This section sets out the groundwork for an in-depth discussion of vocabulary learning in 
EAP. First, it outlines several common conceptions of the nature of words in vocabulary 
acquisition studies. This is followed by a discussion of the importance of frequency. Then 
the question of what word knowledge involves is addressed. Finally, there is a discussion of 
vocabulary teaching including some of the strategies, techniques, conditions, and activities 
conducive to this task.  
 
In vocabulary acquisition in general, a prerequisite for any study, and a common point of 
conflict concerns the decision on what can justifiably be considered a word. The consensus 
is far from universal, many well-known studies deal with the problem of how to count 
inflected forms by concentrating instead on the lemma (W. N. Francis & Kučera, 1982; 
Leech, Rayson, & Wilson, 2001; Thorndike & Lorge, 1944). The rationale underlying this 
approach is that once learners know the base form, acquiring the inflected form is relatively 
straightforward (Nation, 2013). While this argument holds for learners whose L1 has a 
similar inflectional system to English, in situations where the L1 inflectional system is 
drastically different this is unlikely to be the case. The question of how to deal with 
irregular forms and spellings is also moot on this approach. Another, concern is what the 
headword of the lemma should be, given that in authentic texts certain inflected forms tend 
to occur far more frequently that the base form (Sinclair, 1991). Derived forms pose a 
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further problem on the lemma approach. Many such forms are often closely related to a 
base form but are considered separate lemmas. 
 
The notion of word families, a headword with all its inflected and related derived forms, 
addresses some of the problems posed by the lemma approach. However, word families 
also have certain shortcomings. Bauer and Nation (1993) point out that since learners’ 
morphological knowledge develops with experience, a sensible word family for an 
advanced learner might be beyond a beginner. To counter this danger, they suggest setting 
up a scale of word families graded by level in terms of transparency of their member words. 
Even with this countermeasure there are studies which call into question the validity of 
word families for L2 learners. Several researchers have pointed out that word families often 
contain words with very different meanings (Durrant, 2009; D. Gardner, 2008; Martinez & 
Murphy, 2011). O’Keeffe, McCarthy, and Carter (2007) claim that there is no reason why 
learners should make the connection between forms of the same lemma. Similarly, in a 
lexicographically orientated study, Bogaards (2001) claims there is no experimental 
evidence to confirm the assumption that learners who know a headword would be able to 
work out the meaning of a derived form. Schmitt and Zimmerman (2002) find associating 
even closely related words is a difficult task for learners. In their study of German past 
participle formation in L1 speakers and L2 learners Neubauer and Clahsen (2009) suggest 
that high-proficiency learners store words as unanalysed wholes while L1 speakers 
undertake morphological parsing.  In their study of lower-level students from Thailand, J. 
Ward and Chuenjundaeng (2009) find no evidence that knowledge of the headword of 
word family implies knowledge of other family-member words. 
 
Central to the notion of lemma and word families in studies of vocabulary acquisition is the 
notion of frequency. Several researchers have a dogmatic belief in the importance of 
frequency and prioritise it over other factors which might be more beneficial to learners’ 
vocabulary acquisition. Nation (2006) suggests that between 6,000 and 9,000 word families 
are necessary to gain 98 per cent coverage of a text. A number of studies equate the 98 per 
cent coverage level with a manageable amount of unknown vocabulary in reading 
comprehension (H. Hu & Nation, 2000; N Schmitt, Jiang, & Grabe, 2011; Van Zeeland & 
Schmitt, 2013). This claim is somewhat problematic since comprehension is not a question 
of quantity of known or unknown words but rather of understanding those words key to 
the message of the text. The semantic set a word belongs to should also be taken into 
account; as McCarten and McCarthy (2010) and O’Keeffe et al. (2007) argue, it would 
make little sense to exclude the low frequency days of the week Tuesday and Wednesday yet 
include the remaining days of the week because they occur at higher frequency. The 
question of how to treat frequently occurring phrases is also problematic. O’Keeffe et al. 
(2007) demonstrate how the phrase all the time occurs in the top 1,000 items in a mixed 
spoken and written corpus of 10 million words. In general terms, if it were treated as a 
single word it would be amongst the highest occurring in English.  
 
In order to facilitate acquisition many researchers advocate the division of vocabulary into 
high-, mid- and low-frequency groups. Schmitt and Schmitt (2012) suggest that the high-
frequency group contains 3,000 word families. Nation (2013) suggests that the group 
contains 2,000 word families which cover around 90 per cent of most texts. In their spoken 
and written corpus, O’Keeffe et al. (2007) suggest that 2000 words gives over 80 per cent 
coverage. Nation (2006) argues that learners should learn high frequency words as soon as 
possible in order to make the written and spoken texts accessible, elsewhere it is argued 
that the inability to fluently access high-frequency vocabulary has a detrimental effect on 
comprehension and the ability to produce speech and writing. He also argues that it is 
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worthwhile distinguishing between high-frequency word families and mid-frequency word 
families.  The latter group comprises 7,000 word families from the third-thousandth to the 
ninth-thousand word families. Along with proper nouns these provide 98 per cent coverage 
of texts from newspapers and novels, are reasonably well known by most native speakers, 
and are fundamental to the unassisted reading of non-simplified text (Nation, 2013). Low-
frequency words are those outside the most common 9,000 words in English. They are the 
most numerous group. 
 
The insistence on frequency and the division of vocabulary into high-, mid- and low-
frequency groups is somewhat problematic. While it is reasonable to suppose that students 
need to understand and produce high-frequency vocabulary, this should not necessarily 
entail a great deal of teaching time. Learners will be naturally exposed to high-frequency 
vocabulary because of its highly frequent nature. Teaching time would be better spent on 
more salient vocabulary. The division between high- and mid-frequency words presents 
further problems. Frequency and range are dependent on the nature of the corpus under 
study. The frequency of occurrence of country names in O’Keeffe et al.'s (2007) corpus 
provides a good example of this. Countries such as America, France, Italy, India, and Ireland 
which could be said to have close cultural ties to Britain, the source of the corpus texts, 
occur among the most frequent 2,000 words, while other countries with more distinct 
cultures such as Spain and China fall outside the high-frequency group. The ambiguous 
relation of low-frequency words to technical vocabulary is also problematic. Many 
researchers advocate the incidental learning of low-frequency words, however, if such 
words are fundamental to the specific purpose of an English for specific purposes course 
then it stands to reason that they should be taught deliberately.   
 
In sum, frequency is an important factor to be taken into account in vocabulary teaching. 
There is little to be gained by spending a great deal of teaching time on words which occur 
very infrequently and/or have a meaning which can be easily guessed from context.  
However, an overreliance on frequency underestimates the importance of salient words 
which have meanings which cannot be guessed from context to comprehension.  
Moreover, the designation of words as high-, medium- or low- frequency often changes 
according to the corpus studied. 
 
The questions of what precisely constitutes a word and which vocabulary merits teaching 
time are complex, the same is true of the question of what is involved in knowing a word. 
Central to this question is the concept of learning burden (Swenson & West, 1934). The 
learning burden of a word corresponds to the degree of difficulty it poses to the learner. In 
practice this means that L2 vocabulary which exhibits spelling (de Groot, 2006; Hamada & 
Koda, 2008), grammatical, and semantic patterns similar to those of the learners’ L1 
vocabulary, or previous knowledge of L2 or L3 vocabulary is easier to learn than 
vocabulary which exhibits distinct patterns. It is essential that teachers quickly and 
adequately assess the learning burden of a word so that they can concentrate on underlying 
patterns that need attention (Nation, 2013). Lexicographical resources have an important 
role to play in this process. 
 
In broad terms a distinction is made between knowing a word productively, using it for 
speaking and writing, and knowing a word receptively, using it for listening and reading. 
However, this distinction is somewhat controversial since when listening and reading 
meaning is also produced. The alternative nomenclature of passive, for listening and 
reading, and active for writing and speaking are also sometimes employed (Corson, 1995; 
Laufer, 1998; Meara, 1990). Nevertheless, these terms are not entirely adequate as reading 
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and listening cannot be considered passive processes in the canonical sense of the term. 
Melka-Teichroew (1982) conceives of the passive/active distinction as a cline. Meara (1990) 
posits an active/passive distinction based on different types of associations between words. 
Productive vocabulary has many connections, both incoming and outgoing, with other 
words while receptive vocabulary is not activated by links to other words. Nation (2013) 
criticises this view claiming that it is possible to name an object in an L2 without making 
links to other L2 words. In spite of these disagreements the receptive/productive 
dichotomy is almost universally employed in language teaching courses and material design. 
It follows that this thesis with its practical and applicable objective should maintain this 
distinction. 
 
In general, receptive learning is considered easier than productive learning. From a 
psycholinguistic perspective, N. Ellis and Beaton (1993) put forward several explanations 
as to why this might be the case. The first explanation involves the amount of knowledge 
required, while learners need only recognize the written and spoken form of a word for 
receptive use, productive use entails more precise knowledge of the word form and its 
collocation patterns. There is also the matter of practice; in many formal contexts where 
language is taught and learnt, such as language classes, learners tend to have more practice 
of receptive skills than productive ones. A further explanation, supported by tip-of-the-
tongue experiments (R. Brown & McNeill, 1966), is that while in the early stages of L2 
learning an L2 word has only one direct link to its L1 translation in the receptive direction, 
in the productive direction there are many more possible links from the L1 word to L2 
collocates, synonyms, antonyms etc. Finally, there is the possibility that learners may know 
a word receptively but choose not to use it productively for socio-cultural reasons. For 
example, some people rarely use profanity but nonetheless understand the meaning of such 
words. In Corson’s (1995) terms such vocabulary is said to be unmotivated. Empirical 
testing of the relative difficulty of productive and receptive knowledge is not a 
straightforward task. Test types inevitably risk confounding productive and receptive 
knowledge (Waring, 2002); a test of productive knowledge necessarily involves reading or 
listening to a prompt, similarly, a test of receptive knowledge necessarily involves 
producing a response to a test item.  
 
This study defines productive and receptive knowledge following Nation’s (2013) model. 
For Nation, knowing a vocabulary item involves the aspects form, meaning and use. In 
order to completely know a word or MWU a learner must know the answer to the 
questions posited in Table 2.1 below. All of the aspects listed; spoken, form and meaning, 
grammatical functions, etc. have productive and receptive components. Constraints on use 
are also an important part of the model. 
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Table 2.1  What is involved in knowing a word or MWU (adapted from Nation (2013, p. 27)) 

Form spoken  R What does the word or MWU sound like? 

  P How is the word or MWU pronounced? 

 written R What does the word or MWU look like? 

  P How is the word or MWU written and spelled? 

 word parts R What parts are recognisable in the word’s or MWU's words? 

  P What word parts are needed to express the word MWU's 
meaning? 

    

Meaning form and meaning R What meaning does this word or MWU form signal? 

  P What word or MWU form can be used to express this meaning? 

 concepts and referents R What is included in the concept? 

  P What items can the concept refer to? 

 associations R What other words or MWUs does this make us think of? 

  P What other words or MWUs could we use instead of this one? 

    

Use grammatical functions R In what patterns does word or the MWU occur? 

  P In what patterns must we use this word or MWU? 

 collocations R What words, MWUs or types of words occur with this one? 

  P What words, MWUs or types of words must we use with this 
one? 

 constraints on use R Where, when, and how often would we expect to meet this 
MWU? 

 (register, frequency...) P Where, when, and how often can we use this MWU? 

Note: R= receptive knowledge, P = productive knowledge 

 
There is a widespread distinction in vocabulary teaching between the direct teaching and 
learning of vocabulary; that is teaching and learning through tasks and procedures which 
have the specific aim of increasing vocabulary knowledge, and incidental vocabulary 
teaching and learning whereby increases in vocabulary knowledge occur as a by-product of 
tasks and procedures with other learning goals.  
 
The value of direct teaching and learning of vocabulary has been widely questioned. This is 
particularly true for L1 learners. Some of the arguments put forward involve the L1 lexicon 
which is simply too vast for direct vocabulary teaching and learning to have any meaningful 
impact (D’Anna, Zechmeister, & Hall, 1991; Nation, 1993). Similarly, there is too much to 
learn about each individual word, this is particularly true if the validity of word families is 
called into question (Nagy, 1997). Teaching time is obviously important in direct teaching 
or learning of vocabulary. In order to achieve a significant effect on productive language 
use a great deal of teaching time is needed (McKeown, Beck, Omanson, & Pople, 1985), 
although, less teaching time is needed to achieve improvements in receptive use than 
productive (McDaniel & Pressley, 1989). It has also been argued that there are more 
effective means of learning vocabulary outside the classroom through incidental learning. 
Lexicographical resources can play a key role in facilitating such learning (Nation, 2013). 
Finally, some researchers have questioned the effectiveness of vocabulary teaching. For 
example, advocates of the reading hypothesis (D. Gardner, 2013) consider direct 
instruction too slow to account for vocabulary growth (Nagy & Herman, 1987) or argue 
that direct teaching of vocabulary might not lead to it being learnt in sufficient depth 
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(Krashen, 2010). However, according to Nation (2013), there are three key differences 
between and L1 and L2 vocabulary acquisition which favour the direct teaching and 
learning of vocabulary for L2 learners. Firstly, it is practical and feasible to teach the first 
2000 to 3000 most frequent words. Secondly, in most contexts L2 learners have fewer 
opportunities to acquire vocabulary incidentally from input and output than L1 learners, 
this is particularly true at lower-proficiency levels. Direct vocabulary teaching could provide 
the springboard needed to reach the proficiency level where learners can learn from 
unspecified input; finally, since second language learners typically have less time for 
learning than L1 and incidental learning requires a good deal of time, direct vocabulary 
teaching provides a means of bridging the gap.  
 
With these points in mind there is clearly a place for direct vocabulary teaching. However, 
there are three principal caveats. Firstly, attention should be directed to towards highly 
frequent and/or salient vocabulary items. Secondly, direct vocabulary instruction should 
occupy a small proportion of course time. Thirdly, direct instruction cannot deal effectively 
with those aspects of language which deal with real word experience and implicit 
knowledge. Lexicographical resources have a role to play in the direct teaching of 
vocabulary and in overcoming many of the factors which limit its success.          
 
Having established the validity of teaching vocabulary the pertinent question is how best to 
go about this. The distinction between productive and receptive skills, although 
questionable form a theoretical perspective, is widely adhered to in practice (Nation, 2016). 
That said, it is possible to outline general strategies which apply to both receptive and 
productive knowledge. According to Nation (2013) a vocabulary learning strategy must 
involve a choice between several strategies, involve a complex procedure with several steps 
to follow, entail knowledge and benefit from practice, and ultimately lead improvements in 
vocabulary use and learning efficiency. However, as Gu, (2003b). points out, the 
effectiveness of these strategies varies considerably depending on the task, learner, and 
context. In addition personal attributes such as learning styles also play a role (Gu, 2003a). 
For example, in a study of on the effect of gender in a French L2 classroom at university 
level Zoubir-Shaw and Oxford (1995) found that female students are more likely to use 
guessing strategies than male students.   
 
A number of researchers have attempted to outline taxonomies of vocabulary learning 
strategies.  Perhaps the most extensive taxonomy is Schmitt’s (1997) attempt which relies 
on Oxford’s (1990) notion of social, memory, cognitive, and metacognitive categories. 
Similarly, Gu and Johnson (1996) identify beliefs about vocabulary learning, metacognitive 
regulation, skilful use of dictionaries, memorisation and activation strategies. They conclude 
that strategy combinations, rather than individual strategies, may make the difference in 
students learning. Zhang and Li (2011) adopt a factor analysis approach to arrive at a 
classification of vocabulary strategies involving cognitive, metacognitive, and affective 
aspects. Nation’s (2013) taxonomy attempts to separate vocabulary knowledge from the 
sources of that knowledge. The resulting taxonomy consists of four general classes of 
strategies: planning, sources, processes, and skills in use. 
   
All vocabulary strategy categories: planning, sourcing, processing, and using, include a 
number of activities in which dictionaries and other lexical resources play an important 
role. Successful learners employ strategies for choosing which vocabulary to focus on (Gu 
& Johnson, 1996) and where this vocabulary can be found (Barker, 2007). Dictionaries with 
frequency information, adequate examples and well selected lists of specialist vocabulary 
are vital in this regard. Similarly, finding information about words is also imperative. 
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Dictionaries can play a crucial role in helping students analyse words parts. This is 
particularly relevant to EAP vocabulary with its Greco-Latin affixes (Corson, 1995) and 
discipline-specific phraseology. Both these phenomena will be examined in more detail 
below. Specialist pattern and collocation dictionaries would be particularly helpful as 
regards the latter. Both monolingual and bilingual dictionaries are also useful in the strategy 
of establishing parallels with other languages, for example, and in avoiding false cognates. 
Processing strategies involve noticing, retrieving, and creative use strategies. Noticing 
strategies are essentially recording strategies, but nonetheless can still be used in 
conjunction with dictionaries and other lexicographical resources. Retrieval strategies 
involve recalling previously met items given a cue; they are superior to noticing strategies. 
Creative use strategies cover a wide range of strategies including semantic mapping, use in 
context, with collocations, and in sentences. All of which will be examined in more detail in 
the section on teaching and learning phraseology below. Learners adept at strategies in 
using skills are able to acquire large amounts of input at the correct level through extensive 
reading, watching movies, listening to audio recordings and participating in interactive 
situations. They also take opportunities to produce language adopt strategies to improve 
fluency. Nation and Yamamoto (2012) argue that students can do this autonomously 
without help from teachers. Dictionaries and other lexical resources play an important role 
here.    
 
The question of how well learners use vocabulary learning strategies is a vexed one. This is 
principally due to problems associated with gathering reliable information about learners’ 
strategy use. One approach involves learners self-reporting on the vocabulary learning 
strategies they employ via questionnaires or interviews (Barcroft, 2009; Fan, 2003; Gu & 
Johnson, 1996; Kojic-Sabo & Lightbown, 1999; Sanaoui, 1995; N Schmitt, 1997). This is 
problematic for a number of reasons, firstly, these interviews or questionnaires take place 
after the fact, and secondly, learners often say they have used vocabulary learning strategies 
even if this is not the case (D. Qian, 2004). Another approach involves gathering 
information about what learners are able to do often via think-aloud tasks as in Ahmed 
(1989), and Lawson and Hogben (1996) or annotations is vocabulary notebooks (Nation & 
Moir, 2008). In addition to requiring a great deal of time and resources, such studies are 
subject to the observer effect. A final approach involves observing what learners actually 
do when they are unaware of being observed or else unaware of the goal of the 
observation. This final approach avoids the biases of the previous approaches but is limited 
insomuch as it can only observe external indications of the strategies being used and 
provides little insight into the motivations of the learners’ choices. Since these studies deal 
with a wide range of different contexts and students, and employ different methodologies, 
there is some variation in their findings however it is possible to conclude that successful 
learners are independent and use resources such as dictionaries well.  
 
Before going on to examine the activities and procedures for learning and teaching each of 
the receptive and productive skills. It is important to highlight general techniques, activities, 
and procedures applicable to all four skills. 
  
Good vocabulary-teaching techniques are goal orientated and give learners access to the 
required knowledge to achieve the goal. This knowledge may come from written or spoken 
texts, context, reference sources such as teachers or dictionaries (Nation, 2013), and other 
learners (Newton, 2013). In an effort to find the most effective incidental vocabulary 
learning activities, Hulstijn and Laufer (2001) turn to the construct of task involvement 
which is affected by three features: need - the requirement for the use of the target 
vocabulary in the task, search – the requirement for the learner to search for the meaning 
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of an item, and evaluation–the requirement that the learner assess the appropriateness of a 
word choice. A number of studies support the involvement load hypothesis: The greater 
the involvement load the more effective the learning (Keating, 2008; Kim, 2008; Laufer & 
Hulstijn, 2001). However, Nation and Webb, (2011) criticize the involvement load 
hypothesis for its omission of many factors involved in vocabulary learning and instead 
propose a technique feature analysis checklist which includes awareness, negotiation, 
repetition, among other factors.   
 
There are certain conditions which facilitate vocabulary learning across all four skills. Key 
amongst there is motivation, if learners are motivated they are likely to be more exposed to 
and pay more attention to vocabulary which is likely to increase learning (Laufer & 
Hulstijn, 2001). Another important condition is noticing (R. Ellis, 1991; McLaughlin, 1990; 
Schmidt, 1990). Factors which affect noticing are a word’s saliency in a text, previous 
exposure to a word, and the realization on the part of learners that a word fills a gap in 
their knowledge (Schmidt & Frota, 1986). Noticing also takes place in dictionary look up, 
deliberate study, guessing from context, and teacher explanation. R. Ellis, Tanaka, and 
Yamazaki (1994) and Newton (2013) find that when learners negotiate the meaning of a 
word they are more likely to learn it. There is a great deal of evidence which highlights the 
positive impact of definition on vocabulary learning in L1 (Brett, Rothlein, & Hurley, 1996; 
Elley, 1989) and L2 vocabulary acquisition (Hulstijn, 1993; Knight, 1994). The following 
chapter on lexical resources in EAP contains in depth discussion of defining techniques 
and styles, including the use of hypertext which has also been shown to be a condition 
which enhances vocabulary learning (Barcroft, 2002). An interest in and awareness of 
different component parts, form, usage, and relations of lexis on the part of learners is also 
beneficial to vocabulary acquisition (J. Scott & Nagy, 2004).  Another key condition for the 
acquisition of vocabulary is the occurrence of retrieval. From a psychological perspective 
the idea underlying retrieval is that more information is stored than can actually be reported 
(Baddeley, 1997) and that some cue is necessary in order that reporting occur. From the 
perspective of vocabulary acquisition, productive retrieval involves the need to 
communicate a meaning and retrieving the form, while receptive retrieval involves meeting 
the form and retrieving its meaning (Nation, 2013). A number of studies suggest that 
repeated retrieval of a word is beneficial to acquisition at least in the short term (Nakata, 
2017). It has also been claimed that the creative use of words also promotes learning (Joe, 
1995). This creative use involves changes on a word’s phraseology. To put this in TNE 
(Hanks, 2013) terms the exploitation of linguistic norms promotes vocabulary learning. It 
must be pointed out it is equally possible that this is a confusion of cause and effect and 
that creative use is in fact a sign of successful acquisition rather than a contributing factor. 
The levels of processing hypothesis states that “the more deeply and thoughtfully 
something is processes, the more likely it is to be retained” (Nation, 2013 p.113.). In this 
regard techniques such as instantiation–the recall of a particular instance or example of the 
meaning of a word (R. Anderson, Stevens, Shifrin, & Osborn, 1978)–and imaging–the 
deliberate creation of a visual image to promote learning–promote deep and thoughtful 
processing of vocabulary and by extension retention, are particularly beneficial to 
vocabulary learning. 
 
There are a number of teaching activities which promote these conditions. Most involve 
rich instruction (I. Beck, McKeown, & Omanson, 1987) or rich scripting (McWilliam, 
1998), that is, going beyond the immediate demands of the learning task to focus 
specifically explicitly on the teaching of a vocabulary item. Rich scripting activities include: 
examining a range of contexts and uses perhaps concordances or collocation dictionaries, 
semantic mapping activities (Sokmen, 1992), examining word parts and etymology (Ilson, 
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1983), ‘What is it? activities’ where learners find L2 synonyms or L1 translations for a word 
from contextual definitions (Nation, 1990), classification activities where learners place a 
new word in a lexical set, reflection activities where learners reflect on what it means to 
know a word. Dictionaries and other lexical resources have an important part to play in all 
of these activities.     
 
In addition to these formal vocabulary teaching activities vocabulary is often taught via on-
the-fly defining in lectures and stories, as part of the deliberate teaching of content in 
lectures. There are a number of ways in which this can be done; using gesture, pictures, 
diagrams or realia; via translation; defining and providing examples in L2 this is particularly 
common in academic contexts and is discussed in more detail in section 2.3 below. The 
efficacy of various defining styles and techniques in lexicographical resources is discussed 
in the following chapter.  

 
2.1.1 Learning Vocabulary and Listening 
 
In common with general studies of vocabulary acquisition, studies of vocabulary learning 
and listening place great emphasis on frequency and coverage. Here again it is important to 
note that there are many variables which differ between studies, for example, the 
circumstances of listening, the speed of speech,  and the nature of the text. Additionally 
studies also vary considerably in how they conceive of and operationalise comprehension, 
all of which this means that the validity of direct comparisons between studies can be called 
into question.   
 
Van Zeeland and Schmitt (2013) claim that learners need to understand at least 95 per cent 
of the running words in informal narratives in order to comprehend them a reasonable 
degree and to have a reasonable chance of guessing the meaning of unknown words from 
context. Breaking the 90 per cent threshold is not straightforward; the Zipfian nature of 
word frequencies means the learner has to acquire ever greater quantities of words for ever 
diminishing gains in terms of percentage coverage of running words. The challenge non-
literal meanings present to learners should also be borne in mind. O’Keeffe (2012) 
demonstrates how in use dampen, in the Collins Bank of English, extends beyond the literal 
sense “to make something slightly wet” to uses with more abstract nouns such as confidence, 
hopes, spirits, inflationary pressure etc. (p. 242). The use of metaphor to describe the abstract in 
terms of the concrete is important in academic communication, where there is often a need 
to describe novel abstract concepts in terms of lived physical experiences.        
 
There is some evidence for differences in coverage needed for comprehension between 
text types. Stæhr (2009) found 98 per cent coverage was needed for academic listening. 
Cummins (1986) framework of language proficiency could account for this difference. 
Figure 2.1 shows the approximate position of spoken academic and general face-to-face 
communication in Cummins framework in relation to its two continua: Cognitive demand 
and context embeddedness. 
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According to Goh (2000), listening presents four vocabulary related problems for learners. 
Firstly, learners do not recognise known words when they are spoken. Secondly, learners 
are unable to ‘chunk’, break down into individual words, a stream of spoken text. Thirdly, 
learners cannot form mental representations of words. Finally, learners sometimes 
understand individual words but are unable to grasp the message. There are a number of 
ways in which learners can be helped to overcome these problems. Principal amongst these 
is the provision of written input to accompany spoken text. This might take the form of 
receptive information transfer activities such as filling in the gaps on a diagram (D. Palmer, 
1982) (incidentally, such tasks are a key component of the IELTS Academic listening task) 
using closed-captions with videos (Sydorenko, 2010);  listening while reading (R. Brown, 
Waring, & Donkaewbua, 2008; Webb & Chang, 2012; Webb, Newton, & Chang, 2013); 
and holding quiz competitions (Manzo, 1970). Listening skills are also a key component of 
interactive tasks. There are a number of ways in which learners can be helped with this 
component. Newton (2001) advocates the use of pre-, during-, and post-task options for 
dealing with unknown vocabulary. Dictionaries and other lexical references can play a key 
role in this regard.   
 

2.1.2 Learning Vocabulary and Speaking  
 
Throughout this chapter the adequacy of frequency as a measure of vocabulary need or 
usefulness has been challenged. However, the majority of studies of vocabulary acquisition 
commonly recur to this criterion. This is the case with studies of the vocabulary used for 
speaking. Nation (2006) claims that a much smaller vocabulary is needed for speaking than 
writing. An obvious counter point to this argument is the influence of topic and degree of 
formality. A written note to a friend would surely contain less lexical variety than a lecture 
on history. Nation and Crabbe (1991) claim that 120 word survival list is sufficient for 
beginner learners who need L2 for tourism of short stays the L2 country. Nation (2013) 
advocates learning phrases in such lists as single items in order that the items are fluently 
produced, this is a tacit admission of the limitations of lists of words or word families in 
isolation. 
 
Fluency is a significant problem in learning vocabulary for speaking. Nation (2013) outlines 
a procedure for improving fluency with early stage learners which involves a list of target 
vocabulary to which the teacher points to and the student repeats. The teacher and student 
then swap roles. Phraseological items play a fundamental role in the promotion of fluency. 
This will be further discussed in Section 2.2 below. 

Cognitively demanding 

Context-reduced Context-embedded 

Cognitively undemanding 

face-to-face * 

*spoken academic  

Figure 2.1. Cummins’s framework of language proficiency 
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In addition to fluency, tip-of-the-tongue tests suggest that pronounceability has significant 
influence on learning difficulty. Learning difficulty depends on the similarity between 
individual sounds and suprasegmental elements in the L1 and L2, and the relationship 
between spelling and sound patterns. For Gathercole and Baddeley (1989) learners’ ability 
to retain phonological patterns in short-term memory has a significant influence on 
vocabulary learning. Papagno, Valentine, and Baddeley, (1991) demonstrate that short term 
phonological memory as a limiting factor can be overcome by developing meaning based 
association techniques such as keyword techniques. Gupta and Tilsdale (2009) present a 
slightly more nuanced view where learning how to say a new word involves a mix of short-
term, declarative and procedural memory.  
 
At first glance, the overwhelming importance of pronunciation in the learning of words for 
spoken production appears to point to a limited role for dictionaries; however, dictionaries 
can play a key role in techniques for overcoming the limitations of short term phonological 
memory. Dictionaries can play a supporting role in activities such as semantic mapping, 
decision making, debates, information transfer, split information task, ranking, cooperation, 
retelling, and role play all of which can be employed to facilitate vocabulary acquisition 
through speaking. 
     

2.1.3 Learning Vocabulary and Reading 
 
As with listening, the question of the quantity of vocabulary required for reading is a vexed 
one. Particularly problematic is the question of what is understood by comprehension, 
moreover, if a learner does comprehend a text how can one be sure that this is because of 
what he or she has read and not because of pre-existing extra-linguistic background 
knowledge. One response to the former point has been to consider the existence of 
threshold of language knowledge delimiting the boundary for successful comprehension. 
For Nation (2013) there are at least two views of this threshold. The strong view regards 
the threshold as an absolute boundary between having enough language knowledge and 
successfully comprehending a text on one hand, and not having enough knowledge and not 
comprehending a text on the other. The weaker view of the threshold regards it as a 
probabilistic boundary; the chances of a learner having sufficient language knowledge for 
comprehension are proportional to the distance from the threshold. Adopting a 
probabilistic view Laufer (1989) investigates the relationship between knowledge of word 
tokens and comprehension. She found that an understanding of 95 per cent or more of the 
running tokens lead to significantly more ‘reasonable’ 55 per cent scores in a 
comprehension test. This was not the case with an understanding of 90 per cent of the 
tokens. Adopting a strong view, Hue and Nation (2000) find that a vocabulary coverage 
level of 80 per cent for acceptable comprehension of fiction text since no learner below 
this coverage level demonstrated adequate comprehension. Schmitt et al. (2011) determine 
a linear relation between vocabulary coverage and comprehension the greater the coverage 
the greater the reading comprehension. 
 
Another alternative means of examining the difficulty of a text in reading comprehension is 
to examine the quantity of different words a learner might encounter within the text. 
Nation (2006) examines the vocabulary sizes needed to obtain coverage levels of 95 per 
cent and 98 per cent in various text types. He examined novels, newspapers, writing for 
children, children’s movies, and spoken English. At a 95 per cent coverage level 4,000 word 
families suffice for all text types except spoken English where 3,000 word families is 
adequate. At a 98 per cent coverage level figures ranged from 6,000 word families in 
children’s movies to 10,000 word families in writing for children. D. Gardner’s (2004) study 
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of expository, and narrative texts also points to difference in between text types; the former 
containing more theme-related and so-called academic vocabulary than the latter. 
 
Nation (2013) claims it is vocabulary size rather than text coverage which determines the 
critical vocabulary factor in comprehension. However, the present study argues that both 
approaches underplay the importance of context, be that at a phrase, sentence, paragraph, 
or intertextual level. That said, studies of the relation between vocabulary size, text 
coverage, and reading comprehension support the axiomatic claim that lack of vocabulary 
knowledge makes reading difficult. 
 
Reading both necessitates vocabulary and is also a motor for vocabulary learning. 
Concerned with L1 reading, Perfetti and Hart (2002) posit the Lexical Quality Hypothesis 
where word knowledge is primordial to reading. They regard the process of reading as a 
causal circle whereby good vocabulary knowledge facilitates better comprehension which in 
turn lead to increased input and practice which results in better vocabulary knowledge 
(Perfetti & Hart, 2001). Figure 2.2 illustrates a more elaborate causal circle taken from 
Perfetti (2010). 
 

 
 
 
In studies of both L1 and L2 language acquisition there is considerable debate about 
whether extensive reading is sufficient for vocabulary development. There is certainly 
evidence that learning vocabulary from context alone is possible.  Studies of young L1 
English speakers have found learning rates of 5 – 10 per cent of unknown words (Nagy, 
1985; Nagy, Anderson, & Herman, 1987; Swanborn & de Glopper, 1999). The interval 
between reading and the administration of the test is a major factor in the variation. In an 
L2 context Horst, Cobb, and Meara, (1998) found learning rates of around 20 per cent of 
unknown words in long graded readers. Fraser (1999) found better retention rates for 
vocabulary inferred from context when reading when this was followed up by consulting a 
dictionary or an L1 translation or L2 synonym.   
 
The words that learners acquire easily from context are those that represent familiar 
concepts. Nagy et al. (1987) finds learners have great difficulty learning new concepts.  The 

Figure 2.2. Perfetti’s (2010) Causal Circle of Vocabulary Learning 
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instantiation studies of Anderson and colleagues demonstrate that the concept of concrete 
core meaning is not sufficient for language, instead speakers need contextual help to 
instantiate. In reading comprehension much of the contextual help can be found in the 
phraseology of verbs. This is discussed in greater detail in Section 2.2.     
 
It is clear that vocabulary learning can take place through extensive reading, however, 
acquisition rates are low and require that learners read a great deal of material for very little 
return. In many L2 learning contexts including many EAP contexts this is simply not 
feasible. Indeed, Nation (2013 p. 357) advises that “Second language learners should not 
rely solely on incidental vocabulary learning from context. There needs to be judicious 
attention to decontextualized learning to supplement and be supplemented by learning 
from context”. 
 
Meaning-focused output and language-focused learning activities are a good means of 
promoting such decontextualized learning. Just as more deliberate intentional focus on 
vocabulary results in greater learning than an incidental focus (Hulstijn, 1988) reading with 
deliberate learning activities is more effective in terms of vocabulary learning than reading 
by itself (Min, 2008; Paribakht & Wesche, 1996; Sonbul & Schmitt, 2009). 
 
Irrespective of the type of reading, vocabulary acquisition from reading is most effective 
when texts are graded at the appropriate level. In many EAP and ESP contexts the use of 
simplified texts is not feasible. In such circumstances there are number of techniques 
teachers can adopt to support learners. Sutarsyah, Nation, and Kennedy (1994) 
demonstrate how narrow reading within a strictly defined topic area substantially reduces 
the vocabulary load, incidentally, it is an extremely practical activity for EAP courses. 
Elaboration of texts involves the addition of redundant elements to a text and especially 
clear signalling of the thematic structure using elements such as discourse markers. Some 
see elaboration as a more appropriate alternative to simplification (M. Long & Ross, 1993; 
Yano, Long, & Ross, 1994). Negotiation, that is group, or interactive reading has proved 
productive (Palincsar & Brown, 1986). As indicated in the section on general vocabulary 
teaching techniques intensive reading and direct vocabulary teaching can be justified for L2 
learners. Some studies of pre-teaching have shown positive effects (McKeown et al., 1985). 
Use of vocabulary exercises with reading texts may also be fruitful. Paribakht and Wesche 
(1996) provides a framework for analysing vocabulary exercise in relation to the necessary 
conditions for learning they fulfil. Dictionaries and lexicographical references can play a 
supporting role in all of these techniques. However, the final technique, glossing, is a more 
intricately related with lexicographical concerns. The benefits and different styles of 
glossing will be discussed in the following chapter on phraseology and EAP in 
lexicography. 

 
2.1.4 Learning Vocabulary and Writing 
 
There is less research about the relationship between the writing skill and vocabulary 
knowledge than the other three skills. However, it is clear that vocabulary knowledge is an 
important factor in the perception of writing quality for both teachers and learners. From 
the teachers’ perspective, vocabulary accounts for the greatest amount of variance on 
Jacobs, Zingraf, Wormuth, Hartfiel, and Hughey’s (1981) ESL composition profile (Astika, 
1993).  University professors perceive lexical errors to be the most severe of all the errors 
committed by students (Santos, 1988). From the learner’s perspective Leki and Carson 
(1994) claim that L2 learners see lack of vocabulary as having a major negative influence on 
the quality of their writing. 
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Read (2000) outlines a number of approaches for measuring the written vocabulary of 
language learners. One such approach involves discrete-point vocabulary tests. Laufer and 
Nation (1999) have developed such a test which uses five frequency-based group of words 
to distinguish between different proficiency levels. An alternative approach involves 
analysing texts in learner corpora using measures such as type/token ratio, lexical density 
among others (Laufer & Nation, 1995). Another means for measuring involves rating scales 
such as the vocabulary component of Jacobs et al.’s (1981) EFL composition profile and 
various institutional assessment rubrics. An alternative approach involves examining the 
lexical errors committed by learners in their writing. The latter two approaches are 
complicated by Ruegg, Fritz, & Holland's (2011) and Fritz & Ruegg's (2013) finding that 
many raters have difficulty distinguishing lexical errors from grammatical ones. This finding 
lends weight to a phraseological view of lexico-grammar; a central tenet of the present 
thesis. 
 
Given that Leki and Carson’s (1994) findings about students regarding lexical deficiencies 
as a major weakness in writing quality and Zhou’s (2009) claim that learners are eager to 
increase their vocabulary size yet are unsure how to do so seem plausible, it is clear that this 
is an area ripe for further innovation. There is evidence to suggest that vocabulary 
acquisition across all four skills would benefit from phraseological vision of language. With 
this in mind, the following section examines important research on the acquisition of 
phrases.  
 

2.2 Perspectives on the Acquisition of Phrases 
 
In vocabulary acquisition research in general, valid comparison of findings is problematic 
because of the heterogeneous nature of the groups under study and the methods employed. 
In studies of the acquisition of phraseology, the situation is complicated further by the 
diverse and often contradictory notions of what can be considered phraseological. There 
are an abundance of terms for what are often unsatisfactorily referred to as multi-word 
units (MWUs). Wray (2000) counts over fifty such terms many of which are overlapping in 
scope. In English vocabulary research MWUs can be understood in one of four ways:  
Firstly, they are sometimes understood as strings of words which researchers intuitively 
judge to frequently occur together, for example, ‘most of the time’ (Yoiro, 1989). Secondly, 
they can be understood as collocations in the strict sense of the ‘Russian School’ (Cowie, 
1998) a fundamentally lexicographical approach, like that described in chapter two, where 
words in collocations take on senses they would not otherwise exhibit or are non-
compositional and cannot undergo any transformations such as passivisation or 
pluralisation. Thirdly, the term can refer to all occurrences of a particular word or part of 
speech and its accompanying words. This is the approach taken by Granger (1998) in her 
study of French L1 learners’ of English use of adverbs. Finally, MWUs can be identified on 
the basis of frequency of occurrence of items within the corpus being studied using 
statistical association methods. Granger and Paquot (2008), Gries (2008), and Kovalyuk 
(2016) make a distinction between theory driven approaches on the one hand, which 
include the two former understandings of MWUs, which they attribute to an Eastern 
tradition, and data driven approaches on the other, which include the latter two, which they 
attribute to a Western tradition. Walker (2011) demonstrates how these different 
definitions of MWUs have consequences for the way they are represented in learners’ 
dictionaries. This issue is examined in greater detail in the following chapter.  
 
Taking the different understandings of MWUs into account Nation (2013) outlines five 
characteristics for MWUs as they are understood in English vocabulary acquisition studies: 



 

 43 

MWUs are recognised as variable in nature, however they have a predominant canonical 
form (Sinclair, 2004a). The combination of the individual words in MWUs is not arbitrary 
it is consistent with the grammatical and semantic use of the individual words. There are 
MWUs which are greater than the sum of their parts insomuch as their meaning cannot be 
fully understood by analysing the individual parts. There is some evidence that MWUs are 
stored in the lexicon as single choices however, this does not entail that they are not 
analysed, or that they are fixed. Siyanova-Chanturia, Conklin, & Schmitt (2011) suggest that 
collocations present clear processing advantage to both native and non-native English 
speakers. Finally, like single words MWUs have a communicative purpose, knowing this 
purpose is an essential component of knowing a MWU. 
 
Studies of MWUs in language acquisition suggest that these units play an important role in 
language. Chapter 1 outlined a number of approaches to language analysis which could be 
termed phraseological insomuch as they reject the traditional divide between grammar and 
lexis. It is argued that these approaches better account for the facts of language than 
traditional generative approaches. The potential of the rejection of the hegemonic position 
of syntax to language pedagogy has long been recognized. Lewis’s (1993) the Lexical 
Approach is essentially a call to subordinate grammar to lexis in language pedagogy. In spite 
of these insights from lexicography, cognitive linguistics, functional linguistics, corpus 
linguistics, and developments in language pedagogy, a large tranche of research in English 
vocabulary acquisition continues to focus on single word items. There is however some 
research in the field of English vocabulary acquisition studies which suggest a 
phraseological view of language.  
 
A vision of the lexicon as a continuum, containing neither exclusively single-word items, 
nor fixed phrases is supported by studies which suggest that MWUs are stored as wholes. 
Arnon and Snider (2010) study frequency effects for four-word phrases of the type don’t 
have to worry. In a study of native-speakers receptive use, they find that users process more 
frequent phrases faster, in a manner that cannot be reduced to the frequency of the 
component words. From this finding they conclude that language users store frequency 
information about whole phrases. Conklin and Schmitt (2008) compare reading times for 
formulaic sequences with comparable non-formulaic sequences for both native and non-
native speakers. They found that both literal and idiomatic formulaic sequences were read 
more quickly than creatively generated language. Jiang and Nekrasova (2007) use an online 
grammaticality test to examine L1 and L2 speakers of English’s use of formulaic and non-
formulaic phrases of the type as soon as. The phrases are matched for word length and 
frequency. They find that results showed that both groups responded to the formulaic 
sequences significantly faster and with fewer errors than they did to non-formulaic 
sequences. Vilkaitè (2016) employs an eye-tracking experiment comparing receptive 
processing of adjacent collocations (e.g. provide information), non-adjacent collocations (e.g. 
provide some of the information) and control phrases. She demonstrates that collocations of 
both types are processed faster than control phrases. Although, adjacent collocations 
present a greater processing advantage than their non-adjacent counter parts. However, the 
results of these studies do not imply that knowledge of individual words is not important; 
the compositionality of MWUs is not arbitrary and the meaning of individual component 
words often plays a role in the meaning of the MWU (D. Liu, 2010; Walker, 2011). 
Understanding the meaning of individual parts facilitates the learning of MWUs (Boers & 
Lindstromberg, 2009; Bogaards, 2001; Webb & Hang, 2016). González-Fernandez’s (2016) 
study of 144 Spanish L1 learners of English makes this relationship between knowledge of 
MWU and single-words quite clear. She uses a battery of tests designed to evaluate 
productive and receptive of knowledge of four components of word knowledge: The form-
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meaning link, derivatives, polysemy, and collocation. Using a structural equation modelling 
analysis she finds that collocational knowledge interrelates with the other components of 
word knowledge.  
 
Since they point to a redundant processing or dual-entry model of the lexicon, to some 
extent, MWUs account for the puzzle of native-like selection and fluency. Pawley and 
Syder (1983) propose a dual entry model of the lexicon to explain how native speakers 
choose a felicitous utterance out of the multitude of grammatical possibilities and under 
most circumstances produce clauses without hesitations. On their account the lexicon 
contains both individual words and, lexicalized sentence stems (fixed-MWUs) and semi 
lexicalized-sentences (variable-MWUs). In a study of second language French learners 
Towell, Hawkins, & Bazergui (1996) claim that increase in fluency is the result of learners 
memorising sequences of words.  
 
There is evidence to suggest a usage-based entry model (Bybee, 2006). Several studies have 
found a relation between the learning of many types of MWU and the frequency with 
which and sequence in which they are met by the learner. N. Ellis, Frey, & Jalkanen (2009) 
demonstrate that native speakers recognize frequent verb argument collocations more 
frequently than less frequent ones. L. Qian (2015) and Siyanova-Chanturia (2015) draw 
similar conclusions for non-native speakers. N. Ellis, Simpson-Vlatch, and Maynard (2008) 
examine the relationship between corpus measures of collocation frequency, and mutual 
information (MI) (coherence) and both learners and native speakers’ recognition, 
articulation and priming of formulaic expressions. They deem both measures to be 
psycholinguistically valid, however, they find that MI is a better indicator for native 
speakers while ESL learners’ results show a stronger correlation with frequency measures. 
In an experiment involving artificial language, N. Ellis and Schmitt (1997) demonstrate that 
repetition of phrases involving novel long-range grammatical dependencies results in 
acquisition.  
 
Despite these phraseological advances, the single-word approach predominates in English 
Vocabulary studies. This is particularly true as far as the selection of vocabulary for EFL 
and ESL courses and material. This is problematic since knowledge of a word’s collocation 
patterns are an essential aspect to knowing about its form, meaning and use (Chang, 
Chang, Chen, & Liou, 2008; Lewis, 1993; Sinclair, 2004a; Stubbs, 2009). 
  
Nation (2013) sets out some general guiding principles for the teaching and learning of 
MWUs. These include learning the principal components of the MWUs and how they can 
be varied in the unit. Examining how the meaning of the parts contributes to the whole. 
He highlights the importance of fluent recognition of and access to MWUs and the need to 
examine the use of well-formed MWUs in context. Lexicographical materials, with 
adequately selected and exemplified MWUs are essential in this regard. 
 
This raises the question of how to select the MWUs to be taught. In practice, the selection 
of MWUs for teaching purposes has been rather haphazard. For example, Koprowski 
(2005) highlights the unprincipled approach to the selection of MWUs in ELT course 
books. With the exception of everyday phrases such as greetings, O’Keeffe et al. (2007) 
highlight a tendency to treat MWUs as the domain of higher-level learners even though 
many MWUs are at least as frequent as commonly taught words at lower-levels. In a study 
of MWUs in 24 Spanish and English textbooks López-Jiménez (2010) found that only 8.3 
per cent of textbooks make the vocabulary selection criteria explicit and that treatment of 
MWUs in English textbooks is particularly scarce at lower levels. In theory, it is possible 
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delimit three principal approaches to the selection of MWUs: Form-based, meaning-based, 
and storage-based. 
 
Form-based approaches are usually corpus-based. For bigrams Mutual Information (MI) 
(Church & Hanks, 1990), a score which compares the probability of two words occurring 
together with the probability of them occurring individually, is often employed. However 
this is problematic as MI tends to overestimate the significance of rare words and as is 
sensitive to data sparseness, thus it is best suited to use with very large corpora (Kilgarriff, 
2001; Manning & Schütze, 1999). Cobb's (n.d.) Compleat Lexical Tutor and a number of 
other concordancing programmes aimed at classroom employ such measures. The 
frequency based selection of n-grams is more common in English teaching. In this field it 
is better known as the ‘lexical bundle’ approach (see for example Biber, Conrad, & Cortes, 
2004). This approach involves searching a corpus for string of n words in length which 
occur above a certain frequency level. It is problematic because no semantic criteria are 
employed in this search, thus phrases with little teaching value such as it is a are often 
selected. Studies which employ this n-gram approach often have a second phase in which a 
human analyst sorts the output. Non-contiguous MWUs, for example phrasal verbs such as 
look up something / look something up present further problems for the lexical bundle approach.  
Cheng, Greaves, and Warren (2006) address this problem with variations on the lexical 
bundle approach which they dub skip-grams and concgrams. In general English Biber, 
Johansson, Leech, Conrad, & Finegan's (1999) Longman Grammar of Spoken and Written 
English places a great deal of emphasis on lexical bundles. Many EAP/ESP vocabulary 
studies use the lexical bundle approach. The advantages and disadvantages of this approach 
are outlined more fully in Section 2.3 on EAP and vocabulary teaching.  
 
Meaning-based approaches usually involve the criterion of compositionality. Grant and 
Bauer (2004) make a distinction between core idioms, where the meaning of the parts of 
the MWU is not clearly related to the whole, figurative MWUs, and literal MWUs where 
the meaning is largely obvious from the parts. There is evidence for the influence of L1 on 
accurate and inaccurate idioms in L2 (Nesselhauf, 2003). Thus for language teaching 
purposes, Nation (2013) proposes applying the criterion of the existence of word-for-word 
parallels in the learner L1. MWUs which have no L1 parallel cause a great deal more 
difficulty for learners (Wolter & Gyllstad, 2011; Yamashita & Jiang, 2010). Idiom 
dictionaries are good examples of the application of the meaning based approach to MWU 
selection.  
 
Storage-based approaches are concerned with the psychological representation of MWUs. 
Wray's (2002, p. 9) definition of formulaic sequences, as sequences that are “stored and 
retrieved whole from the memory at the time of use”, hints at such an approach. The 
problem here is one of reliability and validity of evidence. Since direct observation of 
psychological phenomenon is not possible other identification and classification procedure 
must be used. Read and Nation (2004) discuss procedures involving intuition, corpus 
analysis, structural analysis, phonological analysis, and pragmatic functional analysis. They 
highlight the inherent advantages and pitfalls of each. In ELT the Phrasal Expression List 
(Martinez & Schmitt, 2012) is an attempt to identify morpheme equivalent MWUs, their 
starting point is a corpus-based search for frequently occurring n-grams. They then judge 
these strings using a criteria of morpheme equivalence, semantic transparency, and 
deceptive transparency (Laufer, 1989a) – “words learners think they know but do not” 
(Laufer, 1989a p.11); for example learners might hypothesise that for some time means ‘for a 
short amount of time’. These three criteria are not obligatory. They are essentially used to 
confirm intuitive judgments.  
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Once MWUs have been selected for English courses the obvious question is how they 
should be taught and learnt. The following paragraphs will outline some general concerns 
regarding the teaching and learning of MWUs before going on to examine how they might 
be best taught and learnt in relation to the four skills of reading, listening, speaking and 
writing. 
 
There is some evidence to suggest that idiomatic MWUs are more easily learnt than single 
word items. In a reading and translation test of Dutch native speaker learners of French, 
Bogaards (2001) found that learners are better able to retain idiomatic MWUs made up of 
well-known component words than unknown single-word items. These results relate to 
idiomatic MWUs, for example faire la tête (literally “make the head”, which could be 
translated as “to sulk”), the extent to which they are generalizable to other types of MWUs 
is questionable. He also found that new meaning-related senses of lexical items are better 
retained than totally new lexical items. On the other hand, there is no difference between 
the retention of meaning-related and non-meaning-related senses of familiar forms.  
 
Ackermann and Chen (2013) argue that productive use of collocations is more difficult 
than receptive use. As with learning single words there is evidence that MWUs can be 
learnt in context, especially if their component parts are known. Many studies have shown 
positive effects of repeated encounters. Use of lexicographical techniques such as 
underlining, bolding, colouring or glossing to capture students attention have been 
demonstrated to be effective, as has decontexutalisation. Explicit teaching and deliberate 
learning are also effective with MWUs. Nation (2013 p. 499) highlights five principal 
focuses for the deliberate learning of vocabulary in general and describes how they might 
be applied to MWUs.  
 
An important focus of deliberate teaching involves encouraging noticing. O’Keeffe et al. 
(2007) suggest carrying out repeated listening activities some aimed at comprehending 
content others aimed at noticing chunks. Dictation related exercises are also useful in this 
regard as they involve chunking and holding chunks in working memory. These are not 
limited to listening and writing skills, ‘read-and-look-up’ (M. West, 1960), and ‘delayed 
copying’ (Hill, 1969) activities can also involve reading and speaking. Brainstorming and 
matching exercises in groups (D. Brown, 1974) can also prove useful in encouraging 
noticing of MWUs. However, Boers and Lindstromberg (2009) criticise MWU matching 
exercises which provide learners little guidance on how complete the task. They stress the 
importance of making students aware of the context of the source domain as well as formal 
factors. Another focus of deliberate learning involves rote learning. Nation (2013) argues 
that the procedure for rote learning of MWUs should be no different to individual words. 
He argues that Elgort’s (2011) claim that rote learning of individual words produces both 
explicit and implicit knowledge is equally applicable to MWUs. A focus on mnemonic 
devices in MWUs facilitates the learning of the form and meaning of MWUs. Those 
MWUs which exhibit word repetition, rhyme, slant rhyme, alliteration, assonance, or 
consonance are likely to be learnt if learners notice these features (Boers and 
Lindstromberg, 2009). A focus on patterns within multiword units can also facilitate 
learning. Dilin Liu (2010) argues that MWUs, specifically the components of collocations, 
do not occur together arbitrarily but instead occur in accordance with their semantic and 
syntactic patterning. She attributes the difficulty L2 learners have in accurately using 
collocations to the difference in patterning as regards collocations in their L1 and advocates 
a pedagogical approach to collocations based on corpus data. Staying with collocations, 
Walker (2011) examines the collocational behaviour of semantically related verbs and 
nouns in a corpus of business English.  He finds that many collocations can be explained 
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by the semantics of the individual words, semantic prosody, and metaphor. He contends 
that learning of collocations is facilitated if students notice such patterns. The use of 
concordancers is widely recommended as a means of drawing learners’ attention to 
collocation pattern (Chang et al., 2008). 
  
The final focus which benefits the learning of MWUs is the development of interpretative 
strategies. Such strategies are particularly useful with figurative MWUs. Grant and Boer 
(2004) and Grant and Nation (2006) outline a procedure for learning such items. The first 
step involves understanding the figurative meaning, the next understanding the literal 
meaning, the final step involves learners working out how the two meanings are related. 
This strategy is facilitated if learners are made aware of the domain from which the MWU 
originates, the possibility of false cognates, and are familiar with common metaphoric 
themes (Boers & Demecheleer, 2001). Dictionaries are particularly useful in this regard. 
 
Drawing learner’s attention to metaphor is beneficial to learning MWUs. In a study of 
Chinese L1 learner use of English phrasal verbs Liao and Fukuya (2002) find that learners 
tend to avoid figurative phrasal verbs to a greater extent than literal ones. Walker (2011) 
finds that verbal and nominal collocations can be explained by examining the metaphorical 
processes which they have undergone. Boers (2001) demonstrates that hypothesising about 
the origin of figurative MWUs benefits learning. Explanatory feedback after this 
hypothesising benefits learning further (Boers, Demecheleer, & Eyckmans, 2004). In a 
CALL procedure the identification of the origin of the figurative MWU, followed by 
learning its figurative meaning, then using it in a gap fill task was the most effective 
sequence (Boers, Eyckmans, & Stengers, 2007; Boers & Lindstromberg, 2009). This 
necessarily involves lexical resources which display MWUs in diverse contexts.  

 
2.2.1 Learning Phrases and Reading and Listening 
 
As with single words MWUs are an essential component of reading ability. At the same 
time, reading is also one of the principal motors for MWU learning. Kremmel, Brunfaut, & 
Alderson, (2016) study the influence of MWUs on reading comprehension test scores of 
418 EFL learners. They find that a measure of MWU knowledge is a better predictor of 
reading comprehension score variance than traditional syntactic measures. They 
hypothesise that phraseological knowledge plays a critical, yet traditionally underestimated 
role in foreign language reading ability. Nist and Olejnik (1995) demonstrate that learners 
are better able to select the correct example of a use of a word when they see a definition 
and an example of the word in context. Prince's (1996) findings suggest that learning from 
phraseological context is of greater benefit to advanced learners than beginners. Several 
cloze-test based studies (Chihara, Oller, Weaver, & Chavez-Oller, 1977; Rye, 1985) indicate 
that clues for guessing word meaning from context are obtained from the immediate 
context, that is to say phraseology. Richard Anderson and colleagues (R. Anderson & 
Ortony, 1975; R. Anderson & Shifrin, 1980; R. Anderson et al., 1978) highlight the role of 
linguistic context, which includes a word’s phraseology, in the creation of instantiations in 
readers and listeners. For them a word has no set core meaning but rather a range of 
meanings which are activated by context. To a certain extent this chimes with Hoey’s 
(2005) Lexical Priming and Hank’s (2013) TNE. Amnes (1966) provides a classification of 
context clues these were ranked by Rankin and Overholser (1969). The majority of these 
clues depend on a word’s phraseology.  
 
Shin (2009) claims listening provides more favourable conditions for incidental learning of 
MWUs than reading because spoken language makes use of MWUs more frequently than 
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written language. This claim is only valid with a very narrow definition of MWU; sequences 
such as as well, you know, as much, I think which occur with high frequency in speech. It does 
not apply to the present study which focuses on verb + noun collocations.   

 
2.2.2 Learning Phrases and Speaking and Writing 
 
Many theories of fluency attribute a primordial role to MWUs (Schmidt, 1992). From a 
theoretical standpoint this involves a full-entry model of the lexicon whereby, as in 
Goldberg’s (1995) Construction Grammar, information is specified at all levels of the 
taxonomic hierarchy. There is evidence for the value of substantial repetition of MWUs in 
improving fluency in speaking (Durrant & Schmitt, 2010) and writing (Durrant & Schmitt, 
2009). At a practical level the notion of exploiting MWUs to develop quick initial 
competence and fluency is nothing new. Take for example the use of holiday phrase books 
(H. Palmer, 1989). In a study of young Turkish L1 learners of English, Gheitasi (2016) 
finds that formulaic sequences are used strategically to economize processing effort and 
buy processing time. Wray’s (2004) examination of an L1 English speaker giving a cookery 
class in Welsh, demonstrates the usefulness of formulaic sequences for quickly learning and 
fluently producing the language necessary in strictly defined situations. In this situation the 
typical early stage learner errors which occurred suggest that to some extent adult learners 
analyse MWUs. This might be considered yet more support for a dual entry model. 
 
The majority of research on the acquisition of MWUs in English tests written production 
to some extent. In many cases this is not the principal aim of the research but rather an 
artefact of the procedures used to measure other skills. For example, acquisition and 
reading and listening are often measured via written tests. As far as deliberate testing of 
written production of MWUs is concerned, Čolovic-Markovič (2016) investigates the 
influence of explicit instruction on ESL learners’ ability to produce topic-induced word 
combinations. She found that those learners who had received instruction significantly 
outperformed those who did not, in the use of topic-induced word combinations in an 
essay writing task. Schmitt and Redwood (2011) found a moderate collocation between a 
cloze-test score for productive use of phrasal verbs and their frequency of occurrence in 

the British National Corpus (BNC) (Oxford Text Archive, 2015)3. They conclude that the 
learning of phrasal verbs is related to their frequency of occurrence. However, this 
relationship is not particularly strong.  
 
Prodromou (2008) indicates that native-like speech is characterised by the presence of 
MWUs. These chunks often have discourse-marking functions, serve as hedges to protect 
face and demonstrate politeness, or as markers of vagueness used to avoid sounding blunt 
or pedantic (O’Keeffe et al., 2007). Examples of MWUs with all these functions can be 
found in Shin and Nation's (2008) list of collocations in spoken English. O’Keeffe et al. 
(2007) highlight the importance of drilling and noticing activities in the adquisition of these 
types of chunks. 
 
There are a vast number of studies which employ learner corpora to analyse learners’ use of 
formulaic language. The majority of these learner corpora contain university student 
writing and fall within the remit of EAP, this perhaps because of these ease with which 
researchers working in tertiary education institutions can access such data. Perhaps the best 
known learner corpus is The International Corpus of Learner English (Granger, Dagneaux, 
Meunier, & Paquot, 2009) which contains argumentative essays written by L2 English 

                                                 
3 Henceforth all mentions of the BNC refer to this resource. 
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students at university. Research employing this and other learner corpora will be discussed 
in the next chapter section on the acquisition of vocabulary in EAP.  

 
2.3 The View from EAP 
 
In their quest to delimit academic vocabulary many researchers have turned to frequency 
measures. The idea being that there is a group of ‘semi-technical’ or ‘academic’ vocabulary 
which lies between the 2,000 to 3,000 most commonly occurring words in English at one 
pole, and specialized technical vocabulary at the other. Proponents of this approach, point 
out that academic vocabulary is common to a wide range of academic texts (Barber, 1962; 
Campion & Elley, 1971; Coxhead, 2000; Praninskas, 1972; Xue & Nation, 1984). They also 
point out that it accounts for a reasonable number of words in academic texts. For 
example, there have been many studies of the coverage percentage of Coxhead’s (2000) 
AWL. Cobb and Horst (2004) find coverage of 11.6 per cent in the Learned section of the 
Brown corpus (W. N. Francis & Kučera, 1979); Hyland and Tse (2007) find coverage of 
10.6 per cent in a corpus Science and Engineering texts by professional and student writers; 
Q. Chen and Ge (2007) find coverage of around 10 per cent in medicine research articles; 
Konstantakis (2007) finds coverage of 11.5 per cent in business; Coxhead and Hirsh (2007) 
find 8.9 per cent in Science; J. Ward (2009) 11.3 per cent in engineering; Martínez, Beck, 
and Panza (2009) 9 per cent in agricultural sciences research articles; Vongpumivitch, 
Huang, and Chang (2009) 11 per cent in applied linguistics research articles; Li and Qian 
(2010) 10.5 per cent in finance.  
 
A few studies have indicated that learners encounter greater difficulty with sub-technical 
vocabulary than with technical vocabulary (J. Anderson, 1980; S. Li & Pemberton, 1994; 
Trimble, 1985). Nation (2013) indicates that in contrast to specialist vocabulary which 
requires specialist background knowledge, academic vocabulary is “the kind of specialized 
vocabulary that an English teacher can usefully help learners with” (Nation, 2013 p. 293). 
 
It is true that much of so-called academic vocabulary has an important role as discourse 
markers, variously called, ‘discourse organisers’ (Biber, 2006) ‘stylistic formulas’ (Yoiro, 
1989), ‘connectors’ (Crewe, 1990), ‘linking expressions’ (Sinclair, 2004a) etc. Although there 
is some evidence that they occur with different frequencies and serve different purposes in 
different academic disciplines (Hyland, 2008b), these expressions occur frequently across a 
variety of academic texts and can be taught without recourse to specialist knowledge. As 
such there is little doubt about their teaching worth. However, beyond this restricted group 
the claims of proponents of a frequency based distinction between three levels of 
vocabulary are questionable. Trimble (1985) argues that academic vocabulary takes on 
extended and distinct meaning in different technical contexts. For example, fast in medicine 
has the sense of ‘resistant to’ while in mining it is used to describe solid ground. However, 
M. Wang and Nation (2004) dispute the influence of homography and homonymy in 
academic vocabulary. In a study of AWL words they found that while 60 of the AWLs 
word families contained homographs only three did not meet the list’s range and frequency 
criteria. In contrast, the precursor to the present study (Rees, 2013), a study of the 
collocational behaviour of 57 AWL families across three academic disciplines found that 49 
headwords exhibited different meanings in different disciplines and that many of these 
meanings would be problematic for learners accustomed to the general use. There are a 
number of factors which explain the discrepancy between these results. Firstly, M. Wang 
and Nation (2004) make a sharp and arguably unjustified distinction between homography 
and polysemy. Secondly, the extent to which their corpus represents academic language has 
been called into question (Durrant, 2013; Hyland & Tse, 2007). Thirdly, their recourse to a 
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dictionary of general English, The New Oxford Dictionary of English (Pearsall, 1998) results in 
definitions that are necessarily general and thus cannot reflect discipline-specific academic 
use. 
   
On a practical level, a consequence of the emphasis on frequency has been a proliferation 
of frequency-based academic wordlists which respect the general, sub-technical, technical 
distinction. Campion and Elley (1971) is the first attempt to create a list of academic 
vocabulary with reference to real academic language, and like Praninskas (1972) is based on 
a manually compiled corpus of academic language. Coxhead’s (2000) New Academic Wordlist 
was the first to be compiled using a machine readable corpus. The New Academic Vocabulary 
List (D. Gardner & Davies, 2014) employs a significantly larger machine-readable corpus 
and is determined on the basis of lemmas not word families. In contrast, some researchers 
do not employ the general/sub-technical/technical distinction. Lynn (1973) and Ghadessy 
(1979) note those words which students have annotated in their textbooks. Xue’s and 
Nation’s (1984) University Wordlist is the amalgamation of these notation lists and Campion 
and Elley’s (1971) and Praninskas’s (1972) manual corpus work. Several authors have 
rejected frequency based distinction in the selection of academic vocabulary. Ward (1999) 
argues that the three way distinction is not necessary for learners who have clear specialised 
goals. Taking another point of view, Paquot (2010) includes high-frequency words which 
play key a role in structuring academic texts in her Academic Keyword List.  
 
More recently there has been a great deal of interest in the creation of discipline-specific 
wordlists; in engineering (J. Ward, 2009), agriculture (Martínez et al., 2009), environmental 
studies (J. Liu & Han, 2015), nursing (M. Yang, 2015), and medicine (Lei & Liu, 2016).  
Further weight is given to the need to take academic discipline into account when selecting 
vocabulary for EAP by Sutarsyah et al. (1994). In the economics textbook examined in the 
study, 34 words accounted for 10 per cent of the total number of words, and the function 
word you occurred with higher frequency than in a general corpus. There are also a wealth 
of surveys non-native speaker English university students which highlight the problems 
posed by discipline-specific vocabulary (Berman & Cheng, 2010; Evans & Green, 2007; 
Evans & Morrison, 2011; Wu & Hammond, 2011). 
 
The trend towards more discipline-specific academic wordlists is a positive advance. 
However, single-word wordlists cannot take phraseological concerns into account, nor can 
they deal with a great deal of discourse organizing vocabulary which plays a key role in 
academic language. These concerns have led to the creation of various lists of academic 
MWUs. Some deal with general academic vocabulary (Ädel & Erman, 2012; Biber & 
Barbieri, 2007; Biber et al., 2004; Kashiha, 2015; Pérez-Llantada, 2014). Others provide 
more discipline-specific lists of MWUs. For example, Cortes’s (2004) study of lexical 
bundles in history and biology, Gledhill’s (2000) study of collocations in science writing, 
Grabowski's (2015) study of lexical bundles in pharmaceutical articles, Marco’s (2000) study 
of collocational frameworks in medical research papers, Le and Harrington's (2015) study 
of lexical bundles in applied linguistics research articles, Ward’s (2007; 2009) study of 
collocations in Engineering, Hsu's (2014) formulaic sequence list for prospective EFL 
business studies students, William’s (1998) study of collocational networks in plant biology 
research articles, and H. Yang’s (1986) study of multiword terms in science texts.  
 
As is the case with wordlists in general, the hegemony of frequency in vocabulary studies 
limits the usefulness of many of these MWU lists. The majority of such lists are created 
using an n-gram approach which in English vocabulary studies is known as the lexical 
bundle approach. Although this approach is straightforward to implement and has resulted 



 

 51 

in interesting findings, it is limited insomuch as it only returns strings of words of a given 
length occurring above a given frequency threshold. Semantic considerations are not taken 
into account. In short, the consequences are phrases such as ‘to do with the’ or ‘I think it 
was’ which are intuitively not relevant or in Simpson-Vlatch and Ellis’s (2010) terms not 
“psycholinguistically salient”. Simpson-Vlatch and Ellis (2010) mitigate the problem of 
nonsensical collocations and those not worth teaching time by applying a teaching-worth 
measure. This results in more useful output but cannot account for the semantic 
information lost in the initial selection process. Similarly the Academic Collocation List 
(Ackermann & Chen, 2013) employs a mixed-method approach of statistical collocation 
and expert judgment to derive a list of lexical collocations which they claim is immediately 
useful to EAP teachers.  
 
The lexical-bundle approach is also employed in a large body of research which exploits 
learner corpora. For reasons including ease of access to data, several of these corpora 
comprise writing and speech produced by university students as part of their studies thus, 
in broad terms, can be considered as attempts to represent academic language. Chief 
amongst these corpora is the International Corpus of Learner English (ICLE) (Granger et al., 
2009). This has been used in studies of L2 error analysis and avoidance, particularly in 
regards to phrasal verbs. Inspired by Menachem and Laufer’s (1985) study of error and 
avoidance with phrasal verbs by Hebrew L1 students of English, M. Chen (2013) employs 
the ILCE to compare Chinese, British and American students use of phrasal verbs; 
Mazaherylaghab (2013) looks at Iranian students and; Waibel (2007) German and Italian 
students.  
 
Learner corpora are sometimes used as a basis for the vocabulary selection and wordlist 
evaluation. Durrant (2016) employs the British Academic Written English corpus (BAWE) 
(Alsop & Nesi, 2009) to evaluate D. Gardner & Davies's (2014) New Academic Vocabulary 
List. The use of learner corpora for vocabulary selection and wordlist evaluation is 
problematic since student writers are by definition writers in training and do not have the 
full range of linguistic resources necessary for their task. In the present study the view is 
taken that corpora containing texts written for publication represent a more adequate basis 
for the study of EAP lexis. The arguments supporting this view are presented in greater 
detail in Chapter 4.  
 
Both the use of general-academic wordlists and the lexical-bundle approach might be 
motivated by practical concerns such as ease-of-use and interpretation rather than 
pedagogical concerns. This speculative point is backed up by Nation’s assertion “that 
academic vocabulary the kind of specialized vocabulary that an English teacher can usefully 
help learners with” (Nation, 2013 p. 293), while the teaching of what is traditionally known 
as technical vocabulary is considered as outside teachers remit (Barber, 1962; Cowan, 1974; 
Higgins, 1966) since they do not have the body of technical knowledge within which to 
situate the term in a meaningful way. This fact, coupled with the crucial role such 
vocabulary plays in reading highlights the need for lexicographical resources with genuine 
‘technical’ usage examples. 
 
Traditional views of academic vocabulary emphasize its frequency of occurrence. However, 
frequency is not the only factor which has been considered. Corson (1985, 1997) posits the 
existence of a lexical bar which inhibits access to the great deal of academic vocabulary 
with Greco-Latin roots for learners whose L1 does not contain such roots. Others have 
attempted to define academic vocabulary in terms of the functions it carries out. For 
example, Strevens (1973) highlights the functions of discrimination, classification, inter-
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relation, and explanation, while Martin (1976) presents a classification of vocabulary by its 
use in the research process, analysis, and evaluation. Meyer (1990) suggests that in academic 
contexts words such as concerning, fact, and process are becoming delexicalised and behave like 
function words. Similarly, McCarthy (1993) and McCarthy and Carter (1994) demonstrate 
how certain discourse patterns are associated with certain ‘discourse-organizing words’ 
such as question, issues, assumption, position, case and situation. 
  
The findings of studies on the acquisition of EAP vocabulary have implications for the 
view of EAP and parts of speech under study in the present dissertation. The view of 
academic vocabulary taken in the present corpus-based study is not limited by the general, 
sub-technical, technical distinction. Instead, academic vocabulary is considered to be any 
vocabulary that occurs reasonably frequently in academic texts. The decision to concentrate 
on verbal collocations rather than those involving other parts of speech is supported by the 
delexicalisation process highlighted by Meyer (1990) and the existence of academic 
discourse-organizing words (McCarthy, 1993; Paquot, 2010). It is assumed that verbal 
collocations are more problematic for learners than function words.  
 
The question of how to teach academic vocabulary depends whether its intended purpose 
is productive or receptive. However, Nation (2013 p. 298) proposes a three-step approach 
to the sequencing of academic vocabulary. The first step involves introducing learners to 
the 180 wide-range high-frequency items in the AWL through careful selection or 
simplification of texts. The second step involves 15 unmodified texts which would cover 
another 180 words of the AWL. The final step involves learners independently extensively 
reading large amounts of academic texts from their subject areas and beyond. This could be 
supplemented by the decontextualized learning of AWL items. The keeping of some kind 
of vocabulary record is also recommended, however, Leeke and Shaw (2000) in their study 
of the vocabulary learning habits of post-graduate EAP students in England, found that 
only around one third of students kept such a record.  
 
Nation regards direct vocabulary learning key to non-native-speaker students being able to 
compete with native-speaker at an English medium university. Across all four skills, there is 
an emphasis on learning with activities which reflect academic contexts (Nation, 2013). For 
example reading, or listening to academic texts. Flowerdew (1992) and Bramki and 
Williams (1984) highlight the important role of definitions academic lectures and 
textbooks. In a study of EAP students File and Adams, (2010), found that isolated 
vocabulary instruction before reading lead to greater retention than vocabulary instruction 
integrated with reading. Both methods of instruction were more effective than incidental 
instruction. As for speaking, activities should reflect academic, presentations or discussions. 
Nikhat Shameem and Alison Hamilton-Jenkins (Peacock & Flowerdew, 2001) developed 
the idea of issue logs with the aim of promoting fluency. Issue logs involve a learner 
choosing a topic on which they become experts of the course of a pre-sessional EAP 
course. They improve their fluency with specialized vocabulary by providing oral and 
written reports on their chosen topic throughout the course. As far as writing is concerned, 
practice writing formal texts, literature reviews, and written summaries all provide students 
the opportunity to use vocabulary in an academic context. Dictionaries and other 
lexicographical resources can play an important role in all of these activities. The following 
chapter will discuss the treatment of EAP and phraseology in these resources.  
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3. PHRASEOLOGY IN LEXICOGRAPHICAL RESOURCES 
IN EAP TEACHING AND LEARNING 
 
3.1 Introduction 
 
The review of the literature in the previous chapter suggests that dictionaries play an 
important role in the teaching and learning of EAP. Having established the worth of 
dictionaries in EAP, the principal concern of current chapter is the treatment of 
phraseology in dictionaries and other lexical resources used in EAP teaching and learning. 
Before dealing with this specific concern, a more general examination how dictionaries are 
used in second language acquisition is undertaken. This is followed by a discussion of the 
representation of phraseology in dictionaries, and finally a look at issues specific to EAP 
lexicography. The present chapter will focus primarily on monolingual learners’ dictionaries 
(MLDs) since these are the monolingual dictionaries most frequently used in the EAP 
context in production (Gilquin, Granger, & Paquot, 2007; Paquot & De Cock, 2010). 
However, in order to provide a more complete panorama of dictionary use in EAP, 
occasional mention will be made of research into other lexicographical resources including, 
collocational, bilingual, and bilingualised dictionaries, as well as term banks, and glossaries. 
 
As an ante-step, it will be useful to situate this discussion in the wider context of research 
in lexicography. Hartmann (1987, p. 12) identifies four categories of research in 
lexicography: 
 

1. Dictionary typologies – research into the categories of linguistic information 

presented in dictionaries and its relevance to particular user groups.  

2. User typologies – research into groups of dictionary users and their expectations of 

dictionaries.  

3. Need typologies – research into the contexts and purposes of dictionary use. 

4. Skills typologies – research into look-up strategies and programmes and aids 

designed to promote these strategies.  

In the MLD context Cowie (2002) also identifies two further types of research: 
 

5. Comparisons of the merits of bilingualised dictionaries compared with MLDs 

6. Studies considering at which stages of the learning process different types of 

dictionaries should best be employed. 

The present chapter focuses, to varying extents, on all except the second of these 
categories since some assumptions are made about the nature of EAP and its users. 
 
Defining the nebulous construct of EAP is far from straightforward. With reference to 
Flowerdew and Peacock (2001), and Jordan (1997), Hyland (2006) provides a traditional 
definition of EAP as “as teaching English with the aim of assisting learners’ study or 
research in that language” (p. 1). In this broad sense it involves teaching from pre-tertiary 
(here understood as pre-sessional preparatory courses) to postgraduate levels, studies of 
classroom interactions, research genres, student writing, and administrative practice. Recent 
years have seen calls to broaden this definition and recognise the importance of school 
settings in the development of academic literacies (see Humphrey, 2016). The present study 
adopts the traditional view of EAP, concentrating on teaching and research that takes place 
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at universities and other similar higher education institutions. It might be suggested that the 
Teaching of English in Academic Contexts (TEAC) would prove a more appropriate label 
since it takes into account those subjects dealt with at university which have not 
traditionally been considered academic. However, in the present study the term EAP is 
used to describe this context in the same way it is frequently used elsewhere.  
 
Even in this reduced context, given the wide range of situations in which EAP is used it 
would be unwise to make overarching generalisations about its users and uses. However, in 
the limited context of teaching and research at university, and leaving aside differences 
between national contexts, it is possible to make generalisations about the typical 
proficiency level of its users at each stage of study. 
 

Figure. 3.1. EAP contexts and typical corresponding proficiency levels 
 
Figure 3.1 above gives an overview of the contexts in which EAP is used and the typical 
proficiency levels of non-native-speaker-of-English users in these contexts. The proficiency 
levels (CEFR) shown for the traditional EAP contexts pertain to British universities. For 
pre-tertiary to postgraduate levels they were obtained by taking the typical standardised 
language assessment test scores (predominantly IELTS) required for entry to British 
universities (pre-tertiary IELTS 4.0 – 6.0, undergraduate IELTS 6+, postgraduate IELTS 
6.5+) and converting these scores to CEFR reference levels using the scheme provided by 

Cambridge English Examinations (2017)4. This approach is far from ideal; firstly, the 
IELTS test predates the CEFR and therefore was not designed to map to the reference 
scale. Secondly, CEFR has some limitations when it comes to the assessment of academic 
language (de Jong & Benigno, 2016). These include a disproportionate weight attributed to 
speaking skills, an inability to make fine-grained distinctions at low (A1) and high (C1/C2) 
levels and most importantly; the fact that it was not designed to measure proficiency with 
academic language.  
 
As far as non-native speaker professional researchers are concerned, publication in English 
has an increasing impact on the career advancement of academics from many countries. 

                                                 
4 All estimations of proficiency levels given by the author henceforth were made with reference to this 
scheme 

Context: 
pre-tertiary undergraduate postgraduate professional 

research 
school 
settings 

CEFR level: 

B2 
(upper-intermediate) 

C1/C2 
(advanced/proficiency) 

B1 
(intermediate) 

A2 
(elementary) 

A1 
(beginner) 

Traditional view of EAP 
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This is due in part to the emphasis put on publication in prestigious international journals 
by research evaluation systems (see Pérez-Llantada, Plo, & Ferguson, 2011 for discussion 
of the Spanish case). This has led to an increased interest in English for Research and 
Publication Processes (ERPP) at both a theoretical and pedagogical level (Flowerdew, 
2013). Based on my personal experience, in this study it is assumed that most professional 
researchers who publish in English are able produce texts of at least a B2 level before 
proofreading. This does not mean to say that there are no users in this group with a higher 
proficiency-level. Assessing the proficiency level of professional academics whose only 
regular contact with English is in written form can be challenging since they sometimes 
display spikey profiles with productive skills often trailing behind receptive skills. 

 
In the wider-EAP context, it is more difficult to identify the typical proficiency level of 
EAP users. For those countries with published and widely disseminated attainment targets 
in English for school leavers the minimum level is often specified at B1. However, in many 
cases the legitimacy and validity of such a target has been called into question, and in reality 
such targets are frequently not obtained (Díez-Bedmar, 2012). 
 
In spite of these limitations, mapping typical proficiency levels of EAP users to typical 
EAP contexts allows the creation of a sampling frame to sort lexicographical studies which 
might reasonably be considered as pertaining to EAP from those which pertain to general 
English. It also allows the approximate pairing of lexicographical user-studies with 
proficiency level. This is necessary since many such studies take place in university contexts 
but do not provide clear information about the proficiency level of participants. It must be 
stressed, however, that the accuracy of this pairing is limited by differences between 
countries and the types of language courses studied. In the present study, it is assumed that 
all English language teaching which takes place at university is covered by the term EAP. 
Having outlined how the present study relates to the wider context of EAP, it would be 
remiss not to situate it in the context of the historical evolution of MLDs. However, 
identifying historical stages of development of dictionaries is a matter of perspective. 
Cowie (2002) identifies three generations of learner dictionary whereas, more recently, 
Yamada (2013) posits five periods of development. The classification outlined below 
divides the development of MLDs and related research into their uses and users into five 
broad stages.   
 
The first stage of MLD development is closely tied to the Vocabulary Control Movement. 
Dictionaries produced in this stage include the New Method English Dictionary (NMED; West 
& Endicott, 1935), A Grammar of English Words (GEW; H. Palmer, 1938), and the Idiomatic 
and Syntactic English Dictionary (ISED; Hornby, Gatenby, & Wakefield, 1942) which was later 
reissued under the title: A Learners’ Dictionary of Current English (ALD1; Hornby, 1948). The 
GEW and ISED are primarily concerned with encoding, while the NMED is primarily a 
decoding dictionary; as such it is the exception in this group. The importance it places on 
reading with a controlled vocabulary reflects Michael West’s teaching experience in 
Bangladesh under British rule where reading in English was the priority of his prospective 
civil-servant students. In the absence of previous dictionaries as a frame of reference, it is 
not surprising that the dictionaries produced in this stage were not created on the basis of 
studies of user behaviour or user-informed questionnaires. Instead, the first MLDs were 
research driven in the sense that they were based on the linguistic analysis conducted by 
their authors in their work on vocabulary control and pedagogical grammars. What little 
research exists based on these dictionaries takes the form of critical reflections about the 
value of aspects such as etymological and phonological information to learners (see for 
example Barnhart, 1962).  
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The second stage of MLD development is characterised by a greater concern for learners’ 
receptive decoding needs than the previous generation (Cowie, 2002), as well as the genesis 
of research about users and uses. Notable MLDs from this stage include the second edition 
of the ALD1: The Advanced Learners Dictionary of Current English (ALD2; Hornby, 1963); The 
third edition of the ALD series: The Oxford Advanced Learners’ Dictionary (OALD3; Hornby, 
1974); and the first edition of The Longman Dictionary of Current English (LDOCE1; Procter, 
1978). The latter marks the conclusion of Hornby’s dominance in English monolingual 
lexicography and, with its reconstitution as an electronic database, the traces of the 
computer based lexicography that was to characterise the creation of a third generation of 
MLDs.  
 
A third stage of MLD development is characterised by the emergence of corpus-based 
MLDs along with an increased interest in MLD research. The Collins Cobuild English 
Language Dictionary (COBUILD1; Sinclair, 1987) and a new edition of The Longman Dictionary 
of Current English (LDOCE2; Summers, 1987) represent the first corpus-based offerings. The 
Oxford Advanced Learners’ Dictionary (OALD4; Cowie, 1989) on the other hand, represents 
the vestiges of the traditional introspective approach.  
 
A period convergence towards user-friendly and corpus-based dictionaries (Rundell, 2006) 
characterises the fourth stage of MLD development. This was due in part to research 
carried out on the first generation of corpus based dictionaries. The year 1995 saw the 
publication new editions of existing series COBUILD2 (Sinclair, 1995), LDOCE3 
(Summers, 1995), and the first corpus-based Oxford MLD the OALD5 (Crowther, 1995). 
It also saw the entry into the marketplace of a corpus-based MLD from Cambridge 
University Press: the Cambridge International Dictionary of English (CIDE; Proctor, 1995). The 
year 2008 marked the arrival of a North American dictionary to the MLD marketplace: 
Merriam-Webster's Advanced Learner's English Dictionary (MWAD; Perrault, 2008). For some it 
represents an outlier amongst MLDs not only in terms of its origins and but also in terms 
of its use of invented examples (Hanks, 2009).      
 
The digital revolution characterised by widespread availability of personal computers and 
increasing access to the internet in the 1990s, is often regarded as a paradigm shift in MLD 
making. Yamada (2013) argues that this is not the case. Instead he argues that electronic 
editions of existing MLDs are essentially digitised versions of their paper counterparts be 
they in CD-ROM, or handheld pocket electronic dictionary (henceforth PED) form. The 
entry of Macmillan into the MLD marketplace with the Macmillan English Dictionary for 
Advanced Learners (MEDAL1; Rundell, 2002) is evidence of the co-existence of paper and 
electronic dictionaries. It marks the completion of the big-five British MLDs (published by 
Collins, Cambridge, Longman, Macmillan, and Oxford) and goes slightly further than its 
predecessors by adopting a dual-track approach combining the restraints of traditional 
paper-based dictionaries with the opportunities offered by electronic mediums. While the 
development of electronic dictionaries has not marked the end of paper dictionaries, there 
is evidence that it has led to greater heterogeneity in lexical resources available to learners. 
These include online-only specialist MLDs and glossaries, and a proliferation of wordlists 
and phrase lists. In recent years, digitisation has also provided a catalyst for a great deal of 
research on the use of dictionaries and language learning. 
 
The following section of this chapter deals with general aspects of the use of dictionaries in 
the teaching and learning of second languages. The next major section addresses studies 
related to specific aspects of dictionary design; for example, defining style, examples, and 
other aspects of microstructure. An examination of the treatment phraseology in learner 
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dictionaries then follows. The chapter concludes with a consideration of dictionaries and 
EAP with special emphasis on discipline specificity.  

 
3.2 Research into General Aspects of Dictionary Use in SLA 
 
This section attempts to summarise research into users’ dictionary preferences. Specifically, 
what type of dictionaries they employ for specific tasks. First it deals with research based 
on user questionnaires. Next follows research based on tests including those designed to 
examine the relationship between certain dictionaries and dictionary types; and reading 
comprehension and vocabulary acquisition. Finally, the section concludes with a summary 
of observation-based research into dictionary use.  

 
3.2.1 Questionnaire-based Research 
 
For many years research into second language dictionary use and users has involved 
questionnaires. Tomaszczyk (1979) administered questionnaires to a group of 449 Polish 
participants which included learners of English at university level, language instructors, and 
translators. Among this diverse group, dictionaries were most frequently used for 
translation, followed by writing, then reading. Use for speaking and listening was far less 
frequent. The great majority of subjects predominantly used bilingual dictionaries when 

looking for meaning, although somewhat paradoxically, they held monolingual dictionaries5 
in higher prestige. The preference for bilingual dictionaries is supported by another 
questionnaire-based survey (Baxter, 1980). Baxter administered a questionnaire about 
dictionary ownership to 342 students of English, at three proficiency levels, at three 
universities in Japan. He found that most preferred bilingual dictionaries. It is worth 
noting, however, that Baxter’s questionnaire dealt with ownership not use and that names 
of dictionaries were not reported.   
 
Not all questionnaire-based research investigates user preference between monolingual and 
bilingual dictionaries. Béjoint (1981) employed a questionnaire to examine the use of 
monolingual English dictionaries by 122 French students of English at the University of 
Lyon. 96 per cent of students surveyed owned a monolingual dictionary – principally the 
OALD3 (45 per cent), LDOCE1 (27 per cent), and The Concise Oxford Dictionary (Sykes, 
1976) (14 per cent). It is worth noting that many participants had bought their dictionary 
following the recommendation of a teacher. 87 per cent of respondents regarded looking 
up meaning to be amongst the three most common reasons for using a dictionary, 25 per 
cent mentioned spelling and pronunciation, while etymology barely featured at all. The 
respondents primarily used the dictionary for decoding rather than encoding and showed a 
strong preference for use with the written rather than spoken mode. 
  
Task type also plays a role in users’ dictionary preference. In a study of 58 Italian university 
students of foreign languages, Marello (1987, 1989) inquired as to which information 
students looked for in their bilingual dictionaries. She found that 98 per cent chose 
meaning, and 70 per cent spelling. In contrast, when she asked what information they 
looked up in MLDs, meaning achieved the highest score with 51 per cent, followed by 
synonyms with 49 per cent, and grammar 36 per cent. The need to look up synonyms is 
more likely to arise in an encoding situation than a decoding one.    

                                                 
5  In reporting this finding Tomaszczyk (1979) makes no distinction between a general monolingual 
dictionary and an MLD; in this case the OALD3 (see Cowie, 2002, p. 182).   
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The university year, and presumably proficiency level, of students also influences dictionary 
user preferences, Bareggi’s (1989) study of MLD use by 50 first-year students and 20 third-
year students of English at the University of Turin found that first year students turned to 
MLDs for help with pronunciation, while morphology and syntax guidance was rarely 
sought. When they needed information on meaning they indicated a preference for 
bilingual dictionaries. However the third-year students cited finding meaning as chief 
among the reasons for using MLDs. In a similar study, Battenburg (1989) administered a 
questionnaire to 60 non-native-speaker English students studying at the University of 
Ohio. Participant numbers were evenly distributed across three proficiency levels; 
elementary, intermediate, and advanced. The MLDs participants reported owing were the 
OALD3, LDOCE1 and the Longman Dictionary of American English (Gray, 1983). Across all 
the groups subjects were more inclined to use dictionaries to look up word meaning, while 
they all demonstrated a lack of interest in etymological information. No group reported 
much interest in dictionary use for listening and speaking, elementary and intermediate 
students favoured dictionary use for reading, and advanced students had a preference for 
dictionary use while writing. In broad terms the majority of the students came from Arabic 
or Chinese language backgrounds. Battenberg found no evidence to suggest that language 
background influenced behaviour in dictionary use.  
 
In a more statistically sophisticated study, Lew (2004) investigated the relationship between 
the language proficiency level of 712 Polish L1 students of English at five proficiency levels 
and their evaluation of dictionaries. He hypothesised that as learners’ proficiency level 
increased their general rating of dictionaries would decrease since they would be more 
aware of the faults in the dictionaries. This hypothesis held for the first three levels where 
satisfaction with dictionaries decreased as proficiency level advanced, however, students at 
the latter two levels gave dictionaries high ratings. Lew suggests that this might be a 
consequence of students switching from bilingual dictionaries to MLDs as they advance in 
their studies. This suggestion is supported by the finding that advanced users value MLDs 
more highly than bilingual dictionaries. According to Lew, international MLD makers tend 
to be better resourced than Polish-English bilingual dictionary makers thus the higher 
ratings for MLDs might be a reflection of better quality. This argument supports practice 
of concentrating resources on a small number of MLDs in an EAP context, rather than 
sharing resources among various L2–English bilingual EAP projects. Another possible 
explanation is the possibility that learners might lack the language proficiency to find fault 
with MLDs because MLDs tend to place greater linguistic demands on users than bilingual 
dictionaries.  
 
Atkins and Knowles (1990) and Atkins and Varantola (1998) report on the 
EURALEX/AILA project. This large-scale European project which aimed to examine how 
learners of English used dictionaries: The effectiveness of different types of dictionaries in 
encoding, decoding, and translation. It also examined students’ attitudes towards 
dictionaries, instruction in dictionary use, and opportunities for improvement in dictionary 
design. The study relied on three instruments: Firstly, a questionnaire was applied to in 
order profile dictionary use by French, Italian, German and Spanish speaking learners of 
English at various universities in Europe. The aim was to gather information about the 
type of dictionary they habitually used and the English instruction they had received. Then 
a language placement test was administered to assess participants’ language proficiency. 
Finally, the Dictionary Research Test, a 44 item test including, gap-fill, matching and 
translations items, test aimed at assessing students’ dictionary skills was applied. In total, 
taking all three tests into account, 723 complete responses were obtained. The results of 
questionnaire phase revealed that although 69 per cent of students received more than half 
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their instruction in English, 60 per cent had never been taught how to use a dictionary and 
only 14 per cent considered that they had received “precise and systematic instruction” 
(Atkins & Knowles, 1990, p. 384). There was considerable variation between speakers of 
different L1s. 80 per cent of French speakers claimed to have received no instruction, 68 
per cent of Spanish speakers, 50 per cent of German speakers, and 44 per cent of Italian 
speakers. However, on the Dictionary Research Test, respondents who claimed to have 
received training in dictionary use did not use dictionaries significantly more than those 
who had not. Overall the respondents reported a preference for bilingual dictionaries. 
However a finer grained analysis reveals that language proficiency level and purpose of 
dictionary use are also factors. For example, respondents in the highest language 
proficiency band preferred a monolingual English dictionary to look up words in English 
text. Similarly, more proficient learners prefer a MLD when checking a word that is already 
known. In general, dictionary use decreased as proficiency increased, however, the opposite 
was true for monolingual dictionaries.  
 
In addition to the proficiency level of the user, and purpose of use, the user’s field of study 
or expertise is another variable which could feasibly influence dictionary preference. This is 
an important consideration given the aims of the present study. In a study of the dictionary 
use preferences of 320 Arabic L1 students at the University of Kuwait, Al Ajmi (1992) 
made a distinction between students of English (N = 240) and students studying sciences 
through the medium of English (N = 80). He also grouped students into two progress 
levels. He found that there was little difference between the dictionary use preferences of 
the two subject groups; both principally used bilingual dictionaries, Al-Mawrid (Dar el-Ilm 
Lil-Malayen, 1990) and A Dictionary of Modern Written Arabic (Wehr & Cowan, 1976), to 
search for meaning, followed by spelling. This reflects the results of Quirk´s (1974) study 
of general dictionary use by 220 students at a British university which discriminated 
between science and humanities students. Al Ajimi’s findings also reflect Bareggi’s (1989) 
conclusion that more proficient language users turn to MLDs to look for meaning to a 
greater extent than less proficient users. 
 
Questionnaire-based studies of digital dictionary use are relatively rare. Most studies of user 
perception of digital lexicographical resources rely on analysis of log-files (Müller-Spitzer, 
Koplenig, & Töpel, 2011). Müller-Spitzer, Koplenig, and Töpel’s online survey into online 
general dictionary use conducted in English and German in 2010 represents a rare example. 
Both Müller-Spitzer, Koplenig, and Töpel (2011) and Müller-Spitzer, Koplenig, and Töpel 
(2012) report on the findings of an analysis of 684 responses from linguists and non-
linguists. They found that participants valued up-to-date content, clarity of presentation 
above the more innovative features, such as adaptability and multimedia elements, which 
the digital medium permits. Lew and de Schryver (2014) posit four possible explanations 
for these findings. First, that the respondents had a traditional conservative view of 
lexicography; Secondly, that they felt obliged to present a critical view of the novel features 
of digital dictionaries; and thirdly, that quality of content would logically always take 
precedence over quality of the interface since users will deal with a poor interface if high-
quality content is available but not vice versa. Alternatively, they suggest that users may 
simply not be familiar with innovative features of digital dictionaries. 
 
In summary, questionnaire-based research suggests various trends in the use of dictionaries 
by learners. Taken as a homogeneous group, learners seem to prefer bilingual dictionaries 
to MLDs. However, there is some evidence to suggest that this trend is reversed at higher 
proficiency levels. In the mapping of proficiency levels to EAP contexts set out above, 
EAP users are predominantly higher-proficiency level users. This suggests that the 
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guidelines for producing useful EAP vocabulary resources set out as an aim for the present 
study should concentrate on monolingual resources. In general terms, bilingual dictionaries 
are preferred to MLDs for decoding whereas MLDs are preferred for encoding. Although, 
here again, level has an effect since higher-proficiency learners profess a preference for 
MLDs for both task types. The only study to investigate the effect of learners’ field of 
expertise or study (Al Ajimi, 1992) does not show significant influence for this factor on 
dictionary type preference. The few questionnaire-based studies of digital dictionaries 
suggest that their attraction lies in the ease of access they offer to information, rather than 
multimedia innovations. Somewhat puzzling, is the apparent contradiction between users’ 
overall preference for bilingual dictionaries in use, and their perception of monolingual 
dictionaries as having higher prestige. However, Lew’s (2004) suggestion that this 
perception is related to the language-proficiency of the users or the resources available to 
lexicographers represents a plausible explanation. In the first instance, it is possible that 
while users have the necessary language proficiency to perceive short-comings in bilingual 
dictionaries, the greater degree of linguistic complexity in monolingual dictionaries 
obscures similar shortcomings. In terms of resources, while the big-five MLD makers 
benefit from a high concentration of sales and resources per MLD, in the case of bilingual 
dictionaries these resources and sales are distributed among many L2s. This is particularly 
problematic for those lexicographers who work with less widely-spoken languages. 
    
A number of objections have been raised to the use of questionnaires to investigate 
dictionary use. Firstly, questionnaires are only as reliable as their respondents. It is unlikely 
that respondent recollections of the last time they used a dictionary are accurate (Crystal, 
1986). It is equally possible that respondents have preconceived ideas about what 
constitutes good dictionary use which influence their responses to questionnaire items 
(Hatherall, 1984). Secondly, in an MLD research context, it is unlikely that respondent and 
researcher share the same terms of reference (Nesi, 2000a). Crystal (1986) claims that the 
use of terms such as, form, class, etymology etc. in questionnaires tends to lead respondents to 
a limited set of responses to the detriment of more imaginative alternatives. In other words, 
use of specialist linguistic terms and meta-language which is unfamiliar to the respondent 
makes misinterpretation of the question a real possibility. This is especially true in surveys 
of lower proficiency EFL learners.  

 
3.2.2 Test-based Research 
 
3.2.2.1 Studies of the Effects of Dictionary Use on Reading 
Comprehension 
 
An important group of studies focuses on the effect of dictionary use on reading skills. 
Bensoussen, Sim and Weiss’s (1984) report on a series of studies involving first-year 
students at the University of Haifa is among the earliest to explore the relationship between 
dictionary use and reading comprehension test score. In a pilot study, 900 students were 
assigned to one of two groups of 450 participants. One group was assigned a monolingual 
dictionary, the other no dictionary at all. There was no significant difference in test score 
on a multiple-choice reading comprehension test. To investigate further, the authors 
conducted a study involving 91 students who used either a monolingual dictionary, 
bilingual dictionary, or no dictionary at all. Once again they found that dictionary type had 
no significant influence on the scores obtained in a complete-sentence-answer reading 
comprehension test. A procedure in which students had to indicate the words they 
intended to look up and those which they did, in fact, look up was conducted at the same 
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time as the test. It established that bilingual dictionary users looked up more words than 
monolingual dictionary users, and that users’ proficiency level had no significant influence 
on the number of words looked up. Two further studies, involving 670 and 740 students 
respectively, found no overall significant relation between type of dictionary used, test 
score, or the time taken to complete a reading comprehension test. 
 
Surprised by Bensoussan, Sim and Weiss’s (1984) findings, Nesi (2000b) sought to replicate 
their study by conducting a pilot-study and two further studies investigating the effect of 
dictionary use on performance in a multiple-choice reading comprehension test. The pilot 
involved 20 students beginning an EAP course at Aston University in the UK. Four 
students used the OALD4 or 5 to complete the test the remainder chose to forgo use of a 
dictionary. The first study involved 83 overseas students at Warwick University in the UK 
coming to the end of an EAP course. 43 of these students were allowed access to the 
OALD4 and 5, LDOCE2 and 3 or the Longman Active Study Dictionary (LASD3; Summers, 
1998), or a bilingual dictionary, while 40 were denied access to a dictionary. Dictionary 
users were asked to indicate which words they looked up. In line with Bensoussan, Sim and 
Weiss’s study Nesi found no significant difference between type of dictionary used and test 
score, although, in contrast to the former study, participants who employed dictionaries to 
a greater extent, took longer to complete the test. In an attempt to explain these findings 
she conducted a second study which involved 65 overseas students at Warwick University. 
They were divided into two groups of equal ability. One group containing 31 subjects was 
denied access to a dictionary. The other group was given access to the OALD and asked to 
underline the words in the text they looked up. The group who had dictionary access took 
significantly longer to finish the task even if they showed no indication of dictionary use. 
Nesi posits a number of reasons to explain the difference between this finding and that of 
Bensoussan, Sim and Weiss. These include differences in efficacy of dictionary use and 
environmental factors such as background noise and the presence of a tutor. 
 
The stand-out finding of Bensoussan, Sim and Weiss (1984), the scant influence of 
dictionary use on test score, might seem unexpected. However it could be explained by 
deficiencies in the texts employed in the study, in dictionaries themselves, or in students’ 
dictionary skills. The questionnaire administered to students in order to clarify the results 
of the study points to the latter two scenarios. Respondents to the questionnaires reported 
a belief that simply looking-up a word would lead to an understanding of the text. They 
also reported difficulties with defining styles, particularly long definitions, and the use of 
meta-linguistic terms. Nesi (2000b) also considers that deficiencies in dictionaries played a 
role in her results; by comparing the relevant monolingual dictionary entries and test items, 
she demonstrates that in many cases the dictionary entries lacked the information necessary 
to answer the questions. One omission is related to scientific or technical language; in 
reference to the OALD, Nesi (2000b) states that “examples were limited in number and 
not always applicable to the technological topics of the New Scientist texts” (p. 67). Other 
problems include the omission of literal senses in favour of figurative senses, the inclusion 
of examples for some senses but not others. Bensoussan, Sim and Weiss (1984) give little 
information about the texts employed in their study. However in her study, Nesi concludes 
that although the texts employed were adequate, the test items tested general reading 
strategies rather than the understanding of specific words.  
 
The research that has been carried out into the relationship between dictionary use and 
reading comprehension test performance would seem to suggest that dictionary use has no 
significant influence. However, more thorough examination of the findings of research in 
this area suggests that this is perhaps a reflection of methodological deficiencies which are 



 

 
62 

understandable given the complex relationships between reading comprehension skills and 
extraneous factors such as general reading and dictionary strategies, intelligence and overall 
language proficiency. That said the studies examined, particularly Nesi (2000b), highlight 
some possible dictionary deficiencies which could feasibly explain the negligible influence 
of dictionaries on reading comprehension performance. In the context of the present study 
the failure to adequately deal with technical or discipline-specific vocabulary is particularly 
pertinent.  
 

3.2.2.2 Studies of the Effects of Dictionary Use on Vocabulary 
Acquisition  
 
Several studies point to a positive effect for dictionaries on vocabulary acquisition. Such 
studies typically rely on participants reading a passage and then completing a delayed 
vocabulary test. Beyond EAP, in a study involving 44 Dutch L1 students of French in their 
first year of French at university, Bogaards (1991) studied the influence of three types of 
dictionaries: bilingual (not named), MLD: Dictionnaire du français langue étrangère (Dubois, 
1983), general monolingual: Le Petit Robert (Robert, Rey, & Rey-Debove, 1986), and no 
dictionary use on performance in a translation task and on vocabulary retention in general. 
Bilingual dictionary users looked up the most words and produced the best translations, 
while those students who had no access to dictionaries produced the worst. In a delayed 
repeat test conducted 15 days later, users of the MLD had most success closely followed by 
users of the bilingual dictionary. 
 
Unlike participants in the Bogaards (1991) study, participants in the EURALEX study 
(Atkins & Knowles, 1990; Atkins & Varantola, 1998) were free to choose the type of 
dictionary they wished to use. In line with previous studies most showed a strong 
preference of bilingual dictionaries. As a consequence, it is not possible to make reliable 
comparisons between monolingual and bilingual dictionary use on the basis of this study. 
However, with this caveat in mind, the data from the Dictionary Research Test suggests 
that monolingual dictionary lookups, including MLDs, were more successful than bilingual 
lookups irrespective of proficiency level or task type. 
 
In a study of 293 EFL students at a Japanese university, Luppescu and Day (1993) found 
that students who used a bilingual dictionary (of their choice) while reading gained higher 
scores on a vocabulary test which immediately followed than those who did not make use 
of dictionaries. There are a number of problems with their study. Firstly, it is not clear 
whether the words tested were previously unknown to the students. Secondly, the test 
relied not only on students knowing the target words but also the words contained in the 
multiple choice answers which often seemed much more difficult than the target words 
(Nesi, 2000a). Looking beyond EAP once again, in a similar study involving 105 second-
year students of Spanish at Central Michigan University, Knight (1994) controls for these 
problems. She employed computerised dictionaries and texts to examine the relationship 
between bilingual dictionary use and vocabulary acquisition. The dictionaries used were 
Harper Collins Spanish-English English-Spanish Dictionary (Butterfield, 1990) and Diccionario 
esencial inglés-español español-inglés Diáfora (Dutton, Harvey & Liddel, 1981). Access to 
dictionaries resulted in significantly higher scores on immediate and delayed vocabulary 
tests and comprehension tests. These tests were also complimented by recall protocols in 
which students displayed positive attitudes towards computerised dictionaries.  
 
The question of whether the positive relationship between vocabulary acquisition and 
dictionary use holds for digital dictionaries is taken up by Laufer (2000). In a study of 55 
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Hebrew L1, advanced-level EFL university students in Israel she compares incidental 
vocabulary acquisition from reading on paper with an in-margin gloss, and reading on 
screen with the support of an explanation in an electronic dictionary (the source of the 
explanation is not specified). Crucially, in terms of vocabulary acquisition, the score 
achieved in a delayed-recall test for the 24 students who read on screen was significantly 
higher than that of the 31 who read on paper. Laufer takes advantage of the versatility 
afforded by digital dictionaries to offer students a number of dictionary formats. Students 
who looked up a translation, L2 definition and L2 example in the electronic dictionary 
achieved higher scores in a delayed-recall test than those who looked up L1 translation 
only, or the translation with English definition.  
 
Y. Chen (2010, 2012) conducted a series of studies with similar aims to Laufer (2000), 
however, instead of comparing paper and on-screen dictionaries he instead compared the 
effect of using a bilingualised paper dictionary, or a bilingualised PED on vocabulary 
acquisition. Y. Chen (2010) involved 85 junior English majors studying at Putian 
University, Fujian, China. Students conducted a vocabulary exercise which involved using 
their dictionaries to choose the correct meaning of 10 low frequency words in a multiple-
choice and sentence composition test. The paper dictionary used was the Oxford Advanced 
Learner’s English-Chinese Dictionary (OALDCD; Wehmeier, 2004) there were various PEDs. 
The vocabulary exercise was followed by a retention test and a delayed retention test. The 
findings indicate no significant differences between scores on the retention tests for users 
of each dictionary format, however students using PEDs took significantly less time to 
complete the tests. Y. Chen (2012) is a larger scale study which adopts a slightly different 
approach. It involves 176 students from three classes of Chinese L1 English seniors from 
Putian University and another four classes of juniors from Xiamen University and Fujian 
Agriculture and Forestry University. In contrast to Y. Chen (2010), students first read an 
English passage and completed a reading task. One group of students was permitted a 
paper bilingualised dictionary (OALDCD), while another had access to an electronic 
version of the fourth edition of the OALDCD; a third group had no dictionary access. The 
reading task was followed by an immediate retention test and a delayed retention test. 
Findings indicate no significant difference in reading task scores between the paper and the 
electronic dictionary groups; however the latter group demonstrated better vocabulary 
retention. 
 
The findings of all these studies demonstrate a positive relation between dictionary use and 
the acquisition of vocabulary. This supports the validity of using dictionaries to support 
many of the teaching procedures and techniques outlined in the previous chapter. The 
relationship between dictionary media and vocabulary acquisition is not clear-cut; however, 
there is, at least, no indication that digital dictionaries have a detrimental impact on 
vocabulary acquisition. 

 
3.2.3 Observation-based Research 
 
In addition to questionnaire and test-based research, observation-based research provides 
another means of investigating dictionary use. It involves collecting data while or 
immediately after dictionary users complete or have completed an observable task. 
Proponents of this approach claim it avoids the problems of participant bias implicit in 
questionnaire-based research (Hatherall, 1984). Some observation-based studies also offer 
an advantage over test-based studies insomuch as they involve tasks which better reflect 
contexts in which dictionary use naturally takes place. However, it must be noted that the 
act of observation necessarily brings unnaturalness to proceedings.  
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Ard (1982) examines students’ use of bilingual dictionaries. His report lacks key 
demographic information, however, it does state that participants were Japanese and 
Spanish L1 high-intermediate level ESL students at the University of Michigan. The study 
involved students giving oral feedback on their use of a bilingual dictionary while writing 
compositions in class. His principal finding is that Spanish students use bilingual 
dictionaries more successfully than their Japanese counterparts despite having a lower 
writing ability. He attributes this to the greater likelihood of a one-to-one translation 
existing between Spanish and English than Spanish and Japanese.  
 
In addition to first language background, observation-based studies point to proficiency 
level as a factor which influences dictionary use. In common with Ard (1982), Hatherall 
(1984) gives little demographic information about the participants in his pilot study. It 
appears they are all English native-speaking students of German at college level who 
conducted a written translation task while recording their dictionary use in written form. 
Key findings were that more advanced students tend to use the dictionary more often than 
less advanced students and that students tend to translate word-for-word and that this is 
encouraged by a view of language “as words in sequence rather than a system or systems of 
structures” (Hatherall, 1984 p. 188), in other words the non-phraseological view of 
language, adopted in many dictionaries. In common with Bogaards’s (1990) study L2 
involving Dutch and French university-level students of French, Hatherall (1984) found 
that students look up nouns rather than verbs in noun-verb expressions and that this is a 
contributing factor in unsuccessful dictionary use. Both Ard (1982) and Hatherall (1984) 
provide scant demographic information about participants. Their proficiency level at the 
time of the procedure is also unclear, nor is it apparent how this was assessed. This limits 
the generalisability of the findings the studies report. It is also worth noting that many years 
have passed since many of the studies mentioned in this chapter were conducted. Since 
dictionaries have undergone significant change in this time, the relevance of many of these 
findings to current lexicographical resources is limited.   
 
Neubach and Cohen (1988) examine the use of three dictionaries; LASD1, Collins English 
Learner's Dictionary (Carver, Wallace & Cameron, 1974), and a bilingual English-Hebrew 
dictionary the Meggido Modern (Levenston & Sivan, 1968) across language proficiency levels. 
Their small-scale study involves six students on an EAP reading course at the Hebrew 
University of Jerusalem. The students are evenly distributed across three proficiency levels, 
high, intermediate, and low. It is not apparent what criteria were employed in assigning 
these levels. The study involves two tasks each followed by a structured interview. In the 
first task participants were given ten sentences in which a polysemic word was underlined. 
Participants had to look up the underlined word in the dictionary while giving an oral 
report on the look-up process. The final step of the task involves students translating the 
underlined words to Hebrew and explaining their rationale in choosing the particular 
meaning selected. In the second task the students read a 150-word text in which ten 
uncommon words had been underlined. Students were permitted to use any of the three 
dictionaries and had to make an oral report of the look-up process. Finally, they were asked 
to summarise in Hebrew what they had read. Key findings were that in monolingual 
dictionaries, users tended to read only the first definition. They also encountered problems 
decoding the vocabulary and terminology used in the definitions. More generally they 
experienced problems with alphabetical order, the presentation of the entries, frustration 
during the look up process, and uncertainty even when they had in fact found the correct 
meaning. Neubach and Cohen (1988) also highlight students’ tendency to interpret the 
meaning of a word based-on pre-conceived notions of word meaning. Müllich (1990) 
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notices a similar tendency amongst German learners of English at high-school level which 
he terms sham-use of the dictionary.  
 
Neubach and Cohen (1988) sought to elucidate the processing strategies used by university 
students in their dictionary use. As regards the relationship between language proficiency 
and dictionary use, they conclude that only advanced students benefitted from dictionary 
use. In this regard, their ability to place a word in context was key: “the higher-proficiency 
students generally had an idea of the semantic field of a polysemic word before attempting 
to search for it.” (Neubach and Cohen, 1988, p. 11). Although these findings are thought 
provoking and provide some insight into EAP users’ dictionary use, Neubach and Cohen’s 
study suffers from a number of methodological problems (Nesi, 2000a). Chief amongst 
these is the emphasis that think-aloud protocols put on problematic dictionary use while 
underestimating successful dictionary use.  
 
Although it did not take place in an EAP context, K. Harvey and Yuill’s (1997) study of the 
COBUILD1 was a far larger-scale study than Neubach and Cohen (1988). It serves as a 
useful test of the generalisability of the latter’s findings. It involved 221 intermediate 
students of English at language schools in Britain. It aimed to establish how learners 
consulted the dictionary and how successful this consultation was from the students’ point 
of view. Students engaged in a writing task and recorded their dictionary use using flow 
charts. Findings suggest that learners use the dictionary to search for correct spellings, to 
see if a word exists, to find synonyms, to check on meaning, and to check grammar. A key 
finding as regards the latter two uses is that users tend to resort to example sentences 
rather than the dictionaries’ grammatical coding schemes. This fits with Béjoint’s (1981) 
findings which suggest a preference for example sentences over grammatical coding 
schemes. Similarly, in her chapter of the role of dictionaries in ELT, Summers (1988) 
suggests that the length of an entry particularly the ease with which example sentence can 
be found is a major factor in successful dictionary use. 
 
Nesi and Haill (2002) conducted an observational study which drew on data gathered from 
89 students with various L1s studying an EAP course in preparation for undergraduate 
studies at Oxford Brookes University. The study involved the analysis of a study skills task 
in which students had to choose a text and look up five previously unknown words in a 
dictionary of their choice. Participants also had to answer a series of questions related to 
the dictionary consultation. MLDs were by far the most consulted dictionaries. Over half 
of the 77 students who completed the task were unsuccessful in at least one look-up. 
Overall, 16.4 per cent of the total number of look-ups were analysed as unsuccessful. By 
comparing the participants’ answers to the dictionary consultation questions with the 
dictionary entries for the words looked up Nesi and Haill (2002) concluded that 
participants have difficulty choosing the appropriate entries and sub-entries in dictionaries. 
This is often due to misunderstanding of definition, example, or other coding, or the 
ordering of elements of the microstructure. 
 
In his response to Hatherall’s (1984) rejection of questionnaires in favour of direct 
observation in dictionary research, Lew (2002) points out that several of Hatherall’s 
criticisms of questionnaires are also applicable to observation based studies. In short, Lew 
(2002) argues that observation-based studies do not mitigate the possibility of participant 
bias, on the contrary they give rise to the observer’s paradox, whereby the presence of the 
observer or the fact the participant knows he or she is being observed provokes a change 
in the behaviour under study. Some studies of digital dictionaries offer the opportunity of 
less intrusive observation. Log-file studies offer a method for research into dictionary use 
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(Bergenholtz & Johnsen, 2005; De Schryver, 2013; De Schryver, Joffe, Joffe, & Hillewaert, 
2006; De Schryver & Joffe, 2004; Lew, 2011). Studies employing this method tend to focus 
on the frequency and type of items searched for in monolingual dictionaries (e.g. Müller-
Spitzer, Wolfer, & Koplenig, 2015). 
 
Until recently, studies of online second language dictionaries have relied upon traditional 
observation techniques. In a study involving ten students studying an elective English 
course at a university in Seoul, Korea, Chon (2009) employs a think aloud task which 

students complete while writing and looking up words in an online dictionary6. On analysis 
the author concludes that the bilingual dictionary lookup was often unsuccessful because 
users lacked confidence to employ the L2 translation or considered the translation 
inappropriate in context. The freedom permitted to students in choosing the writing topic 
allowed them to peruse alternative strategies to dictionary use such as avoidance or looking 
for a synonym. They seemed to prefer such strategies.  
 
Eye-tracking represents another observation-based approach which has been fruitfully 
applied to research on dictionary use (Kaneta, 2011; Lew, Grzelak, & Leszkowicz, 2013; 
Müller-Spitzer, Michaelis, & Koplenig, 2014; Simonsen, 2009, 2011; Tono, 2011). 
However, it is better suited to the study of specific elements of dictionary microstructure 
and will be dealt with in the following chapter section. 
 
In common with studies using questionnaires and test-based methods a key finding from 
observational studies includes the tendency of more advanced student’s to recur to MLDs 
while beginners recur to bilingual offerings. Assuming the prototypical EAP student has an 
intermediate to advanced proficiency level, this is partial justification for the decision to 
concentrate on monolingual lexicographical resources in the guidelines and illustrative 
examples later in this dissertation. A less debatable conclusion from this overview of 
observation-based dictionary research is that specific elements of dictionary design are 
particularly problematic for users. These will be addressed in the following chapter section.  

 
3.3 Research into Specific Aspects of Dictionary Use in SLA 
 
3.3.1 Defining and Example Style 
 
In addition to the observational studies discussed in the previous section, another group of 
observational studies is primarily concerned with defining styles. Miller (1984) and Miller 
and Gildea (1987) call the inclusion of examples in dictionaries into question. Their study 
set out to discover how L1 English 6th grade (age 10 to 11) children use and misuse 
dictionaries. The study relied on a look up and compose sentence (LUCAS) task. Through 
an analysis of the responses received and the dictionary entries consulted they conclude 
that many unacceptable sentences are the result of a lookup strategy. This strategy, which 
Miller and Gildea term Kidrule, involves users finding a familiar word or phrase within a 
definition and simply substituting the target word for that phrase. 
  
In the second language paradigm, there are two approaches to the examination of the 
effectiveness of dictionary definitions: studies which involve observing learners as they use 
dictionaries; and more speculative studies which involve looking at common learner errors 

                                                 
6 The dictionaries listed are defunct versions of Yahoo, Naver, and the thesaurus in Microsoft Word (no 
version information is provided) 
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and speculating about how these errors might be attributable to dictionary definitions. The 
provenance of data analysed means that some of these speculative studies are more 
speculative than others. Some involve errors produced by students in texts written 
specifically after dictionary consultation whereas others use student errors taken from texts 
which learners may have written for other purposes.  
 
In a study involving errors form general learner texts, Nesi (1987) analysed the errors made 
by prospective non-native English speaker postgraduate students in a placement test at 

Aston University. With reference to the OALD, LDOCE7, and Chamber’s Universal Learners’ 
Dictionary (CULD; Kirkpatrick, 1980) she attributes the ten examples of errors discussed to 
problems with definitions. Inspired by Nesi (1987), Meara and English (1988) analysed a 
collection of 1364 lexical errors from First Certificate examination papers (Approximate 
target-CEFR level B2). Since the papers were provided by the examinations syndicate it is 
not known whether they were completed by EAP students or students in more general 
contexts. They conclude that the majority of errors would not have been avoided had the 
learners successfully looked up the relevant entry in the LDOCE and that their failure to 
do this was often due to deficiencies in defining style. In a study involving sentences 
written by students, Jain (1981) employed an exercise in which learners had to decide 
whether a series of keywords could be interchanged in the context of a sentence. No 
information is given about the participants, but it is stated that they were given access to 
three dictionaries; the OALD3, CULD, and LDOCE1. All three of these studies, Nesi 
(1987), Meara and English (1988), and Jain (1981), attribute students’ errors to problems 
with definitions including failure to account for socio-cultural context, polysemy, register, 
selectional and collocational restrictions, the use of one- word definitions which promote 
false equivalences, and definitions which conflate different parts of speech. Maingay and 
Rundell (1987) present an alternative viewpoint. They analysed essays by L2 English 
students in India at the Indian Institute of Technology in New Delhi, in Japan at the Senior 
High School in Hiroshima, and samples of essays by students who took the Cambridge 
Proficiency Exam in 1982 (Approximate target CEFR level C1/C2) and developed a 
typology of errors. No more information is given about the number or proficiency level of 
the participants. Citing their own analysis and an unpublished internal report from 

Longman dictionaries (A. Black, 1986)8 they conclude that definitions usually include all 
the information needed for users to avoid errors, but this is often ignored by users. To 
remedy the situation they recommend the inclusion of longer examples and definitions 
which repeat information several times.  
 
Acceptability testing, an approach which involves observing subjects as they evaluate 
different types of dictionary entry, is another means of evaluating defining styles in learner 
dictionaries (Crystal, 1986). MacFarquhar and Richards (1983) adopt this approach in a 
study involving 180 intermediate to advanced students from the Asia-Pacific region 
enrolled at the English Language Institute at the University of Hawaii. They judged the 
intelligibility of definitions from three MLDs with different defining styles; the LDOCE1 
with its restricted defining vocabulary; the OALD which they claim has clear and 
unambiguous definitions for non-native speakers; Webster’s New World Dictionary (WNWD; 
Gurulnik, 1976) which has an unrestricted defining vocabulary. Their analysis revealed that 
51.5 per cent of the time students regarded the LDOCE1 definition as the most intelligible, 
28.5 per cent the OALD3, and 20 per cent the WNWD. However, the authors are careful 

                                                 
7 No information is given about the editions examined, however, taking the age of the study into account it is 
assumed that they are OALD3 and LDOCE1 and 2. 
8 There is an inconsistency in Maingay and Rundell (1987): The reference given in a footnote in is Black 
(1985), however the bibliography lists Black (1986) 
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to stress that they are only measuring the users’ perception of the entries. Testing 
readability would require users completing a task. They call for further studies to compare 
perceived intelligibility of entries and the learning that takes place. 
  
Many of the studies dealing with dictionary definitions already mentioned were motivated 
by the use of a controlled defining vocabulary in MLDs. Jansen, Margeai and Vanadroye 
(1987) conduct an analysis of the LDOCE1’s defining vocabulary and point out potential 
problems for users including, homography, polysemy and the use of phrasal verbs. 
Adopting a different approach, Herbst (1986) analysed words included in LODCE1 
definitions which fall outside the defining vocabulary. He concludes that that scientific and 
technical vocabulary poses a challenge to the controlled vocabulary approach. 
  
The study reported in Nesi (2000c) and Nesi and Meara (1994) is, in part, a response to 
MacFarquhar and Richards’s (1983) call for a task-based study of the readability of different 
types of dictionary definition. They examine the OALD4, with its traditional defining style; 
the LODCE2 with its controlled vocabulary; and the COBUILD1 with its sentence 
definition (they exclude the COBUILD’s third column which contains grammatical 
information). LODCE users produced the lowest percentage of semantic errors, however 
COBUILD users produced fewer usage errors, closely followed by LODCE users. The 
main aim of the study was to shed light on the discrepancy between Maingay and Rundell’s 
(1987), and A. Black’s (1986) contention that the best way to help users avoid errors is by 
repetition and emphasis of information in definitions, and Miller and Gildea’s (1987) 
finding that the situation in complicated by unexpected user behaviour such as Kidrule. In 
a study involving 52 students on a university-level English language study skills course, 
Nesi and Meara (1994) investigate the prevalence of Kidrule among L2 English speakers 
using learner dictionaries. Their experiment involved pairs of target-words, one high-
frequency which they assumed the students knew, and one low-frequency which they 
assumed students did not know. Students had to use the target pairs to create a sentence. 
The two-word approach was intended to discourage students from simply copying from 
the dictionary. Since the experiment was computer mediated the number of lookups and 
time taken examining the definition could be easily recorded. In an analysis, which the 
authors admit was somewhat subjective, just under a quarter of the errors encountered 
could be attributed to Kidrule and, more specifically, to students’ tendency to focus on the 
wrong part of the definition or even the wrong sub-entry in the dictionary. They also found 
four errors which could not be explained by Kidrule. They hypothesise that two of these 
student errors: The failure to employ information about grammatical and collocational 
restraints might be the result of dictionary design. For example, the inclusion of such 
information in parenthesis might lead students to think that it is unimportant. Other 
sources of error are phonological or orthographical confusion, for example, a confusion of 
crime with climb. They also attribute errors to students’ pre-conceived notions about the 
meaning of target words in phenomena similar to Müllich’s (1990) sham use of dictionaries. 
These findings are broadly in line with Jain’s (1981) speculative study of the sources of 
dictionary error. 
 
An overview of user-based research into dictionary definitions indicates that they could 
feasibly be responsible for a good deal of unsuccessful dictionary look-ups. As far as 
defining vocabulary is concerned although, users regard controlled vocabulary definitions 
as more intelligible and acceptable, they are by no means a panacea for the problems of 
definition in MLDs. It is difficult to define scientific and technical wording using controlled 
defining vocabularies. Like detailed and repetitious definitions, they do little to discourage 
less-than-ideal look-up strategies such as Kidrule. A lack of information about selectional 
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or collocational restrictions is particularly problematic for productive purposes. Section 3.4 
below examines the treatment of collocation in learner dictionaries in greater detail. 
 
The question of how to best to use examples in MLDs is closely related to defining style. 
There is a widespread view among lexicographers that the inclusion of illustrative examples 
is beneficial to the users of learners’ dictionaries (Cowie, 1989; Creamer, 1987; Drysdale, 
1987; Landau, 2001). However, there are relatively few empirical studies which put this 
view to the test. 
 
A. Black (1986) conducts two experiments comparing the comprehension and retention of 
24 target words defined in three different styles: Abstract dictionary style definitions, 
definitions with examples, and example only. The study was conducted in the UK with 
students preparing to take the Cambridge Proficiency Exam (approximate target CEFR 
level C1/C2). It is unclear whether this took place in an EAP context. There were sixteen 
students involved in the first experiment and 24 in the second. In both experiments, 
participants had to read three texts containing the target words then look up the definitions 
on index cards which were distributed amongst students in such a way that the three 
defining styles could be compared. They then had to complete a multiple-choice 
comprehension test. In experiment one, the students had access to the cards with the 
definitions while completing the test. In experiment two, they did not. In both experiments 
there was a highly significant difference between scores for defined and undefined words. 
However, there was no significant difference between example styles.  
 
In a study of young native-English speakers’ use of dictionaries, Miller and Gildea (1987) 
also call the inclusion of examples in dictionaries into question. The authors set out to 
discover if native English speaking 6th grade (age 10 to 11) students learned words more 
easily from illustrative examples than dictionary definitions. They employed a method in 
which participants had to look up a word provided to them and then compose a sentence 
using that word. The type of definition which participants had access to was controlled. 
The results suggest that example sentences were more useful to students. However, in 
some of the sentences there was evidence that participants had employed Kidrule, simply 
replacing the part of the example sentence they understood with the target word. They 
suggest that in some cases this is because the example sentences did not provide sufficient 
usage information. A further experiment from this study also calls into question the value 
of multiple example sentences since for Gildea and Miller (1987) “the acceptability ratings 
of sentences written after seeing one model sentence were the same as the sentences 
written on the basis of three” (paragraph 16). Since their subjects were young children 
acquiring English as an L1 the applicability of Miller and Gildea’s finding to an EAP 
context is doubtful.  
 
In another study outside an EAP context, Summers (1988) reports on two tests which 
involve students preparing for the Cambridge Proficiency Exam (approximate CEFR level 
C1/C2) at a language school in Cambridge, UK. The first test employed a reading passage 
with multiple-choice definition-matching questions to test the influence of examples on 
dictionary use in decoding. The second test involved students producing the keywords in 
sentences. Both tests demonstrated the benefit of dictionary use, in this case LDOCE2, on 
test performance compared with the control condition of no dictionary use. However, 
there was no significant difference between the three experimental conditions: Definition 
only, example only, and both example and definition.  
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In a context more relevant to EAP, Laufer (1993) investigated whether new words were 
best acquired with examples and definitions or definitions alone. Her study involved 43 
first-year students, the majority L1 Hebrew speakers and some L1 Arabic speakers, 
beginning an EAP course at the University of Haifa. The test employed included eighteen 
words presented out of context nine of which were presented with definitions and nine 
with illustrative examples. In the first part of the test participants had to translate the words 
into their L1 and compose a sentence in English. The second part of the test was a 
repetition of the first this time with the words which were defined in the first test illustrated 
and vice versa. The results demonstrate that combined definitions and examples are more 
effective in production, while definitions are more effective than examples in 
comprehension.  
 
Cumming, Cropp, and Sussex (1994) address MacFarquhar and Richards’s (1983) call for a 
study which compares the intelligibility of entries and the learning that actually takes place. 
They compare the use of sentence definitions, specifically those found in COBUILD1, 
with more traditional phrasal definitions. The participants were 85 adult ESL students of an 
intermediate to advance level (no information is given on how this assessment was 
reached). In the experiment participants were shown four types of definitions: phrasal 
definitions without usage examples, phrasal definitions with usage examples, sentence 
definitions without usage examples, and sentence definitions with usage examples. 
Participants rated their initial familiarity with the target-word, and the definitions in terms 
of initial helpfulness in a scale of 0 to 100. They also completed a production task which 
involved writing a sentence with the target word and a comprehension task which involved 
deciding whether sentences containing the target word were correct or incorrect. The initial 
familiarity rating showed little correlation with production or comprehension measures. 
There was no significant difference for helpfulness, production and comprehension 
between each of the defining styles. However, sentence definitions were judged higher on 
the final usefulness scale than phrasal definitions.       
 
Nesi (1996) (also reported in Nesi, 2000c) assumes a positive relationship between the 
quality of a dictionary and the speed at which it can be read and put into use. She examined 
whether definitions containing examples took longer to read, and were of more use 
productively than those without. Her study involved 40 non-native speaker students 
studying English at an advanced level in the UK. The students were given pairs of target 
words and had to write sentences containing these. The students were split into two 
groups. Group A was given a list of target words half of which contained examples, 
likewise group B, only this time the other half of the list was accompanied by examples. No 
significant difference between reading times or performance was found across the two 
groups.  
 
Working in first language acquisition, Nagy and Scott (1997) used a definition acceptability 
judgment task to investigate the influence of defining style and the presence of examples in 
dictionaries had on young native-English-Speaking students’ ability to spot errors while 
reading sentences. They gave 55 fourth-grade (aged 9 to 10 years) and 45 sixth-grade (aged 
11 to 12 years) students the definition of a target word using various defining styles: 
traditional definitions, traditional definitions with an example sentence, and definitions in 
an informal style. Students then had to judge whether sentences containing the target word, 
some correct some with varying grades of error, were appropriate or not. Although the 
results show a small yet statistically significant positive influence on the identification of 
errors when example sentence are provided, this was not greatly different from chance.  
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Al Ajmi (2008) conducted an experiment involving 54 L1 Arabic students of English at 
Kuwait University. The students were split into two groups and asked to provide the 
Arabic equivalents for ten English keywords. The first group was given entries from 
OALD5 while the second group was deprived of illustrative examples. His findings suggest 
that illustrative examples had a negative impact on students’ performance. 
 
Although empirical studies of the influence of examples in dictionaries on both native 
speaker and non-native-speaker users provide little evidence in support of the received 
wisdom that the inclusion of examples in dictionaries is beneficial to the user, there are a 
number of convincing reasons to call these findings into question. The first group of 
reasons relates to problems with the studies themselves. For example, Nesi (2000) argues 
that A. Black’s (1986) findings can be called into question citing the possibility that 
students guessed the meaning of words in the multiple-choice task. The presence of 
keyword context in both the reading text and the multiple-choice comprehension items 
makes guessing all the more possible. Additionally, many of the studies discussed did not 
control for the possibility of participants simply copying directly from the examples or did 
not specify how such occurrences were scored in production tests. For example, Nesi 
claims that Miller and Gildea’s (1987) finding that with access to examples children 
produced a greater number of acceptable sentence is questionable since many children 
simply reproduced the example when asked to write a sentence using the target word.  
 
Another possible methodological problem relates to subjects’ initial familiarity with 
keywords, it is possible that in many cases the participants had to look up words that they 
were already familiar with. Many of the studies discussed attempted to control for this 
possibility using frequency-based wordlists or vocabulary tests. It should be clear from the 
discussion of the frequency-based approach in previous chapters that these lists and tests 
are of limited use, especially where studies involving a handful of keywords are concerned. 
Cumming, Cropp, and Sussex (1994) took an alternative approach, they controlled for the 
possibility of previous familiarity with an initial familiarity measure and they also attempted 
to stop participants from copying from the example by instructing them not to do so. 
However, they do not report on the extent to which this instruction was followed. Indeed, 
in studies of defining style, Nesi and Meara (1994) and Nesi (2000c) report evidence of 
students copying directly from examples in spite of measures intended to discourage them 
from doing so. 
 
Many of the studies discussed treat word knowledge as an all-or-nothing phenomenon, it 
should be apparent from the discussion in the previous chapter that this is not the case; 
there are many aspects to knowing a word. This conception of word knowledge has 
implications for the validity of the findings in some of the studies discussed. For example, 
Nesi (2000c) concedes that under her coding system participants “who displayed some 
understanding of word meaning might still produce sentences coded as inappropriate if 
their word knowledge was less than complete.” (p. 115).  
 
Frankenberg-Garcia (2015) attributes the negligible influence of examples demonstrated in 
most studies to a failure do distinguish between receptive and productive examples. In a 
series of experiments she demonstrates that when dictionary examples written or included 
with productive or receptive use in mind are paired with corresponding tasks they have a 
significant positive effect on performance.  
 
Another possible reason for the incongruence between the generalised perception of the 
benefit of examples and the results of the empirical studies discussed relates to the 
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examples themselves. Although most of the examples employed in the studies were corpus 
based, the use of a corpus does not prevent a common pitfall for lexicographers: the 
inclusion of creative examples rather than more obvious examples (Drysdale, 1987). For 
example, Nesi (2000c) suggests that the second example provided for perpetrate in 
LDOCE2; it was the managing director who perpetrated that frightful statue in the reception area, 
caused participants to produce sentences such as “last year winter perpetrated many 
horrible storms” (p. 113). 
 
The prevailing teaching methodology might also account for the results of several of the 
studies. Nesi (2000c) attributes students going beyond structures permitted in examples and 
using target words creatively to “communicative language teaching, which may, in some of 
its manifestations sacrifice accuracy in an attempt to foster fluency and self-expression” (p. 
115). Similarly, from her informal conversations with students she cites a lack of awareness 
of grammatical concepts such as transitivity and grammatical collocation. She also 
attributes this to the influence of communicative language teaching.  
 
Thus far, although dealing with subjects at different proficiency levels, the studies of 
exemplification examined have been fairly generalizable in terms of user L1. However, 
there are a handful of studies which deal with aspects of exemplification with a specific L1 
user group in mind. Lew and Dziemianko (2012) examines a possible mismatch between 
folk defining in Polish and the folk defining techniques which employ single when-clauses. 
The latter underlie definitions in several English MLDs. For instance, the example for ascent 
in Cambridge Advanced Learners’ Dictionary (Walter, 2005) reads: when someone starts to become 
successful. Lew and Dziemianko (2012) report on a series of experiments to investigate 
whether native speakers of Polish could recognise the part of speech of English abstract 
nouns when presented with single-clause when-definitions found like those in MLDs. Their 
first study (Lew & Dziemianko, 2006a) involved 129 Polish L1 upper-intermediate or 
advanced learners of English at university level. The experiment consisted of two tasks 
involving 20 headwords. First the participants had to match the headwords to their Polish 
equivalents. Secondly, they had to write a sentence using the headword. In both tasks 
participants had considerably more success recognising the part of speech of the target 
items when they used traditional analytical definitions. A further study (Lew & 
Dziemianko, 2006b), this time involving 238 secondary school students of an intermediate 
proficiency-level who were asked to choose the correct translation of headword, suggests 
that the difference in successful use of when-definitions and traditional definitions could be 
mitigated by the inclusion of semantic class labels. Lew and Dziemianko (2012) compares 
the two defining styles using a definition matching task. The latter study involved 134 
native speakers of Polish of an upper-intermediate to advanced proficiency level. No 
further contextual information is given. Results of the latter indicate traditional analytic 
definitions were marginally significantly more effective. Although the effect size observed 
was very low. 
 
In his speculative study G. F. Huang (1985) compares common errors made by Chinese 
students in writing and entries from three MLDs: the LDOCE1, CULD, and OALD3. He 
argues that Chinese students’ productive needs would be better served by examples which 
reflect verb agreements after expressions of quantity, and agreement between collective 
nouns and finite verb. He also makes a case in favour of space-consuming examples over 
abstract codes arguing that students appreciate their immediacy.  
 
This brief summary of research on examples in learner dictionaries makes it clear that the 
issue is more complex than presence of examples or otherwise. The style of examples plays 
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a role. There is strong evidence that users seem to prefer COBUILD’s sentence examples. 
It is also possible that a tendency to include creative rather than typical uses in examples 
might be detrimental the effectiveness of MLDs. Frankenberg-Garcia’s (2015) research also 
indicates that the intended purpose, productive or receptive, of consultation also plays a 
role. 

 
3.3.2 Visual Elements 
 
A good deal of research has been conducted on the role of signposts, cues throughout the 
entry which are intended to help the user distinguish between senses, in dictionaries for 
language learners. In user studies involving traditional dictionaries, Lew (2010) employed a 
translation task involving 90 Polish A2 and B1 level high-school students, while Nesi and 

Tan (2011) employed a sense selection task involving 124 second and third year mixed-
proficiency undergraduate students studying at a university in Malaysia. Both tasks point to 
the role signposts play in improving accuracy although neither study found evidence of 
signposts improving speed of retrieval. From the point of view of the lexicographer, 
DeCesaris (2012) highlights the challenges that the creation of signposts pose in the 
bilingual dictionary creation process.  
 
In the digital realm eye-tracking has been employed to study signposts. In a study involving 
eight English L2 speakers from Tokyo Foreign Studies University, Tono (2011) used an 
eye-tracking experiment to examine how supporting devices such as signposts or menus, 
different types of grammar codes, and positions of target definitions influenced look-up 
behaviour in MLDs and bilingual dictionaries. In addition to finding that almost one third 
of lookups ended in failure, he found that signposts were more effective for higher-
proficiency learners, while lower proficiency learners performed better with menus. 
Although scanning bilingual entries proved easier than scanning monolingual ones, there 
was no significant difference in performance on a meaning finding task between the two 
entry types. Bilingual, lookups resulted in a higher success rate than MLD lookups if 
information was presented at the beginning of an entry, however, in entries where 
information was not placed at the beginning or not obvious there was little difference. This 
calls the reasons underlying lower proficiency level users’ preference for bilingual 
dictionaries into question. 
 
Dziemianko (2016) employed an eye-tracking study to compare the efficiency of methods 
for presenting signposts in three online MLDs: LDOCE5, OALD8 and OALD9. The 
study involved 243 advanced-level learners of English (C1 in CEFR) at Adam Mickiewicz 
University in Poznań, Poland. The participants completed a sense selection and 
comprehension task. They were divided into three groups: 91 subjects did the test with 
signposts in crimson capitals ruled off from relevant senses by a crimson line, 84 students 
did the test in with signposts were printed in white capitals on a blue background. The 
remaining 68 participants did the test with signposts in lower case above a dark orange line. 
Dziemianko found the signpost highlighting in the LDOCE5 (white capitals on a blue 
background) to be the most efficient in terms of speeding up sense identification and 
retention. On the other hand, neither signpost style or sense distribution had a significant 
influence on participant’s ability to identify the correct sense. 
 
In addition to signposts, eye-tracking has provided pertinent insights into other aspects of 
digital dictionaries and language learning. In a study involving six foreign language majors 
at the University of Tokyo, Kaneta (2011) compares a traditional dictionary interface to a 
layered interface where illustrative examples including idioms and phrases are folded and 



 

 
74 

have to be opened via a menu. He found no significant difference between users 
performance for the two interfaces. However, users consulting the traditional interface 
referred to examples more frequently yet for shorter periods that those using the layered 
interface. In a study involving ten Polish learners of English at university, five at a B2 to C1 
level and five at an A2 to B1 level. Lew et al (2013), examined how learners selected senses 
in polysemous bilingual dictionary entries. Overall, participants selected the correct sense 
80 per cent of the time. High-proficiency users tended to examine every sense in the entry 
while low-proficiency participants tended to stop their search when they had found the 
correct sense. This raises an interesting parallel with Müllich’s (1990) sham dictionary use. 
To their surprise the authors found no evidence that shorter entries lead to higher success 
rates. On the contrary, they noted the opposite tendency.  
 
The digitisation of dictionaries has also offered the possibility of new forms of 
exemplification. Like several of the studies discussed in the previous chapter section, Lew 
and Doroszewska (2009) investigated the influence of different defining styles on 
vocabulary retention. What is novel about their study is that they also test the effectiveness 
of animated pictures as definitions in addition to L1 (English) definitions, L2 (Polish) 
definitions, and examples. Their participants were 56 native Polish-speaking school 
students (age 17 to 18) all of whom had a proficiency level in the A2 to B1 range. After a 
vocabulary pre-test, students read a short passage containing ten target words which the 
pre-test indicated were probably unknown. They then took a vocabulary retention test and 
finished by completing a short reading comprehension. The Polish L1 equivalent, alone or 
in combination with L2 (English) definition was the best predictor of retention as well as 
being the most consulted defining style. Although, few subjects chose to look up examples, 
a regression analysis suggested examples had a positive role. The authors express surprise 
that animations performed poorly with retention rates around half that of the other 
options. 
 
Since they are unrestrained by printing costs, online dictionaries make the use of a range of 
colours a financially viable option. Dziemianko (2015) investigates the influence the colour 
of part-of-speech and syntactic labels have on the speed and effectiveness the search and 
retention of grammatical information in dictionaries. The study involved 219 B2 to C1 level 
participants who studied degrees in the Faculty of English at Adam Mickiewicz University 
in Poznan, Poland. It employed an online multiple-choice test to be completed after 
consulting one of two versions of a purpose-built e-dictionary. In one version the entries in 
black and white, in the other, labels were in colour. Results indicated that displaying the 
functional labels in colour significantly increased the speed and effectiveness of online 
dictionary search as well as improving retention scores. 
 
The digitalisation of lexicography has blurred the lines between dictionaries and other 
lexicographical resources. The hypertextuality of digital lexicography permits its 
exploitation in many practical applications for language learning. This includes glossing, the 
automatic creation of exercises from dictionaries, and the creation of wordlists or term 
banks. Glossing takes place in many forms, Roby (1999) provides a detailed taxonomy of 
these. In general glosses have been shown to have a positive effect on vocabulary learning 
(Bowles, 2004; Hulstijn, Hollander, & Greidanus, 1996; G. Jacobs, Dufon, & Hong, 1994; 
Jung, 2016; Ko, 2012; Watanabe, 1997). This is mirrored in the digital realm where, in a 
meta-analysis of computer-mediated glosses, Abraham (2008) found a medium effect size 
for glosses on comprehension and a large effect size for vocabulary acquisition. De Riddler 
(2002) investigated hyperlink glosses in electronic texts and found that although highly 
visible highlighted and underlined hyperlinks lead to much more clicking, in terms of 
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improvements in vocabulary learning or comprehension scores, they offered no advantage 
over unmarked hyperlinks. The automatic creation of exercises using online lexicographical 
resources has been shown to be feasible. As its name suggests, Hayward’s (n.d.) AWL 
Highlighter and Gapmaker employs the AWL to highlight or remove a text’s so-called 
academic vocabulary. Cobb’s (n.d.) Compleat Lexical Tutor draws on the AWL as well as 
WordNet (Fellbaum, 1998) to automatically create vocabulary practice exercises. Similarly, 
projects such as Collocaid aimed the integration of lexicographical data about academic 
collocations with word processing tools have presented a number of interesting 
perspectives on the visualisation of academic collocations (Frankenberg-Garcia, Lew, 
Roberts, Rees, & Pereda, 2017; Roberts, Frankenberg-Garcia, Lew, Rees, & Pereda, 2017).  

 
3.4 Phraseology and MLDs in Context 
 
English MLDs have always shown special concern for phraseology. This is evident in the 
dictionaries produced during the first historical stage of MLD production. For example, 
Cowie (2002) highlights the “exceptionally rich treatment of verb combinations” (p. 59) in 
Harold Palmer’s GEW. Hornby’s OALD1, with its classification of grammatical 
collocations in four basic structural types and use of brackets enclosing collocates to show 
collocational range of lexical collocations, showed the way for the specialist collocational 
dictionaries of the 1980s and 1990s. Along the road to these fully-fledged collocational 
dictionaries we find the Longman Dictionary of English Idioms (T. Long, 1979) the second 
volume of the Oxford Dictionary of Current Idiomatic English (Cowie, Mackin, & McCaig, 1983) 
which was later renamed the Oxford Dictionary of English Idioms (Cowie, Mackin, & McCaig, 
1993). These works are principally concerned with the classification and collocatability of 
idioms. Collocational dictionaries, in contrast, are concerned with the collocatability of 
single words in general, since for reasons of space MLDs were not able to provide the wide 
coverage learners demanded (Herbst, 1996). According to Cowie (2002) Selected English 
Collocations (Kozlowska & Dzierzanowska, 1987) represents the first reliable dictionary of 
English collocations. In each entry collocates are grouped according to part-of-speech. The 
BBI Combinatory Dictionary (Benson, Benson & Ilson, 1986) is perhaps the most well-known 
and widely respected dictionary of English collocations. However, it is not immune from 
criticisms, Cowie (2002) criticises its inclusion of syntactic complementation information, 
which in his strict definition of collocation, has no place in a collocational dictionary. The 
present dissertation takes a much less conservative and more inclusive view of collocation. 
This is in part a pragmatic stance in which any information which might help the user in 
encoding while not overly burdensome in terms of space or complexity to a dictionary 
would be included.  
 
In parallel to the emergence of specialist collocational dictionaries, the second and third 
stages of historical development of MLDs saw many advances in the treatment of 
phraseology. Developments in the OALD2 are characterised by a greater concern for users’ 
decoding needs than those in its predecessor; as such the way in which verb patterns are 
represented is largely unaltered. However, Cowie (2002) finds evidence of more detailed 
analysis of noun and adjective complementation, some attempt to match constituent 
elements of patterns to functional categories, and the beginnings of a novel approach to 
phrasal verbs which would be further developed in the OALD3. The OALD3 saw 
significant changes to the treatment of verb patterns. Verbs were categorized according to 
major verb-types: copular, intransitive, mono-transitive, di-transitive and a number of sub-
patterns which took into account the semantic type of the complement were introduced. In 
spite of these developments, the dictionaries reliance on abstract codes to refer to verb 
patterns impeded their usefulness (Cowie, 1984; Heath, 1982; Lemmens & Wekker, 1986). 
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Other notable phraseological developments include the insertion of prepositions as part of 
skeleton examples, more comprehensive complementation frames, and examples which 
include complex typical post-modification of the headword, and the marking in boldface of 
phrasal items that are invariable. Changes in the presentation of phrasal verbs continued 
from the OALD2. Phrasal verbs with fixed collocates in object position were listed 
immediately after the simple phrasal verb. Phrasal verbs were also listed in bold at the edge 
of each column. Like the OALDs the LDOCE codified verb complementation, but also 
introduced codes for subclasses of nouns, adjectives and their post-modifying 
compliments. However, the scheme has received criticism in some quarters for being 
excessively complex and for containing examples which do not indicate the range of 
collocational patterns. As far as the indexing of idioms is concerned the LDOCE adopts 
the same approach as the OALDs, it assumes users are able to analyse idioms in terms of 
transparency and compositionality, within entries idioms were listed in alphabetically 
numbered subsections. In contrast phrasal verbs were treated as separate entries. This 
resulted in the vexed question of how to distinguish between idiomatic and semantically 
transparent phrasal verbs. 
  
The third stage of historical development of the MLD is primarily characterized by the 
increased use of computers. It also included many phraseological innovations. For example, 
complementation codes in the LDOCE2 are far less complex than its predecessor. 
COBUILD1 adopted an innovative extra-column approach for clause patterns and 
function labels and what could be termed a phraseological defining style in which the 
headword formed an essential part of the definition. These phrasal or sentence definitions 
often resemble folk definitions. The OALD4 represents a complete redesign of verb-
pattern scheme of its previous editions. The dual-level of description it contains might 
cause problems even for advanced students. There were also phraseological innovations in 
its defining style with typical objects included in parenthesis in the definitions.  
 
In spite of the many advances made in English learner lexicography, and the great deal of 
critical attention that the treatment of phraseology in MLDs and collocational dictionaries 
has received, there is relatively little research which deals with the uses and users of the 
phraseological aspects of lexicographical resources for non-native speakers. 

 
3.4.1 Research on Phraseology in General MLDs 
 
Paul Bogaards conducted a series of experiments dealing with look up strategies for 
phraseology in dictionaries. Bogaards (1992) set out to examine the effect of frequency on 
look-up strategies for multi-word expressions monolingual French dictionaries. His study 
involved 62 L1 French students at secondary level. They were given lists of fixed 
expressions chosen according to frequency rank and asked to underline the keyword they 
would use to look up the expression in a dictionary. This was followed by a post-test which 
was applied two weeks later and intended to ensure that frequency was indeed the 
explanatory factor. In the second test participants had to decide which word in a list of 
word pairs was the most frequent. Bogaards concludes, with some reservations, that 
French L1 students using monolingual dictionaries tend to look up the least frequent word 
when looking for multi-word expressions. Turning his attention to learners’ dictionaries 
and assuming that MWUs are indexed by their base, Bogaards (1999) examined whether 
learners looked up a word using the base or the collocate. The experiment which involved 
56 L1 Dutch learners of French in their first (N = 41) and third years (N = 15) of 
university. Although no statistical significance tests were employed, there was no obvious 
preference for base or collocate among first-year students while third-year students tended 
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to look up the base. Users showed a slight preference for nouns irrespective of their 
function. This may be because participants simply choose a word they recognised. In a 
study involving 59 secondary school-level and 29 university-level L1 Dutch students of 
English, Bogaards and Van der Kloot (2001) used a translation task to examine the 
usefulness of the systems used to present grammatical information in three MLDs (CIDE, 
COBUILD2, LDOCE3). There was no statistically significant difference in time taken to 
find the relevant information and correctness of the translations produced by participants 
using different dictionaries. In a further study, Bogaards and van der Kloot (2002) leave the 
question of findability aside concentrating instead on which type of grammatical 
information students used most and which type of information was most useful to them. 
The second study involved three groups of L1 Dutch speaking learners of English: the first 
comprised 33 secondary school students, the second 56 first-year university students; the 
third group contained 28 third-year university students. Students had to complete a 
translation task and underline the information they had used. Overall results suggest that 
grammatical codes relating to word classes are rarely used; examples are widely used 
especially, though not exclusively, by intermediate users. University users seemed to prefer 
less abstract grammatical information. Many users demonstrated a preference for using the 
definitions and examples even when there was more explicit COBUILD-style grammatical 
information available. Ideally then, definitions and examples should encode grammatical 
information in a natural way. CPA is possible means of achieving this. Renau and Battaner 
(2012) demonstrate the viability of CPA for the analysis of Spanish pronominal verbs and 
their representation in MLDs. However, in their work on a phraseological dictionary of 
science verbs G. Williams and Millon (2010) suggest that users could experience difficulty 
understanding CPA semantic classes at first.  
 
The scant influence of the way in which verb syntax is encoded on the usefulness in 
translations might be related to the L1 of the participants under study. The results of 
Dziemianko’s (2006) study involving 606 Polish learners of English at high school and 
university seem to run counter to Bogaards and Van der Kloot’s (2002) findings. It seems 
that Polish learners of English tend to make more use of COBUILD type definitions than 
analytical ones when looking up information on verb syntax. However, overall participants 
made more use examples than either analytical or COBUILD style definitions. Since the 
Polish university participants were all attending linguistics and English grammar classes it is 
possible they were more familiar with the COBUILD encoding syntax than users working 
in other disciplines would be. 
 
In the digital realm, Heid and Zimmermann (2012) report on two usability tests conducted 
in an attempt to find the most appropriate design for search interfaces for collocations in 
online dictionaries. In a test of German and Italian online dictionaries, Bank (2010) found 
that search interfaces which involved many steps had a negative impact on users’ 
performance. Users preferred simple search procedures which returned a list of results. To 
investigate this further Heid & Zimmermann (2012) conducted usability tests comparing 
two mock-ups of collocational dictionaries; one profile-based and one search-engine based. 
They found that their advanced-level translator participants preferred the profile-based 
search for productive purposes.   

 
3.5 Dictionaries and EAP 
 
Learner dictionaries have always been closely linked the teaching and learning of English in 
academic contexts. The demands of teaching English in academic contexts were an 
important influence in the creation and development of learner dictionaries. For example 
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West’s NMED was influenced by its editor’s experiences as Principal of Dacca Teacher 
Training College (R. Smith, 2003). Likewise Hornby’s work was undoubtedly influenced by 
his experiences in higher education first at the Tokyo University of Literature and Science, 
later at the Tokyo School of Foreign Languages and Tokyo Higher Normal school (Cowie, 
2002).  
 
In spite of their origins, the extent to which contemporary MLDs are apt for academic 
contexts has been questioned. D. Lea (2014a) argues that MLDs are only academic in the 
sense that they sometimes mark entries which pertain to AWL words and often include 
supplements dealing with academic writing. D. Lea (2014a) outlines creation process of a 
“genuinely academic learners’ dictionary” (p. 181) the Oxford Learner’s Dictionary of Academic 
English (OLDAE; OUP, 2014). The OLDAE adopts the frequency-based: general, sub-
technical/academic, technical view of English vocabulary aiming for the middle ground of 
a general academic vocabulary. It is corpus-based, the text from which its decoding 
function was created comes from undergraduate higher education textbooks and the text 
which represents its encoding function comes from professionally written published 
academic journal articles. Echoing a common criticism of the use of professional writing as 
an example for learners or trainee writers, D. Lea (2014a) claims that such texts are not 
entirely appropriate for this group since examples derived from such texts may be overly 
complicated. This criticism is discussed in greater detail in the next chapter. The OLDAE’s 
editors modify examples through process of “distillation of a number of different 
concordance lines, all of them very similar” (Lea, 2014a, p. 188) when the example taken 
directly from the concordance line is deemed too complicated. This process has interesting 
parallels with CPA; a procedure in which through an examination of corpus lines a 
semantic type is assigned to a lexical set, from which an implicature is then derived. This 
process effectively results in a general yet authentic example distilled from many corpus 
lines. 
   
D. Lea (2014a) concedes that the conception of general academic vocabulary is somewhat 
problematic: “The student of economics […] is not well served by a mere description of a 
recession, when it is in fact a very precisely defined economic term.”(p. 187). The OLDAE 
addresses this by providing a descriptive definition typical of MLDs followed by the strict 
discipline-specific definition. At first glance, Coffey’s (2016) analysis of a sample of 100 
OLDAE headwords, would seem to cast doubt on the academic nature of the dictionary’s 
vocabulary since only one (mass-spectrometer from chemistry) is not included in the general 
OALD9. However, as Coffey points out, around a quarter of words in the sample 
demonstrate important differences in definitions and examples when compared those in 
the OALD9. Taking into account the importance of context in conditioning meaning, 
especially for productive use, the academic dictionary gives more thorough treatment to 
collocations than a general MLD. Around 700 “collocationally prolific words” (Lea, 2014, 
p. 184) are presented as separate entry lists in the style of a collocation dictionary. 
 
The OLDAE is not the only academic learners’ dictionary. The Louvain EAP Dictionary 
(LEAD; CECL, 2010) is a web-based English for Academic Purposes “dictionary-cum-
writing aid” (Paquot, 2012, p. 163) for non-native writers. At the time of writing the LEAD 
dictionary was not widely available, access was restricted members of the Université 
Catholique de Louvain and the dictionary was undergoing beta testing. LEAD seems like a 
very promising resource, however in spite of three conference papers (Granger & Paquot, 
2010a, 2010b, 2017), one book chapter (Paquot, 2012), and one article (Paquot & Granger, 
2015) dealing with the dictionary, there is very little information available about its 
construction. Its creators list an emphasis on phraseology, as well as semasiological and 
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onomasiological, and semi-bilingualised access among its features. Users studying business, 
medicine, or linguistics are also given the choice of some discipline-specific customisation. 
However, it seems that this involves the provision of examples taken from texts from these 
disciplines rather than a systematic treatment and comparison of discipline-specific 
meaning.  
 
A great deal of the research into the users and uses of learner dictionaries has been carried 
out in academic contexts. Many lexicographers work in universities and other higher 
education institutions. These institutions represent a rich source of participants for studies 
of dictionary use. The summary of research into dictionary use and users above reflects this 
insomuch as all but a handful of studies were carried out in an academic context or with 
university student participants. The majority of the findings of studies of the uses and users 
of learner dictionaries could equally apply to EAP lexical resources. In short, it is evident 
that dictionary access promotes vocabulary acquisition, that certain parts of microstructure 
are problematic, particularly those which deal with collocational and selectional restrictions, 
and that the effectiveness of examples depends on the purpose with which they are 
consulted. There is some evidence which suggests learners prefer sentence examples, and 
that some unsuccessful lookups are caused by the inclusion of examples of creative use 
rather than typical use.  
 
There are several findings which are especially pertinent to EAP lexicography. 
Questionnaires dealing with user preferences indicate that advanced learners prefer MLDs. 
For this group, this type of dictionary has also been shown to promote more effective 
vocabulary retention than bilingual dictionaries. Assuming EAP users are primarily upper-
intermediate or advanced learners these findings support the contention that EAP 
lexicography should focus primarily on monolingual resources. There is also an economic 
argument which supports this contention. In theory, monolingual dictionaries allow the 
concentration of resources on a handful of dictionaries while in the case of bilingual 
English dictionaries these resources would be diluted among various languages. 
 
One of the reasons put forward for the lack of influence of dictionaries on comprehension 
scores is their failure to deal adequately with technical and scientific vocabulary. Similarly, 
defining scientific and technical concepts within a controlled vocabulary is also 
problematic. These findings support the need for multi-discipline lexicographical resources 
in EAP. The following chapter section outlines a number of approaches to discipline-

specific EAP lexicography.  

 
3.5.1 Discipline Specificity 
 
The need for specialist dictionaries for EAP is clear. However, at present certain disciplines 
are better represented than others. For example, there are several monolingual English 
business dictionaries aimed at non-native speakers. This is not only because many non-
native speakers have to use business English in their professional lives, but also, in an EAP 
context, because business studies and related disciplines have been by far the most popular 
subjects for international students (HESA, 2017). De Cock (2006) compares the treatment 
of seventeen key business English lexical-items in MLDs, with their treatment in specialist 
business MLDs (SBMLDs) she concludes that although the five MLDs cover between 
twelve and fifteen of the seventeen items, the Oxford Business English Dictionary for Learners of 
English (Parkinson & Noble, 2005) and Longman Business English Dictionary (Dignen, 2000) 
better meet the productive needs of the business English user. While the MLDs include 
many of the lexical items as sub-entries, in the SBMLDs fifteen of them are included as 
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carefully and systematically defined headwords supported by several usage examples in 
context. She also highlights the increased consideration of phraseology in SBMLDs.   
 
In a comparison of the treatment of collocation in MLDs, collocational dictionaries, and 
SBMLDs, Walker (2009) examines the treatment of phraseology in business English in 
greater detail. He argues that the emphasis that both MLDs and SBMLDs place on 
frequency obscures small, yet significant differences in meaning between semantically 
related items. He also argues that general MLDs fail to explain “important semantic 
differences between items such as run, head and manage, or aim, objective, target and goal” (p. 
297). This could be remedied by focusing on these items in collocation. On a 
macrostructural level, he recommends grouping collocations by their semantic relations 
since the current practice of alphabetic organization encourages a view of the relations 
between collocations as arbitrary. He also calls the hegemony of nouns in collocational 
dictionary entries into question since there is there is no research indicating learners start 
the look up process with this part of speech. 
  
In a methodologically innovative study involving 85 mixed English level, first-year 
university students of chemistry, Campoy Cubillo (2002) sought to discover this group’s 
dictionary skills preferences. Participants created dictionaries containing around 100 words 
of their choice from the most important or useful texts they had studied during a first-year 
chemistry course. They were instructed to include as much information as they deemed 
necessary. They reported on the dictionary creation process in a short composition. The 
contents of dictionaries were then analysed in a bid to discover what chemistry students 
want in a dictionary. Analysis of the students’ compositions revealed that most had 
employed bilingual dictionaries in the process of making their own dictionary. Campoy 
Cubillo regards the superficial nature of the examples provided, and the relatively few 
students who included other information, such as word sense, collocational information, 
and synonyms as evidence for a lack of dictionary skills on the part of the participants. The 
validity of this conclusion is questionable since there are many reasons why students might 
have omitted information. However the lexical content of the students’ creations is more 
pertinent. Students’ dictionaries contained both general English and specialised vocabulary. 
This suggests that they would like a general learners’ dictionary which also contains 
vocabulary specific to their discipline. 
 
In a different discipline, in two related studies which have wider implications than Campoy 
Cubillo (2002), de Cock (2006), and Walker (2009); G. Williams (2006, 2011) examines the 
treatment of words in the Oxford Scientific, a list of 265 word-forms aimed at helping users 
of the OALD understand scientific texts, in various dictionaries. G. Williams (2006) 
examines the treatment of Oxford Scientific words in the OALD, COBUILD, and MEDAL. 
G. Williams (2011) concentrates specifically the OALD. He argues that the treatment of 
specialist scientific vocabulary in MLDs is inconsistent and inadequate for an ESP/EAP 
audience. He demonstrates how a comparison of Oxford Scientific words in a general 
scientific corpus, the scientific section of the BNC, with a specialist corpus of parasitic 
plant biology articles (G. Williams, 1998) brings to light opportunities make slight changes 
to definitional prototypes to account for specialised usage. This would enable the creation 
of specialised production dictionaries for users who already have a substantial 
communicative ability in English but require help in production with that specialist 
vocabulary specific to their discipline in the same way that a general MLD provides help to 
the user in production in a general context. In the view of EAP adopted in this thesis, this 
description certainly applies to EAP users. 
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Although they do not identify their dictionary as an EAP dictionary, the work of Geoffrey 
Williams and colleagues on dictionaries for non-native English speaking scientists offers 
greater detail about the construction process and underlying rationale than the Louvain 
project. Building on research on collocational networks in a corpus of parasitic plant 
biology articles (G. Williams, 1998), G. Williams (2001, 2002) turns his attention to the use 
of collocational networks for headword extraction for specialised dictionaries. The 
crystallisation of this research can be seen in G. Williams and Millon’s (2010, 2014) report 
on the creation of an E-Advanced Learner’s Dictionary of Verbs in Science. Motivated by the lack 
of writing aids in MLDs, and the need to bridge the gap between general dictionaries and 
terminological resources, G. Williams and Millon (2014) outline a project to create an 
organic bottom-up dictionary based on the 33 million word BioMed corpus which 
comprises texts from biology and medicine journals. These texts include research articles, 
as well as letters, comments, and editorials. The 100 most frequently occurring verbs in the 
corpus are used as start nodes. These are linked to collocates extracted using statistical 
measures. These in turn link to other nodes in an iterative process, slowly building a 
complex network of lexicographical prototypes. By examining the evolution of node word 
using the OED and comparing collocational networks in general and specific corpora, light 
can be shed on etymological transfer and transfer between contexts. The outcome of the 
process is a semasiological and onomasiological dictionary which is organised 
alphabetically, as well as thematically around conceptual classes such as INVESTIGATE. 
A sub-class where a human does the examination is reproduced below (G. Williams & 
Millon, 2014; p. 51): 
 
Investigate 
To search or inquire into (1510) 
X [We, author] investigate the effects (358) of (349) 
Examine 
Investigate by inspection (1330) 
X [we, researcher, author, investigator, study] examine the effect(s) (535) of 
Y (518) on 
Explore 
To look closely into (1592) 
X [We/study/analysis] explore the relationship(s) 
 
The examples in italics are taken from the OED with the date they were first attested given 
in parenthesis. Numbers in boldface in parenthesis give frequency in the BioMed corpus. 

 
3.6 Summary 
 
This chapter has set out what is understood as an EAP user in the present study. As well 
providing a historical overview of the evolution of English pedagogical lexicography, it has 
reviewed research into dictionary use and users which will be helpful in achieving one of 
the aims of the study: The creation of guidelines for useful phraseological lexical resources 
aimed at EAP users. That said, it is important to bear in mind that dictionary research is 
context-bound and the variation in L1 background, proficiency-level, and academic setting 
limit the extent to which findings from a single study can be generalised for EAP users as a 
group. Similarly, pedagogical lexicography has undergone a great deal of change in the last 
30 years, MLDs published today are different from those published 30 years ago, as a result 
the relevance of research carried out on older MLDs to MLDs today is sometimes 
questionable. The free agency of users represents yet another limitation to studies into the 
use of dictionaries and other lexicographical resources. Ultimately there is no means of 
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knowing how a user will use a lexicographical resource; if it will be used for its intended 
purpose or for some novel unforeseen function.  
 
With these caveats in mind it is possible to make some generalisations about dictionaries 
and EAP. The first and most uncontroversial generalisation is that dictionaries have a 
positive influence on vocabulary acquisition. This lends weight to the aim of creating useful 
lexical resources for EAP users. Another generalisation suggested by observation-based 
and questionnaire-based research is that users’ preference for and successful use of 
monolingual resources increases as a function of proficiency level. Taking a view of EAP 
users as predominantly upper-intermediate (B2) to advanced (C1/C2) users, this suggests 
that for the purposes of this study resources should be concentrated on guidelines for the 
creation of monolingual lexicographical resources. Research also suggests that the future of 
pedagogical lexicography is digital. It is clear that digital lexicographical resources offer 
many advantages in terms of customisation of access structures, size, and range of visual 
aids that can be included. It is also apparent from studies dealing with dictionaries and 
reading comprehension, defining style, and examples that the treatment of technical or 
discipline-specific vocabulary in lexicographical resources is a limiting factor in their 
usefulness to users. Failure to adequately encode phraseology, that is to say, selectional and 
collocational restrictions in an accessible manner is another limiting factor. 
  
With this in mind, in the context of EAP, it is clear that more work is needed on sense 
discrimination between disciplines. Taking a phraseological view of language this naturally 
involves looking at patterns of collocation and how patterns might be usefully represented. 
The work on collocational resonance carried out by Geoffrey Williams and colleagues and 
Irene Renau and Paz Battaner’s work on the representations of Spanish pronominal verbs 
in MLDs gives an indication of how such an aim might be achieved. However it is first 
necessary to examine differences in word meaning across academic disciplines. 
 
This examination will be achieved through a corpus-based experiment comparing verbal 
collocations across the academic disciplines of history, management, and microbiology. 
The hypotheses tested in this experiment and the assumptions that underlie the study as a 
whole are laid out in the following chapter. Chapter 5 outlines the experimental procedure. 
Chapter 6 presents a statistical analysis of the results. A qualitative analysis including 
guidelines for and examples of how discipline specific phraseology might usefully be 
presented for EAP users is provided in Chapter 7. Conclusions are set out in Chapter 8. 
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4. HYPOTHESES AND ASSUMPTIONS  
 
This dissertation is centred around a corpus-based experiment intended to examine 
differences in meaning and use of vocabulary across academic disciplines which are 
obfuscated on approaches currently adopted in studies of EAP lexis. In doing so it aims to 
demonstrate a means of phrase extraction which accounts for both semantic and syntactic 
concerns. The experiment and the analysis which follows it will test the following general 

hypotheses9 which relate to the objectives of the present study. 
 
The principal objective:  

To examine differences in meaning and use of vocabulary between academic 
disciplines that might be obfuscated by the distributional approaches to vocabulary 
selection habitually employed in English vocabulary studies.  

 
Relates to the following hypothesis: 

The lexical-bundle approach obfuscates differences in meaning and use of 
vocabulary across academic disciplines. 

 
The methodological sub-objective: 

To demonstrate a feasible means of phrase extraction that accounts for both 

semantic and syntactic concerns.  

Relates to the following hypothesis: 
The method outlined in Chapter 5 provides a feasible means of vocabulary 
extraction that can deal with large quantities of data and both syntactic and 
semantic concerns. 

 
The lexicographical sub-objective:  

To create guidelines for producing, and an illustrative examples of, a useful 
lexicographical resource for the EAP community. 

 
Relates to the following hypothesis: 

CPA is a viable basis for the creation of an EAP lexicographical resource that 
provides a feasible response to many of the challenges faced by EFL 
lexicographers. 

 
The testing of all the above hypothesis should make the achievement of the theoretical 
sub-objective possible: 

To examine how the behaviour of academic lexis relates to wider phraseological 
approaches. 

 
The data resulting from the experiment will facilitate some objectives of the study. Namely, 
to create, illustrative examples of, and guidelines for producing, useful EAP vocabulary 
resources and to examine the extent to which findings about the behaviour of academic 
lexis relate to phraseological approaches to language in general. The hypotheses listed 
above, the corpus-based experiment which tests them, and the intention to create, 
illustrative examples of, and guidelines for producing, useful EAP vocabulary resources rely 
on several assumptions. The first group of assumptions relates to the nature of EAP 

                                                 
9 These should not be confused with the formal hypotheses employed in statistical significance testing set out 
in Chapter 5 and reported in Chapter 6. 
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writing. The second assumption relates to the decision, in the present study, to concentrate 
on verbs and their collocates rather than collocations involving other parts of speech. 
Finally, retaking the thread laid out in the previous chapter, there are assumptions about 
the nature of EAP users and the market for EAP lexicographical resources. 

 
4.1 Assumptions Related to Corpus Composition  
 
The first assumption related to corpus composition concerns the mode of language the 
corpus contains. The hypotheses set out above are tested with written language. This is not 
because they apply only to this mode, but rather, a result of practical constraints such as the 
difficulty inherent in obtaining sufficient speech to compile a corpus of sufficient 
magnitude for a meaningful lexicographical study. Moreover, as suggested by the discussion 
of Linear Unit Grammar (Sinclair & Mauranen, 2006) in Chapter 1, the large quantity of 
time which would be needed to process this data. That said, a good deal of corpus research 
has been carried out on spoken academic language. In vocabulary studies, Simpson-Vlach 
and Ellis's (2010) Academic Formulas List is based in part on the Michigan Corpus of 
Academic Spoken English (Simpson, Briggs, Ovens, & Swales, 2002), while Biber and 
Barbieri (2007) compare lexical bundles in spoken and written academic registers. 
Particularly fruitful use of corpora of spoken academic English has been made, in the area 
of conversation analysis (see for example Barbieri, 2013; Morton, Walsh, & O’Keeffe, 
2011; Walsh & Knight, 2016). 
 
As is apparent from the review of literature on the teaching of and learning of vocabulary 
in Chapter 2, throughout ELT there is a widespread distinction made between students’ 
productive and receptive needs. This distinction also holds in the debate surrounding the 
ideal composition of corpora in studies of EAP vocabulary. As far as receptive skills are 
concerned, it is generally accepted that both texts written by students and published 
academic writing (PAW) are useful to EAP students. The first generation of EAP wordlists 
(Campion & Elley, 1971; P. Ghadessy, 1979; Lynn, 1973; Praninskas, 1972) were created 
with receptive needs in mind and aimed primarily at prospective or first-year university 
students. They were compiled by examining the textbooks students would be expected to 
use in the course of their studies. Given that, in that pre-internet era, access to research 
articles (RAs) was not as simple as it is today, the decision to base lists on textbooks 
frequently consulted by students is understandable.  
 
The implicit assumption of these word-list studies is that EAP users’ receptive needs are 
limited to a requirement to understand textbooks. This is not the case. Firstly, it is 
premised on a narrow definition of EAP users as prospective students or undergraduate 
students which does not reflect the whole EAP-user population. Secondly, it assumes that 
that journal articles are not an important reference source for these students. In reference 
to the first point, as the discussion in the previous chapter suggests and as will be argued 
further in section 4.3 below, the EAP user population is more heterogeneous than this. As 
far as the second point is concerned, there is convincing evidence that journal articles have 
an important role at all levels of tertiary education. Weir, Hawkey, Green, Unaldi, & Devi, 
(2009) conducted a large-scale methodologically rigorous survey of the reading experiences 
of 766 students at the University of Bedfordshire. Although, students across all language 
backgrounds and academic levels regarded books as the most important information 
source on their course, 83.5 per cent of postgraduate participants and 70.7 per cent of the 
undergraduate participants definitely or mostly agreed that journal articles were important. 
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The corpus composition in those more recent EAP vocabulary studies which are not 
explicitly limited to receptive skills has provoked a great deal more debate particularly as far 
as writing is concerned. With the emergence of EAP writing instruction as a specialism in 
the late 1980s came an increased interest in how the teaching of disciplinary writing should 
proceed. At this stage, there were two contrasting paradigms. On the one hand, process 
writing drew strongly on the North-American tradition of teaching rhetoric and 
composition. Proponents of this approach such as Flower and Hayes (1977) placed great 
emphasis on individual inventiveness and use of rhetoric rather than the conventions of 
any particular discipline. In contrast, an approach based on genre analysis (Swales, 1990) 
advocated students critically analysing the genres of writing they needed to produce. This 
latter approach owes much to developments in systemic functional linguistics (Halliday, 
1989) in the United Kingdom, and emerging multicultural and citizenship teaching 
practices in Australia (Cope & Kalantzis, 1993). Insomuch as it relies on published 
academic research articles, which it is assumed contain the lexis EAP writers need to 
produce, the present study falls within the genre analysis paradigm. 
 
Several criticisms of the genre analysis approach to EAP writing instruction (EAPWI) have 
come to the fore. Firstly, genre-based EAPWI programmes have been criticised for their 
assumption that student writing is somehow intrinsically deficient and can be fixed in the 
same way a pathology might be cured, all the while failing to challenge the opaque and 
often contradictory literacy requirements placed on students by academic institutions (M. 
R. Lea & Street, 1998). In the same vein those working in critical English for academic 
purposes have criticised EAPWI at an epistemic level for its recourse to inappropriate 
textual exemplars which they claim reproduce official discourses while effectively silencing 
voices which challenge these discourses (Lillis, 2003; Turner, 2012). Finally, there are those 
who from an English as an academic lingua franca (ELFA) standpoint criticise EAPWI as 
requiring students “accommodate to a narrow assimilationist model of English” (Jenkins, 
2011, p. 927). All these criticisms may well be valid from a philosophical or theoretical 
perspective. However, it is beyond the scope of this thesis with its primarily practical-
applied objectives to address this question in any meaningful way. Indeed, as Tribble (2017) 
claims “despite the important insights into the workings of the international academy 
which these approaches offer, there is little evidence in the research literature of their 
having had a significant impact on classroom teaching as yet.” (p. 32). In other words, in 
the EAP classroom a genre analysis approach to EAPWI is here to stay.  
 
On the genre analysis approach to EAPWI a pertinent question centres on what form 
textual exemplars should take. In corpus-based studies, this debate focuses on the question 
of whether PAW such as RAs are suitable exemplars for EAP students. It is generally 
accepted that many advanced level EAP users such as professional researchers and 
academics will need to write RAs. The debate instead has tended to focus on the needs of 
pre-sessional, undergraduate, Masters, and PhD students. With reference to Nesi (2014). 
Timmis (2015) claims “student writing is important as it may present a more realistic and 
attainable target for learners” (p. 147). There are some who argue that academic texts 
written by professional researchers for publication have different linguistic requirements to 
those written by students for assessment. Hyland’s (2008a) contrastive study of academic 
clusters, otherwise known as lexical bundles, in masters dissertations, PhD theses, and 
published research articles typifies the arguments against employing PAW in corpus studies 
of EAP writing. Hyland (2008a) suggests that difference in relative frequency of occurrence 
and functional types of four-item lexical bundles across corpora representing masters-level 
theses, PhD theses, and published RAs demonstrates that PAW is not a suitable model for 
student writing. To support this argument he turns to Swales’s (1990) contention that 
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writing for publication represents a “norm developing” (p. 31) practice which is primarily 
concerned with creating knowledge through the peer review process, while student writing 
represents a “norm developed” (p. 31) practice through which the student displays his or 
her knowledge. However, in more recent work Hyland (2016a) concedes that, in terms of 
structure, humanities RAs are similar to student essays.    
 
Some notable studies of EAP vocabulary which employ corpora consisting of texts written 
by students include Paquot’s (2007) examination of the suitability of the AWL for 
productive purposes, Ädel and Erman’s (2012) investigation the use of lexical bundles in 
undergraduate writing by native English and Swedish speaker linguistics students at a 
Swedish university, and Nesi and Gardner’s (2012) examination of the types of texts 
students need to produce at British universities. An informal small-scale meta-analysis of 40 
corpus-based studies dealing with EAP writing reveals no clear correlation between the 
stated purpose of study and the types of text which comprise the corpus (see Appendix A). 
Of the 27 studies loosely categorised as aimed at creating or evaluating wordlists or 
phraselists 14 employ corpora comprising RAs. The five pre-2000 wordlist studies are all 
based on textbook corpora. This suggests that, in practice, the availability of source texts 
plays an important role in determining corpus composition. Of the 13 remaining studies, 
11 could be loosely classified as dealing with discourse analysis. In this set, four studies 
exclusively employ corpora of RAs, two make use of the learned and academic sections of 
general corpora, S. Gardner and Nesi (2012) employ the BAWE corpus which contains 
writing by undergraduates who are predominantly native-speakers of English, and Ädel and 
Erman (2012) employ a corpus of undergraduate writing by non-native speakers of 
English. The remaining two studies in the DA set compare RAs with student writing across 
various academic levels. The final two studies could be very loosely described as 
concerning phrase extraction. H. Yang (1986) employs textbooks, while G. Williams (1998) 
employs RAs. No effort was made to ensure that the sample of literature analysed in this 
swift procedure was representative of corpus-based studies of EAP lexis as a whole. 
However, it does indicate that in practice RAs, student writing, and other texts have been 
used fruitfully to investigate EAP vocabulary. 
 
An argument which is commonly put forward to support the use of RAs in studies of EAP 
writing and lexis is that such texts represent the ideal “expert performance” (Bazerman, 
1994, p. 131) that is to say, the kind of writing which students ideally want to achieve 
(Tribble, 2002). Many EAP vocabulary studies have adopted this approach. Recent 
examples include M. Yang’s (2015) examination of frequently-used vocabulary in nursing 
RAs which she carried out in order to aid learners read and publish nursing articles in 
English, and Le and Harrington’s (2015) examination of word clusters in the results 
sections of applied linguistics articles.  
 
Arguments against the use of PAW in studies of EAP writing, may well be valid. However, 
contrary to claims of many authors the evidence from corpus-based studies does not 
necessarily always support these conclusions. For example, Hyland’s (2008a) assertion that 
difference in relative frequency of occurrence and functional types of four-item lexical 
bundles across corpora representing masters-level theses, PhD theses, and published RAs 
demonstrates that PAW is not a suitable model for student writing. However, in addition 
the inherent inaccuracy of relying on frequency alone to draw conclusions about the 
behaviour of lexis, Hyland employs a relatively small corpus (3,400,000 tokens). Similarly, 
while the student writings in Hyland’s corpus were written primarily by Cantonese L1 
learners of English, the RAs were written, or subject to editorial oversight, by L1 or 
advanced L2 speakers of English. This gives rise to the possibility that the differences 
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highlighted by Hyland (2008a) and similar studies are not due to any fundamental 
differences between requirements of the genre but rather a difference in language 
competence. This should not be taken as support for the argument, frequently put forward 
proponents of ELFA, that EAPWI condescends to non-native speakers (Jenkins, 2014). 
Instead it might be more appropriate and pedagogically fruitful, not to see EAPWI in terms 
of native vs. non-native writers and instead adopt a view in terms of expert writers vs. 
apprentices. Indeed, there is experimental evidence to suggest that as regards proficiency in 
the use of academic collocations, experience with EAP is a better predictor than native or 
non-native speaker status (Frankenberg-Garcia, 2017).  
 
The view of experience with genre as the determining factor in writing proficiency has 
consequences for the status of student writing in corpus studies of EAP vocabulary. For 
Granger and Tribble (1998) the difficulty of writing in a new genre is its unfamiliarity for 
the student. In the context of British universities, they argue that most EFL students are 
competent writers in their own academic cultures, but unfamiliar with the target 
performance in the British institutions. This argument could equally apply, not only to EFL 
students but, to all newly-arrived first-year students at these institutions. Consequently, it 
would be undesirable to use a corpus of texts written by students as a model. This is not to 
say that student writing has no place in studies of EAP vocabulary. Learner and L1 student 
corpora offer an excellent means of understanding the errors students produce, and 
analysing the type of texts students need to produce. 
 
The idea that PAW is not a suitable model for apprentice writers is often put forward as 
argument against the use of PAW corpora in studies of EAP writing and vocabulary. This 
argument is condescending. It suggests that RAs present some unachievable objective for 
novice-EAP users, or that RA authors are somehow beyond reproach. Hyland (2008a) 
describes how in contrast to PAWs, masters students must “demonstrate a suitable degree 
of intellectual autonomy while recognising readers’ greater experience in the field” while 
doctoral students must “present an understanding of disciplinary working through an 
appropriate exposition of research and argument” (Hyland, 2008a, p. 47). It is somewhat 
disingenuous to suggest that experienced academic writers do not share these obligations. 
 
Another criticism of studies based on corpora of RAs which is particularly relevant to 
studies comparing disciplines is that such studies cannot reflect differences in knowledge 
dissemination practices across disciplines. Central to this notion is the idea of so-called 
hard vs. soft disciplines which in turn is based on the idea of a hierarchy of sciences with 
hard sciences such as physics at the pinnacle and social sciences at the bottom. The root of 
this hierarchy dates back at least as far to the writings of positivist philosopher Auguste 
Comte (1896). While a number of empirical studies have shown that the hard/soft 
hierarchy is widely and similarly perceived (see L. Smith, Best, Stubbs, Johnston, & 
Archibald, 2000), there is little agreement on the exact nature of the factors which underlie 
it. Factors proposed include the degree of consensus, which is assumed to be higher in 
hard sciences (see Hargens, 1988). Another explanation is provided by L. Smith, Best, 
Stubbs, Johnston, and Archibald (2000) who demonstrate a relationship between subjects’ 
perception of hardness of science and the number of graphs or charts used in a RA. They 
show how this relationship also holds for sub-disciplines of psychology with behavioural 
psychology at the top of the hierarchy and counselling at the bottom and intermediate 
positions occupied by social psychology and developmental psychology among others. 
Elsewhere, divisions of academic disciplines into hard and soft categories have been 
proposed; with humanities and arts among the soft sciences and physical and life sciences 
among the hard (F. Huang, Finkelstein, & Rostan, 2013, p. 45 footnote). On this basis, a 
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tentative ordering of the disciplines involved in the present study on a continuum might 
include microbiology at the hard pole and history at the soft with management studies 
occupying an intermediate position.   
 
Today the RA is of great importance in academic publication. For Hyland (2016a) it 
represents the “pre-eminent genre of the physical sciences, engineering, much of the social 
sciences and, increasingly, the humanities” (Location 2729 Kindle edition). Among the 
harder disciplines, computer science with its preference for peer-reviewed conference 
proceedings is a notable exception to this rule (Becher & Trowler, 2001), as is botany with 
the publication of genres known as flora and treatments (Swales, 1998). Maci (2015) claims 
that posters are a major source of knowledge dissemination in the hard sciences, yet 
neglected in the soft sciences. Traditionally, scholars working in the softer disciplines of 
social sciences and humanities have preferred to publish in books or monographs (Hicks, 
2004; M. Huang & Chang, 2008). Savage (2010) regards the monograph as being held in 
particularly high prestige in History. Hyland (2016a) also stresses the importance of multi-
contributor edited volumes in the humanities and social sciences. However, in recent years 
changes in academic practice particularly the importance of research evaluation systems 
have somewhat diminished the appeal of publishing in books, monographs and multi-
contributor edited volumes provoking a shift in preference to RAs (D. Harvey, 2006; K. K. 
Ward et al., 2009; P. Williams, Stevenson, Nicholas, Watkinson, & Rowlands, 2009). 
 
There is a trend towards homogenisation of knowledge dissemination practices across 
disciplines. Although differences in publication practices across disciplines exist, in EAP 
vocabulary studies they tend to be somewhat overstated. Sparks (2005) survey of 
knowledge dissemination practices amongst 750 academics working at British universities 
suggests that some forms of dissemination are more frequently in used in some fields than 
others. Respondents were asked how they disseminated their work. They could select as 
many dissemination options as they wished. The results are reproduced in Table 4.1. It is 
evident that monographs are more frequently used in arts and humanities, and languages 
(70.9 and 84 per cent of respondents respectively) than medical and biological sciences, and 
physical sciences (11.3 and 9.2 per cent of respondents respectively). Similarly, technical 
reports were far more frequently used in the physical sciences (30.9 per cent of 
respondents) than in other areas. However, journal articles are commonly used across all 
disciplines. Their use ranging from 87.9 per cent of respondents from physical sciences to 
98 per cent of respondents from languages. 
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Table 4.1 

Means of dissemination used across disciplinary areas (reproduced from Sparks, 2005, p. 38)   

  Medical 
and 

biological 
sciences 

Physical 
sciences 

Social 
sciences 

Languages 
and area 
studies 

Arts and 
humanities 

Pre-prints 21.3 36.7 40.8 34.0 29.1 

Post-prints 40.0 46.4 38.6 40.0 33.0 

Presentation 84.4 75.4 75.3 70.0 68.0 

Journal article 91.3 87.9 96.9 98.0 95.1 

Other periodical article 27.5 24.2 37.7 32.0 30.1 

Monograph 11.3 9.2 30.0 84.0 70.9 

Other book 20.6 14.5 34.1 64.0 57.3 

Chapter in book 50.0 38.6 67.7 84.0 71.8 

Peer reviewed conf. proceedings  62.5 76.8 65.9 64.0 62.1 

Non-peer reviewed conf. proceedings 35.6 33.8 36.3 30.0 23.3 

Third party reports – 
government/NGO 23.1 

20.3 40.4 10.0 6.8 

Third party reports – companies 9.4 21.3 15.2 4.0 1.9 

Technical reports 7.5 30.9 9.4 4.0 0.0 

Patent applications 9.4 9.7 0.4 0.0 1.0 

Datasets 11.3 8.7 9.9 10.0 6.8 

Software 5.0 25.6 4.9 4.0 3.9 

Artefacts 0.6 1.9 0.9 0.0 1.9 

Exhibitions 2.5 4.3 3.1 0.0 5.8 

Performances 0.6 1.0 1.8 4.0 7.8 

Note. Figures provided are percentages  

 
There are of course some differences in the type, structure, and rhetoric of RAs across 
disciplines. My previous research has shown that microbiology RAs are on average around 
a third shorter than history or management RAs (Rees, 2013, 2016). This has implications 
for the validity of any comparison of vocabulary use across disciplines. The following 
chapter outlines how this is controlled for in the present study. In the hard sciences RAs 
are prominently empirical papers and follow the Introduction, Method, Results, Discussion 
structure. However, Tarone, Dwyer, Gillette, and Icke (1998) describe how astrophysics 
papers often take the form of logical arguments. Similarly, McCloskey (1994) shows how 
theoretical physics papers take the form of outlines for computer models. Kuteeva and 
McGrath (2013) demonstrate how the structure of theoretical papers in pure maths differs 
from that of empirical RAs in general. In terms of rhetoric, Hyland (2016a) claims that 
abstracts in hard disciplines emphasise novelty, while in the social sciences they stress 
importance of the work. He also highlights an enthusiasm for graphical abstracts in the 
hard sciences which is absent from the softer disciplines. In the softer disciplines RAs 
follow a general structure of a contextualising introduction, followed by a supporting body 
section, and finally conclusion which reviews the argument or offers a position. However, 
there some differences within and between soft disciplines. For example, in history 
research, Coffin (2006) makes a distinction between recording genres, explaining genres, 
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and arguing genres. None of these differences invalidate the argument for employing RA in 
a study of EAP lexis. 
 
In phraseological studies, the type of corpus employed has consequences for the type of 
phraseology encountered. General academic vocabulary such as connectors of the type 
however, therefore, similarly, on the one hand… on the other…, are arguably among the easiest to 
master as such they are apt to be used, and often overused, in corpora of student writing 
(Granger & Tyson, 1996; Ha, 2016; Paquot, 2014). In contrast, the accurate use of 
discipline-specific collocations presents more of a challenge and as such their use may be 
limited to expert performances. This is another argument in favour of using RAs in the 
present corpus-based study of EAP phraseology. 
 
Having justified the use of RA corpora in EAP vocabulary studies, the problem of how to 
select RAs for inclusion in a corpus arises. A review of previous corpus-based studies of 
academic language brings to light three approaches to the sampling of texts for inclusion. 
Firstly, there is a convenience sampling approach where the RAs used are those available to 
the researcher. Studies often employ open-access articles without access restrictions. This is 
the case in G. Williams’s (1998) study of collocational networks in a corpus of plant 
biology research articles. In studies of single disciplines or contrastive studies with general 
language this approach is appropriate and effective, however the need in the present study 
for comparable corpora of RAs means that it is not feasible. Another approach involves 
expert judgements, where discipline specialists advise the researcher on which RAs to 
include. While compiling their pilot science wordlist, Coxhead and Hirsh (2007) asked 
lectures to provide material they expected their students to consult. While compiling his 
wordlist for foundation engineering undergraduates, J. Ward (2009) consulted lecturers at 
chemical, civil, electrical, industrial, and mechanical engineering faculties on the textbooks 
used on their undergraduate studies courses. This seems an appropriate approach, however 
in order to mitigate for the personal biases of the experts, a panel of experts is needed. In 
the case of the present study with its focus on history, management, and microbiology this 
approach is considered too logistically demanding. A final approach involves the use of 
journal citation indicators.  
 
The most well-known measure of journal importance are perhaps the Journal Citation 
Reports (JCR) (Thomson Reuters, 2017). The JCR is based in part on the impact factor 
(IF) measure: a ratio of the number of current-year citations to the number of articles 
published in that journal during the previous two years. The IF measure has been criticised 
for a number of reasons. Firstly, it favours articles from hard sciences which have a longer 
half-life than those from softer disciplines. This means they are frequently cited for a 
longer period after publication (Cameron, 2005). The five-year impact-factor was created in 
an attempt to rectify this. Hyland (2016a) notes an unintended by-product: A cyclical effect 
whereby journals with high IFs attract better, or at least highly citable, RAs which in turn 
has a further positive effect on the journal’s IF. Other problematic aspects include a small 
quantity of articles accounting for a disproportionate number of citations (Editorial, 2005; 
Seglen, 1997), bias towards disciplines which produce a large number of articles and have 
short peer-review times (Cameron, 2005), which have longer articles (Seglen, 1992), and 
which include a high proportion of review articles (Seglen, 1997). Elsewhere research has 
suggested that IF favours open-access journals (Murali et al., 2004), raised concerns over 
accuracy (Dong, Loh, & Mondry, 2005), and reported manipulation of IF through self-
citation or apparent reciprocal citation agreements between journals (Van Noorden, 2012). 
Various alternative measures have been created in an attempt to address some of these 
shortcomings. The Scimago Journal Rank (SCImago, 2007) (SJR) takes the importance of 
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the journal in which citations appear into account. The h-index (Hirsch, 2005), originally 
envisaged as a measure of the productivity of individual scholars, has been applied as a 
measure of a journal importance. It takes into account the whole set of papers in a journal 
to correct for individual disproportionately highly cited papers (Harzing & Wal, 2009). 
However, these measures are not perfect. Many of the issues they present are related to 
differences between disciplines. In an increasingly interdisciplinary environment the 
question of which journal a discipline belongs in is an important one. Differences in 
citation practices across disciplines are also problematic; some disciplines cite more than 
others (Hyland, 1999), cell biology RAs tend to include a much higher numbers of citations 
than physics RAs (Editorial, 2005). There are also related geographical considerations, 
journals in the major North American indices tend to prioritise hard sciences (Hyland, 
2016a), while the global scale of many indices cancels out important local differences. This 
is especially problematic in the humanities and social sciences. Despite these drawbacks, 
this approach has been used successfully in many RA-corpus-based studies of academic 
language. For example, Marco’s (2000) study of medical RAs, Martinez and et al.’s (2009) 
study of agriculture RAs, Liu and Han’s (2015) wordlist study of environmental studies 
RAs which also used expert judgements, and my previous research (Rees, 2013, 2016). 
Despite their shortcomings, given the previous successful use of citation indices to select 
RAs for inclusion in a corpus, and the problems the other approaches discussed represent 
in the context of the present study, it is assumed that citation indices represent a valid 
means by which to select articles for inclusion in a corpus.  
 
In summary, this study of phraseology in academic language assumes that RAs represent 
the kind of language EAP users will encounter and strive to produce. From a receptive 
standpoint, although books are considered the most important source of knowledge, and 
academic level is an influencing factor, there can be little doubt that RAs comprise an 
important source of information for EAP users. From a productive standpoint, this 
assumption is also valid since in terms of EAPWI in a genre analysis paradigm RAs can be 
regarded as expert performances representing textual exemplars for EAP users. 
Characterisations of RAs as an unassailable goal for EAP users are condescending. 
Similarly, while it is true that PAW and student coursework have different goals these 
differences do not impede the effectiveness of RAs as a source of useful lexicographic data 
about collocation patterns in different academic disciplines.  

 
4.2 Assumptions Regarding the Decision to Concentrate on 
Verbal Collocations  
 
This chapter section deals with the assumptions underlying the decision to concentrate on 
collocations centred around verbs rather than those based on other parts of speech. At first 
glance, this many appear counterintuitive since the orthodoxy in lexicographical 
phraseological studies is to concentrate on nominal phrases. 
 
The primacy of the noun is reflected in various lexicographical resources dealing with 
collocations. Walker (2009) finds a general assumption that users will first look up a noun 
form when using collocational dictionaries. Dictionary makers frequently employ 
psycholinguistic arguments to support this axiom. The following extract is taken from the 
font-matter of the Oxford Collocations Dictionary for Students of English (Runcie, 2002): 
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When framing their ideas, people generally start from a noun. You might think 
of rain and want to know which adjective best describes rain when a lot falls in a 
short time. You would be unlikely to start with the adjective heavy and wonder what 
you could describe with it (rain, breathing, damage, gunfire?). Similarly, you might be 
looking for the verb to use when you do what you need to do in response to 
a challenge. But you would not choose meet and then choose what to meet (a challenge, 
an acquaintance, your death, the expense). (Runcie, 2002, p. IX.). 

 
Such a view suggests a conservative conception of collocation, not as simple co-
occurrences of words in text, but rather involving a dominant base and a collocate. For 
lexicographical purposes this is the view shared by Hausmann (1985) who suggests that in a 
dictionary collocates should be listed by their nominal base.  
 
Intuitively, the contention that use first recourse of the dictionary user is to the nominal 
constituent when looking up a collocation seems plausible. However, in practice there is 
scant evidence to support this. In his experiment investigating learner look-up strategies in 
collocational dictionaries Bogaards (1999) found that users demonstrated a slight, but not 
statistically significant, preference for the noun. More generally, he found no clear 
preference for base or collocate and on many occasions the users who were Dutch learners 
of French simply chose a word they were familiar with. 
 
Another argument frequently put forward to support the primacy of nominal collocations 
is that these are more frequent than collocations based on other parts of speech. “Nouns 
are more numerous than verbs, and noun tokens outnumber verb-tokens in a text. 
Consequently for any new word that one encounters the chances are that it will be a noun 
not a verb” (Taylor, 2002, p. 182). Thus far in this thesis the argument that frequency, 
whilst important, should come second place to saliency has become somewhat of a 
recurring motif. This argument is equally applicable here. More importantly, the argument 
that since noun tokens are more frequent than verb tokens lexicographers should 
concentrate their efforts on nouns, is fundamentally incompatible with a phraseological 
view of language. On phraseological approaches words in isolation do not have meaning, 
only meaning potential. Consider, for example, the Idiom Principle (Sinclair, 1991), Lexical 
Priming (Hoey, 2005), and TNE (Hanks, 2013) among others.   
 
This chapter section has outlined some of the weaknesses in two commonly posited 
arguments in favour of concentrating on nominal collocations in lexicographic resources. 
The intention here is not to negate the importance of nominal collocations but rather to 
highlight the legitimacy of concentrating on verbal collocations. The remainder of this 
chapter section will present arguments in favour of this approach. Learner-centred or user-
centred arguments have long been made to support the practice of listing collocations by 
nominal bases in collocational dictionaries:  

 
The most important class as far as bases are concerned is the noun because it is 
nouns which express the things and phenomena of this world about which we can 
talk. Adjectives and verbs can only be bases as far as they can be determined by 
adverbs. (Hausmann. 1985, p. 119, cited in Bogaards, 1999, p. 127) 
 

Whilst plausible there is little empirical evidence to support this practice. Equally plausible 
learner-centred arguments can be made for studying collocations based on other parts of 
speech. These often vary according to language background. In his study of the productive 
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use of EFL dictionaries G. F. Huang (1985) describes how “as a rule, Chinese students 
have less trouble with the English noun than with the English verb” (p. 55). There is a 
great deal of anecdotal evidence that use of verbs in English is difficult for users of many 
proficiency levels and language backgrounds. A glance at Swan and Smith’s (2001) survey 
of common difficulties faced by learners of English confirms this. Of the 22 languages or 
groups of languages discussed 18 list problems related to the use of verbs be they with 
complementation, post-modification, the use of non-finite verbs, or the use of phrasal 
verbs.  
 
A final argument in favour of the assumption that verbal collocations represent a legitimate 
focus of research in the present study is concerns gaps in previous research. It is closely 
related to the evolution of theories of terminology. A great deal of studies dealing with 
specialist-lexis are rooted in the field of terminology. Until the relatively recent emergence 
of the Communicative Theory of Terminology (Cabré, 1999), terminological studies were 
restricted to nouns since under the General Theory of Terminology (Wüster, 1979) the 
noun is the only category to designate a concept. The practical consequence of this is that, 
for the most part, adjectives and other part-of-speech categories are not permitted as 
entries in terminological dictionaries. Likewise, the vast majority of terminological studies 
have tended to focus on nouns. As a result research on verbal collocations still lags behind. 
Although not a terminological study in any strict sense, the present study is a modest 
attempt to rectify this.  

 
4.3 Assumptions about Ideal EAP Lexicographical Resources 
and their Market  
 
The third assumption is that, in the guidelines for the treatment of phraseological EAP 
vocabulary which will result from this study, it is valid to concentrate on the creation of a 
monolingual lexicographical resource rather than a bilingual one. Underlying this 
assumption is the belief that this lexicographical resource will best serve higher proficiency 
level EAP users. It has been shown in the previous chapter how questionnaire-based 
studies show a tendency for user-preference for MLDs which increases as a function of 
proficiency level. Similarly test-based and observation-based research suggests that MLDs 
are more beneficial to higher-proficiency-level EAP users than those EAP users who are 
just starting out. Figure 4.1 shows the approximate relationship between EAP context, 
proficiency level, and dictionary-type preference as it is understood in the present study. 
The thick black line delimits the intended target market for the illustrative example of an 
EAP lexical resource envisaged as an eventual product of this dissertation. 
 
 
 



 

 
94 

Figure. 4.1. EAP context, proficiency level, and target users and type of dictionary envisaged as product of the 
present study. 

 
This projected target market is the result of careful consideration of the findings of 
previous research into dictionary use and users. However, dictionaries are often employed 
by users who bear scant resemblance to the audience envisaged by the designers. Moreover, 
users often employ dictionaries and other lexicographical resources in ways which their 
designers could not have contemplated. 
 
The decision to concentrate on monolingual lexicographical resources is also supported by 
an economic and quality control argument. In his survey of attitudes towards dictionaries 
Lew (2004) suggests that the higher ratings given to MLDs in comparison to their bilingual 
Polish-English counterparts might be the result of a perception of higher quality. He 
further suggests that this perception is valid, reflects reality, and is due in part to the fact 
that international dictionary makers are better resourced than Polish dictionary publishers. 
Taking this argument one step further in a discipline-specific EAP context, it is possible to 
argue that monolingual resources are preferable to their bilingual counterparts as they allow 
a concentration of resources. Bilingual dictionary makers have to create a different 
dictionary for every L1 user market, while one MLD might cover the same target market as 
several bilingual dictionaries. In the case of commercial dictionaries staffing costs are an 
important consideration. In reference to monolingual lexicography Landau (2001) states: 
“Really top-flight dictionary editors are as rare as good pets” (p. 353). It follows that 
bilingual lexicographers are rarer still.  
 
In summary, the decision to concentrate on monolingual lexicographical resources is 
motived by two factors. Firstly, based on dictionary-use studies it is apparent that such 
resources will better meet the needs of a greater proportion of the EAP-user population. 
Secondly, the creation of guidelines for monolingual lexicographical resources is practicable 
with the time and resources available for the present study, while the creation of such 
guidelines for bilingual resources is not.  

 

Target users 

bilingual monolingual 
Preferred 
dictionary 

type: 

A1 
(beginner) 

A2 
(elementary) 

B1 
(intermediate) 

C1/C2 
(advanced/proficiency) 

B2 
(upper-intermediate) 

CEFR level: 

school 
settings 

professional 
research 

postgraduate undergraduate pre-tertiary 
Context: 
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4.4 Summary 
 
This chapter has laid out the hypotheses which will be tested in the corpus-based 
experimental procedure detailed in the following chapter. It has also specified the 
assumptions underlying both this experiment and the wider objectives of the present study. 
The assumption that corpora of RAs are a legitimate reference for studies of EAP 
vocabulary has been shown to be shared by other researchers in the field. It has also been 
argued that EAP users need to understand RAs in their academic activity, and that RAs are 
an exemplar for the type of texts and by extension lexis that EAP users need to produce. 
Furthermore, a number of means of selecting RAs for inclusion in corpora have been 
examined and it has been argued that, although imperfect, in the context of the present 
study the use of citation indices represent an appropriate solution to this problem. The 
decision to concentrate on verbal collocations as opposed to, more frequent, nominal 
collocations has been shown to be valid in terms of user needs. It has also been argued that 
this decision responds to a gap in the literature. Finally, based on the research examined in 
the previous chapter, it has been argued that the needs of a greater proportion of EAP 
users can be feasibly and more adequately met by the creation of monolingual 
lexicographical resources than bilingual lexicographical resources. In a commercial 
lexicography context and in the context of the present study it has been argued that a 
monolingual approach is more practicable given the resources available. 
 
The way in which citation indices will be employed to select journal articles remains to be 
specified. As does the precise way in which data about the collocations they contain will be 
analysed. The experimental procedure set out in the following chapter should address these 
issues. Chapter 6 provides a statistical comparison of the phraseology of verbs across the 
disciplines of history, management, and microbiology. Chapter 7 contains a qualitative 
analysis of the data and examples of how it might be represented in a lexicographical 
resource.
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5. METHODOLOGY 
 
The present study employs a corpus-based experiment to examine the phraseology, and by 
extension meaning of verbs, in the academic disciplines of history, microbiology, and 
management studies. This chapter describes the steps followed in this experiment. The 
experiment can be divided into three broad phrases. The first involves the creation of a 
corpus of academic journal articles. The second involves the processing and extraction of 
data from this corpus. The third is devoted to an experimental procedure intended to bring 
to light differences in verb collocation behaviour which might be relevant to the EAP user. 

 
5.1 The AJACX2  
 
This study tests the hypotheses set out in previous chapters with written language. This is 
not because these hypotheses only apply to this mode, but rather, a result of practical 
constraints such as the difficulty inherent in obtaining sufficient speech to compile a 
corpus, and the large quantity of time which would be needed to encode this data. The 
written mode, in contrast, is not subject to these constraints, electronic academic journals 
provide a convenient source of academic language, already classified by discipline, which 
can straightforwardly be made machine-readable. As argued in the previous chapter, they 
represent the type of language likely to be encountered by users of EAP. That said, as made 
clear in previous chapters, determining precisely what constitutes an academic discipline is 
a controversial issue. Similarly, delimiting the borders between disciplines is not a simple 
task. This is especially true given the greater emphasis which has been placed on 
interdisciplinary approaches in recent years. In addressing this issue, this study follows the 
strategy adopted by Cortes (2004) and Hyland (2008a, 2008b), both of which limit their 
comparisons of academic language to customarily unrelated fields. For example, Cortes 
(2004) examines differences between history and biology, while Hyland (2008a, 2008b) 
examines differences between electrical engineering, business studies, and applied 
linguistics. Following this example, the present study examines academic language across 
three sub-corpora: history, microbiology, and management studies. The examination of 
three sub-corpora is methodologically advantageous since it allows space triangulation 
(Burns, 2010). This permits more confidence in the results since, while it is possible that a 
difference in language between two sub-corpora could occur because of chance, it is less 
probable that this difference would occur by chance across all three disciplines. 
 
This study makes use of an augmented version of the Academic Journal Article Corpus 
(AJAC). The original version was employed in previous research (Rees, 2013, 2016). The 
bespoke 8,088,429 token corpus is divided into three discipline-specific sub-corpora; 
history which contains 2,840,024 tokens, microbiology which contains 2,606,594 tokens, 
and management studies which contains 2,641,811 tokens. For brevity, the augmented 

corpus will be referred to as AJACX210. A smaller-scale pilot study was carried out using 
the original AJAC corpus. The results of this pilot are referred to this chapter for the 
purposes of illustration. 

 

                                                 
10 I am grateful to Dr Andrew Caines who suggested this abbreviation at the 2016 IVACS one-day 
symposium in Barcelona. 
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5.2 Materials 
 
This section briefly outlines the materials employed in this experiment, setting out the 
motivation behind their selection. 

 
5.2.1 Research Articles 
 
The previous chapter argued that academic journal articles represent a suitable source of 
data for a study of the discipline-specific behaviour of verbal collocations in contexts 
relevant to EAP users. It briefly summarises some of the different forms in which 
knowledge is diffused in different educational contexts. Different disciplines, be they 
strictly academic or vocational, disseminate knowledge using different media. Despite this 
variation, RAs play an increasingly important role in knowledge dissemination in the great 
majority of disciplines (Sparks, 2005). This is the primary motivation for the use of RAs as 
the source of academic language in this study. In addition, the decision is partially 
motivated by practical concerns; while large quantities of research articles are easily 
available in fairly standardised electronic format, obtaining and digitising the necessary 
quantity of other text-types, for example textbooks, for a thoroughgoing analysis would be 
prohibitively expensive and time-consuming. 
 
Great care must be taken in the selection of RAs for the corpus. A common criticism of 
corpus-based methods is the danger of researchers being influenced by confirmation bias 
while compiling corpora (Sinclair, 2005). There is a tension here between the need to build 
a corpus that is representative of the type and relative quantities of the language genuinely 
used by a group of users, and the possibility of data manipulation. Tognini-Bonelli (2001) 
posits a loose binary categorisation of corpora as either reference (Sinclair, 1996a), or 
specialised. With reference corpora a degree of representativity can be achieved by 
including huge quantities of texts from different, modes, registers, and a wide range of 
sources (Biber, 1994). However, in practice this is far from straightforward and ultimately 
true representativity is impossible (Sinclair, 2005). Instead, a judgement must be made 
about the degree of representativity acceptable. Achieving acceptable representativity is 
more problematic still in specialised corpora like the AJACX2 where “the aim of 
representativity by size is rendered impossible by the need to target disciplinary or thematic 
speciality” (G. Williams, 2002, p. 45). 
 
Another important distinction in corpus type is temporal. In this regard, there are two 
principal approaches to data collection for the compilation of corpora. The monitor corpus 
(Sinclair, 1982) approach where a corpus expands, incorporating more data over time, and 
the balanced corpus approach where a corpus, which reflects language at a given point in 
time, is constructed according to a specific sampling frame. The present study adopts the 
latter approach, a sampling frame is adopted to ensure the corpus is reasonably balanced 
and representative of academic language across the three disciplines. For Sinclair (2005), as 
far as corpus construction is concerned, the terms balance and representativeness are 
frequently used yet vaguely defined. In the present study, representativeness is understood 
as pertaining to the degree to which the language contained within a corpus reflects that 
used by a given group of users. It has been argued thus far that a corpus comprising 
academic RAs is broadly representative of the language that EAP users read and write. 
According to Sinclair (2005) a balanced corpus contains proportions of different types of 
text which “correspond with informed and intuitive judgements” (Section 5, para. 1). The 
sampling criteria outlined below reflect such judgements. 
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The first criterion relates to the period under study. Academic research is not immune to 
the quirks of fashion; certain topics, methods, or approaches become fashionable only to 
disappear after a few years. These trends influence the language employed in the discipline, 
in this respect, they represent a deviation from the norm. In order that the range of 
language contained in the corpus is not adversely influenced by such deviations, this corpus 
samples journal articles over an eleven-year period: 2002 to 2012 inclusive.  
 
It is not only temporal concerns which affect the range of language the corpus contains, 
the scope of the journal from which the articles are sampled is also important. With 
reference to Temmerman’s notion of “umbrella categories” (2000, p. 96) such as 
biotechnology, G. Williams (2002) criticises the use of bibliographical categories in 
categorisation of texts for corpus construction. Such categories are motivated by 
administrative or organisational concerns rather than a true reflection the language use of a 
community of users. This is a valid criticism but the fact remains that in the construction of 
a specialist corpus, selection criteria are necessary. Judicious use of hierarchical categories 
does allow the creation of a corpus which is broadly representative of the language use of a 
fairly broad community of users. In the present study, this is achieved by controlling the 
scope of the journals included in the corpus. Journals representing very narrow sub-
disciplines are excluded. This is reflected in the titles of the journals which meet the criteria 
(see Table 5.1 on p. 108), for example, World History is found yet Water History is not. The 
disciplines under study are history not the humanities in general, microbiology not biology, 
and management studies not the more general business studies. That is not to say that 
certain findings cannot be extrapolated form a narrower to a wider discipline. For example, 
certain findings from history might be extrapolated to the humanities in general. Similarly, 
certain findings from microbiology might be extrapolated to the sciences in general. 
Neither does recourse to hierarchical categories in text selection for corpus creation 
necessarily deny interdisciplinarity. It is precisely because no classification system is perfect 
that that there might be an article in the management sub-corpus dealing with the 
management of microbiological laboratories, or a history RA dealing with the evolution of 
a commercial organisation. Taking a broad view of the EAP community as comprising 
diverse users ranging from pre-sessional students to professional researchers, the scope 
criteria broadly reflect the language needs of EAP users. 
 
In addition to these scope criteria, journal rankings and citation indexes provide another 
means of ensuring that the articles sampled are reasonably typical of those read and 
produced by EAP users in that discipline. Despite the geographical, disciplinary and 
cultural biases involved in the ranking systems for academic publishing set out in the 
previous chapter, it is assumed that those journals with a high average number of weighted 
citations contain language which is representative of their disciplines. The present study 
employs the SciMago (2007) Journal and Country Rank to categorise journals according to 
their discipline and popularity. The corpus contains only those articles from journals with a 
journal ranking indicator, a measure of a journal’s impact, influence, or prestige, in the first 
quartile for their discipline for at least six of the eleven years sampled. Another factor 
which might affect the typicality of the language sampled is the dialect of English used in 
the journal, for this reason care is taken to include articles from journals published in the 
United States as well as journals published in the United Kingdom. However, it must be 
noted that academic publication is a global phenomenon and that as a result all the journals 
sampled accept contributions in both dialects of English. As outlined in the previous 
chapter, a possible objection to the use of journal articles in EAP vocabulary studies is that 
in many cases their authors are not native speakers of English. The validity of this 
objection is questionable. It might be argued that non-native authored RAs may not be the 
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most appropriate model for productive purposes because non-native writers have not 
mastered the required collocational repertoire (Yoiro, 1989). Not only is this argument 
condescending to non-native writers, there is some evidence that experience, not native-
speaker status, is the influencing variable with mastery of academic collocations 
(Frankenberg-Garcia, 2017). From a receptive standpoint RAs, irrespective of the native 
language of the authors, represent an important source of information for students 
studying at UK universities (Weir et al., 2009). Moreover, editorial boards go some way to 
ensuring the language in journal articles is native-like (Flowerdew, 2001). Though as 
Rozycki and Johnson (2013) demonstrate, papers containing non-canonical grammar do 
occasionally get published and win awards. 
 
Although the use of relative frequencies in inter-discipline comparison, mitigates the need 
for an equal quantity of RAs in each sub-corpora. The relative size of each sub-corpora 
could influence the sample of verbs selected for analysis following the procedure outlined 
in Section 5.3.2 below. In addition to ensuring representativeness, in the compilation of the 
original AJAC corpus it was assumed that sampling equally over an eleven-year span would 
ensure that sub-corpora represented approximately equal proportions of the overall corpus. 
A further assumption was that if each sub-corpus contained, firstly, an equal number of 
journal articles from each year; secondly, an equal number of articles from three journals 
from the same discipline; and thirdly that the articles from the sampled journal were 
selected at random, then the sub-corpora would be more representative than would have 
been the case had only one journal been sampled. This sampling frame also helps mitigate 
the risk of confirmation bias. 
 
In spite of these attempts to ensure balance and representativeness, it became apparent in 
previous research (Rees, 2016) and during the pilot study phase of the present study that 
the original version of AJAC corpus still has some limitations as a source of data for the 
study of verbs and their collocates. Firstly, in common with many other corpus studies 
there was the problem of sparseness of data, some of the examples of discipline-specific 
behaviour of AWL words found in Rees (2016) were based on a small number of corpus-
derived examples. The risk here is that such examples are anomalies and therefore not 
representative of the typical language of a discipline but instead the idiosyncrasies of a 
particular author or editor. Another corpus related limitation, specific to the AJAC, 
concerns the size of the microbiology sub-corpus. The assumption that sampling journal 
articles equally over an extended period would ensure that sub-corpora represented 
approximately equal proportions of the overall corpus proved to be false since 
microbiology articles are approximately 3000 tokens shorter on average than those from 
history and management studies.  
 
These limitations are somewhat mitigated in the present study by increasing the corpus 
size. The AJACX2 is more than double the size of the original AJAC corpus (AJAC: 
3,264,011 tokens; AJACX2: 8,088,429 tokens). However, it is worth noting that word 
frequencies are Zipfian in nature, around half the word types in a corpus occur only once, 
this means that doubling the corpus size will not necessary lead to a proportional increase 
in the occurrence of a given verb. 
  
The problem of the undersized microbiology sub-corpora is solved by including a third 
more articles in this sub-corpus. In total the microbiology sub-corpus contains 352 articles 
from eight microbiology journals compared with 264 articles from six journals as the case 
in history and management Studies sub-corpora. The resulting AJACX2 contains 8,088,429 
tokens in three discipline-specific sub-corpora of approximately equal size; history which 
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contains 2,840,024 tokens, microbiology which contains 2,606,594 tokens, and 
management studies which contains 2,641,811 tokens. Table 5.1 below provides a summary 
of the composition of the AJACX2. Bibliographic references for the articles it contains can 
be found in Appendix B. 

 
5.2.2 Sketch Engine  
 
After the text-processing procedures discussed in Section 5.3.1, the Sketch Engine (SE) 
(Kilgarriff, Rychlý, Smrž, & Tugwell, 2004) is employed to compile the journal articles into 
a corpus. SE is an online corpus query system. It is employed in the compilation of the 
AJAC and AJACX2 because it provides a convenient means of lemmatisation. It contains 
an implementation of the English Penn TreeTagger Part-of-Speech Tagger (Schmid ,1994), 
which has a reported tag accuracy of 96.36 per cent. The sketch grammar used is English 
PennTB-TreeTagger 2.5 developed by Marcus, Santorini, and Marcinkiewicz (1993).  
 
In addition to corpus compilation, SE also facilitates the exploitation of corpora. Its 
wordlist tool provides a practical means of extracting the occurrences of the verbs under 
study in the AJAXC2. The system’s Sketch Difference (WSDiff) tool allows the visual 
comparison of words in different sub-corpora according to their salient collocational 
context. An example is given in Figure 5.1; the greener a word is, the more closely it 
collocates with assemble in the History sub-corpora. The redder a word is, the more closely 
it relates to assemble in the Microbiology sub-corpora.  
 

 
Figure 5.1. Partial screenshot of a WSDiff for assemble across History/Microbiology sub-corpora in the original 
AJAC  

 
The WSDiff tool arranges collocates in sets according to their syntactic role. The user can 
see the keyword and collocate(s) in context by clicking on the figure to the right of the 
collocate. Previous research (Rees, 2013, 2016) has employed the WSDiff tool as a shortcut 
in the CPA process. It was used to draw inferences about the predominant semantic types 
of verb collocates in each sub-corpora of the original AJAC. The semantic types found in 
each sub-corpora were then compared. Effectively, this process permitted an approximate 
CPA without the need for manual annotation of corpus lines. The findings gave an initial 
indication of the difference in verb phraseology across disciplines. While, the WSDiff may 
still prove useful in the analysis process. The procedure adopted in the adopted in the 
present study offers a far greater degree of precision.  
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At the commencement of this project there was no information about the direct annotation 
of corpus lines using CPA semantic types in SE. However, Baisa, El Maarouf, Rychlý, and 
Rambousek (2015) report on a suite of tools which extend SE for the purposes of CPA 
annotation. Access to these tools is restricted as they are in the development stage. 
Therefore, another approach to corpus annotation is adopted (see Section 5.3.3). 
Ultimately, the presence of the WSDiff and wordlist tools along with considerations of 
ease-of-use, data security, and development time were the principal reasons for employing 
SE rather than a specially developed tool which may have offered greater levels of 
customisation.  

 
5.2.3 The Pattern Dictionary of English Verbs  
 
The Pattern Dictionary of English Verbs is intended to be the digital repository of 
information on the collocational patterns of verbs in general English. The patterns it 
contains are the result of CPA, a lexicographical technique for mapping meaning onto text. 
As demonstrated towards the end of Chapter 1, TNE provides the theoretical framework 
underlying CPA. In CPA, in order to document norms, alternations, and exploitations of 
syntagmatic verb patterns and by extension verb meaning, corpus lines are examined. In 
this examination, the SPOCA clause roles or ‘slots’ of systemic grammar represent the 

argument structure of the verb. Take, for example, the following adapted corpus line11 
from (Cinková & Hanks, 2010): 
 

Subject Predicator (verb) Object Adverbial (also known as Adjunct) 

He grasped the handle  of the door 

 
The lexical items occupying these slots must be labelled with the appropriate semantic type. 
In TNE semantic types represent the prototypical properties shared by the lexical items 
over which they generalise. They are arranged in a shallow ontology (CPASO). By 
comparing a number of corpus lines, the analyst can decide on the appropriate level in the 
CPASO necessary to obtain a pattern which generalises over many corpus lines. Lines (1a) 

to (1c) below were taken from the BNC5012 sample used to create the PDEV entry for 
appeal. The semantic types assigned in the example perfectly reflect the semantics of each 
lexical item. However, when taken as a set it is necessary to ‘climb the CPASO’ to find the 
semantic type which adequately encapsulates the meaning of the lexical items as a set. In 
the case of the example sentences below these semantic types are shown in the pattern: 
[[Human]] appeals {to} [[Abstract Entity]]. Occasionally, contextual roles are employed to 
account for distinctions in verb meaning between certain contexts, for example: “[[Human 
= Film Director]] shoot” and “[[Human = Sports Player]] shoot” (El Maarouf, Baisa, 
Bradbury, & Hanks, 2014 p. 1002). Similarly, lexical sets are sometimes included to 
represent set phrases, for example: [[Human]] or [[Institution]] denies {responsibility or 
liability}.  

                                                 
11 C - Complement is not present in this example. For Cinková and Hanks, (2010, p. 2)  it is “a phrase that is 
co-referential either with the subject of the sentence, as in He is happy; he is the President or with the direct 
object, as in They elected him President; it made him happy” 
12 A 50-million word sample of the BNC 
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1.  

a. [[Human]] appeals {to} [[Concept]] 

Example: we cannot explain more complex needs by appealing to a concept of a 
universal individual 
b. [[Human]] appeals {to} [[Proposition]] 

Example: Wyclif was not breaking new ground but appealing to ideas already long 
current in certain 
c. [[Human]] appeals {to} [[Information]] 

Example: they appealed to empirical evidence to support their 
 
The corpus-based nature of CPA semantic types is another factor motivating the use of 
PDEV in the present study. Other more widely used resources for word sense 
disambiguation have been criticised for their top-down approach. Hanks and Pustejovsky 
(2010) praise WordNet (Fellbaum, 1998) for its completeness, but criticise the inclusion of 
invented items, which are not naturally found in English, in order to complete the semantic 
hierarchy. As Fontanelle (2012) states: “Hierarchies offered by the tool are sometimes little 
more than a figment of the compiler’s imagination and do not correspond to anything that 
is empirically observable” (p. 439). The use of glosses from the pre-corpus LDOCE1 only 
compounds this problem. FrameNet (Atkins et al., 2003, Fillmore et al., 2003, 
Ruppenhofer et al., 2005) is similarly critiqued, since although annotated corpus examples 
of populated frames are provided, the frames themselves are the result of annotator 
intuitions. Annotator intuition is less of an issue in the PDEV as the CPA semantic types 
employed cover large lexical sets such as [[Human]] or [[Artifact]] and are derived 
inductively from corpus lines. This bottom-up approach to semantic labelling is beneficial 
to the study of domain specific language since, if corpus evidence exists, it permits the 
minting of new semantic types. In the pilot study this was the case with the semantic type 
[[Microbiological Entity]] and specify in the microbiology sub-corpus.  
 
Annotation is not a straightforward process, a summary of some of the problems 
annotators must address is provided in Section 5.3.3 below. Further difficulties will be 
discussed in the analysis and conclusion chapters. 
 

The result of this annotation process are patterns13, each of which represents a typical use 
of particular sense of the verb. The PDEV is the online repository of these patterns. Its 
principal access structure is semasiologic: The user accesses a verb entry by searching for it 
using the search function or clicking on that verb in the index. It also offers onomasiologic 
functions, for example, by selecting a semantic type in the CPASO, the user can see a list of 
those noun collocates the semantic type generalises over, the argument slot these collocates 
occur in, and a list of verbs which form patterns types with collocates of this semantic type. 
See Figure 5.2 for an example with [[Information]].  
 

                                                 
13 In the comparative application of CPA concieved in the present study, the term ‘pattern type’ is preferred 
to the original CPA term ‘pattern’. The addition of ‘type’ may seem redundant as patterns are already abstract 
generalisations over corpus texts. However, the need to draw comparisons between relative quantities of 
distinct patterns necessitates another level of abstraction. On this level of abstraction, patterns in the original 
CPA sense represent tokens. 
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Figure 5.2. Screenshot of noun collocates for [[Information]] in PDEV 

 
In addition to the paradigmatic pattern types for each sense of the verb, PDEV entries 
comprise primary implicatures which give the meaning of the pattern along with labels 
indicating usage information such as register (e.g. Formal) and domain (e.g. Law) (see 
Figure 5.3). Corpus-derived examples of text which maps to the syntagmatic pattern type 
are also provided. Alongside each pattern, a percentage is provided. This indicates the 
proportion of the sample a given pattern type represents. This is calculated by dividing the 
number of lines which correspond to a pattern type by the total number of lines in the 
sample. 
 

  
Figure 5.3. Screenshot of the PDEV entry for appeal. 

 
A great advantage of digital lexicography is that it allows lexicographers to easily show the 
evidence on which entries are based. By clicking on ‘More Data’ users can see a sample of 
the corpus lines from the BNC50 which a given pattern type generalises over. Clicking 
‘Access Full Data’ reveals all the corpus lines in the sample used to build the entry for that 
verb. In the literature dealing with PDEV, it is reported that samples usually contain 
around 250 lines (Bradbury & El Maarouf, 2013; Cinková & Hanks, 2010; El Maarouf et 
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al., 2014). In other CPA applications, the sample is reported as containing as many as 500 
lines (Hanks, 2008). In practice, around half of the 1375 completed verb entries in the 
PDEV at the time of writing are based on less than 70 corpus lines. The screenshot in 
Figure 5.4 shows some of the corpus lines in used to create the PDEV entry for approve.  
The numbers in green boxes beside the key word indicate which pattern type generalises 
over the corpus line. Additional labels indicating variation in use are also found ‘.a’ for 
anomalous collocate, ‘.e’ for exploitation, ‘.f’ for figurative use, and ‘.s’ for syntactically 
anomalous. 
 

 
Figure 5.4.  Partial screenshot of the BNC50 corpus lines for approve in PDEV. 

 
In the pilot-study, it became apparent that the following corpus line was marked ‘.e’ for 
exploitation in the PDEV indicating a semantic-type exploitation, however, in the 
microbiology sub-corpus this exploitation predominated and therefore represented the 
norm in this discipline. Indicating a microbiology-specific use of specify. 
 

a stretch of DNA that specifies [1.e] a single type of protein is a gene. 

 
In the present dissertation, the PDEV serves two purposes. It provides a useful template 
for the semantic annotation of verbs and their collocates. It also provides a means of 
ensuring a reasonable degree of validity and accuracy in annotation. In January 2016, the 
PDEV contained 1286 verbs with their CPA patterns. Each entry is derived by a single 
trained analyst. Cinková, Holub, and Kríž (2012) have demonstrated a high degree of inter-
annotator-agreement in CPA annotation, and furthermore, that generally, where 
discrepancies do exist they are due to a lack of annotation guidelines or confusion as to 
where to delimit the border between norms and exploitations rather than more 
fundamental flaws in the CPA system or the theory underlying it. Access to the sample of 
corpus lines provides an indication of how other annotators have classified lexical items in 
certain contexts. Similarly, the onomasiological function allows the annotator to see the 
nouns that have been generalised over by a given semantic type. It must be noted that 
annotation must take place bottom-up from corpus line to semantic type, not top-down 
from semantic type to corpus line. Nonetheless, a summary of the nouns commonly 
generalised over by a given sematic type is beneficial in cases of doubt. The PDEV also has 
a secondary role allowing the comparison of patterns in the discipline-specific corpora in 
the AJACX2 with those of the general English BNC50. Although this is not the principal 
aim of this study, having this reference resource may be advantageous in analysis and 
discussion. 
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5.2.4 ATLAS.ti 
 
The use of computer software to analyse data has traditionally been reserved for 
quantitative statistical analysis. This changed with the widespread emergence Computer 
Assisted Qualitative Data Analysis (CAQDAS) software and techniques in the early 1990s. 
Originally developed to aid those working in Grounded Theory (Glasser & Strauss, 1967). 
CAQDAS software typically combines tools for database and text management, coding and 
annotation, data retrieval, and representing relations within and between data sets. 
ATLAS.ti (“ATLAS.ti,” 2008) is among the most widely used CAQDAS packages available 
(Paulus, Lester, & Dempster, 2014; Silver & Lewins, 2014)  
 
In linguistics in general researchers have eschewed CAQDAS software such as ATLAS.ti 
aimed at the social sciences in general in favour of software designed for a specific task. 
For example, coding gestural behaviour and sign language is often done with ELAN 
(Lausberg & Sloetjes, 2009), and coding prosodic and phonetic transcription with Praat 
(Boersma & Weenink, 2017). Working in discourse analysis, Paulus and Lester (2015) 
demonstrate how ATLAS.ti can be used to realise these tasks. A similar situation exists in 
corpus linguistics where studies tend to employ corpus query tools such as WordSmith 
Tools (M. Scott, 2017), AntConc (Anthony, 2017), Wmatrix (Rayson, 2008), or SE. This is 
because although ATLAS.ti works well as a concordancer and can be used to group clouds 
of closely associated words, it lacks many features which are particularly useful in corpus 
linguistics research. For example, automatic part-of-speech tagging, lemmatisation, and 
extraction of statistically salient collocations or keywords. However, the utility of 
ATLAS.to corpus linguistics and related research has been recognised. In his corpus-driven 
research on argumentation in reading groups O’Halloran (2011) combines automatic part-
of-speech tagging conducted with Wmatrix with manual annotation of discourse functions 
conducted using ATLAS.ti. In lexicography, G. Williams (2017) highlights the advantages 
of ATLAS.ti in mapping Henri Basnage de Beauval’s expanded edition of the Dictionnaire 
Universel (Furetière, 1701). The strategy of combining specialist corpus tools with ATLAS.ti 
is followed here. Pilot analyses carried out in preparation for the present study revealed 
ATLAS.ti and SE to be practical and robust options, while several corpus annotation tools 
proved unstable and laborious when used for annotation. A review of the literature 
revealed no other ESP lexicography studies employing ATLAS.ti. In this respect the 
present study is breaking new ground. The relevance of the advantages of specific features 
of ATLAS.ti to the present study are exemplified in section 5.3.3 below.  
 

5.3 Procedures  
 
Previous sections have outlined the rationale underlying this corpus-based study and 
introduced the principal resources it employs. This section sets out, in detail, the 
experimental procedure. First the procedure for the compilation of the AJACX2 is detailed. 
Next the procedure employed for the selection of the sample of verbs under study is 
presented along with the underlying rationale. Then the procedure analysing these verbs is 
stipulated and, finally there is a discussion of the statistical measures employed in the study.   

 
5.3.1 Compilation of Corpus  
 
The journals containing the articles sampled in the corpus are selected according to the 
criteria set out in section 5.1 above. In total the corpus comprises 880 articles taken from 
twenty journals. In order to ensure adequate range, one article from every nth issue is 
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selected. Each article in the issue is assigned a number then a random number generator (a 
simple Python script) is used to select the article to be sampled. The precise frequency with 
which articles are sampled (summarised in Table 5.1 below) depends on the publication 
schedule of each journal.  
 
Having selected the articles, the next step involves the extraction and formatting of text. At 
the time both AJACs were compiled, none of the academic journals selected were open-
access. They are only accessible via web browsers connecting through academic networks. 
Employing corpora of RAs from open-access journals is one possible means of avoiding 
these access issues. The number of open-access journals is increasing rapidly (Laakso et al., 
2011). From a productive standpoint this bodes well for their inclusion in the AJACX2 
since it might suggest that more EAP users are producing open-access RAs. From a 
receptive standpoint, the picture is not so clear, while there is some evidence to suggest 
they are widely downloaded and widely cited (Davis & Walters, 2011; Eysenbach, 2006; 
Lawrence, 2001; Metcalfe, 2006), other studies suggest that this is due to an initial peak in 
citations (Davis & Walters, 2011) and the initial harvesting of open-access RAs for reading 
later (Outsell, 2009 cited in Hyland, 2016a). Overall, over the longer-term, evidence 
suggests that restricted-access journals are cited with greater frequency (Björk & Solomon, 
2012). This would seem to be borne out by the SciMago index (SCImago, 2007) where the 
great majority of the top-ranking journals for the disciplines under study are not open 
access. It must be noted that this trend in not so pronounced in microbiology.   
 
As a result of the decision to use journals behind a paywall, mass data extraction tools 
cannot be easily employed. Similarly, differences in formatting between journals make 
batch-processing tools impractical. Instead, where HTML versions of articles exist, in the 
majority of the articles included, text is cut and pasted into a text editor, abstracts, 
headings, mathematical formulas in-line with the body of text, tables, and footnotes are 
removed. A series of regular expression macros is applied to remove extraneous whitespace 
and numeration. Each article is then saved as a plain text file and given a filename code 
indicating the name, issue and number of the source journal which is then cross referenced 
with author information. A similar process is applied for earlier (predominantly pre-2006) 
issues where only Portable Document Format (pdf) articles are available, however, in this 
case text was extracted from the pdf files using ABBYY Fine Reader 11 OCR (ABBYY, 
2011) software. Finally, files are manually checked for errors such as missing white-space, 
and encoding errors. If authors have written more than one article included in the corpus, 
these articles are flagged at this point. The resulting files are arranged in subfolders 
according to discipline. These folders are then compressed in .zip format and uploaded to 
SE where the corpus is compiled and tagged using the TreeTagger Part-of-Speech Tagger 
(Schmid, 1994). The sketch grammar used is the English PennTB-TreeTagger 2.5. Figure 
5.5 illustrates this procedure. 
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Table 5.1 
   Journals, sampling periodicity, and articles in the AJAXC2 

  

Journal Sampled 
 

Issues Published per Year 
 

Sample Periodicity 
 

# RAs 
 

Length in 
tokens  

 

Historical Journal 4 1 RA every issue 44 10480 

Journal of World History  4 1 RA every issue 44 10692 

Past and Present 4 (plus supplementals) 1 RA every issue 44 10965 

The Journal of Modern History 4 1 RA every issue 44 13430 

Journal of Contemporary History 4 1 RA every issue 44 8886 

Journal of Social History 4 1 RA every issue 44 10094 

Total history     264 10758 (avg.) 

FEMS Microbiology Reviews 6 1 RA from 4 issues a year 44 13136 

Trends in Microbiology 12 1 RA every 4th issue 44 3471 

Current Opinions in Microbiology 6 1 RA from 4 issues a year 44 1829 

Molecular Microbiology  24 1 RA per 1st iss. of vol. 44 7924 

Annual Review of Microbiology 1 4 RA per issue 44 7384 

Cellular Microbiology 12 1 RA every 4th issue 44 7817 
Journal of Applied Microbiology 12 (plus supplementals) 1 RA every 4th issue 44 4434 

Clinical Microbiology Reviews 4 1 RA every issue 44 13247 

Total microbiology     352 7405 (avg.) 

Journal of Management 8 1 RA every 2nd issue 44 10149 

Organization Science 6 1 RA from 4 issues a year 44 10722 

Strategic Management Journal 13 1 RA from 4 issues a year 44 10454 

Management Science 10 1 RA from 4 issues a year 44 9053 

Organization Studies 6 1 RA from 4 issues a year 44 9874 
The Journal of Management Studies 8 1 RA every 2nd issue 44 9790 

Total management     264 10007 (avg.) 

Overall total     880 9390 (avg.) 
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Figure 5.5. Flow diagram illustrating corpus compilation procedure 
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5.3.2 Selection of Verbs 
 
The present study takes a purposive approach to sampling. Only the 1286 verbs completed 
in the PDEV in January 2016 are considered for analysis. In order to be included in the 
sample a verb must occur twenty times or more in each sub-corpus and in at least ten 
different journal articles written by distinct authors. These restrictions are not arbitrary. On 
the contrary, according to Sinclair (2005), the twenty occurrence threshold represents the 
point at which a trained lexicographer is able to make judgments about meaning. The ten-
article by distinct author threshold is an attempt to ensure than the verbs are truly 
representative of the discipline rather than idiosyncrasies of a handful of authors. Similarly, 
the high degree of inter-annotator agreement regarding PDEV patterns reported (Cinková 
& Hanks, 2010) makes them a useful support the annotation of sentences in the study. 
While this sampling regime does not account for the entire range of language that EAP 
users are likely to encounter and produce, it does allow more robust and reliable analysis 
than would otherwise be possible.  
 
In common with corpus compilation process, the selection of verbs to study creates a 
potential for confirmation bias. As Hanks (2013) explains, there is a tendency to regard 
“corpora as ‘fish ponds’ in which to angle for fish that will fit independently conceived 
hypotheses and theories. Fish that do not fit the theory are thrown back into the pond.” 
(Hanks, 2013; p. 6). In order to counter this threat, Leech (1992) advocates an approach of 
‘total accountability’ which avoids conscious selection of data. The verb selection criteria 
adopted in no way constitute the conscious selection of data. Returning to Hanks’s 
fishpond metaphor there is no attempt to fish for data to fit hypothesises about discipline-
specific language. 
 
The first stage of the verb selection process involves the SE wordlist tool. A wordlist was 
extracted from each sub-corpus using a whitelist filter containing all 1286 PDEV verbs 
completed in January 2016. Those verbs which did not meet the twenty-occurrence 
threshold in each sub-corpus are rejected. This left 139 candidate verbs. The wordlist tool 
was employed once more, this time to count the number of documents in which each 
candidate verb occurred. Three were no verbs which occurred under the threshold. 
 
The wordlist tool searches for the various inflected forms of the word listed in the 
whitelist. It does not filter forms by parts of speech. For this reason, the second stage of 
the sampling procedure involves searching each sub-corpus using SE’s corpus query 
language for instances of the 138 lemmas tagged as verbal forms. The number of articles 
containing each verbal form is also noted. This left 108 verbs in history, 103 in 
management, and 104 in microbiology which met the twenty-occurrence threshold in ten 
different articles. 
 
In the process of selecting journal articles for inclusion in the corpus no attempt was made 
to control for the number of articles included written by a given author or authors. The 
rationale behind this choice being that the number of journals selected per discipline, the 
frequency with which their issues are included in the corpus, and the random selection of 
articles within those issues would result in a corpus which reflects the language EAP users 
produce and encounter. However, there is a danger of reaching conclusions based on 
authors’ idiosyncratic uses of certain verbs. To counter this only verbs occurring in ten or 
more articles written by different authors are included in the sample. The third stage of the 
verb selection procedure ensures that the verbs occur in at least ten articles written by 
different authors. A simple Python script counts articles which are written by the same 
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authors. It returns a count of such authors for each verb in each sub-corpus. Although 
there are a handful of articles written by the same authors in the AJACX2, the application 
of this author filter did not affect the number of verbs which met the ten articles by 
different author threshold. Figure 5.6 below illustrates the various stages of verb selection 
process and the number of verbs remaining in the sample at each stage.  
 

 
Figure. 5.6. Flow diagram of verb selection procedure 

 

Table 5.2 shows the result of the sampling procedure. Overall there are 85 PDEV verbs 
which occurred over 20 times in every sub-corpus in at least 10 articles written by different 
authors. CPA is time intensive process. For example, at the time of writing the PDEV has 
been in development for over five years and 1388 of the proposed 5396 entries have been 
completed. It would not be feasible to annotate all 85 verbs. Instead, each verb is assigned 
a number and 30 verbs are selected at random for annotation.  
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Table 5.2 
           Verbs which meet the sampling criteria and their frequency of occurrence  

Verb Hist Man MB Verb Hist Man MB Verb Hist Man MB 

absorb* 62 63 26 appear* 1367 803 1267 export 91 23 54 

accelerate* 44 43 45 apply* 356 654 314 face 421 545 48 

accept* 579 226 65 appreciate 99 51 27 fail* 482 311 250 

accommodate* 95 70 37 approve 117 52 33 follow* 1195 1358 1360 

accompany* 204 71 95 argue 1461 1358 95 handle* 74 84 21 

accomplish* 73 138 67 arise 194 436 161 impede 24 36 23 

account* 111 367 100 arrange 111 33 37 last 89 45 27 

accumulate* 42 111 277 ascribe 68 42 24 lead* 1298 1564 1510 

achieve 345 725 288 ask 618 582 37 maintain* 709 566 459 

acquire 274 704 359 assemble 91 56 157 manage* 296 747 22 

act* 421 426 518 avoid 327 379 167 mask 25 30 22 

adapt 354 276 215 build 452 693 72 need* 809 1267 511 

add 274 448 615 call* 1202 450 355 note* 773 849 413 

adhere 53 27 89 choose 399 753 89 operate 221 779 109 

adjust 25 166 63 claim 864 137 22 overcome* 138 193 112 

administer 103 60 71 classify 73 155 156 point 456 258 109 

admit 254 34 26 conduct* 167 572 229 prescribe* 26 41 22 

adopt 385 578 57 construct 233 443 299 preserve 226 112 46 

advance 142 147 20 consume 29 61 40 propose* 279 817 628 

affect 246 1269 918 continue 1043 374 185 replicate* 30 144 277 

afford 101 79 22 cross 46 47 58 see* 2514 2224 1545 

agree 419 233 43 cultivate 35 24 54 shed 79 93 111 

aid 85 38 78 decline 126 82 57 specify* 70 325 57 

aim 227 181 72 die 439 20 137 stress 264 116 49 

align 36 182 54 distinguish 238 308 175 submit 119 58 42 

alter 110 169 289 distribute 125 321 116 treat* 399 234 527 

analyse 70 187 539 engage 370 835 48 trigger 44 116 361 

answer* 145 89 41 explain* 876 1104 431 yield 103 294 244 

anticipate 79 144 27 

        Note. * indicates verb randomly selected for analysis  

 

The decision to limit the study to this sample is essentially a trade-off between 
representativeness on one hand, and practicality and reliability of analysis on the other. A 
larger sample which included verbs not in the PDEV, as well as verbs which occurred 
below frequency and distinct-authorship thresholds, might have better represented the 
language which EAP users encounter and strive to produce. However, the large amount of 
data such an approach would produce would make it impossible to conduct a 
thoroughgoing analysis. Concentrating on a smaller sample of verbs allows more in-depth 
analysis of collocation patterns in the disciplines under study.  
 
Even before proceeding to the analysis stage the sample of verbs above indicates a clear 
deficiency of traditional wordlist approaches to EAP vocabulary. Several of the verbs 



 

 
113 

sampled are polysemous. For example, the MEDAL1 lists three senses for admit in general 
English: Firstly, ‘to agree that something is true’; secondly, ‘to take someone into hospital 
for medical treatment’ and finally, ‘to allow someone to enter a place’. Polysemy such as 
this, which could certainly be problematic for a L2 English learner, is concealed by 
traditional wordlist approaches. 
 
Polysemy also raises a methodological problem. There are several sampled words which are 
heterosemous. For example, act could be a verb or a noun. Although the accuracy of POS 
tagging has improved a great deal in recent years, heterosemous forms continue to 
represent a significant challenge. It is likely that a substantial number of the heterosemous 
forms tagged as verbs are in fact nouns. Such cases are noted in the annotation process and 
omitted. If the number of tagging errors is so great that the verb falls below the 20 
occurrences in 10 articles written by distinct authors then that verb is removed from the 
sample entirely. 
 
The relationship between the sample and other representations of academic language is far 
from straightforward. Only 25 of the 85 verbs in the sample appear in the AWL. On one 
account, this may be because the majority of verbs in the sample are representative of 
general English and not academic in the least. However, scholars including Biber (2006) 
have highlighted the role sampled verbs such as aim, explain, face, and propose, none of which 
are included in the AWL, play as discourse markers in academic writing. Adopting a 
different perspective; 60 of the verbs sampled are not included in the AWL. Given that the 
sampling framework set out above ensures that the verbs sampled have a widespread and 
repeated use in academic journal articles, this casts doubt on Coxhead’s (2000) claim that 
the AWL represents academic English.    

 
5.3.3 Annotation of Corpus Lines 
 
Annotation proceeds on a verb-by-sub-corpus basis. A text file containing the sample of 
corpus lines for a given verb in a given sub-corpus is loaded into ATLAS.ti where it is 
known as a ‘primary document’. ATLAS.ti allows strings of text to be highlighted and 
assigned a code. When these strings of text are linked with a code they are known as 
‘quotations’. In the present study the code assigned is normally a CPA semantic type such 
as [[Human]]. However, on occasion, when a specific lexical item predominates in an 
argument slot the ‘in-vivo coding’ function is used to assign a code of the same name. For 
example highlighting the lexical item places in the text “students apply for places at 
university”, and using the ‘in-vivo coding’ function would create a code called places. In the 
PDEV [[Human]] applies (for {place}) is listed for the verb apply. Unlike some of the 
linguistic annotation packages trialled in the pilot study, ATLAS.ti does not require that 
codes be specified a priori. This is advantageous since CPA semantic types are not a closed 
class and thus it is possible that new CPA semantic types emerge from the corpus. Take for 
example, the emergence of [[Microbiological Entity]] from the specify microbiology sample 
in the pilot experiment.  
 
The sample size customarily reported in CPA-based studies is 250 lines (Bradbury & El 
Maarouf, 2013; Cinková & Hanks, 2010; El Maarouf et al., 2014), however, annotation of 
samples of as large as 500 lines has been reported (Hanks, 2008). In practice, such as in the 
creation of the PDEV, annotators make the best use they can of the data available. In the 
present study, an upper limit of 150 lines is set. In those cases where A and B samples are 
taken, they are combined in the interdisciplinary comparison to create a 300 line sample. In 
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cases where there are not 150 lines available all available lines are annotated. Table 5.3 gives 
sample sizes for the random selection of 30 verbs annotated. 
 

Table 5.3 
  Size of the sample annotated for the 30 randomly selected words 
  

Verb 
Hist. 

Sample 
Size 

Man. 
Sample 

Size 

Micro. 
Sample 

Size 
Verb 

Hist. 
Sample 

Size 

Man. 
Sample 

Size 

Micro. 
Sample 

Size 

absorb 62 63 26 fail 150 150 150 

accelerate 44 43 45 follow 300 300 300 

accept 300 157 65 handle 74 81 21 

accommodate 95 70 37 lead 300 300 300 

accompany 150 71 95 maintain 300 300 300 

accomplish 73 138 67 manage 150 300 22 

account 111 300 100 need 300 300 300 

accumulate 42 111 145 note 300 300 300 

act 300 300 300 overcome 138 150 112 

answer 145 89 41 prescribe 26 41 22 

appear 300 300 300 propose 150 150 150 

apply 300 300 300 replicate 30 144 150 

call 300 300 300 see 300 300 300 

conduct 150 300 150 specify 70 300 54 

explain 300 300 300 treat 150 150 150 

  

   
Patten types emerge in the annotation process. Once every line in a sample has been 
annotated, it is necessary to record how many patterns of each type have occurred. For 
intransitive patterns, for example, [[Human]] manages, this could be straightforwardly 
achieved by generating a report table summarising the quantity of each code (usually a 
semantic type) per primary document. However, the existence of patterns containing two 
or more semantic types complicates the process. The most time efficient way to proceed is 
to count patterns manually and then check this count using the report functions. Figure 5.7 
shows part of the quotation report table for the verbs annotated in this experimental 
procedure. The quantity of each pattern type found in each sample is recorded in 
preparation for the statistical analysis stage. The corpus lines annotated in this process can 
be found on the CD accompanying this thesis where they are sorted by pattern type, verb, 
and discipline. 
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Figure. 5.7. Partial screenshot of quotation report table 

 
In addition to the coding and report function, ATLAS.ti offers a number of other features 
which are particularly useful to CPA. Chief amongst these is the ability to comment 
quotations, strings of text assigned a code, using memos. Memos often include reasoning 
about why a lexical item maps to a specific semantic type, intuitions about emerging 
patterns, and speculation about exploitations and the mechanisms underlying them. Figure 
5.8 shows a memo being used to speculate about interdisciplinarity in the AJACX2. In 
many cases, further analysis shows that tentative hypotheses and reflections recorded in 
memos are unfounded. Even so, they serve as useful reflection points.  

 

 
Figure. 5.8. Memo containing speculation on interdisciplinarity in the corpus 

 
The ability to assign codes (usually semantic types) to corpus lines is fundamental to CPA. 
The ability to work in the other direction is also advantageous. The code manager function 
of ATLAS.ti allows the user to see, in context, all the stings of texts, in this case lexical 
items, which have been mapped to a given code. This helps ensure that semantic types are 
being assigned to lexical items in a consistent manner. It is particularly helpful in cases of 
doubt when a quick overview of the contexts in which a particular semantic type has been 
used previously often reveals the most appropriate choice. Similarly, it can also be used to 
test the validity of novel semantic types. Figure 5.9 juxtaposes the quotations for [[Physical 
Object]] and [[MB Entity]]. When seen together as a set it seems clear that that the lexical 
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items in each window denote things with quite different characteristics. This casts doubt on 
the PDEV practice of grouping them both under [[Physical Object]].  

 

 
Figure. 5.9. Juxtaposition of quotation windows showing lexical items labelled as [[Physical Object]] and [[MB 
Entity]]  

 
While not unique to ATLAS.ti, the ability to search for stings of text across documents is 
certainly useful. If a salient collocation is detected, for example an anomalous collocate, the 
search function represents a straightforward manner of estimating how widespread this is 
in the samples of the AJACX2 under study. 
 
A final advantage of ATLAS.ti over the majority of annotation and corpus tools trialled in 
the pilot study is its robustness. Many of the tools tested proved to be extremely unstable 
when used with even moderate quantities of data. This lead to frequent data loss. 
Fortunately, crashes are extremely infrequent with ATLAS.ti and frequent auto-saves and 
redundant backups mean large-scale data loss is uncommon. 
 
Annotation of the corpus is technologically a fairly straightforward process. However, 
some contexts provide annotation challenges. The remainder of this section outlines some 
of these challenges using examples taken from the BNC50 corpus lines used to create the 
entries in the PDEV.  
 
Syntactic alternations pose a challenge because, at first glance, they may not appear to 
conform to prototypical patterns. This is true of diathesis alternations where the agent is 
not always immediately apparent. Take for example the following corpus line used to derive 
the PDEV entry for specify: 

 

the antero-posterior and dorso-ventral are specified, in a manner which is not yet 

understood 

 
The line is marked as the first pattern type: [[Human]] or [[Document]] or [[Institution]] 
specifies however the agent is not apparent here from the corpus line and must be inferred 
by the annotator.  
 
Causative and inchoative alternations pose similar problems. Examples (2a) to (2c) are 
corpus lines used to derive the PDEV entry for accumulate.  

  

2a. [Edward ]discovered a new currant species and accumulated a collection 

which includes the type specimen 

2b. within the company itself. Thus costs are accumulated[…] but no revenue  
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2c. Considerable evidence has accumulated that there is a genetic component to 

bipolar  

 
The causative alternation in (2a) and the passive in (2b) pose little problem in annotation, 
both fit the dominant pattern type: [[Human]] or [[Institution]] accumulates [[Entity]]. 
However, care must be taken not to attribute the same pattern to the inchoative in (2c). 
There is a temptation to assign the dominant pattern [[Human]] or [[Institution]] accumulates 
[[Entity]] when in fact there is no indication of the agent or the cause of the accumulation. 
A more adequate pattern is: [[Abstract Entity]] accumulates.  
 
Indirect object alternations occur in English with verbs of giving. At the time of writing 
such verbs have yet to be completed in the PDEV; those that have been completed have 
BNC50 corpus lines which contain no examples of this behaviour. However, the question 
of how this alternation should be annotated, should it be encountered, is an important one 
consequently the invented sentences below are provided: 

 

3a. The teacher gave the student a book. 

3b. The teacher gave the book to the student. 

 
On the one hand, since there is no semantic or pragmatic difference between the two 
sentences both could fit the pattern [[Human 1]] gives [[Object]] to [[Human 2]]. On the 
other hand, and crucially for the purposes of the present study, authors from a given 
discipline might demonstrate a preference for either recipient position. For this reason it is 
important to be aware, and take note of this type of alternation during the annotation 
process.  
 
Syntactic alternations involving reciprocal constructions also pose a problem in annotation. 
Care must be taken to distinguish between patterns which represent corpus lines (3a) and 
(3b) below: 

 

3a. while I get the house together,' he said, embracing her gently before taking 

us into the house 

3b. affection between the two was obvious. Then they embraced. Just a peck on 

the cheek.  

 
Line (3a) maps to the pattern type: [[Human 1]] embraces [[Human 2]]. However, the 
reciprocal construction in (3b) may map to the pattern [[Human = Plural]] embraces.   
Ellipsis alternations also represent a potential difficulty for the annotator. Some ellipsis 
alternations are more challenging than others. Take for example 4 below: 

 

4.  

The older horses would immediately thunder off in the opposite direction and 

the youngsters would immediately follow. In this way, youngsters learn what is 

 
The verb follow has no direct object, if it were not for the context given in the text 
preceding the verb it would not be possible to derive the pattern [[Animal 1]] follows 
[[Animal 2]]. This null-object alternation could prove somewhat challenging for an 
annotator. However, the extent of this challenge is debatable as: “A writer can reasonably 
expect that a reader will proceed sequentially through a text; such a reader can predict what 
the expected direct object is, which means that it does not need to be stated explicitly.” 
(Hanks, 2013, p. 198) 
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Clausal ellipsis poses a greater problem in annotation. For example the canonical pattern 
type for urge is: [[Human 1]] or [[Institution 1]] urges [[Human 2]] or [[Institution]] to-
infinitive. However ellipsis of the infinitive clause and the object makes occasionally makes 
this pattern difficult to detect.  

 

5a. in a speech delivered at Chongup, Rhee urged a separate government for 

south Korea. 

5b. Thatcher and Mr Lamont's former Treasury boss, urged a tax increase to cut 

the soaring public 

 
In (5) the pattern type: [[Human 1]] or [[Institution 1]] urges [[Human 2]] or [[Institution 2]] 
[to-infinitive]. The infinitive clause, would not be apparent were it not for the context 
given. The implied meaning in (5) could be (5a): Rhee urged authorities to create a separate 
government; and (5b): The former Treasury boss urged authorizes to enact a tax increase. 
Care must be taken to recognise such ellipsis in annotation.   
 
Care must also be taken to recognise adverbial ellipsis such as the ellipsis of an adjectival 
from-clause. This can lead to a significant change in sense. For example, in (6a) abstain has 
the canonical sense of ‘voluntarily avoiding something unhealthy’, in this case risk-taking. 
However the absence of a from-clause in (6b) points to a sense akin to ‘deliberately 
refraining from casting one’s vote’.    

 

6a . For compulsive gamblers it is advisable to abstain from all activities that 

involve risk-taking  

6b. allowed to leave Iraq.) China was abstaining , Qian Qichen said, because of 

its belief 

 
Conative alternations also provide interesting annotation challenges. In conative 
constructions the object of a verb in transitive construction is realised as the object of a 
prepositional at-phrase (Levin 1993, p. 42). Semantically conative constructions reflect 

‘attempted actions’ and as such and aspectual change from the transitive connotation.  

 

7a. paradise which offers beautiful views as you sip your Tequila Sunrise at 

sunset. 

7b. We can't take our drink -- we can't just sip at it, we have to get blotto. We 

had to 

 
The implicature of (7a) is: 
 

[[Human]] drinks [[Beverage]] in very small mouthfuls.  
 
The addition of the preposition at, which could be easily missed in the annotation process, 
gives a quite different implicature:  
 

[[Human]] drinks [[Beverage]] in a few occasional very small mouthfuls without 
consuming all of Beverage. 
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Resultative constructions present a similar annotation challenge. Such constructions focus 
on the result of the action rather than the action itself. 

 

8a. effect that black has on colours -- Poussin painted on black canvas, and so 

did Braque  

8b. I just ripped up the carpet and painted the walls white! 

 
While in (8a) focus is placed on the action of painting in (8b) emphasis is placed on the 
colour of the walls. This important distinction could be easily missed amongst a mass of 
corpus lines. 
 
Chapter 1 outlining different approaches to phraseology and Chapter 2 discussing 
vocabulary selection for language classes highlight the challenge phrasal verbs present for 
distributional approaches such as the lexical-bundle approach. Such verbs also present an 
annotation challenge for the CPA approach for reasons similar to conative alterations and 
resultative constructions.   
 

9. 
The reasons for this are complex and to explain the situation all away in terms of 
social 

 
It is entirely possible that, in a sea of corpus lines, an annotator might fail to notice the 
particle away thus radically misrepresenting the meaning of the sentence, derive the pattern:  
 

[[Human]] or [[Institution]] or [[Document]] or [[Proposition]] or [[Eventuality 1]] 
explains [[Eventuality 2]]  
 
Implicature: [[Human]] or [[Institution]] formulates (in conversation with [[Human 
2]] or in a [[Document]] intended for [[Human 2]]to read) a [[Proposition]] 
concerning the cause or effect of an [[Eventuality 2]].  

 
The more appropriate pattern would be: 
  

[[Human 1]] explains [[Eventuality]] away,  
Implicature: [[Human 1]] formulates [[Proposition]] as a way of accounting for 
[[Eventuality]] = Inconvenient. 

 
The way in which that-clauses are annotated in the PDEV is also challenging. In the PDEV 
patterns, clauses beginning with that abound. Take for example the second pattern type 
listed for specify: [[Human]] or [[Document]] or [[Institution]] specifies that-clause. An 
examination of the corpus lines used to derive this pattern type reveals:  
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the amendment invalid. The amendment specified That “No law varying the compensation 
company house-style. An organisation will specify that all its letters must be typewritten 
existed when they wrote. Thus Saint-Pierre specified that existing frontiers were not to be 
way of Yahweh. Line B, however, in specifying that the “clearing”; is a matter 
hold Tessas. The Tessa legislation specifies that the account must not be held on behalf 
up with a dozen possible ideas. But I've specified that the address must be within a half-hour 
Article 2(2) of the Order.' It is specified that the explanatory note is not part of 
Wheldrake Ings account book for 1868-1934, it is specified that the meadows be mown  
the subtour involving towns 1, 3 and 5 by specifying that the tour must go from town 1 to 2, 
interpretative or hermeneutic setting, we need to specify that there is meaning both in `the 
behaviour  

 
In these cases, the that-clause could be subsumed by the semantic type [[Rule]]. From the 
point of view of theoretical eloquence this is preferable as it permits a more accurate 
description of language without an increase in the complexity of the theory. From the point 
of the user of the dictionary for productive purposes it might be argued that it is preferable 
to precisely describe what type of information the that-clause could contain. However, in 
annotation, patterns types with that-clauses and to-infinitives are treated as separate pattern 
types even though in many cases their implicature is the same as a pattern type with 
another syntagmatic arrangement. This decision is motivated by a concern for the needs of 
the user; in the pilot study undertaken in preparation for the present study it was evident 
that syntagmatic arrangements with that-clauses or to-infinitives tend to occur considerably 
more frequently in certain disciplines. This information would be beneficial to the user 
working in these disciplines. This might also explain the presence of separate to-infinitive 
and that-clause patterns in the PDEV.   
 

5.3.4 Data Analysis 
 
The data-analysis stage of the study comprises two phases. The first quantitative phase 
involves the 30 of the 85 verbs in the verb sample randomly selected for analysis. In this 
phase the composition of each sample of corpus lines is compared. In the second 
qualitative phase a random selection 10 of the verbs from the verb sample are examined in 
more detail.  
 
The comparison of collocational behaviour involves the comparison of the relative 
frequencies of the CPA patterns derived from a sample of corpus lines from each 
discipline. A key principal of CPA of verbs is that each pattern type activates a distinct verb 
meaning. It follows that differences in pattern type frequencies across disciplines represent 
differences in verb meaning across disciplines. Descriptive statistics can be employed to 
facilitate comparison across sub-corpora. On this approach, the percentage of corpus lines 
a pattern type represents is calculated for each verb sample in each sub-corpora. A 
common criticism of many lexical studies and of language research in general is the absence 
of quantitative methods and statistical techniques to support qualitative analysis (Cantos 
Gómez, 2013). The appropriateness of such statistical techniques is somewhat limited in 
the present study since there is no discrete number of verbs exhibiting discipline-specific 
behaviour which indicates that academic language is discipline specific. However, statistical 
analysis is employed ensure that any differences in pattern type frequency between corpus 
line samples are statistically significant. This use of statistical hypothesis testing represents 
an original application of CPA.   
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In the present study the statistical analysis comprises two broad stages. The first stage 
involves an interdisciplinary comparison in which the log-likelihood (LL) and approximate 
Bayes Factor (BIC) statistics are calculated in three pairwise comparisons for each pattern 
type found in annotation: History/management studies, management 
studies/microbiology, and microbiology/history. The occurrence of a given pattern type at 
significantly different frequency in any of these comparisons could indicate that a verb is 
being used with a different meaning. However, there is always the possibility that any 
differences found may be due to the inherent variation between texts and not to some 
more systemic variation in the patterns used in different disciplines. As Rayson and Garside 
(2000) state “given the non-random nature of words in a text, we are always likely to find 
frequencies of words which differ across any two texts” (p. 2). In the second stage of 
statistical analysis, an intradisciplinary comparison is intended to control for this possibility. 
In this intradisciplinary comparison a selection of samples containing 300 annotated lines 
are randomly split into two 150-line samples (samples A and B). The frequency of 
occurrence of each pattern type is then compared by calculating the LL and BIC statistics. 
The assumption being that no significant difference between the frequency of a given 
pattern type between samples A and B indicates that any significant difference found 
between disciplines is the result of a variable other than inherent variation in texts. Given 
the composition of the AJACX2 it is reasonable to assume that this variable is academic 
discipline.   
 
Of the 30 verbs randomly selected for annotation 11 occur in 300 or more corpus lines in 
each sub-corpora. All these verbs are included in the intra-discipline comparison. However, 
there is the possibility that these frequently occurring verbs are atypical; that their high 
frequency is somehow reflected in a uniformity in collocational behaviour in each 
discipline. For this reason a further five verbs which occurred 300 times or more in only 
one sub-corpora were included. This brings the number of verbs included in the 
intradisciplinary comparison to 16 in total. Table 5.4 shows the verbs and disciplines 
involved in the interdisciplinary comparison (N = 150 for both the A and B samples).
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Table 5.4 

Verbs and disciplines involved in intradisciplinary comparison 

Verb History Management Microbiology 

accept X   

account  X  

act X X X 

appear X X X 

apply X X X 

call X X X 

conduct  X  

explain X X X 

follow X X X 

lead X X X 

maintain X X X 

manage  X  

need X X X 

note X X X 

see X X X 

specify  X  

Note. X indicates intradisciplinary comparison 
 

In the comparisons described above, the frequency of occurrence of a given pattern type 
represents the dependent variable. This is an interval variable (ratio). In the inter-discipline 
comparison, the academic discipline under study represents the independent variable. In 
the intra-discipline comparison the randomised sample from which a line derives is the 
independent variable. Both these variables are categorical. The test recommended for 
variables with these characteristics in social science and health sciences textbooks, and 
several linguistics textbooks dealing with statistics is the chi-square test (Cantos Gómez, 
2013; Oakes, 1998). However, chi-square is a non-parametric test and as such its use is 
based on the assumption that data are normally distributed. Dunning (1993) demonstrates 
that this assumption is not valid in the study of natural language texts smaller than billions 
of tokens in length. He shows that the LL statistic, which assumes binomial or multinomial 
distributions, represents a more reliable alternative for smaller texts. The LL test is also 
more reliable than the chi-square test with sparse data. The latter test tends to overestimate 
significance when the expected frequency is less than five (Rayson & Garside, 2000). This 
is the case for certain pattern types in the AJACX2. 
 
The LL test has been applied to in a number of corpus studies (A. Wilson, 2013). It is the 
default option in many corpus analysis programs such as AntConc (Anthony, 2017), 
WordSmith Tools (M. Scott, 2017), and Wmatrix (Rayson, 2008). Importantly, in the 
context of this study it has been used successfully in studies involving semantic tagging 
(Rayson & Garside, 2000). In the interdisciplinary stage of the present study the LL statistic 
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is calculated in three pairwise comparisons for each pattern type found: 
History/management studies, management studies/microbiology, and 
microbiology/history. In the intradisciplinary comparison samples A and B are compared 
for each discipline. These comparisons are achieved by constructing contingency tables like 
Table 5.5 below. 

 
 
Table 5.5 

Contingency table for pairwise comparison using LL statistic  

 
Sample One Sample Two Total 

Freq. of Pattern A B a+b 

Freq. of All Other Patterns c-a d-b c+d-a-b 

 
In the table above c and d correspond to the N values for a given pattern type. The 
observed values (O) for a given pattern type are represented by a and b. The following 
formula is used to calculate the expected values (E):  

 
There is no need to normalise the figures to account for different sample sizes as the 
formula takes this into account. Having calculated the expected frequency the LL statistic is 
given: 

 
Since calculating the LL statistic is computationally undemanding, the use of statistical 
packages such as SPSS offers little advantage in practical terms or in terms of reliability. 
Instead, Rayson’s (2016) implementation in Microsoft Excel is employed.  
  
The LL test indicates whether a difference is significant or not at a given p-value. Contrary 
to widespread belief, it provides no information about the magnitude of difference (Gries, 
2005; A. Wilson, 2013). The same is true of all test statistics which are measured against a 
p-value; chi-squared, fishers-exact, t-test etc. A related problem is that all these significance 
test statistics conflate the effect of an independent variable, in the case of the present study 
the origin of the sample in which pattern types occur, with the size of the sample. What is 
needed, then, is a measure of effect size.  
 
Bayes Factors have been increasingly employed to measure effect size in many fields 
especially genetics (Sawcer, 2010). More recently they have been fruitfully employed in 
studies of the effect of bilingual dictionary use on writing tests amongst Polish secondary 
school children (Lew, 2016). The Bayesian Information Criterion (BIC) can be used 
alongside the log-likelihood statistic as an approximate Bayes Factor in order to measure 
effect size (Kass & Raftery, 1995). A. Wilson (2013) demonstrates how approximate Bayes 
Factors (BIC) can be used to compare lexical items, part-of-speech categories, or semantic 
fields across corpora. Approximate Bayes Factors (BIC) can be given straightforwardly for 
the LL statistic: 
 
BIC ≈ LL − log(N) 
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Here N = total number of patterns in both samples. The approximate Bayes Factor given 
represents a degree of evidence against the null hypothesis under test. A. Wilson (2013) 
provides Table 5.6 based on Kass and Rafery (1995, p. 777): 
 

Table 5.6 
 Degrees of evidence against the null-hypothesis (H0) 

Approximate 
Bayes Factor 

Degree of evidence against the null-hypothesis 
(H0) 

0-2 not worth more than a bare mention 

2-6 positive evidence against H0 

6-10 strong evidence against H0 

>10 very strong evidence against H0 

   
A number of corpus linguists have highlighted the need for effect size measures in corpus 
studies (Gries, 2005; Kilgarriff, 2001). To address this, following the procedure set out 
above, Approximate Bayes Factors (BIC) are employed in the present study. The use of 
Bayesian approach is commonplace in other disciplines and there is also precedent for its 
successful application in corpus linguistics (A. Wilson, 2013) and lexicography (Lew, 2016). 
As Table 5.6 above indicates BIC is uncomplicated to interpret. Furthermore, its 
calculation is undemanding and is implemented in Rayson’s (2016) Microsoft Excel LL 
calculator. 
 
In both interdisciplinary and intradisciplinary comparisons an approximate BIC value 
indicating at least positive evidence against H0 is set as the minimum threshold level for 
significant difference between pattern-type occurrences. The significance level adopted is p 
= < .05. In the interdisciplinary comparison, the following null hypothesis is tested:  
 

H0: there is no difference in the frequency of occurrence of a given pattern type 
across sub-corpora 

 
The alternative hypothesis is as follows: 

 
H1: there is a difference in the frequency of occurrence of a given pattern type 
across sub-corpora 

 
In the intradisciplinary comparison the hypotheses tested are reversed: 

 
H0: there is a difference in the frequency of occurrence of a given pattern type 
across sub-corpora 

 
The alternative hypothesis is as follows: 

 
H1: there is no difference in the frequency of occurrence of a given pattern type 
across sub-corpora 

 
The statistical analysis reported in the next chapter is followed by a more qualitative 
analysis and discussion in Chapter 7. This qualitative stage examines some of the discipline-
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specific differences found in the quantitative stage in greater detail and discusses how they 
might be usefully included in a lexicographical resource for the EAP community.
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6. STATISTICAL ANALYSIS  
 
This chapter summarises the results of the experimental procedure outlined in the previous 
chapter. Section 6.1 reports on the interdisciplinary comparison. It treats each of the 30 
verbs annotated individually. Section 6.2 presents a general summary of the 
intradisciplinary comparison. Finally, in Section 6.3, some provisional conclusions and 
reflections on the implications of the finding for EAP pedagogy and lexicography are 
presented.  
 
The previous chapter contained a discussion of the problems inherent in annotating corpus 
lines with a view to performing a statistically valid comparison between disciplines. The 
principal problems are deciding, firstly, on the requisite degree of granularity in annotation 

—deciding if patterns with fine-grained distinctions in semantic type represent separate 
pattern types; and secondly, whether to widen patterns to include a semantic type which 
typically only occurs in one discipline, or alternatively treat the pattern containing the 
anomalous semantic type as a separate pattern type in its own right. The notion of 
implicature is fundamental to the CPA response to these problems. In the case of the first 
problem, this means climbing the CPASO in order that the semantic type recorded for 
statistical analysis is the highest possible in the CPASO without admitting lexical items 
which would change the sense of the verb. Similarly, in the case of the second problem, for 
the purposes of statistical comparison, patterns are widened to include anomalous semantic 
types on condition that these changes do not alter the core sense of the implicature. 
 
1. 

[[Human]] or [[Abstract_Entity]] absorbs [[Asset]] 
<Human or Abstract_Entity uses Asset - This is not typically considered a good use of 
Asset> 
The past nine years have […], absorbed countless years of time in two opposing local 
authorities 

 
Example 1, taken for the PDEV, provides an illustration of how the question of granularity 
in annotation is addressed. The NP in the subject slot: the past nine years, could have been 
represented by [[Time Period]]. However, bearing in mind the context of the other corpus 
lines for absorb the annotator has climbed the CPASO effectively subsuming [[Time 
Period]] under its parent node [[Abstract Entity]]. 
 
2.  

[[Location]] or [[Building]] or [[Machine]] accommodates [[Physical Object]] or [[MB 
Entity]] or [[Activity]] 
<Location, in case of MB Entity part of cell, or Building or Machine or provides enough 
space for Physical Object or MB Entity to be located or for Activity to take place> 
Ex. History:  
Lecture rooms ‘with sufficient space to accommodate an audience’ in the houses of advocates 
Extra galleries were opened to accommodate the huge range of his photographic record 
Ex. Management: 
Ultimately, websites began accommodating financial transactions. 
Ex. Microbiology:  
antigen-binding pocket that is designed to accommodate the hydrocarbon chains of lipids 
the conventional clathrin cage cannot accommodate microorganisms the size of bacteria, even 

 
Example 2, taken from the AJACX2, provides an illustration of the widening of the scope 
of a pattern to include a semantic type only present in one discipline. Examples from 
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history and management include the semantic types [[Physical Object]] or [[Activity]] in the 
object slot while the lexical items in microbiology could be generalised over with [[MB 
Entity]]. Widening the pattern to include this anomalous semantic type results in little 
significant change to the implicature. 
 
This approach has methodological and practical implications. It ensures that comparisons 
across disciplines are in fact like-for-like. It avoids the possibility that a use of a semantic 
type which occurs in only one discipline creates the unwarranted impression of a difference 
in pattern-type frequency across sub-corpora. Additionally, it may produce data of benefit 
to the user to the extent that it allows valid comparison with general English through the 
PDEV where the anomalous semantic type may well have occurred only to be counted as 
an exploitation of a more prevalent pattern. The idea here is not to conduct a thorough 
comparison with general English, but to indicate in a general manner the extent to which 
academic uses are distinct from general English. From the perspective of the user of any 
eventual lexicographical resource climbing the CPASO and widening patterns to include 
semantic types that only occur in one discipline results in the loss of information that is of 
potential use. A similar argument applies to distinct syntagmatic arrangements which 
involve no great difference in implicature, yet occur reasonably frequently in one discipline 
and rarely in another. In the pilot study conducted in preparation for the present study the 
pattern: [[Human]] or [[Institution]] accepts [that clause] occurred frequently across all three 
disciplines. However, in microbiology the syntactic alternation: {it} is ({generally} {well} 
{widely}) accepted {that} accounted for 100 per cent of occurrences. This information 
would surely be of use to a student of microbiology.  
 
The approach taken in the statistical analysis which follows is the same as that adopted in 
the PDEV. Patterns generalize over corpus lines to the maximum extent possible without 
provoking a change in implicature. There is however one notable exception to this rule as 
regards syntagmatic arrangements which is also present in the PDEV: Patterns types with 
that-clauses and to-infinitives are treated as separate pattern types even though in many 
cases their implicature is the same as a pattern type with another syntagmatic arrangement. 
This decision is motivated by a concern for the needs of the user; in the pilot study 
undertaken in preparation for the present study it was evident that syntagmatic 
arrangements with that-clauses or to-infinitives tend to occur considerably more frequently 
in certain disciplines. This information would be beneficial to the user working in these 
disciplines. This might also explain the presence of separate to-infinitive and that-clause 
patterns in the PDEV.   
 
In the present chapter a rigorous statistical analysis is undertaken with the aim of testing 
the general hypothesis: Verbs exhibit different meanings in different academic disciplines 
and analysis of the semantic and syntagmatic patterns reveals differences elided by 
distributional approaches to vocabulary extraction. This analysis will provide an initial 
indication of the type of differences that occur across disciplines. The following qualitative-
analysis chapter will further illustrate the nature of this difference while bringing to light 
characteristics which have remained hidden during the statistical analysis phase. The 
practical outcome envisaged is to posit a means of representing the discipline-specific 
behaviour of verbs in lexicographical resources that is useful to the EAP community. 
 
Following the annotation criteria set out above, after annotating 16,420 corpus lines of text 
a total of 241 pattern types were found.  
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6.1 Interdisciplinary Comparison  

 
As set out in the previous chapter, in order to test the hypothesis of the study the log-
likelihood (LL) statistic is employed with an assumed significance level of at least p < .05. 
For the interdisciplinary comparison, the following null hypothesis is tested:  

 
H0: there is no difference in the frequency of occurrence of a given pattern type 
across sub-corpora 

 
The alternative hypothesis is as follows: 

 
H1: there is a difference in the frequency of occurrence of a given pattern type 
across sub-corpora 

 
Contrary to widespread belief, rejection or otherwise of the H0 reveals nothing about the 
actual size of the difference between categories (A. Wilson, 2013). For this reason, the 
present study adopts the effect size measure the Bayes Information Criterion (BIC) to 
evaluate the amount of evidence provided against the H0 by the log-likelihood test. Kass 
and Raftery (1995) suggest that in conjunction with a significant log-likelihood statistic a 
BIC score of ≥ 2.00 represents positive evidence against the H0. These are the threshold 
criteria adopted for discipline-specific behaviour of a pattern in the following statistical 
analysis. For ease of reading full patterns, LL scores, raw and percentage frequency figures 
are not provided in-line with the text. This information can be found in Appendix C. Line 
charts are employed to compare the proportion of a sample that a pattern type represents 
across sub-corpora. Henceforth in this chapter pattern types are referred to using the 
abbreviation PT followed by a number. Summary tables are given as a reference for full 
pattern types and to indicate those patterns meeting the criteria for discipline-specific 
behaviour. Sample sizes are represented using the standard nomenclature of N, in the 
present study N represents the number of individual patterns (pattern tokens), or in other 
words corpus lines, for a given verb in a given discipline.    

 
6.1.1 Absorb 
 
An examination of the corpus revealed 13 patterns types with absorb two of which, [[Stuff]] 
absorbs {strongly} (PT12), and [[Liquid 1]] is absorbed with [[Liquid 2]] (PT13), are not 
present in general English as represented by the PDEV. There are no PTs which occur 
across all three sub-corpora. Neither are there PTs which are exclusive to management (N 
= 63). Three PTs occur exclusively in microbiology (N = 26). These include patterns 12, 
13, and three. Two PTs occur exclusively in history (N = 62): patterns seven and 11. Three 
occur in both history and microbiology: patterns types one, two, and four. Five occur in 
both history and management: pattern types five, six, eight, nine, and 10. 
 
An examination of the distribution of patterns across disciplines gives an initial indication 
of the collocational behaviour of verbs in different disciplines. An inspection of frequency 
of occurrence, expressed as a proportion of each sample in Figure. 6.1 below, reveals a 
more nuanced situation with many PTs appearing just once or twice. These include five 
PTs in history and the two new PTs, not present in general English, which are found in 
microbiology. In spite of the low number of occurrences, there is some indication of absorb 
demonstrating collocational behaviour in microbiology which is distinct to that displayed in 
history and management.  
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 Figure 6.1. Interdisciplinary comparison for absorb. 
 
This slight tendency towards a split between history and management on one hand, and 
microbiology on the other is reflected in a cross-sub-corpora comparison of the frequency 
of occurrence of each pattern. A comparison of management and microbiology 
(summarised in Table 6.1 below) reveals six patterns occurring at significantly different 
frequencies and with BIC scores indicating at least positive evidence against H0, a 
comparison of microbiology and history reveals three, while in a comparison between 
management and history there are two patterns which meet these criteria. Additionally, it 
should be noted that two of the patterns which occurred exclusively in microbiology (PTs 
12 & 13) reached the significance threshold in a comparison of microbiology and history, 
however, the low frequency of occurrence (2 hits each) is reflected in an effect size which 
does not reach the threshold for consideration as evidence against the H0. 
 

Table 6.1 

Result of cross-corpora comparison for absorb 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Physical_Object 1]] absorbs [[Stuff]] or [[Physical_Object 
2]]  
 <Stuff or Physical_Object 2 becomes part of Physical 
Object 1 by means of a natural process> 

 X  

2 

[[Human]] or [[Animal]] or [[Plant]] or [[Body_Part]] or 
[[MB_Entity]] absorbs [[Stuff]] <Human or Animal or 
Plant or Body_Part takes Stuff = Nutrient or Liquid into 
the body so that Stuff or Liquid becomes an integral part 
of Human or Animal or Plant or Cell or Cell part> 

 X X 

3 
[[Physical_Object]] absorbs [[Radiation]] 
 <Physical_Object receives Radiation in large quantities so 
that Radiation becomes part of Physical Object> 

 X  

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.1 (cont.) 

Result of cross-corpora comparison for absorb 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

4 
[[Physical_Object]] or [[Stuff]] absorbs [[Energy]]  
<Physical_Object receives and utilizes or stores Energy> 

 X  

5 

[[Human_Group 1]] or [[Institution 1]] absorbs 
[[Human_Group 2]] or [[Institution 2]] <Human_Group 2 
or Institution 2 becomes a part of Human Group 1 or 
Institution 1> 

X  X 

6 
[[Eventuality 1]] or [[Institution]] absorbs [[Eventuality 2]] 
or [[Institution]] <Eventuality 2 becomes a part of 
Eventuality 1 or Institution> 

 X  

7 
[[Human]] or [[Abstract_Entity]] absorbs [[Asset]]  
<Human or Abstract_Entity uses Asset - This is not 
typically considered a good use of [[Asset]]> 

X   

8 

[[Institution]] or [[Human]] absorbs [[Deficit]]  
<Business | Economics. Jargon. Institution or Human = 
Business Person is robust or wealthy enough to bear the 
adverse effects of Deficit> 

   

9 
[[Human]] or [[Institution]] absorbs [[Anything]] or 
[[Attitude]] <Human learns about, understands, and 
accepts Anything = Concept or Attitude> 

 X X 

10 

[[Human]] is or become absorbed in or by [[Activity]] or in 
or by [[Anything]] <Human is greatly interested in Activity 
or Anything - This is typically to the exclusion of any other 
[[Activity | Anything]]> 

   

11 
[[Abstract_Entity]] absorbs [[property]]  
<Abstract_Entity is influenced by property of another 
abstract entity> 

   

12 
[[Stuff]] absorbs {strongly}  
<stuff = liquid or other molecule enters MB entity via a 
microbiological process> 

   

13 
[[Liquid 1]] is absorbed with [[Liquid 2]]  
<Human adds Liquid 2 to Liquid 2 = chemical reagent, to 
test if reaction occurs> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 
6.1.2 Accelerate 
 
An examination of the corpus sample for accelerate reveals three different PTs, all of which 
appear in general English as represented by the PDEV. Two PTs, [[Anything]] accelerates 
[[Process]] or [[Pace]] (PT1), and [[Process]] or [[Pace]] accelerates (PT2), occur at reasonably 
high frequencies across all three disciplines. The third PT, [[Human]] accelerates 
[[Proposition]], is present solely in the history sub-corpus where it occurs only once.  
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 Figure 6.2. Interdisciplinary comparison for accelerate. 
 
At first glance, an inspection of frequency of occurrence expressed as a proportion of each 
sample (Figure 6.2) suggests that although all PTs occur across the three disciplines, there 
are important differences in the frequency at which they occur. This is not entirely 
confirmed by significance testing (Table 6.2). Although, comparison using LL score shows 
significant differences in frequency of the first PT between history (N = 44) and 
management (N= 43) and between all disciplines for the second PT, the effect sizes 
suggest that the only difference which represents evidence against the H0, in this case to a 
very strong degree, is the difference between microbiology (N = 45) and history for PT 
two.  

 
Table 6.2 

Result of Cross-corpora Comparison for accelerate 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Anything]] accelerates [[Process]] or [[Pace]] 
<Anything causes Pace of Process to proceed more 
quickly> 

   

2 
[[Process]] or [[Pace]] accelerates 
<Pace of Process proceeds more and more quickly> 

  X 

3 
[[Human]] accelerates [[Proposition]] 
<Human expresses Speech Act with greater urgency> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.3 Accept 
 
The verb accept demonstrates prolific collocational behaviour. It occurs in 17 PTs in the 
AJACX2, nine of which are PTs found in general English as represented by the PDEV.  

 

 
 Figure 6.3. Interdisciplinary comparison for accept. 
 
As illustrated by Figure 6.3 above, three PTs are found across all sub-corpora. These 
include PTs one and two which occur frequently across all disciplines, and pattern nine 
which is limited to a single occurrence in management and microbiology. Five PTs, three, 
five, seven, and eight, occur in both history (N = 300) and management (N = 157) 
although in the case of management PTs seven and eight are limited to single occurrences. 
There is one instance of the PT ten: [[Location]] accepts [[Human Group]] which occurs in 
history. Similarly the three patterns unique to management, PTs six, 16, and 17, found 
exclusively in microbiology, occur at very low frequencies. The same is true of all but one 
of the five PTs, patterns 11 – 15, in microbiology (N = 65). Given the large differences in 
sample sizes, an examination of significance and effect size is required for a more accurate 
picture of accept across disciplines. 
 
A cross-sub-corpora comparison of the frequency of occurrence of each pattern 
(summarised in Table 6.3 below) reveals some evidence for a split between history and 
management on one hand, and microbiology on the other. A comparison of management 
and microbiology reveals four PTs occurring at significantly different frequencies with BIC 
scores indicating at least positive evidence against H0, similarly a comparison of 
microbiology and history also reveals four PTs which meet these criteria. In contrast, a 
comparison between management and history reveals two PTs which meet these criteria. 
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Table 6.3 

Result of cross-corpora comparison for accept 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human]] or [[Institution]] accepts [[Proposition]] or 
[[Concept]] or [[Eventuality]] <Human or Institution 
agrees that Proposition or Concept or Eventuality is 
correct and does not need to be contested> 

 X X 

2 
[[Human]] or [[Institution]] accepts <Human or 
Institution agrees that that [clause] is true or correct> 

 X X 

3 

[[Human]] or [[Institution]] accepts {responsibility} (for 
Eventuality or for Entity) <Human or Institution agrees 
that he, she, or it is or will be responsible for Eventuality 
or Entity> 

   

4 

[[Human 1]] accepts [[Entity]] or [[Money]] <Human 1 
consents to receive Entity = Valuable or Money as a gift 
(or bribe) or as part of business transaction from Human 
2> 

   

5 
[[Human]] accepts [[Offer]]  
<Human 1 agrees to act on the Offer of Human 2> 

X X  

6 
[[Human 1]] accepts {resignation}  
<Human 1 = Authority receives and consents to 
resignation of Human 2 = Employee> 

   

7 
[[Human]] accepts [[Human Role]] 
<Human agrees to undertake the work specified as 
required to fulfil appointment or job> 

   

8 

[[Human 1]] or [[Institution 1]] accepts [[Human 2]] or 
[[Institution 2]] as [[Human_Role]] or as 
[[Institution_Role]] <Human 1 or Institution 1 
acknowledges that Human 2 or Institution 2 is suitable for 
Human_Role or Institution_Role> 

X   

9 

[[Human_Group 1]] or [[Human 1]] accepts [[Human 2]] 
or [[Human_Group 2]] <Human_Group 1 or Human 1 
agrees to allow Human 2 or Human Group 2 to become a 
member of or be respected by Human Group 1> 

   

10 
[[Location]] accepts [[Human Group]]  
<Location is suitable for Human Group> 

   

11 
[[MB Entity]] accepts {task}  
<MB Entity= part of cell undertakes task in cell> 

   

12 
[[MB Entity1 ]] accepts [[MB Entity 2]]  
<MB Entity 1 takes MB Entity 2 which becomes an 
integral part of MB Entity 1> 

 X X 

13 
[[MB_Entity 1]] accepts [[MB_Entity 2] as [[MB_Role]]  
<MB_Entity 2 plays a role in the normal functioning of 
MB_Entity 1> 

  X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.3 (cont.) 

Result of cross-corpora comparison for accept 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

14 
[[Device ]] accepts [[Stuff]] <Device is capable of 
processing Stuff = biological sample> 

   

15 
[[MB Entity]] accepts {topology} <MB Entity=gene 
occurs in a given spatial configuration> 

   

16 
[[Concept 1]] accepts [[Concept 2]] or [[Eventuality]]  
<Concept 1 is compatible with Concept 2 or Eventuality> 

   

17 
[[Human]] or [[Institution]] accepts [[Document]] 
<Human or Institution agrees that Document meets the 
standards required for publication> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.1.4 Accommodate 
 
An examination of the collocational behaviour of accommodate in the corpus reveals eight 
PTs in total, six of which occur in general English as represented by the PDEV. An 
analysis of their frequency of occurrence, expressed as a percentage of the sample (Figure 
6.4), across sub-corpora reveals three core PTs which represent a good proportion of the 
sample in two of the three disciplines. These are PT two, three, and eight. There are three 
PTs which occur, at very low frequencies, in both history (N = 95) and management (N = 
70) yet are absent in Microbiology. These include PTs one, four, and five. PT seven is 
unique to history in the AJACX2 where it occurs three times. In the AJACX2, PT six is 
unique to the microbiology (N = 37) sub-corpus where it occurs six times. 
 

 
Figure 6.4. Interdisciplinary comparison for accommodate. 

 
As for the significance of these differences (summarised in Table. 6.4), in a comparison of 
history and management PTs two and eight meet the criteria for meaningful difference. In 
a comparison of management and microbiology there are four PTs which meet the criteria, 
and applying the same procedure to microbiology and history reveals three significant 
differences between PT occurrence. 
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Table 6.4 

Result of cross-corpora comparison for accommodate 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human 1]] or [[Institution]] or [[Location]] 
accommodates [[Human 2]] or [[Human_Group]] or 
[[Animal_Group]] <Human 1 or Institution provides 
suitable space in Location for Human 2 or Human_Group 
or Animal_Group to live or work in> 

   

2 

[[Location]] or [[Building]] or [[Machine]] accommodates 
[[Physical_Object]] or [[MB Entity]] or [[Activity]] 
<Location, in case of MB Entity part of cell, or Building 
or Machine or provides enough space for Physical_Object 
or MB_Entity to be located or for Activity to take place> 

X X X 

3 
[[Human]] or [[Institution]] accommodates [[Eventuality]]  
<Human or Institution deliberately adapts the way they 
think or behave to take account of Eventuality> 

 X X 

4 
[[Human 1]] accommodates [[Human 2]]  
<Human 1 makes a special effort meet the needs or 
wishes of Human 2> 

   

5 

[[Human]] or [[Institution]] accommodates [[Self]]to 
[[Abstract_Entity]] or to [[Eventuality]] <Human or 
Institution deliberately adapts the way they think or 
behave to take account of Abstract_Entity or Eventuality> 

   

6 

[[Animate]] or [[Plant]] or [[MB Entity]] accommodates 
(Eventuality)  
<Animate or Plant or MB Entity makes adjustments in 
behaviour or structure in order to cope with Eventuality> 

 X X 

7 
[[Human]] or [[Activity]] accommodates [[Eventuality 1]] 
to [[Eventuality 2]] <Human or Activity adjusts 
Eventuality 1 in order to cope with Eventuality 2> 

   

8 
[[Concept]] or [[State of affairs]] accommodates 
[[Eventuality]] <Concept or state of affairs provides the 
conditions necessary for Eventuality to be realised> 

X X  

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

 

6.1.5 Accompany 
 
There are five PTs found in an examination of the collocational behaviour of accompany in 
the AJACX2. Four of these, PTs one to four, are found in general English as represented 
by the PDEV. Figure 6.5 shows the distribution of patterns across disciplines and the 
proportion of each sample they represent. Patterns one to three occur across all disciplines, 
while pattern four is exclusive to history (N = 150) and pattern five exclusive to 
management studies (N = 71). In contrast to the other verbs addressed thus far in the 
study there are no patterns exclusive to microbiology (N= 95). 
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Figure 6.5. Interdisciplinary comparison for accompany. 

 

Figure 6.5 above illustrates the limitations of relying on a binary present-or-not model to 
compare verbal collocation patterns across academic disciplines. Although PTs one to 
three occur across all disciplines, there is a notable difference in the proportion of the 
sample they represent in history on the one hand, and microbiology and management on 
the other. An examination of the significance of these differences (summarised in Table 6.5 
below) partially confirms this impression with differences between PTs one to three 
meeting the established thresholds in the case of microbiology and history, and PTs one 
and three meeting these thresholds in the case of history and management. In the case of 
the latter comparison a low effect size score for pattern two places the significance of the 
difference in doubt. The collocational behaviour of this verb seems to run contrary to the 
humanities/science division hinted at as thus far. 

 

Table 6.5 

Result of cross-corpora comparison for accompany 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human 1]] or [[Vehicle 1]] or [[Human_Group 1]] or 
[[MB Entity1]] accompanies [[Human 2]] or [[Animal]] or 
[[Vehicle 2]] or [[Human_Group 2]] or [[MB Entity 2]] 
(Direction) <Human 1 or Human_Group 1 or Vehicle 1 
or MB_Entity 2 goes with Human 2 or Human Group 2 
or Animal or Vehicle 2 or MB Entity 2, either when 
travelling Direction or (if Human 1, 2) also at a social 
function> 

X  X 

2 

[[Document 1]] accompanies [[Document 2]] or [[Artifact]] 
<Document 1 is transmitted or published at the same time 
as Document 2 or Artifact = Valuable, in order to explain, 
verify, or supplement it> 

  X 

3 
[[Eventuality 1]] accompanies [[Eventuality 2]] 
<Eventuality 1 occurs at the same time as Eventuality 2 
and may be associated with it in some way> 

X  X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.5 (cont.) 

Result of cross-corpora comparison for accompany 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

4 

[[Human 1]] or [[Musical_Performance 1]] accompanies 
[[Human 2]] or [[Musical_Performance 2]] <Human 1 = 
Musician plays Musical_Performance 1 at the same time as 
Musical Performance 2 is played by Human 2 = 
Musician> 

   

5 
[[Abstract Entity 1]] accompanies [[Abstract Entity 2]]  
<Abstract Entity 1 forms an important part of Abstract 
Entity 2> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

 

6.1.6 Accomplish  
 
The analysis of the corpus revealed a single PT for accomplish: [[Human]] or [[Institution]] or 
[[MB Entity]] or [[Process]] accomplishes [[Activity]] or [[Eventuality]]. This PT is wider than 
that found in general English as represented by the PDEV. The general pattern does not 
contain [[MB Entity]] or [[Process]]. A close examination of the corpus lines used to create 
the PDEV entry for this verb revealed no processes which could not be attributed to 
human agency and no lexical items which might be classed as [[MB Entity]]. However, in 
the microbiology sub-corpus (N = 67), these semantic types occurred in the majority of 
lines (n = 45). This points to the existence of a discipline-specific alternation in which [[MB 
Entity]] or [[Process]] alternates with [[Human]] or [[Institution]] with accomplish in 
microbiology.  
 

6.1.7 Account  
 
The verb account exhibits five PTs in the AJACX2, the first four of which occur in general 
English as represented by the PDEV. The fifth PT occurs exclusively in microbiology (N = 
100). The first two PTs occur at relatively high frequencies across all disciplines. The third 
pattern type occurs frequently in history (N = 111) and management (N = 300) while the 
fourth pattern is limited to a handful of occurrences in history and microbiology. Figure 6.6 
illustrates this distribution as a percentage of the sample from each discipline. 
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Figure 6.6. Interdisciplinary comparison for account. 

 

A statistical comparison between history and management (Table 6.6), reveals no 
significant difference in frequency of occurrence for each PT. In a comparison of 
management and microbiology, PTs one, three, and five meet the criteria for significant 
difference. In a comparison of microbiology and history PTs three and five meet the 
criteria. Here again, there is evidence for a humanities/science split. 
 
Table 6.6 

Result of cross-corpora comparison for account 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Entity 1]] or [[Eventuality 1]] accounts for 
[[Numerical_Value]] of [[Entity 2]] or of [[Eventuality 2]] 
<Entity 1 or Eventuality 1 makes up a certain 
Numerical_Value = Percentage of the total number of 
Entity 2 or of Eventuality 2> 

 X  

2 
[[Eventuality 1]] accounts for [[Eventuality 2]] 
<Eventuality 1 was a factor in causing Eventuality 2 to 
happen> 

   

3 
[[Human]]or [[Concept]] accounts for [[Eventuality]]  
<Human or Concept explains or justifies Eventuality> 

 X X 

4 
[[Human]] accounts for [[Entity]] <Human is able to 
explain where Entity is or how it was used> 

   

5 
[[MB Entity]] accounts for [[Eventuality]]  
<the presence of MB_Entity explains Eventuality> 

 X X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 
6.1.8 Accumulate 
 
An analysis of accumulate in the AJACX2 brings to light four PTs, all of which have 
equivalents in general English as represented by the PDEV. As illustrated in Figure 6.7, 
PTs one and four occur quite frequently across all sub-corpora. The other two PTs are 
limited to microbiology (N = 145). PT two: [[Body_Part]] accumulates [[Stuff]] is derived 
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from a single corpus line, PT three: [[Stuff]] accumulates in [[Location]] or on [[Location]] 
accounts for slightly under half (n = 72) of all the pattern occurrences in microbiology. 
 
 

 
Figure 6.7 Interdisciplinary comparison for accumulate. 

 
Statistical analysis reveals significant differences in PT frequency of occurrence between 
disciplines (summarised in Table 6.7). The single occurrence of PT two prohibits valid 
comparison. However, the PTs one and three meet the significance criteria in comparisons 
of management (N = 111) and microbiology, and microbiology and history. There are no 
significant differences in frequency of occurrence revealed in a comparison of history (N = 
42) and management. This suggests, once again, a division with history and management 
on one side and microbiology on the other. 
 

Table 6.7 

Result of cross-corpora comparison for accumulate 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] or [[Institution]] or [[MB Entity]] accumulates 
[[Entity]] <Human or Institution acquires or experiences 
an amount of Entity over a period of time> 

 X X 

2 
[[Body_Part]] accumulates [[Stuff]] <Stuff collects and 
builds up in Body_Part - Typically, this is undesirable> 

   

3 
[[Stuff]] accumulates in [[Location]] or on [[Location]] 
<A quantity of Stuff collects and builds up in Location or 
on Location> 

 X X 

4 
[[Abstract Entity]] or [[Document]] or [[MB Entity]] 
accumulates <The amount of Abstract_Entity available or 
experienced increases> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.9 Act 
 
Analysis of the AJACX2 reveals 13 PTs for act, 11 of which occur in the general English as 
represented by the PDEV. As Figure 6.8 indicates, in the majority of its manifestations the 
verb occurs in the first three PTs in all disciplines (N = 300 in each discipline). Other 
notable PTs include pattern eight for all disciplines, and pattern six for history and 
management. The remaining PTs represent one or two occurrences. 
  

 
Figure 6.8 Interdisciplinary comparison for act 

 
Significance testing once again reveals information about verb usage across academic 
disciplines which might be useful for the EAP student (Table 6.8). PT one occurs at a fairly 
consistent level across all three disciplines. Pairwise comparisons of both history and 
management with microbiology reveal that PTs two, three, six, and eight meet the criteria 
for significant difference. The low frequencies of the remaining patterns make reliable 
hypothesis testing unfeasible this is reflected in the effect-size scores obtained.  
 
Table 6.8 

Result of cross-corpora comparison for act 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] or [[Institution]] or [[Animal]] or [[Machine]] or 
[[MB unit]] acts <Human or Institution or Animal or 
Machine = Agent performs a motivated Action> 

   

2 
[[Human]] or [[Institution]] or [[MB unit]] acts [[Manner]]  
<Human or Institution behaves in the manner specified> 

 X X 

3 
[[Entity 1]] acts as or like [[Anything]] <In a particular 
situation, Entity 1 performs the role or function 
specified> 

 X X 

4 

[[Human 1]] or [[Institution 1]] acts for [[Human 2]] or for 
[[Institution 2]] <Human 1 = Lawyer or Agent or 
Institution 1 is employed to perform certain tasks for 
Human 2 or Institution 2> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.8 (cont.) 

Result of cross-corpora comparison for act 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

5 

[[Human 1]] or [[Institution 1]] acts on behalf of [[Human 
2]] or on behalf of [[Institution 2]] <Human 1 or 
Institution 1 performs a motivated Action for the benefit 
and/or at the request of Human 2 or Institution 2> 

   

6 
[[Human]] or [[Institution]] acts on [[Eventuality]] 
 <Human or Institution behaves in accordance with 
Eventuality=Motivation> 

 X X 

7 
[[Human]] or [[Institution]] acts under [[Rule]] or under 
[[Command]] <Human or Institution behaves in 
accordance with Rule or Command> 

   

8 
[[Entity 1]] acts on or upon [[Entity 2]]  
<Entity1 has a particular effect on Entity 2> 

 X X 

9 
[[Human]] acts (Role) (in Performance)  
<Human plays Role = Theatrical (in Performance)> 

   

10 
Phrasal verb. [[Human]] acts [[Event]] or [[Human_Role]] 
or [[Emotion]] out <Human performs Role, not 
necessarily sincerely, or behaves as if feeling Emotion> 

   

11 
[[Human]] acts [[ADJ]] <Human behaves in the manner 
specified by ADJ> 

   

12 [[Drug]] acts <Drug has an effect>    

13 [[Process]] acts <Process exerts an influence>    

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

 
6.1.10 Answer  
 
An examination of the collocational behaviour of answer in the AJACX2 uncovers 12 PTs, 
all which are found in general English as represented by the PDEV. However, this overall 
figure gives a misleading impression of wide-ranging collocational behaviour, when in fact 
the situation varies a great deal across disciplines (see Figure 6.9). For example, in 
microbiology (N = 41) PT two accounts for all occurrences. In management (N = 89) only 
PTs one, two, four, and seven are found although, all but the second PT are limited to a 
handful of occurrences. Only PT four is absent from the history sub-corpus (N = 145) 
although, many of the patterns occur as single instances. 
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Figure 6.9 Interdisciplinary comparison for answer 

 
The relatively low occurrences of most PTs might explain the results of the statistical 
comparison. To a certain extent these run counter to those considered thus far in the 
statistical analysis. While a comparison of microbiology and history reveals that PTs one, 
two, and three meet the threshold levels for significant difference, there are no PTs which 
meet the threshold level in a comparison of management and microbiology. In contrast to 
the impression given by previously analysed verbs PTs two, three, and four exhibit 
significant difference between history and management. 
 

Table 6.9 

Result of cross-corpora comparison for answer 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] answers quote or that [clause] 
<Human says that [clause] or [quote] in response to a 
question or statement by someone else> 

  X 

2 

[[Human 1]] or [[Institution]] or [[Document]] answers 
[[Question]] or [[Human 2]] or [[Speech_Act]] < Human 1 

or Institution or Document says or writes Proposition that is 
intended to provide relevant information in response to 
Question or Speech_Act that has been asked by Human 2> 

X  X 

3 

[[Human]] or [[Institution]] or [[Document]] answers 
[[Speech_Act]] <Human or Institution says something or 
writes something in Document intended to refute 
Speech_Act = Accusation> 

X  X 

4 
[[Human]] answers {telephone} or {call} 
<Human accepts incoming call and speaks into telephone 
after it rings> 

X   

5 
[[Human]] answers [[Document]] <Human 1 writes an 
email or letter in response to Document = Mail from 
human 2> 

   

6 

[[Human 1]] or [[Institution 1]] answers to [[Deity]] or to 
[[Human 2]] or to [[Institution 2]] <Human 1 has an 
obligation to account responsibly for his/her actions to 
Deity or Human 2 or Institution 2> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.9 (cont.) 

Result of cross-corpora comparison for answer 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

7 
[[Human 1]] answers ([[Human 2]]) back Human 1 says 
something rude, impertinent, or forthright and unexpected 
in response to something that (Human 2) has said 

   

8 
[[Artifact]] or [[Proposition]] answers need or purpose  
<Artifact or Proposition provides what is necessary for 
some purpose> 

   

9 
[[Deity]] or [[Eventuality]] answers {prayer}  
<Eventuality desired by Human happens> 

   

10 
[[Human]] answers for [[Eventuality]] 
<Human takes responsibility for Eventuality> 

   

11 
[[Human 1]] answers {the description of} [[Human 2]] 
<Human 1 has the features listed in the description of 
Human 2> 

   

12 
[[Human]] answers {calling} <Human undertakes activity 
in response to impulse or inclination> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.1.11 Appear 
 
The verb appear is found highly frequently (N = 300 across all three sub-corpora). An 
examination of its collocational behaviour reveals 13 PTs, 11 of which occur in general 
English as represented by the PDEV. Appear exhibits its greatest collocational diversity in 
history with PTs six, 11, 12, and 13 occurring exclusively in this discipline. PT four occurs 
in history and microbiology and the remaining PTs occur across all three disciplines 
although as Figure 6.10 illustrates this is often at low frequency. 
 

 
Figure 6.10 Interdisciplinary comparison for appear. 

 
A statistical analysis (summarised in Table 6.10) reveals that PT seven occurs at 
significantly different levels in every discipline. Given its constituent semantic types, 
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[[Document]], [[Document Part]], and [[Image]], this may reflect the varying degree of 
intertextuality present in each discipline with history representing an extremely intertextual 
discipline (Buehl, 2017). In addition to PT seven, PTs two, three, and eight exhibit 
significant differences in a comparison of management and microbiology and eight and ten 
in a comparison of microbiology and history.  

 

Table 6.10 

Result of cross-corpora comparison for appear 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Physical Object] appears  
<Physical_Object becomes visible> 

   

2 
[[Anything]] appears [ADJ]  
<Anything seems to be ADJ> 

 X  

3 
[[Abstract Entity]] or [[State of Affairs]] appears  
<Abstract_Entity or State_of_Affairs becomes noticeable 
or comes into existence> 

 X  

4 
[[Stuff]] OR [[Physical Object]] appears [[Time Period]]  
<Stuff or Physical_Object comes into use or becomes 
available Time_Period> 

   

5 
[[Human]] OR [[Animal]] or [[MB Entity]] appears 
([[Location]]) <Human or Animal arrives at Location> 

   

6 
[[Human]] appears in [[Performance]] on [[TV 
Programme]] on [[Radio Programme]] or on [[Stage]]  
<Human takes part in Performance> 

   

7 
[[Document 1]] OR [[Image]] appears (in [[Document 2]] 
or [[Document Part]]) <Document 1 or Image is 
published (in Document 2 or Document Part)> 

X X X 

8 
[[Anything]] appears [To-Infinitive]  
<Anything seems to/inf [verb]> 

 X X 

9 
{It} appears [[That Clause]]  
<that-[CLAUSE] is probably true> 

   

10 
[[Entity 1]] or [[Eventuality 1]] appears (as) [[Entity 2]] 
or(as) [[Eventuality 2]] <Entity 1 or Eventuality 1 is 
perceived as or assumed to be Entity 2 or Eventuality 2> 

  X 

11 

[[Human]] appears in or before [[Institution]] or before 
[[Human]] <Law: court procedure. Human presents Self 
formally in Court or before Judge as a Defendant to be 
tried in respect of Accusation> 

   

12 
[[Abstract Entity]] appear in [[Document]] 
<Document mentions abstract entity> 

   

13 
[[Human]] appears as {an MP} 
<Human undertakes the role of MP> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.12 Apply  
 
Analysis of the AJACX2 brings to light eight collocational PTs for the verb apply (N = 300 
across all sub-corpora), five of which appear in general English as represented by the 
PDEV. Across all sub-corpora, apply occurs predominantly in the first PT. This is closely 
followed the second. PTs five and six occur across all disciplines albeit at fairly low 
frequencies. PT four, another notable PT, occurs only in microbiology and history. PT 
seven occurs only in history where it is found once. The sole instance of PT eight is found 
in microbiology.  
 

 
Figure 6.11 Interdisciplinary comparison for apply. 

 
As far as significance testing is concerned (Table 6.11), no significant difference is apparent 
between disciplines for the frequently occurring PT one. This suggests that this pattern 
represents a general academic use of apply across all disciplines. For PT two, all 
comparisons with microbiology reveal significant difference. This again suggesting a split 
between the humanities on the one hand and science on the other. There is a significant 
difference between microbiology and history for PT three. For PT four which does not 
occur in management, all three pairwise comparisons result in significant differences. PT 
five which represents around two per cent of the sample in management and microbiology 
and around six per cent in history demonstrates no significant difference.  

 

Table 6.11 

Result of cross-corpora comparison for apply 

PT 
# 

Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human]] or [[Institution]] applies [[Concept]] or 
[[Process]] (to [[State of Affairs]]) <Human or Institution 
makes use of Concept or Process in a particular situation 
or State_of_Affairs> 

   

2 
[[Concept]] or [[Process]] applies (to [[State of Affairs]] or 
[[Activity]]) <Concept or Process is relevant to 
State_of_Affairs or Activity> 

 X X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.11 (cont.) 

Result of cross-corpora comparison for apply 

PT 
# 

Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

3 

[[Human]] applies for [[Benefit]] benefit or injunction or 
extension or admission or readmission or {[NP] to be 
[V]}  
<Human 1 formally asks Human 2 or Institution to give 
Benefit to Human 1> 

  X 

4 

[[Human]] OR [[Device]] applies [Fluid]] or [[Stuff]] to 
[[Surface]] <Human (uses Device to) spread Fluid or Stuff 
on Surface, typically in order to heal, improve, protect 
Surface or conduct test> 

X X X 

5 
[[Human]] applies [[Word]] to [[Anything]]  
<Human uses Word to suitably refer to Anything> 

   

6 
[[Human]] or [[Institution]] applies {pressure} 
<Human tries to influence decision or action of another 
human or institution> 

   

7 
[[Human]] applies [[Self]] to [[Activity]] 
<Human makes great effort to conduct activity> 

   

8 
[[Human]] applies {caution} 
<Human take a cautious approach to [[Anything]]> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.1.13 Call 
 
An examination of the corpus reveals 20 PTs for the verb call (N = 300 in all disciplines) 
making it the most collocationally prolific item examined thus far, 18 of these PTs are 
found in general English as represented by the PDEV. As Figure 6.12 illustrates, once 
again, the greatest variety of PTs can be found in history, with all 19 PTs occurring. 
Microbiology is the least diverse discipline in terms of PTs with six types occurring. There 
are ten PTs found in management. In history and management, patterns one, two, and four 
predominate, with pattern ten also occurring regularly, while in microbiology the vast 
majority of instances of call appear in PT one.  
 

 
Figure 6.12 Interdisciplinary comparison for call. 



 

 
148 

The impression of a division with history and management on one side, and microbiology 
on the other is confirmed by the statistical comparison summarised in Table 6.12. A 
significant difference is apparent for PTs one, two, four, and ten in comparisons with 
microbiology. 
 
Table 6.12 

Result of cross-corpora comparison for call 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Anything]] is called [[Name]]  
<Anything is referred to as Name> 

 X X 

2 
[[Human]] OR [[Institution]] calls [[Anything]] [[Name]]  
<Human or Institution invents or uses Name to refer to 
Anything> 

 X X 

3 
[[Human]] or [[Institution]] calls [[Event]]  
<Human or Institution instructs people to cause Event = 
Meeting or Action to happen immediately> 

   

4 

[[Human]] or [[Institution]] or [[Document]] calls {for} 
[[Action]] or {for} [[State of Affairs]]  
<Human or Institution or Document says that other 
people should do Action or create [State_of_Affairs]> 

 X X 

5 
[[Human]] or [[Institution]] calls [[Human 2]]{for} 
[[Activity]] <Human 1 or Institution officially invites or 
instructs Human 2 to take part in Activity> 

   

6 
[[Human 1]] calls ((in or round) (on [[Human 2]]) at 
[[Location]]) <Human 1 goes to Location in order to meet 
Human 2> 

   

7 
[[Human 1]] calls [[Human 2]] 
 <Human 1 shouts to Human 2, typically in order to ask 
Human 2 to come to them> 

   

8 
[[Human]] calls [[Speech_Act]] (out) <Human says 
Speech_Act or QUOTE in a loud, clear voice> 

   

9 

[[Human 1]] calls [[Human 2]] or [[Institution]] or 
[[Number]] 
 <Human 1 contacts Human 2 or Institution on the 
telephone by selecting Number = Telephone Number> 

   

10 

[[Human 1]] or [[Institution 2]] or [[Document]] calls {on} 
or {upon} [[Human 2]] OR [Institution 2]] [TO-
INFINITIVE] <Human 1 or Institution 1 or Document 
asks Human 2 or Institution 2 to [verb]> 

 X X 

11 

[[Human 1]] or [[Institution 1]] calls [[Human 2]] or 
[[Institution 2]] {in} 
 <Human 1 or Institution 1 asks Human 2 or Institution 2 
to come and give help or advice> 

   

12 
[[Human]] calls [[Activity]] {off}  
<Human cancels Activity> 

   

13 
[[Human]] calls [[Information]] or [[Image]] {up} 
<Human causes Information or Image to be displayed on 
a computer screen> 

   

14 
[[Human]] calls {attention to} [[Event]] 
<Human asks people to notice Event> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.12 (cont.) 

Result of cross-corpora comparison for call 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

15 
[[Human]] or [[Anything] calls [[Proposition]] {into 
question} <Human or Anything provides a reason for 
doubting whether Proposition is correct> 

   

16 
[[Human 1]] calls {upon} [[Human 2]]  
<Human 1 asks Human 2 for assistance> 

   

17 
[[Human 1]] calls [[Anything]] {down upon} [[Human 2]]  
<Human evokes Anything to affect Human 2> 

   

18 
[[Human]] is called to {celibacy} 
<Human chooses to remain celibate> 

   

19 
[[Concept]] called into {being} <Human creates concept 
to explain or deal with Eventuality> 

   

20 
[[Institution]] calls [[Human]] {up}  
<Institution = Government requires Human to undertake 
military service> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.1.14 Conduct 
 
An examination of the collocational behaviour of conduct in the AJACX2 reveals six PTs, 
four of which have equivalents in general English as represented by the PDEV. However, 
conduct is only behind accomplish in terms of its conservative collocational behaviour. PT one: 
[[Human]] or [[Institution]] conducts [[Activity]], accounts for 94 per cent of instances in 
history (N = 150), 99.33 per cent in management (N = 300), and 98 per cent in 
microbiology (N = 150). The next most prevalent PT is PT three: [[Human]] conducts [[Self]] 
[Manner] which occurs five times in history and twice in management. For all PTs 
significance testing failed to reject the H0 of no significant difference between frequencies 
of occurrence across disciplines. 

 
6.1.15 Explain 
 
An analysis of the AJACX2 reveals five PTs for the verb explain, all of which are found in 
general English as represented by the PDEV. The first PT is the most prevalent across all 
three disciplines (N = 300) closely followed by the second. PT five is limited to history and 
microbiology all other PTs occur across all disciplines albeit representing different 
proportions of the sample in each. 
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Figure 6.13. Interdisciplinary comparison for explain. 

 
In contrast to most of the verbs studied thus far the chart in Figure 6.13 indicates a greater 
distinction between history on the one hand, and microbiology and management on the 
other. This distinction is supported by significance testing (summarised in Table 6.13) with 
PTs one and three meeting the threshold for significant difference in both comparisons 
with history. PT four demonstrates significant difference between microbiology and the 
other two disciplines.  
 
Table 6.13 

Result of cross-corpora comparison for explain 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human]] or [[Institution]] or [[Document]] or 
[[Proposition]] or [[Eventuality 1]] explains [[Eventuality 
2]] (in terms of [[Eventuality 3]]) (to [[Human 2]])  
<Human or Institution formulates (in conversation with Human 
2 or in a Document intended for Human 2 to read) a 
Proposition concerning the cause or effect of an Eventuality 2> 

X  X 

2 

[[Human]] or [[Institution]] or [[Document]] or 
[[Proposition]] explains (to [[Human 2]]) 
<Human or Institution formulates Proposition in Document 
concerning the cause or effect of an Eventuality that is 
expressed in wh- [clause]> 

   

3 

[[Human]] or [[Institution]] explains [[That-Clause]] (to 
[[Human 2]]) <Human 1 or Document tells Human 2) that 

[clause], as a way of accounting for Eventuality (often implied 
rather than stated explicitly)> 

X  X 

4 

[[Human]] or [[Institution]] explains [[Quote]] 
<Human 1 or Document tells Human 2) that [clause], as a way 
of accounting for Eventuality (often implied rather than stated 
explicitly)> 

 X X 

5 
[[Human]] or [[Institution]] explains [[Eventuality]] {away} 
<Human 1 formulates Proposition as a way of accounting for 
Eventuality = Inconvenient> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.16 Fail 
 
Nine PTs were uncovered for fail in the analysis of the corpus (N = 150 in all disciplines), 
all of which have equivalents in general English as represented by the PDEV. At first 
glance, patterns one to four represent major PTs overall while pattern six is particularly 
prevalent in microbiology.  

 

 
Figure 6.14. Interdisciplinary comparison for fail. 

 
Significance testing reveals that there are significant differences in the frequency of 
occurrence of PT one across all three disciplines (Table 6.14). PT two occurs significantly 
less frequently in microbiology than the other disciplines. PT four is significantly less 
frequent in history than management and microbiology. PT six is clearly significantly more 
frequent in microbiology than in the other disciplines. 
 
Table 6.14 

Result of cross-corpora comparison for fail 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] or [[Institution]] fails [[to-infinitive]]  
<Human or Institution does not do something that they 
intended to do or were expected to do> 

X X X 

2 
[[Human]] or [[Institution]] fails (in[[Activity]])  
<Human or Institution attempts to do Activity but does 
not produce the expected or intended result> 

 X X 

3 
[[Activity]] or [[System]] fails <Activity or System does not 
produce the expected or intended result> 

   

4 
[[Activity]] or [[System]] or [[Abstract_Entity]] fails [[to-
infinitive]] <Activity or System or Abstract_Entity does 
not produce the expected or intended result> 

X  X 

5 
[[Artifact]] or [[Plant]] or [[Body_Part]] or [[MB Unit]] fails 
<Artifact or Body_Part or Plant does not function 
effectively> 
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Table 6.14 (cont.) 

Result of cross-corpora comparison for fail 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

6 

[[Artifact]] or [[Body_Part]] or [[MB Entity]] or [[Plant]] 
fails [[to-infinitive]] <Artifact or Body_Part or Plant does 
not work or perform in the way that it is intended or 
expected to> 

 X X 

7 
[[Human 1]] fails [[Activity]] <Human does not meet the 
standard required to be successful in Activity = Test> 

   

8 
[[Human 1]] or [[System]] or [[Institution 1]] fails [[Human 
2]] or [[Institution 2]] <Human 1 or System or Institution 
1 fails Human 2 or Institution 2> 

   

9 
[[Weather_Event]] fails <Weather_Event = Desirable 
does not occur in the way that is expected or hoped for> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.1.17 Follow 
 
The verb follow is prolific in its collocational behaviour. An examination of the corpus (N = 
300 across all disciplines) revealed 19 PTs, 16 of which are found in general English as 
represented by the PDEV. That said, as indicated by Figure 6.15 below, six PTs: two, four, 
nine, 12 and 14 are particularly prevalent.  

 
Figure 6.15 Interdisciplinary comparison for follow 

 
The differences in PTs two and nine for all disciplines are significant (Table 6.15). PTs, 
four, 12 and 18 demonstrate significant difference in comparisons with microbiology. 
Although, it must be pointed out that PT 18: [[MB Entity]] follows [[Route]] is unique to 
microbiology. PT one occurs significantly more frequently in history than in other 
disciplines. PT five occurs significantly less frequently in management than in other 
disciplines. PTs three and 15 occur at a significantly higher frequency in history than 
microbiology. PT ten occurs at a significantly higher frequency in management than 
microbiology. 
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Table 6.15 

Result of cross-corpora comparison for follow 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human 1]] or [[Animal 1]] or [[Vehicle 1]] or [[MB Entity 
1]] follows [[Human 2]] or [[Animal 2]] or [[Vehicle 2]] or 
[[MB Entity 2]] <Human 1 or Animal 1 or Vehicle 1 
moves in the same direction as that selected by Human 2 
or Animal 2 or the driver of Vehicle 2> 

X  X 

2 
[[Human 1]] follows [[Human 2]] <Human 1 = Student or 
Disciple studies and is influenced by or tries to practice the 
teachings of Human 2 = Teacher> 

X X X 

3 

[[Human_Group 1]] or [[Institution 1]] follows 
[[Human_Group 2]] or [[Institution 2]] <Human_Group 1 
or Institution 1 is influenced by and thus copies the 
behaviour of Human Group 2 or Institution 2> 

  X 

4 

[[Human]] or [[Institution]] or [[Concept]] or 
[[Process]]follows [[Command]] or [[Rule]] or [[Plan]] or 
[[Document]]  
<Human or Institution acts in accordance with Command 
or Rule or Plan (expressed in Document)> 

 X X 

5 
[[Human]] or [[Institution]] follows [[Event]] <Human or 
Institution takes an interest in Event = Unfolding> 

X X  

6 
[[Human]] follows [[Proposition]] or [[wh-clause]] 
<Human is able to understand Proposition or wh-clause> 

   

7 
[[Human]] or [[Institution]] follows {lead} or {line of 
enquiry} <Human or Institution pursues an investigation 
based on specific information> 

   

8 
[[Human]] or [[Institution]] or [[Event]] follows {trend} 
<Human or Institution performs in line with the 
expectations dictated by trend > 

   

9 
[[Event 1]] follows (Event 2) <Event 1 happens after and 
typically as a consequence of Event 2> 

X X X 

10 
[[Eventuality 1]] follows from [[Eventuality 2]] 
<Eventuality 1 is a necessary consequence of Eventuality 
2> 

 X  

11 

{it} follows [[that-clause]] (from Eventuality 1)  
<Eventuality 2 expressed by [CLAUSE] is a necessary 
consequence of Eventuality 1 (either expressed in a from-
phrase or one that was previously stated)> 

   

12 
[[Anything 1]] follows [[Anything 2]]  
<Anything 1 = Item in List comes after Anything 2 = 
Item in List in a list or sequence> 

 X X 

13 
[[Human]] follows {up} [[Eventuality]] <Human monitors 
Eventuality and finds out more about it> 

   

14 as follows <as will now be stated here> X   

15 
[[Human 1]] or [[Institution 1]] follows {suit} <Human 1 
or Institution 1 does the same as Human 2 or Institution 2 
has done> 

  X 

16 
[[Human 1]] follows in footsteps {of [[Human 2]]} 
<Human 1 engages in similar activity to one previously 
engaged in by Human 2> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.15 (cont.) 

Result of cross-corpora comparison for follow 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

17 
[[Human]] follows up with [[Speech Act]] <Human adds 
additional details to information already given> 

   

18 
[[MB Entity]] follows [[Route]] 
<MB Entity follows an established route or conduit> 

 X X 

19 
[[Human]] follows {through on commitment}<human 
fulfils a commitment> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.1.18 Handle  
 
An analysis of the collocational behaviour of handle reveals seven PTs in the corpus, six of 
which are present in general English as represented by the PDEV. However, as Figure 6.16 
shows that only the first three PTs found occur across all disciplines. PT four does not 
occur in microbiology (N = 21). PTs five and six are exclusive to history (N = 74) where 
they occur at extremely low frequencies. There is only one instance of pattern seven this 
occurs in microbiology. 
 

 
Figure 6.16 Interdisciplinary comparison for handle. 

 
The significance testing summarised in Table 6.16 reveals difference between history and 
management (N = 81) and management and microbiology for PT one and between all 
disciplines for PT two.  
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Table 6.16 

Result of cross-corpora comparison for handle 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] handles [[Physical_Object]]  
<Human uses his/her hands to hold, manipulate, and/or 
use Physical_Object> 

X X  

2 

[[Human]] or [[Institution]] or [[Computer]] handles 
[[Eventuality]] (Manner)  
<Human or Institution or Computer uses intelligence or 
an established procedure to deal with Eventuality as 
required or in a particular manner> 

X X X 

3 
[[Human]] or [[Institution]] or[[Device]] or [[MB Entity]] 
handles [[Entity]] or [[Stuff]] <Human or Institution or 
Device processes or deals with Entity or Stuff> 

   

4 
[[Human 1]] handles [[Human 2]] or [[Human_Group]] 
(Manner) <Human 1 manages or copes with Human 2 or 
Human_Group (in a particular manner)> 

   

5 
[[Human]] handles [[Artifact]] <Human receives Artifact = 
that should not legally have in his/her possession> 

   

6 
[[Human]] handles [[Self]] (manner)  
<Human behaves in a particular manner> 

   

7 
[[Human]] handles [[Animal]] 
<Human cares for and commands animal> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 
6.1.19 Lead 
 
An examination of the corpus brings to light 11 PTs for lead (N = 300 across all 
disciplines), all of which are found in general English as represented by the PDEV. While 
all 11 are found in history, only PTs one, three, and five are found in microbiology. PT one 
is the by far the most prevalent across all disciplines. 
 

 
Figure 6.17 Interdisciplinary comparison for lead. 
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The absence of instances of most PTs in microbiology is reflected in significance testing 
with six PTs, types one and three to seven, reaching the threshold level for significant 
difference in a comparison of microbiology and history. PTs one, four, and seven also meet 
the significance threshold in a comparison of history and management. While a comparison 
of management and microbiology reveals a significant difference for PT three. 

 
Table 6.17 

Result of cross-corpora comparison for lead 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Eventuality 1]] leads to [[Eventuality 2]]  
<Eventuality 1 is the cause of Eventuality 2> 

X  X 

2 
[[Eventuality 1]] leads {up to} [[Eventuality 2]]  
<Eventuality 1 = Plural precedes but may not be the cause 
of Eventuality 2> 

   

3 
[[Eventuality]] leads [[Human]] or [[Institution]] [[to-
infinitive]] <Eventuality causes, enables, or encourages 
Human or Institution to/INF [verb]> 

 X X 

4 

[[Human]] or [[Institution 1]] leads [[Human_Group]] or 
[[Institution 2]]  
 <Human or Institution 1 organizes, directs, or provides a 
model for Activity of Human_Group or Institution 2> 

X  X 

5 
[[Human]] or [[Institution]] leads [[Activity]]  
<Human or Institution organizes, directs, or provides a 
model for the Activity of Human_Group> 

  X 

6 

[[Human 1]] leads [[Human 2]] or [[Human_Group]] 
(Direction to Location) <Human 1 organizes and directs 
the movement of Human 2 or Human_Group to Location 
by accompanying Human 2 or Human Group and 
showing the way> 

  X 

7 
[[Route]] leads [[Direction]] to [[Location]]  
<Route is a path or road Direction or to Location> 

X  X 

8 
[[Human]] or [[Human_Group]] leads (Activity)  
<Human = Competitor or Human_Group = Competitor 
is in first place in Activity = Competition or Race)> 

   

9 
[[Human]] or [[Institution]] leads the way(in-ING)  
<Human or Institution is the best at doing something and 
shows how it can best be done> 

   

10 
[[Human]] or [[Animate]] leads MOD {life} or {existence}  
<Human or Institution is the best at doing something and 
shows how it can best be done> 

   

11 
[[Human 1]] or [[Eventuality]] leads [[Human 2]] on 
<Human 1 or Eventuality encourages Human 2, typically 
to do or believe something stupid or reprehensible> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.20 Maintain 
 
The corpus pattern analysis revealed six PTs for maintain (N = 300 across all disciplines), all 
PTs, except PT six, are present in general English as represented by the PDEV. The first 
PT represents a high proportion of the sample across all disciplines.  
 

 
Figure 6.18 Interdisciplinary comparison for maintain. 

 
The results of significance summarised in Table 6.18 reveal that there is no significant 
difference in frequency of occurrence between disciplines for PT one. All three pairwise 
comparisons indicate significant difference for PT two. PT three occurs significantly more 
frequently in management than in history. PT four occurs significantly more frequently in 
history than microbiology. The sematic type [[MB Entity]] found in subject position in PT 
six suggests that this pattern is exclusive to this discipline. Testing confirms that the 
occurrence of PT six in microbiology and its absence from the other disciplines is 
significant from statistical standpoint. 
 

Table 6.18 

Result of cross-corpora comparison for maintain 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] or [[Process]] maintains [[State_of_Affairs]]  
<Human takes action to ensure or Process has the effect 
that State_of_Affairs remains unchanged> 

   

2 

[[Human]] or [[Institution]] or [[Document]] maintains 
[[that-clause]] 
 <Human or Institution or Document asserts strongly and 
consistently over time that [clause] or [Proposition]> 

X X X 

3 
[[Human]] or [[Institution]] maintains [[Document]]  
<Human or Institution regularly and systematically 
updates Document> 

X   

4 
[[Human]] maintains [[Building]] or [[Vehicle]] or 
[[Artifact]] <Human takes action to ensure that Building 
or Vehicle or Artifact is kept in good working order> 

  X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.18 (cont.) 

Result of cross-corpora comparison for maintain 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

5 
[[[Human 1]] maintains [[Self]] or [[Human 2]]  
<Human 1 provides food and drink for Self or Human 2, 
enabling Self or Human 2 to stay alive> 

   

6 
[[MB_Entity]] is maintained in [[Location]] or on 
[[Surface]] <MB Entity is place in Location or on Surface 
for the purpose of a test> 

 X X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.1.21 Manage 
 
Examination of the corpus reveals nine PTs for manage, eight of which have equivalents in 
general English as represented by the PDEV. As Figure 6.19 suggests, the prevalent PT 
varies considerably across disciplines. PT one represents the prevalent PT for history (N = 
150), type six for management (N = 300) and type nine for microbiology (N = 22). 
 

 
Figure 6.19 Interdisciplinary comparison for manage. 

 
The results of significance testing (summarised in Table 6.19) support this initial 
impression. All comparisons with history demonstrate significant differences for PT one. 
All comparisons with microbiology demonstrate significant differences for PT nine. There 
is also significant difference between history and microbiology for PT three and between 
history and management for PT six. 
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Table 6.19 

Result of cross-corpora comparison for manage 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] or [[Institution]] or [[MB Entity]] manages [to-
infinitive] <Human or Institution is able to/inf [verb], 
despite difficult circumstances> 

X  X 

2 
[[Human]] manages <Human is able to deal with difficult 
circumstances successfully> 

   

3 

[[Human]] or [[Institution]] [[MB Entity]] manages 
[[Action]] or [[State_of_Affairs]]  
<Human or Institution is able to perform Action = 
Desirable or achieve State_of_Affairs = Desirable, despite 
difficult circumstances> 

  X 

4 
[[Human]] manages [[Artifact]] <Human is able to lift, 
carry, or use Artifact without difficulty> 

   

5 
[[Human]] or [[Institution 1]] manages [[Human 2]] or 
[[Institution 2]] <Human or Institution 1 is responsible for 
and controls Institution 2> 

   

6 

[[Human]] or [[Institution]] or [[MB Entity]] manages 
[[System]] or [[Activity]]  
<Human or Institution is responsible for and controls 
System or Activity = Ongoing> 

X   

7 
[[Human]] or [[Institution]] manages [[Resource]]  
<Human or Institution is responsible for Resource> 

   

8 
[[Human]] or [[Institution]] manages [[Location]] 
 <Human or Institution is responsible for the use and 
maintenance of Location> 

   

9 
[[Human]] manages [[Disease]] <Human alleviates 
symptoms of Disease with drugs or Therapy> 

 X X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.22 Need  
 
Corpus pattern analysis reveals five PTs for need (N = 300 across all disciplines), all of 
which are found in general English as represented by the PDEV. As Figure 6.20 illustrates, 
with the exception of PT five which is quite infrequent and does not occur in management, 
these patterns occur at reasonably high frequency across all sub-corpora. 
 

 
Figure 6.20 Interdisciplinary comparison for need. 

 
Once again significance testing (summarised in Table 6.20) supports the impression of a 
division between microbiology and the other disciplines. All comparisons with 
microbiology show significant difference for PTs two and four. PT one is also significantly 
more frequent in history than microbiology and PT five significantly less frequent in 
management than microbiology.   
 

Table 6.20 

Result of cross-corpora comparison for need 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human]] or [[Institution]] needs [[Eventuality]] or 
[[Entity]] <Human or Institution requires that Eventuality 
or Entity must be realized or available, in order to 
accomplish some goal> 

  X 

2 
[[Entity 1]] or [[Eventuality 1]] needs [[Entity 2]] or 
[[Eventuality 2]] <Entity 1 or Eventuality 1 is an essential 
precondition for or attribute of Entity 2 or Eventuality 2> 

 X X 

3 
[[Entity]] or [[Eventuality]] needs [[to-infinitive]] 
 <An essential precondition for the realization of 
Eventuality is that [verb] must be realized typically to be> 

   

4 
[[Human]] or needs [[to-infinitive]]  
<Human must do [verb]> 

 X X 

5 
[[Plant]] or [[Animate]] or [[MB Entity]] needs 
[[Eventuality]] or [[Stuff]] <Plant or Animate must have 
Eventuality or Stuff in order to survive and flourish> 

 X  

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.23 Note 
 
A corpus pattern analysis for note reveals four PTs (N = 300 in all disciplines), all except 
PT4 are found in general English as represented by the PDEV. Figure 6.21 shows PTs as a 
proportion of the sample from each discipline. The first two PTs occur at reasonably high 
frequencies across all three sub-corpora. The third is much less frequent particularly in 
microbiology. The final pattern is exclusive to microbiology where it occurs only five times.  

 

 
Figure 6.21 Interdisciplinary comparison for note. 

 
As indicated by Table 6.21, the only difference in frequency of occurrence across sub-
corpora which met the threshold level occurs in a comparison between microbiology and 
history for PT three. 
 

Table 6.21 

Result of cross-corpora comparison for note 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human]] notes [[Information]] or [[Eventuality]] or 
[[Visible_Feature]] 
 <Human notices and pays particular attention to 
Information about Eventuality or Visible_Feature> 

   

2 
[[Human]] notes [[quote]] or [[that-clause]] or [[wh-clause]]  
<Human notices and pays particular attention to 
Eventuality or Visible_Feature> 

   

3 

[[Human]] notes [[Information]] (on or in [[Document]]) 
(under [[Document_Part]])  
<Human makes a written note of Information (on | in 
Document) (under Document_Part = Heading)> 

  X 

4 
[[MB Entity]] is noted [[Name]] 
<MB Entity is referred to as Name> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.24 Overcome  
 
In terms of collocational behaviour, of the verbs examined thus far only conduct is more 
conservative than overcome. An analysis of the AJACX2 reveals only three patterns the latter 
two of which are absent from management (N = 150 total patterns) and microbiology (N 
= 112 total patterns), occurring exclusively in history (N = 138 total patterns).  
 

 
Figure 6.22 Interdisciplinary comparison for overcome. 

 
As shown by Table 6.22, the only significant difference occurs in the case of PT three. The 
presence of this PT in history and its absence in management proves significant from a 
statistical standpoint.  
 
Table 6.22 

Result of cross-corpora comparison for overcome 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] or [[Institution]] or [[Activity]] or [[MB Entity]] 
overcomes [[Eventuality]] <Human or Institution or 
Activity successfully deals with Eventuality = Problem> 

   

2 
[[Eventuality]] overcomes [[Human]] <Human fails to deal 
successfully with Eventuality = Problem> 

   

3 

[[Human 1]] or [[Human_Group 1]] overcomes [[Human 
2]] or [[Human_Group 2]]  
<Human 1 or Human_Group 1 defeats Human 2 or 
Human Group 2 in a fight, war, or contest> 

X   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 



 

 
163 

6.1.25 Prescribe 
 
The verb prescribe is even more conservative in its collocational behaviour than overcome. 
Overall its frequency occurrence is low: in history N = 26, management N = 41, and in 
microbiology N = 22 only slightly above the cut-off threshold of 20 required for inclusion 
in the sample of verbs examined in this experiment. A corpus pattern analysis reveals only 
two PTs both of which are also present in PDEV. The first [[Human]] prescribes [[Drug]] or 
[[Activity]] ((for Human 2) (for Illness)) a represents reasonably high proportion of 
occurrences across all sub-corpora. The second pattern [[Human]] or [[Institution]] or 
[[Rule]] prescribes [[State of Affairs]] or [[Activity]] is far more prevalent in history and 
management than microbiology. 

 

 
Figure 6.23 Interdisciplinary comparison for prescribe. 

 
As indicated by Table 6.23, testing confirms that the difference of the proportion of sample 
represented by PT2 in comparison with microbiology is significant.  

 
Table 6.23 

Result of cross-corpora comparison for prescribe 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human]] prescribes [[Drug]] or [[Activity]] ((for Human 
2)(for Illness)) <Human = Medical Professional advises 
the use of Drug or Activity = Treatment to treat Human 2 
= Patient) (for Illness))> 

   

2 

[[Human]] or [[Institution]] or [[Rule]] prescribes 
[[State_of_Affairs]] or [[Activity]] <Formal. Human or 
Institution or Rule authoritatively sets out the terms and 
conditions necessary for State_of_Affairs or Activity to 
occur> 

 X X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.26 Propose 
 
An examination of the corpus reveals six PTs for propose (N = 150 in all sub-corpora), all of 
which can be found in general English as represented by the PDEV. As Figure 6.24 shows 
only PTs one, three, and four occur across all disciplinary sub-corpora. The remaining two 
are restricted to history where they are limited to a handful of instances.  
 

 
Figure 6.24 Interdisciplinary comparison for propose. 

 
There is significant difference between management and microbiology for PT two, in both 
comparisons with history for PT three, and between history and management for PT four. 
 

Table 6.24 

Result of cross-corpora comparison for propose 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human]] or [[Institution]] or [[Document]] proposes 
[[Action]] or [[Plan]] or [[Proposition]]  
<Human or Institution suggests, for consideration by 
others, Plan or Proposition as a basis for Action> 

   

2 
[[Human]] or [[Institution]] proposes [[Entity]]  
<Human or Institution suggests, as a plan for 
consideration by others, that Entity should be created> 

 X  

3 
[[Human]] or [[Document]] proposes [[that-clause]] 
 <Human suggests [CLAUSE] as a proposition for 
consideration by others> 

X  X 

4 
[[Human]] or [[Institution]] or [[Document]] proposes [[to-
infinitive]] <Human or Institution intends to [verb]> 

X   

5 

[[Human 1]] proposes [[Human 2]] for or as 
[[Human_Role]] <Human 1 formally suggests that Human 
2 should be elected or appointed to undertake 
Human_Role> 

   

6 
[[Human 1]] proposes {marriage}  
<Human 1 asks Human 2 to marry him or her> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.27 Replicate  
 
Six PTs were found in an analysis of the collocational behaviour of replicate in the AJACX2 
corpus. With the exception of PT six, all of these can be found in general English as 
represented by the PDEV. As shown by Figure 6.25, no single PT predominates in all 
disciplines. Notable PTs include: two which is prevalent in history (N = 30) and 
management (N = 144), three which is prevalent in management, and four which 
dominates microbiology (N = 150). 
 

 
Figure 6.25 Interdisciplinary comparison for replicate. 

 
The results of significance testing summarised in Table 6.25 provide further information. 
All comparisons with microbiology reveal significant differences for PTs two and four. PT 
three represents a significantly greater proportion of the sample in management than it 
does in other disciplines. PT five occurs significantly more frequently in history than it does 
in the other disciplines. There is also significant difference between microbiology and 
history for PT one and microbiology and management for PT six. 
 

Table 6.25 

Result of cross-corpora comparison for replicate 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] replicates [[Artifact]]  
<Human creates a copy of Artifact> 

  X 

2 
[[Human]] or [[Institution]] or [[Eventuality 1]] replicates 
[[Eventuality 2]] <Human or Institution or Eventuality 1 
recreates Eventuality 2> 

 X X 

3 

[[Human]] or [[Activity]] replicates [[Eventuality]] or 
{results findings}  
<Science. Human = Scientist or Activity = Study repeats 
Eventuality = Experiment in order to investigate whether 
this produces the same results or findings> 

X X  

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.25 (cont.) 

Result of cross-corpora comparison for replicate 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

4 
[[MB_Entity]] replicates (Self) <MB Entity = DNA or Cell 
produces an exact copy of Self> 

 X X 

5 
[[Concept]] or [[Institution ]] replicates ([[Self]])  
<Concept reoccurs in different context> 

X  X 

6 
[[Human]] [[MB_Entity 1]] or [[Process]] replicates 
[[MB_Entity 2]] <[[MB_Entity 1]] or [[Process]] produces 
copy of [[MB_Entity 2]]> 

 X  

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.1.28 See 
 
See is a frequently occurring verb across all disciplines (N = 300 in all sub-corpora). Corpus 
pattern analysis reveals 15 PTs in the AJACX2, of which all but pattern 15: [[Human1]] 
sees {the writing on the wall} are found in the PDEV. However, as Figure 6.26 shows, 
only the first eight occur at reasonably high frequencies and then not always across all 
disciplines. 
 

 
Figure 6.26 Interdisciplinary comparison for see. 

 
Significance tests (summarised in Table 6.26) on PTs three, six and seven indicate 
significant difference in all pairwise comparisons. PTs one and two are significantly less 
frequent in management. PT four is significantly less frequent in microbiology. PTs five 
and eight are significantly more frequent in history. Finally, the absence of PT ten in 
microbiology is significant when compared with history.  
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Table 6.26 

Result of cross-corpora comparison for see 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 
[[Human]] or [[Animal]] sees [[Physical_Object]] or 
[[Stuff]] <Human or Animal perceives or observes 
Physical_Object or Stuff with his or her eyes> 

X X  

2 
[[Human]] sees [[Event]]  
<Human is a witness to Event [NO ADVL]> 

X X  

3 
[[Human]] sees [[Document]] or [[Document_Part]]  
<Human refers to Document or Document_Part for 
further information> 

X X X 

4 
[[Human]] sees [[Location]]  
<Human refers to a Document_Part as a reference> 

 X X 

5 
[[Human]] sees [[Proposition]] or [[Concept]] <Human 
achieves an understanding of Proposition or Concept> 

X  X 

6 
[[Human]] sees [[Anything]] [[Manner]] <Human regard 
Anything Manner, i.e., in a particular way> 

X X X 

7 
[[Human]] sees [[Eventuality]] or [[Physical_Object]] as 
[[Anything]] <Human classifies Eventuality or 
Physical_Object as being Anything> 

X X X 

8 
[[Human]] sees [[that-clause]] or [[wh-clause]]  
<Human achieves an understanding of Proposition or 
Concept embodied in that [clause] or wh- [clause]> 

X  X 

9 

[[Human]] or[[Institution]] sees [[Emotion]] or [[Attitude]] 
or [[Responsibility]] or [[Obligation]] 
<Human or Institution experiences an Emotion or 
Attitude or Obligation or Responsibility> 

   

10 
[[Human 1]] sees [[Human 2]]  
<Human 1 goes to and spends some time with Human 2, 
typically for social reasons> 

  X 

11 
[[Human 1]] sees [[Human 2]]  
<Human 1 consults Human 2 = Expert or Doctor in 
order to get expert advice or treatment> 

   

12 
[[Action]]is seen [[to-infinitive]]  
<Action is considered to/inf [verb], where the clause 
identifies an effect of the Action> 

   

13 
[[Time_Period]] or [[Time_Point]] sees [[Event]]  
<Time_Period or Time_Point is the time when Event 
occurs> 

   

14 
[[Human]] sees {fit}  
<Human considers it appropriate to/inf [verb]> 

   

15 
[[Human1]] sees {the writing on the wall} 
<Human realises that Event=negative will happen soon> 

   

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.29 Specify 
 
Only three PTs reveal themselves for specify, all of which are present in general English as 
represented by the PDEV. As indicated by Figure 6.27, the first occurs reasonably 
frequently in all samples, the second is limited to history (N = 70) and management (N = 
300), and the third is exclusive to microbiology (N = 54) in the AJACX2. 
   

 
Figure 6.27 Interdisciplinary comparison for specify. 

 
The results of significance testing (summarised in Table 6.27) reveal that there is significant 
difference in the frequency of occurrence of PT one between management, where it occurs 
most frequently, and microbiology where it occurs least frequently. PT two occurs 
significantly more frequently in history than in the other disciplines. PT three is only 
present in microbiology where significance testing suggests that difference is not a result of 
chance.  
 
 
 

Table 6.27 

Result of cross-corpora comparison for specify 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human]] or [[Institution]] or [[Concept]] or [[Document]] 
specifies [[Anything]] <Human or Institution or Document 

states clearly and precisely that Anything is a necessary condition 
for some activity, process, or concept> 

 X  

2 

[[Human]] or [[Institution]] or [[Concept]] or [[Document]] 
specifies [[that]] <Human or Institution or Document states 
clearly and precisely the conditions implied by [that [CLAUSE] 
as being necessary for some activity, process, or concept> 

X  X 

3 
[[MB Entity 1]] specifies [[MB Entity 2]]  
<MB Entity 1 contains the instructions necessary for the 
creation of MB Entity 2> 

 X X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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6.1.30 Treat 
 
A corpus pattern analysis reveals seven PTs for treat, five of which are present in general 
English as represented in the PDEV. The proportion of each discipline sample that each 
PT represents is represented in Figure 6.28. As might be expected, given the focus of the 
discipline, the collocational behaviour of this verb in microbiology appears distinct from 
the other disciplines. This is particularly evident in PT one where history and management 
represent a greater percentage of the sample than microbiology, and patterns two and 
seven where the reverse is true.  
 

 
Figure 6.28 Interdisciplinary comparison for treat. 

 
Significance testing (summarised in Table 6.28) confirms this impression with PTs one, 
two, and seven reaching the difference threshold in all comparisons with microbiology. PT 
three represents a significantly higher proportion of the sample for microbiology than 
history. PT five represents a significantly smaller proportion of the management sample 
than the other two disciplines. 
 
Table 6.28 

Result of cross-corpora comparison for treat 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

1 

[[Human 1]] or [[Institution 1]] or [[Animal 1]] treats 
[[Human 2]] or [[Animal 2]] or [[Entity]] or [[Event]] 
Manner <Human 1 or Institution 1 or Animal 1 behaves 
toward Human 2 or Animal 2 or Entity or Event in the 
Manner specified> 

 X X 

2 

[[Human 1]] or [[Process]] or [[Drug]] treats [[Human 2]] 
or [[Animal]] or [[Disease]] or [[Injury]]  
<Human 1 = Health Professional applies a Drug or 
Process = Medical to Human 2 =Patient for the purpose 
of curing the patient`s Disease or Injury> 

 X X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 
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Table 6.28 (cont.) 

Result of cross-corpora comparison for treat 

PT # Pattern <Implicature> 
Hist/
Man 

Man/
Micro 

Micro/
Hist 

3 

[[Human]] or [[Device]] treats [[Inanimate]] (with [[Stuff]] 
or by [[Process]]) 
 <The chemical or other properties of Inanimate are 
improved or otherwise changed by Process or the 
application of Stuff> 

  X 

4 

[[Human 1]] treats [[Human 2]] or [[Self]] to [[Eventuality]] 
 <Human 1 gives or pays for Eventuality = Good as a 
benefit for Human 2 or Self> 

   

5 
[[Human]] treats [[Anything]] 
 <Human discusses Anything = Topic> 

X  X 

6 
[[Human 2]] treats with [[Human 2]]  
<Human 1 reaches a peace agreement with Human 2> 

   

7 

[[Human]] treats [[MB entity 1]] or [[Animal]] with [[MB 
entity 2]] or [[Drug]] <Human introduces drug or MB 
entity 2 to MB Entity 1=cell or Animal for experimental 
purposes> 

 X X 

Note. X = significant at ≥ p < .05 and a BIC value signifying ≥ positive evidence against H0 

 

6.2 Intradisciplinary Comparison 
 
It is possible that the differences in collocational behaviour outlined above are the result of 
factors other than academic discipline. It is widely accepted that the correlation of variables 
does not imply causality. An increasingly common criticism of corpus-based vocabulary 
studies which compare frequency measures across corpora is that the differences found are 
often not due to any of the variables under investigation, but instead differences that 
naturally occur any large body of text. Dunning (1993) has demonstrated how widely 
respected studies in corpus linguistics have failed to account for this possibility. 
 
In an attempt to ensure that the differences in frequency of occurrence of PTs found 
between disciplines are not solely the result of the non-random nature of texts, the present 
study conducts a further round of significance testing in which verbs in the sample with a 
number of occurrences greater than 300 are randomly divided into two samples, A and B, 
of 150 lines. As in the inter-disciplinary comparison reported above, the LL test is applied 
and the BIC is employed to measure effect size. However in this instance the hypothesis 
tested are reversed: 

 
H0: there is a difference in the frequency of occurrence of a given PT across sub-
corpora 

 
The alternative hypothesis is as follows: 

 
H1: there is no difference in the frequency of occurrence of a given PT across sub-
corpora 

 
To ensure reliable comparison, ideally samples A and B should contain at least 150 lines 
from each discipline. This is the case for 11 of the verbs in the intradisciplinary 
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comparison. However, limiting the intradisciplinary samples to high frequency verbs allows 
the possibility that high frequency is the explanatory factor behind the verbs’ behaviour. In 
other words, it is possible that there is a group of ‘general’ academic verbs which occur 
across all disciplines. To mitigate this possibility five verbs which only occur 300 or more 
times in one discipline are also included in the intradisciplinary comparison giving a total of 
16. 
 
The intradisciplinary comparison does not reveal a single PT which occurred at 
significantly different frequency in the A and B samples. Since these samples contain 
randomly selected corpus lines for each verb, this suggests that the differences frequency of 
occurrence of PTs found in the interdisciplinary comparison are not due to the non-
random nature of the text itself, but rather some other explanatory variable. It seems 
reasonable to assume that this variable is academic discipline. It should be noted that two 
of the verbs in the intradisciplinary comparison, accomplish and conduct, do not demonstrate 
significant difference in the occurrence of their PTs across disciplines in the 
interdisciplinary comparison. The complete results of the intradisciplinary comparison can 
be found in Appendix D.  

 
6.3 Summary 
 
This statistical analysis of the collocation patterns of verbs in academic journal articles has 
provided clear evidence of verbs exhibiting distinct meanings in different academic 
disciplines. Each PT represents a sense, in many cases a given PT predominates in a 
discipline. In addition, there are often significant differences in the frequency with which a 
PT in used across disciplines. At first glance this may seem trivial, it seems obvious that 
different disciplines with their different focus should use verbs in different ways. However, 
in spite of its apparent obviousness, it runs counter to the rationale underlying discrete-
item general academic wordlists.  
 
The impact this analysis could have on EAP lexicographic practice, and by extension EAP 
users, is also far from trivial. It is apparent from the comparison of patterns found in the 
AJACX2 with those found in the PDEV that EAP users cannot rely on collocational 
dictionaries created using corpora of general English. More importantly, from a receptive 
standpoint while a user with a general definition of a verb and the benefit of context may 
be able to deduce the meaning of a discipline-specific use, in many instances this is unlikely 
be the case.  
 
Going beyond the conclusion that verbs exhibit different meanings in different disciplines, 
the statistical analysis also reveals some important trends in the behaviour of verbs. There 
are PTs which occur at a reasonably high frequency across all disciplines these may be 
considered ‘general’ academic vocabulary which should be included in any EAP 
lexicographic resource. There is a suggestion of a humanities/science split with history and 
management on one side and microbiology on the other. Given the cost implications of 
producing subject specific dictionaries this is a valuable finding. These findings are 
discussed in further detail in the qualitative analysis reported in the following chapter.



 

 

 
 

 



 

 
173 

7. QUALITATIVE ANALYSIS AND GUIDELINES FOR 
LEXICOGRAPHICAL REPRESENTATION  
 
The previous chapter reported on a statistical analysis which demonstrated that patterns 
representing different verb meanings account for significantly different proportions of 
corpus samples from different academic disciplines. This casts many of the assumptions 
underlying discrete-item general academic wordlists into doubt. The present chapter 
examines interdisciplinary difference in more detail, reporting on a qualitative analysis of 
ten of the verbs included in the statistical analysis. These verbs were selected at random. 
Many of the observations made in this chapter are not statistically significant in the 
AJACX2 but they are indicative of the type of discipline-specific phraseological behaviour 
encountered during the annotation process and certainly merit further investigation in their 
own right. At the end of the chapter guidelines for how these findings might be usefully 
represented in EAP lexicographical resources are put forward along with example 
dictionary entries.  

 
7.1 Qualitative Analysis 
 
7.1.1 Accept 
 
As is apparent from the statistical analysis reported in the previous chapter the verb accept 
demonstrates prolific collocational behaviour. It occurs in 17 pattern types in the AJACX2 
nine of which are pattern types found in general English as represented by the PDEV. 
However, in the AJACX2 only three pattern types occur across all disciplines. These 
include pattern types one and two which occur frequently across all disciplines, and pattern 
nine which is limited to a single occurrence in management and microbiology. This analysis 
concentrates on the first two patterns. 

 
Pattern one: [[Human]] or [[Institution]] accepts [[Proposition]] or [[Concept]] or 
[[Eventuality]]  
Implicature: Human or Institution agrees that Proposition or Concept or 
Eventuality is correct and does not need to be contested 
 

Pattern type one accounts for 71 per cent of the sample in history (N = 300), 71.34 per 
cent in management (N = 157), and 40 per cent of the sample in microbiology (N = 65). 
The statistical testing reported in the previous chapter demonstrated significant difference 
in the frequency of occurrence of this pattern type between the latter discipline and the 
former disciplines. A finer-grained analysis of the corpus lines brings to light further 
differences which the purely frequency-based comparison obfuscates.  
 
An immediately obvious difference is the apparent semantic-type alternation which occurs 
frequently in history where [[Human]] or [[Institution]] alternates with [[Location]] in the 
subject slot. For example: “Towns and territories accepted the reformation”. This kind of 
alternation is extremely widespread in language in general. Given the subject matter of 
history, this synecdochic relation between location and humans or institutions in a position 
of authority, is unsurprising. It is unlikely to cause the user any great problem. It produces 
no great change in the meaning of the event, although there is a slight change in focus to 
emphasise the geographical location of the [[Human]] or [[Institution]] doing the accepting. 
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An examination of semantic prosody reveals a further difference between the instances of 
pattern type one found in history and those found in management. On the occasions where 
the semantic type [[Eventuality]] appears in the object slot in management it frequently 
imbues the verb with a negative aura. For example, “employees are more accepting of an 
unfavourable outcome”. This would not be problematic from a receptive standpoint, however 
for a novice EAP writer working in this discipline an explanatory note on this 
phenomenon could prove useful. It is possible that this trend is an artefact of corpus 
composition, perhaps the management sub-corpus contained an unrepresentatively large 
proportion of articles dealing with institutional problems. However, the sampling 
procedures adopted mitigate this possibility somewhat. 

 
Pattern type two: [[Human]] or [[Institution]] accepts [that-clause] 
Implicature: Human or Institution agrees that [that-clause] is true or correct 

 
A key difference in the collocation behaviour of accept is apparent in the comparison of 
microbiology on one hand, and history and management on the other. In microbiology (N 
= 65), 36.92 per cent of the instances of the verb accept occur in pattern type two; in 
management (N = 157), the figure is 7.28 per cent; and in history (N = 300) the figure is 7 
per cent. The tests reported in the previous chapter confirm the significance of these 
differences in frequency. An in-depth examination of those corpus lines annotated as 
pattern type two reveals a further discipline-specific difference in the phraseology of accept. 
In microbiology all 26 instances of pattern type two exhibit the following syntactic 
construction:  
 

{it} is ({generally}{well}{widely}) accepted {that} 
  

In history only three of the 21 instances of this pattern (14.29 per cent) exhibited this 
alternation. In management the alternation occurred in four out of 13 instances (30.77 per 
cent). 
 
The distinction between so-called hard and soft disciplines provides a tentative explanation 
for the marked difference in frequency of this alternation across disciplines. Harder 
disciplines place greater emphasis on certainty (Hargens, 1988). It is hardly surprising, then, 
that in microbiology, the hardest discipline under study, variations of the phrase it is accepted 
that abound to the extent that they represent a domain-specific norm. In contrast, in 
history, the softest discipline under study, this alternation occurs less frequently because 
there is a much lesser degree of certainty. The different functions of RAs across disciplines, 
discussed in Chapter 4, provide a related explanation: The reason this syntactic alternation 
is not treated as an exploitation is that it does not alter the basic meaning of the verb. 
Instead, the alternation of [[Human]] or [[Institution]] in subject slot, with the dummy 
subject {it} merely shifts the focus from the agent to the [that-clause] being accepted. With 
this in mind, the contrasting frequencies of the alternation can be seen to reflect the 
contrasting functions or purposes of RAs in each discipline. RAs in harder disciplines like 
microbiology tend to report procedures and findings (Hyland, 2016a). This explains the 
focus on what has been accepted rather than who has accepted it. In contrast, RAs in 
history tend to describe events or argue for particular interpretations of such events; 
placing greater emphasis on human agents involved (Coffin, 2006). Taken as a set, 
management RAs represent a middle ground with articles both reporting on research 
procedures, and describing events and arguing for particular concepts or interpretations.  
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The treatment of this alternation in lexicographical resources raises important questions. 
This alternation involves no change in the basic meaning of the verb and as such is not 
likely to pose a great problem to the user from a receptive standpoint. However, given its 
ubiquity in microbiology, it would make sense to make the users working in this discipline 
aware that this is the prototypical form.  

 
7.1.2 Accomplish  
 
In history (N = 73) and management (N = 138) the phraseology of accomplish is uniform. 
The verb denotes a human agent successfully completing a task or bringing about an 
eventuality. This use is represented in the following pattern: 
 

Pattern: [[Human]] or [[Institution]] accomplishes [[Activity]] or [[Eventuality]]  
Implicature: Human successfully completes Activity = Task or brings about  
Eventuality 

 
Corpus lines from microbiology (N = 67) also map to this pattern. This is exemplified the 
illustrative selection of lines from microbiology in (a) to (e) below. The lexical items 
{detection}, {mapping}, {demonstration}, and {identification} might all reasonably have 
semantic type [[Activity]]. While {ECL protocol}, {model systems}, and {determining 
susceptibility} necessarily involve human cognition.  

  
a. Detection was accomplished using the ECL protocol  

b. mapping of regions of the chromosome has been accomplished in several model systems using 

two  

c. demonstration of the microbial activities was not accomplished before. Using a set of molecular 

and  

d. techniques are not used, identification can be accomplished by determining susceptibility to 

optochin 

e. policy for nearly 20 years. This was not accomplished by 2000 or 2005 and does not appear likely 

 
The situation is different in other corpus lines from microbiology. The lexical items 
{copper binding}, {incorporation}, and {interactions} can feasibly be grouped as 
[[Activity]] or [[Eventuality]]. However, {conserved methionine residues}, {interactions 
with HIV-1 Gag}, {production of degradative enzymes}, {urease accessory proteins}, and 
{secreted molecules} do not involve of human agency. These lexical items might be better 
classed as [[MB entity]] or [[Process = microbiological]]. 
 

f. indicated that copper binding in CusF is accomplished in part by two conserved methionine 

residues 

g. Incorporation of LysRS into the virion is accomplished via specific interactions with HIV-1 Gag 

h. acquiring nutrients. This is thought to be accomplished by the production of degradative 

enzymes 

i. the nickel ions into the metallocenter are accomplished by the urease accessory proteins UreD 

chaperone 

j. environment. These interactions are often accomplished by the distal effects of secreted 

molecules 

These new semantic types can be incorporated in the pattern set out above causing only 
slight changes to the verb’s meaning. They can be regarded as discipline-specific 
alternations. The alternation of [[MB Entity]] with [[Human]] was found to be widespread 
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in the AJACX2. In some instances this caused a change in the core meaning of the verb 
and resulted in the creation of a new pattern, in other instances frequently occurring 
alternations had little effect on verb meaning. In the latter case, the original pattern was 
simply widened to include the new semantic types. Notable exceptions to this procedure 
include listing those patterns with [that-clauses] separately. The rationale underlying this 
decision is set out at the start of the previous chapter. The latter approach was adopted 
with accomplish for the purposes of the statistical analysis reported in the previous chapter. 
 

Pattern: [[Human]] or [[Institution]] or [[MB entity]] or [[Process = 
microbiological]] accomplishes [[Activity]] or [[Eventuality]]  
Implicature: Human or Microbiological entity successfully completes Activity or 
brings about Eventuality 

 
Widening the pattern to include the new semantic type ensured that the statistical analysis 
compared patterns that truly represented different word meanings rather than patterns that 
were different only because they reflected the different subject focus of each discipline. In 
other words, [[Human 1]] treats [[Human 2]], and [[Human 1]] treats [[MB Entity]] are 
included as separate patterns because they activate different senses of the verb treat, rather 
than as a reflection of the necessity of microbiologists to talk about [[MB Entities]]. 
 
This conservative approach to the creation of new patterns ensures an empirically sound 
comparison of their frequency of occurrence across disciplines. However, it is not always 
conducive to the representation of information in a manner that would be useful to an 
EAP user working in a particular discipline. The behaviour of accomplish in microbiology 
provides a clear example of this. In history and management, a mixture of active and 
passive constructions involving accomplish can be found. In contrast, in microbiology the 
predominant construction is passive and all of the instances of accomplish collocating with 
[[MB Entity]] or [[Process = biological]] take this form. For this reason, it is suggested that 
any entry in an EAP lexicographical resource aimed at microbiologists reflect the following 
pattern: 

 
[[Activity]] or [[Eventuality]] is accomplished {by} [[MB Entity]] or [[Process = 
biological]] 
 

The inclusion of separate patterns in lexical resources for all active and passive 
constructions would not be feasible. However, on the basis of the evidence from the 
AJACX2 the passive form represented by the pattern above predominates in microbiology. 
It is reasonable to assume therefore that for users working in this discipline this is the form 
that should be represented. It could be argued that such considerations belong in the 
domain of syntax and are beyond the scope of lexicography. However, on a phraseological 
approach to language, lexicographical resources should reflect the predominant patterns in 
a discipline in the form in which they occur. 
 

7.1.3 Apply 
 
An analysis of the corpus brought to light eight collocational pattern types for the verb 
apply (N = 300 in all sub-corpora). This qualitative analysis focuses on pattern types one 
and four. Pattern type one is found at high frequencies across all sub-corpora. It accounts 
for 54.33 per cent of the history sample, 71.67 per cent of management, and 64 per cent of 
microbiology. Statistical testing found no significant difference in the relative frequency of 
occurrence of this pattern across the three disciplines. In the AJACX2, pattern type four 
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occurs only in history where it accounts for 2.67 per cent of occurrences, and 
microbiology, where it accounts for 23.33 per cent of occurrences. Significant difference in 
relative frequency was noted in all three pairwise comparisons for this pattern. 
 

Pattern type one: [[Human]] or [[Institution]] applies [[Concept]] or [[Process]] (to 
[[State of Affairs]]) 
Implicature: Human or Institution makes use of Concept or Process in a particular 
situation or State of Affairs 
Pattern type four: [[Human]] or [[Device]] applies [[Fluid]] or [[Stuff]] to [[Surface]] 
Implicature: Human (uses Device to) spread Fluid or Stuff on Surface, typically in 
order to heal, improve, protect Surface or conduct test 

 
Although no significant difference in frequency was found for pattern type one across the 
sub-corpora, the annotation did reveal phraseology which merits further comment. A 
number of lines in the history sub-corpus proved a challenge in the annotation process: 

 
(1)  
a. no balm whatsoever would be applied to tender consciences by his magistrate 

b. why was Zumárraga led down the path of applying the heavy cudgel of Inquisition to the 

indigenous neophytes  

c. he signally failed to apply the blade to conventional wisdom on gender  

 
In all the corpus lines in (1) metaphor is being used to exploit a norm. At first glance, the 
temptation might be to map all these sentences to pattern type four: [[Human]] applies 
[[Fluid]] or [[Stuff]] to [[Surface]]. This is especially so in the case of (1a). However, on 
reflection it is clear that the {balm} in (a), {cudgel} in (b), and {blade} in (c) have been 
chosen to achieve a pragmatic effect which is achieved through a semantic-type coercion. 
In the case of (a) {balm} is coerced from [[Fluid]] or [[Stuff]] to [[Process]]. At the same 
time the coercion exploits pattern ambiguity, evoking a strong resonance with the sense of 
healing or improving conveyed by pattern type four. In a CG or RCG framework, this 
might be explained by the novel pattern which represents an expression which lacks unit 
status, being meaningful as a result of its similarity to the established pattern which 
represents an expression with unit status. In the case of (b) and (c) the semantic type 
[[Weapon]] is coerced to [[Process]] altering the semantic prosody of the verb and imbuing 
it with an aura of violence or abruptness. 
  

(2) and half killed them with blows, and he applied fire to my foster-daughters, having stripped 
 
The corpus line in (2) should not be confused with an exploitation through metaphor of 
pattern one or four. It is in fact an archaic use of apply which in collocation with fire has the 
sense of the verb burn. For the purposes of statistical comparison it was classified as an 
exploitation of pattern type four. Statistically this isolated occurrence is of little significance 
however it does illustrate the problems archaic language might pose to an EAP user 
working in history. 
 
The situation in microbiology is far more straightforward. No examples of archaic uses 
were found for any of the verbs analysed. More significantly, all instances of corpus lines 
mapping to pattern type four were entirely literal typically referring to applying a solution 
containing a sample of a biological material to be tested to some kind of test medium. It 
could be argued that instead of lumping this meaning under the very general implicature of: 
Human (uses Device to) spread Fluid or Stuff on Surface, typically in order to heal, improve, protect 
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Surface or conduct test this pattern should be treated as a domain-specific norm in its own 
right. A discipline-specific realisation of pattern type four for microbiology would be: 

 
Pattern: [[Human = scientist]] applies [[Stuff = sample or culture]] to [[Surface = 
test medium]] 
Implicature: Human (typically a scientist) applies a sample to surface (typically some 
kind of test medium) in order to or conduct a microbiological test 
Passive alternation: [[Stuff = sample or culture]] is applied to [[Surface = test 
medium]] (by [[Human = scientist]]) 
 

Further, evidence of this procedural function can be seen in a passive alternation of pattern 
type four. In microbiology these patterns generalise over corpus lines which are 
overwhelmingly passive. This is not the case in the other two disciplines under study. In 
history and to a lesser extent management, the focus of the sentence in on the actor, in 
contrast microbiology RAs are primarily concerned with the events taking place in the 
procedure.  
 
The exploitation of pattern type one through metaphor occurs in three different history 
RAs. It was not apparent in any other sub-corpora. While it represents an interesting, 
cognitively salient, exploitation which is rhetorically effective and easy to recall, it is not 
statistically salient since it is limited to three history RAs written by distinct authors. An 
additional search in the BNC for various lexical items with the semantic type [[Weapon]] in 
collocation with apply revealed no results. This suggests that the exploitation may well be an 
idiosyncrasy of these authors and thus, on balance should not be included in a 
lexicographical resource for EAP users. In contrast, the passive alternation of pattern type 
four occurs frequently in microbiology where it represents a discipline-specific norm. For 
this reason it should certainly be included in any EAP lexicographical resource aimed at 
users from this discipline. Its predominantly passive configuration raises the question of 
what form the canonical pattern should take. As Hanks (2013, p. 189) states, it would be ill-
advised to include both active and passive patterns in a general pattern dictionary; 
nevertheless, it is certainly worth considering whether the active construction truly 
represents the canonical form.  

 
7.1.4 Conduct  
 
In statistical analysis only conduct and accomplish displayed no statistically significant 
differences in collocational behaviour across disciplines. Pattern type one accounts for 94 
per cent of instances in history (N = 150), 99.33 per cent in management (N = 300), and 
98 per cent in microbiology (N = 150): 
 

Pattern type one: [[Human]] or [[Institution]] conducts [[Activity]]  
Implicature: Human or Institution carries out Activity 

 
A more detailed examination of the corpus lines reveals nothing to counter this impression 
of uniformity. There is a generalised active/passive alternation but this is widespread in 
English in general and since it seems to occur fairly frequently across all sub-corpora with 
conduct it does not merit any special mention in an EAP lexicographical resource.  
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Pattern type six occurs only twice in the AJACX2. As the semantic type in subject position 
suggests, it is exclusive to microbiology:  

 
Pattern type six: [[MB Entity]] conducts [[Process]] 
Implicature: MB entity carries out Process = microbiological 

 
The two lines which map to this pattern are: 
 

and the two ATG4 peptidases are thought to conduct the pivotal steps in the formation of autophagous 

in this strand. The complex conducts the cycling (loading and unloading) of 

 
Although represented as a pattern in its own right, this pattern could equally be treated as 
an alternation of the predominant pattern type one. In the CPASO [[Process]] is a 
hyponym of [[Activity]]. The alternation of [[MB Entity]] with [[Human]] in subject slot is 
widespread throughout the AJACX2. It may have come about as pioneers in microbiology, 
seeking to effectively communicate their work, drew analogies between observations in 
their work and lived human experience. In cognitive terms it has become entrenched with 
repeated frequent use. For the purposes of statistical analysis, where such alternations 
occur frequently the more general pattern is widened to include the new semantic type. 
This ensures that the statistical analysis compares patterns that truly activate different word 
meanings rather than patterns that are different only because they reflect the different 
subject focus of each discipline. In the case of conduct pattern type one was not widened 
because the phraseology represented by pattern type six was extremely infrequent. The low 
frequency of occurrence meant the decision to list it as a separate pattern in its own right 
had a negligible effect on the statistical analysis. 
 
This analysis of the collocational behaviour conduct in the AJACX2 has implications for the 
representation of the verb in EAP lexicographical resources and materials. Pattern type one 
reflects a meaning of a verb which is frequently employed in all the disciplines addressed in 
the present study. It should therefore be included in any lexicographical resource aimed at a 
general EAP audience. The inclusion in a lexicographical resource of the other patterns 
listed is not justified by data from the AJACX2 alone. However, this does not exclude the 
possibility of their inclusion after further investigation in other sources. 

 
7.1.5 Explain  
 
The verb explain occurs at high frequency across all the sub-corpora (history: 876 
occurrences; management: 1104 occurrences; microbiology: 431 occurrences). A statistical 
analysis of its phraseology (N = 300 in all sub-corpora) revealed that it does not reflect the 
general tendency for a marked difference in frequency between history and management on 
the one hand, and microbiology on the other. The first indications of this can be seen in 
the frequency of occurrence of pattern type one. In management and microbiology this 
pattern accounts for 77.33 per cent and 83.33 per cent of the sample respectively, in history 
the figure is significantly lower at 57 per cent. 
 

Pattern type one: [[Human]] or [[Institution]] or [[Document]] or [[Proposition]] or 
[[Eventuality 1]] explains [[Eventuality 2]] (in terms of [[Eventuality 3]]) (to 
[[Human 2]]) 
Implicature: Human or Institution formulates (in conversation with Human 2 or in 
a Document intended for Human 2 to read) a Proposition concerning the cause or 
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effect of an Eventuality 2 - typically, using a hypothesis or theory that has already 
satisfactorily explained [[Eventuality 3]] 

 
As the implicature suggests, typical uses of this pattern involve a human explaining an 
eventuality using a hypothesis that has previously been used to explain something else. 
Since the history RAs in the corpus contain fewer explicit references to theories, and 
historical analysis typically relies on hypothesis testing to a lesser extent than analysis in 
microbiology and management (N. Wilson, 1999), this marked difference in frequency is 
hardly surprising. 
 
The distinct functions of RAs across disciplines also explain differences in frequencies of 
other patterns. Pattern type two accounts for 20.67 per cent of the occurrences of explain in 
history and 14 per cent of the occurrences in management. Log-likelihood testing 
comparing the frequency of occurrence of the across both sub-corpora give a score slightly 
over the critical value. However the effect size score indicated positive evidence in favour 
of H0 rather than against.  

 
Pattern type two: [[Human]] or [[Institution]] or [[Document]] or [[Proposition]] 
explains (to [[Human 2]])  
Implicature: Human or Institution formulates Proposition in Document concerning 
the cause or effect of an Eventuality that is expressed in wh- [clause] 

 
Although this difference is not significant, it could be explained by the relatively greater use 
of explain with a reporting function in history. Compare lines (a) to (e) from the history 
sub-corpus with line (f) to (j) from the microbiology sub-corpus: 
  

a. A few years later, Guizot explained how the various passions inherited from 

b. intervenes in the narrative at this point to explain what is going on, noting how after death 

c. scrutiny. 23 Gadi Algazi, in particular, has explained how Brunner’s historical scholarship on 

d. climatic theories of health. This, Paul explains, is why the north produces people so prolifically 

e. an invisible narrator described its ‘practical modern appointments’, explaining how the new 

labour-saving devices worked 

 

f. this mechanism explains how aRNAs are produced and are specifically 

g. the coamplification model can explain how gene clusters are maintained 

h. the loop explains how the C-signal rises continuously from 

i. these uncertainties certainly explain why some thermophilic enzymes were found 

j. the structural efflux pump explains why they are regulated in the same way 

In (a) to (e) the semantic type of the lexical item in subject slot is [[Human]]; in lines (f) to 
(j) it is [[Proposition]]. The alternation of these semantic types is fairly widespread since the 
formulation of a proposition requires human cognition. In most cases no change in core 
meaning is activated by this alternation. However, in the case of (a) to (e) above explain 
exhibits a meaning similar to report. In contrast in lines (f) to (j) a [[Proposition]] activates a 
meaning of explain pertaining to the cause of an eventuality. 
 
If it were the case that the differing phraseology of explain in history is due to its reporting 
function, this difference might also be reflected in the relative occurrence of pattern type 
four. This pattern generalises a use of explain which involves reporting quotes: 
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Pattern type four: [[Human]] or [[Institution]] explains [[Quote]]  
Implicature: Human says [QUOTE] as a way of accounting for Eventuality (often 
implied rather than stated explicitly) 

 
Pattern type four does occur significantly more frequently history where it accounts for 9 
per cent of the sample, than microbiology where its single instance accounts for 0.33 per 
cent of the sample. There is no significant difference between history, and management 
(6.33 per cent of the sample). Several articles in management report the response of 
participants in field interviews. This is generally achieved through the use of literal quotes 
enclosed in quotation marks. Reporting practices in history are more varied. On many 
occasions authors employ a paraphrase using a [that clause]:  

 
Pattern type three: [[Human]] or [[Institution]] explains [That-Clause] (to [[Human 
2]])  
Implicature: Human 1 or Document tells (Human 2) that [clause], as a way of 
accounting for Eventuality (often implied rather than stated explicitly) 

 
This difference in reporting practices explains why pattern type three accounts for a 
significantly higher proportion of the sample in history (12.33 per cent) than it does in 
management (2.33 per cent) and microbiology (0.67 per cent).  
 
The objective underlying conducting a statistical comparison of relative pattern frequency 
across discipline-specific sub-corpora is to examine whether the prototypical meaning 
potentials activated for a verb differ across academic disciplines. A key assumption 
underlying the statistical comparison is that each pattern represents a distinct core meaning 
of the verb. The analyses undertaken above suggest that this may not be the case for 
pattern types two, three, and four, which could equally be accounted for by the following 
more general pattern:  

 
Pattern type 2a: [[Human]] or [[Institution]] or [[Document]] or [[Proposition]] 
explains [wh-clause], [that-clause] or [[Quote]] (to [[Human 2]]) 
Implicature: Human or Institution formulates Proposition in Document or 
[[Quote]] or that-[clause] or [wh-clause] concerning the cause or effect of an 
Eventuality  

 
A statistical reanalysis of explain reveals that the broader pattern accounts for a significantly 
higher portion of the sample in history, than it does in management and microbiology at P 
< 0.0001 and effect size indicating very strong evidence against the null hypothesis of no 
significant difference. Full details are provided in an additional table in Appendix C. 
 
In TNE there is no strict line which delimits norms, alternations, and exploitations. 
Ultimately, different speech communities will perceive the relationship differently. With 
this in mind, with the aim of providing users with information relevant to their disciplines, 
the more delicate distinctions could prove useful. EAP writers working in management 
might find it useful to know that in their discipline explain, when used for reporting, is 
followed by a quote rather than by a paraphrase inside a that-clause. In contrast, pattern 
type one should be included in a general EAP lexicographical resource since, despite 
significant differences in frequencies, it is highly frequent in every discipline in the 
AJACX2.  
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7.1.6 Manage 
 
Before examining a single line of any sub-corpus what is immediately apparent is the 
marked difference in the frequency of this verb across disciplines. Manage occurs 747 times 
in management placing it among the most frequently occurring of the verbs studied. This is 
hardly surprising given the focus and the name of the discipline. Manage also occurs 
frequently in history with 296 occurrences, slightly under the threshold for intradisciplinary 
comparison. In contrast, in microbiology it occurs 22 times. Pattern type one predominates 
in the history sample (N = 150) accounting for 60 per cent of occurrences, in management 
(N = 300) it accounts for 5.33 per cent of the sample, while the two instances of this 
pattern in microbiology (N = 22) account for 9.09 per cent of the sample.  

 
Pattern type one: [[Human]] or [[Institution]] or [[MB Entity]] manages [to-
infinitive] 
Implicature: Human or Institution is able to/inf [verb], despite difficult 
circumstances 

 
A tentative hypothesis for the vast difference in overall frequency of occurrence of the 
verb between disciplines may rest upon the distinction between hard and soft disciplines in 
terms of the need to express conation. Hard disciplines are characterised by certainty, goals 
are either realised or not realised, however, the use of manage, particularly with the meaning 
activated by pattern type one suggests a lesser degree of certainty. Writers in history seek to 
report whether a human or institution is able to achieve goal and the difficulty of the 
circumstances in which this was done. In microbiology the difficulty of the circumstances 
takes second place to reporting the procedure. 
 
Pattern type six also occurs frequently representing 21.33 per cent of the history sample, 
63.67 per cent of management, and 31.82 per cent of microbiology. 

 
Pattern type six: [[Human]] or [[Institution]] or [[MB Entity]] manages [[System]] 
or [[Activity]] 
Implicature: Human or Institution or MB Entity is responsible for and controls 
System or Activity = Ongoing 

 
Once again the focus of the discipline explains the predominance of pattern six in 
management. For an EAP user working in management studies the default interpretation 
of manage would denote responsibility for an ongoing process or system. More surprising, 
perhaps, is the relatively high frequency of this pattern type in microbiology. Here, [[MB 
Entity]] predominates in subject slot and is typically responsible for controlling an ongoing 
microbiological process. The presence of [[MB Entity]] in microbiology in a position 
occupied by [[Human]] in general English is widespread, as will become apparent in 
analysis of other verbs, and points to an exploitation. This is clearly a not literal use of 
manage. An [[MB Entity]] e.g. a cell or a gene does not have the cognitive capacity to manage 
a process. It is possible that, faced with the necessity to describe new concepts and 
discoveries writers in microbiology exploited the existing pattern. Over time this 
exploitation of pattern type six has become conventionalised in microbiology and at 
present could be considered a discipline specific norm. In the terminology of cognitive 
linguistics it has become entrenched. 
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Pattern type nine is limited to microbiology in the AJACX2. It has five occurrences and 
accounts for 22.73 per cent of the sample. It represents another example of discipline-
specific collocational behaviour in microbiology:  

 
Pattern type nine: [[Human]] manages [[Disease]] 
Implicature: Human alleviates symptoms of Disease with Drugs or therapy 

 
While it could be argued that [[Human]] manages [[Disease]] could be regarded as an 
alternation of pattern six, in fact, the meaning activated is much narrower. It is closer in 
meaning to alleviate than the sense activated by pattern type six which implies controlling or 
taking responsibility for something. The exclusive and relatively widespread occurrence of 
this pattern microbiology in the AJACX2 and its usefulness for students and researchers 
working in medicine and social care, suggests these users would also be well served by this 
distinction.   
 
All of these differences have implications for EAP lexicography. In general the difference 
in frequency of manage between history and management on one hand, and microbiology 
on the other hint at EAP users’ needs being best served by separate dictionaries; one aimed 
at hard disciplines the other at softer disciplines. This impression is reinforced by the 
prevalence of pattern type one in history with its emphasis on achievement in difficult 
circumstances. Pattern type six illustrates the challenges diachronic aspects of meaning 
pose to lexicography. This is especially so in scientific and technical domains. Outside 
microbiology, lexical items of the semantic type [[MB entity]] are seldom present in the 
subject slot of this pattern type. With this in mind, it is reasonable to hypothesise that this 
alternation may have come about through what was originally an exploitation. A now 
conventionalised metaphor was originally used to express a novel concept in a target 
domain, microbiology, in terms of an established concept from the source domain of 
organisational structure. The alternation between [[MB Entity]] and [[Human]] or 
[[Institution]] is fairly transparent and unlikely to cause the user any great problem. 
However, the widespread nature of this alternation is problematic from a lexicographical 
point of view. There is a tension between the desire to comprehensively report the facts of 
the language on one hand, and not to overwhelm the user with superfluous information on 
the other. A possible solution might involve a note explaining that this kind of alternation 
is prevalent in microbiology while not formalising it in every single pattern entered in the 
dictionary. Pattern type nine represents a similar problem. It might be argued that the 
microbiological sense expressed by pattern nine is a subset of pattern six and could be 
subsumed by this sense in any lexicographical resource. Ultimately, different members of a 
speech community and different analysts will have different perspectives on this 
relationship. However, the alternation between [[Disease]], and [[System]] or [[Activity]] in 
the object slot is far less transparent than that between [[Human]] and [[MB Entity]] in the 
subject slot of pattern type six. Moreover, as one might expect, in microbiological contexts 
nouns denoting diseases are much more common in object position. This makes the 
alternation particularly salient in this domain and suggests that it should be included as a 
pattern type in its own right in a resource for microbiologists. 

 
7.1.7 Note 
 
Note (N = 300 in all sub-corpora) appears in four pattern types in the AJACX2, the first 
two denote the sense of noticing or paying attention, while the latter two denote a sense of 
recording information. The only significant difference in frequency revealed by the 
statistical analysis reported in the previous chapter occurred between history and 
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microbiology for pattern type three. However, a finer-grained analysis of the corpus lines 
reveals differences in other patterns. 
 

Pattern type two: [[Human]] notes [[quote]] or [that-clause] or [wh-clause] 
Implicature: Human notices and pays particular attention to Eventuality or Visible 
Feature 

 
For pattern type two, which accounts for 63.33 per cent of occurrences in management 
and 51 per cent of occurrences in microbiology, the object slot is typically filled by a [that-
clause], however in history, which accounts for 57.67 per cent of occurrences, quotations 
predominate in this slot. As has been seen in the analysis of explain, this is hardly surprising 
given that a good deal of historians’ work involves reporting speech and documents. The 
importance of documentation in history and, to a lesser (not statistically significant) extent 
management, is also reflected in the comparison of the occurrence of pattern type three 
with microbiology. 
   

Pattern type three: [[Human]] notes [[Information]] (on or in [[Document]]) (under 
[[Document_Part]])  
Implicature: Human makes a written note of Information (on | in Document) 
(under Document_Part = Heading) 
Pattern type four: [[MB Entity]] is noted [[Name]] 
Implicature: MB Entity is referred to as Name 

 
Pattern types three and four, which deal with the sense of recording information, occur 
infrequently. Pattern type three represents 7.67 per cent of the history sample, 4 per cent of 
the management sample, and 1.67 per cent of the microbiology sample. Pattern type four 
occurs only in microbiology, where it is found five times, and represents 1.67 per cent of 
the sample. Although these frequencies are relatively low they reveal an interesting 
perspective on the evolution of domain-specific and, in the context of the present study, 
discipline-specific meaning.  
  
The corpus lines which map to these patterns differ both syntactically and semantically. 
Both these differences bring about slight changes in meaning. Pattern type three occurs in 
both active and passive forms. In most cases the agent is expressed. In the case of the 
passive this is achieved via a prepositional phrase with by. The five instances of pattern type 
four occur exclusively in microbiology and in a passive construction. In all instances the 
auxiliary be is elided:  
 

described that specific bacterial strains noted probiotics, and specific nondigestible 

pathogenesis-related (PR) proteins was described. Those noted PR-2 proteins have a -1 3-glucanase 

activity 

catalytic domain of the toxin into the cytosol (noted CNF1-CD). This phenomenon is probably triggered 

expression of genes coding for specific proteins noted pathogenesis-related (PR) proteins was 

anti-Gbs1477 antiserum. The last two lanes (noted IP) represent immunoadsorptions performed 

 
An active form of pattern type four could be represented as follows:  
 

[[Human]] notes [[MB Entity]] [[Name]]  
 
Here [[Name]] can be regarded as a hyponym of [[Information]]. With this is mind it is 
possible that pattern type four is in fact an exploitation of pattern three. The [[Human]] 
noting the [[Information = name of MB entity]] being elided perhaps to place the focus on 
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the name of the [[MB Entity]] rather than the scientist doing the naming. Having said that, 
the generalisability of this example must be questioned due to the low frequency of 
occurrence and limited number of source RAs in which it is found in the AJACX2. An 
examination of 12-million token sub-corpus of journal articles from health sciences in the 
Oxford Corpus of Academic English (D. Lea, 2014a) confirms this impression revealing 
only four lines which mapped to this pattern.  
 
An in-depth examination of those corpus lines containing note in the AJACX2 reveals few 
findings with serious implications for the representation of its phraseology in EAP 
lexicographical resources. The relatively high number of quotes in object slot for pattern 
type two is a result of the subject focus of history as a discipline. In the analysis of explain 
the specification of three separate patterns for [what-clause], [that-clause], and [quote] in 
object slot allowed tentative hypothesises about the quotation practices in each discipline to 
be formulated. Information about such differences may prove useful to writers working in 
each discipline. In the examination of the corpus lines for note there is no evidence to 
suggest the lines should map to distinct pattern types, although it is suggested that the 
slightly, though not significantly, greater prevalence of pattern type two in history is due to 
an increased tendency report quotations using note in this discipline. Further investigation is 
needed, but on balance it would be prudent to include an example of this use of note in any 
general academic lexicographical resource. Pattern type four may be more problematic for 
the user. The semantic and syntactic differences it demonstrates in relation to the more 
general pattern type three make deriving its meaning far from straightforward. However, 
because this use is extremely infrequent accounting for only 1.67 per cent of the 
microbiology sub-corpus, and only found in three source RAs, it would be unwise to 
include it any lexicographical resources based on evidence from the AJACX2 alone. 

 
7.1.8 Replicate 
 
Before examining corpus lines an immediately obvious difference concerns the frequency 
of occurrence of replicate in each sub-corpus. The verb occurs only 30 times in history, 146 
times in management, and 211 times in microbiology (N = 150). Once again, an a priori 
explanation might attribute this to the hardness of the discipline with microbiology, and to 
a lesser extent management, RAs placing an emphasis on replication of results that is not 
generally required, expected, or even possible in history (Munslow, 1997). However, an 
analysis of corpus lines reveals that pattern type three with the meaning of repeating an 
experiment in order to investigate whether this produces the same results or findings 
occurs most frequently in management where it accounts for 44.44 per cent of occurrences, 
not in microbiology where it accounts for 2 per cent:  
 

Pattern type three [[Human]] or [[Activity]] replicates [[Eventuality]] or {results, 
findings} 
Implicature: Science. Human = Scientist or Activity = Study repeats Eventuality = 
Experiment in order to investigate whether this produces the same results or 
findings 

 
The confounding factor here is the presence of two pattern types which are closely related 
to microbiology. These are pattern type four which accounts for 3.33 per cent of history, 
0.69 per cent of management, and 86.67 per cent of microbiology; and pattern type six 
which accounts for 10 per cent of microbiology, yet is absent in other disciplines: 
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Pattern type four: [[MB_Entity]] replicates (Self)  
Implicature: MB Entity = DNA or Cell produces an exact copy of Self 
Pattern type six: [[MB_Entity 1]] or [[Process]] replicates [[MB_Entity 2]]  
MB Entity 1 or Process produces copy of MB Entity 2 

 
These pattern types represent a pre-eminently discipline-specific use of replicate which has a 
clear specialist meaning in microbiology. This skews the sample somewhat, since taken 
together pattern types four and six generalise over 96.67 per cent of the occurrences of 
replicate annotated. If a discipline contains a conventionalised technical use of a given verb, 
it is possible that writers in this discipline will avoid other uses of this verb in order to 
prevent confusion with the technical term. This tendency for prevalent use of a pattern 
with a clearly specialist technical meaning is reflected in statistical comparisons of verb use 
across disciplines.  
 
A related consideration concerns the adequacy of CPA semantic types for describing 
technical and scientific language. The semantic type [[MB Entity]] does not figure in the 
CPASO listed in the PDEV. The PDEV represents the meaning of the lines mapped to 
pattern type four using the pattern: [[Physical Object = DNA or Cells]] replicates (Self). In 
the PDEV noun collocates found with [[Physical Object]] include {stone, window, floor} 
the only lexical item found with scientific connotations was {ovum}. In contrast, a global 
view of the microbiology sub-corpus makes it clear that [[Physical Object]] does not 
adequately describe the kind of lexical items found in the sub-corpus, for example, {cell, 
DNA, gene, genome, strand}. Specifying these as contextual roles would have been an 
inelegant and time-consuming solution which did not faithfully reflect the corpus data. For 
this reason, and for the purposes of the present study, a semantic type representing 
microbiological entity: [[MB Entity]] was added. This is clearly permitted within the 
framework of CPA. 
 
The idea of self-replication generalised by pattern type four is not unique to microbiology. 
It is also seen in history and management. The following corpus lines are found in the 
history sub-corpus of the AJACX2: 
 

a. and political-economic constructs would replicate themselves across Africa—particularly  

b. because they’re good for us but because they replicate effectively. Dennett is well  

c. for the carrier, but in some situations it replicates when the carrier’s act inspires  

d. carrier’s act inspires others. But most memes replicate not just with our blessings, but 

e. some metaphors clump together nicely and replicate successfully, but I haven’t found  

The following two corpus lines occur in the management sub-corpus: 
 

f. innovations contain information to enable them to replicate themselves in a similar way to 

genes 

g. which opens the possibility that firms replicate and adapt simultaneously, and I find that 

In these lines the lexical item in subject slot is clearly not of the semantic type [[MB Entity]] 
or [[Physical Object]]. The lexical item {constructs} in a, the {memes} and {metaphors} 
referenced in (b) to (e), and {information} in (d) might best be generalised over by 
[[Concept]]. The lexical item {firm} in pertains to the semantic type [[Institution]]. In the 
annotation process it was decided that these apparently anomalous semantic types were 
evidence of a further pattern: 
    

Pattern type five: [[Concept]] or [[Institution]] replicates ([[Self]])  
Implicature: Concept or Institutions reoccur in different contexts 
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Pattern type five represents 16.67 per cent of the sample in history and 1.39 per cent in 
management; it is absent from the microbiology sub-corpus. The pattern might represent 
an exploitation of the microbiology-specific norm represented by pattern type four. An 
analogy is made between the physical replication of cells, DNA, or genes in microbiology 
and the more abstract denotation of the replication of concepts. This is made particularly 
clear by the simile present in (f) which can be paraphrased: Innovations replicate themselves like 
genes. In CG terms the expressions represented by these pattern types are meaningful 
because one novel expression which lacks unit status is similar to the other established 
expression with unit status. In this case it is not immediately obvious which is which. 
 
In retrospect since they occur in such a limited context, four lines from two RAs in history 
and two lines from management, there is little evidence that the use shown in pattern type 
five has become conventionalised. It might have been more prudent, for the purposes of 
statistical comparison, to count these uses of replicate as exploitations of pattern type four. 
In any event, recalculating LL and BIC scores did not result in any meaningful difference. 
A comparison between history and management still reveals no significant difference. The 
comparisons with microbiology reveal difference at P < 0.0001 and very strong evidence 
against the null hypothesis of no significant difference. 
 
From an EAP lexicography standpoint the limited context in which pattern type five is 
found means that it would not be advisable to include it in any EAP pattern dictionary. In 
contrast, the wide range of microbiological contexts in which pattern types four and six are 
found means that their inclusion in an EAP lexicographical resource aimed at those 
working in microbiology is essential. The marked difference in frequency of occurrence of 
these patterns representing distinct senses of the verb replicate provides further evidence 
against a general-academic approach to the selection of vocabulary for EAP courses and 
materials.  
 

7.1.9 Specify 
 
Although the CPA annotation revealed only three pattern types in the AJACX2 for specify, a 
more detailed examination of its collocational patterns suggests that representing its 
phraseology in a way that is useful to EAP users in the three disciplines is far from 
straightforward. Pattern type one represents 80 per cent of the sample in history (N = 70), 
97 per cent in management (N = 300), and 46.30 per cent in microbiology (N = 54):  

 
Pattern type one: [[Human]] or [[Institution]] or [[Concept]] or [[Document]] 
specifies [[Anything]]  
Implicature: Human or Institution or Document or Concept states clearly and 
precisely that Anything is a necessary condition for some activity, Process, or 
Concept 

 
An immediately obvious difference is the apparent semantic-type alternation which occurs 
frequently in management where many lexical items labelled as [[Human]] or [[Institution]] 
or [[Document]] could just as well be labelled as [[Concept]]. For example, in the line a 
symmetric pure-strategy equilibrium specifies a pair of functions the noun phrase in the object slot {a 
symmetric pure-strategy equilibrium} could legitimately be labelled as a [[Concept]]. This 
possible alternation is widespread in management where at least 40 out of 300 lines, some 
13.33 per cent, could legitimately be labelled this way. A common lexical item in this slot is 
{model} and or {theory}. In contrast, none of the lines in the history or microbiology sub-
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corpora display this alternation. An examination of the corpus lines in the sample used to 
derive the pattern in the PDEV reveals only two lines which could be legitimately labelled 
with [[Concept]]. During annotation these lines were not counted as separate patterns 
because concepts necessarily involve human cognition. However, give the relatively high 
frequency of occurrence of this alternation in management, any EAP lexicographical 
resource aimed at users working in management studies should list this discipline-specific 
alternation separately.  

 
Pattern type two: [[Human]] or [[Institution]] or [[Concept]] or [[Document]] 
specifies [[that]]  
Implicature: Human or Institution or Document states clearly and precisely the 
conditions implied by that [clause] as being necessary for some activity, process, or 
concept 

 
Another salient finding from the statistical analysis of the collocational patterns of specify is 
the marked difference in frequency of occurrence of pattern type two across disciplines. In 
history this this pattern type accounts for 20 per cent of the sample, in management 3 per 
cent, while in microbiology there are no lines which map to this pattern type. Given the 
subject matter of history, it is hardly surprising that writers in this discipline report on the 
actions of humans and institutions and the contents of documents using this construction. 
At the opposite extreme is microbiology, where RAs focus on reporting experimental 
procedures and results rather what other humans have said. Once again management 
represents a middle ground since it contains both research reports, theoretical papers, and 
case studies. Here again, then, there is tentative evidence of a split between harder and 
softer disciplines. However, as was the case with replicate, the situation is complicated by the 
presence of a pre-eminently microbiological use of specify which represents 53.70 per cent 
of the sample in microbiology:  
 

Pattern type three: [[MB Entity 1]] specifies [[MB Entity 2]]  
Implicature: MB Entity 1 contains the instructions necessary for the creation of MB 
Entity 2 

 
As the presence of the semantic type [[MB Entity]] in both subject and object slots 
suggests, in the AJACX2 pattern type three occurred exclusively in microbiology. It might 
be argued that this pattern type could be subsumed by pattern type one. An examination of 
the corpus lines used to derive the equivalent of pattern type one in the PDEV reveals one 
line which could map to pattern type three: a stretch of DNA which specifies a single type of 
protein. This line is marked as an exploitation of pattern type one. Given its low frequency 
of occurrence in the PDEV sample this decision seems justifiable. However, in the 
microbiology sub-corpus where it accounts for 53 per cent of lines with specify it no longer 
represents an exploitation but rather the norm. More importantly, there is a difference in 
sense:   
 

a. 

this step only the unidirectional relations specified in Figure 1 were examined. To assess the 

additional study will be required to more clearly specify the role of specific emotions with respect 

variables. Therefore, our nine hypotheses, specified in Table 5, propose that each independent 

particular period. The planner may prefer to specify an internal service level. In order to 

the analyst and expert to work together to specify several different partitions and explicitly 
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b. 

presence of a region encompassing the genes specifying the oligopeptide transport system Opp [ 

encodes more proteins: while the IL1403 genome specifies 2270 predicted proteins larger than 60 

1998). Gene expression levels are usually specified by particular promoter sequences and their 

REase, whereas two genes have been shown to specify the LlaJI restriction activity. The MTases 

its permeability to protons; hdeA, which specifies a periplasmic chaperon hypothesized to 

 

The lines in (a) map to pattern type one. They were randomly selected from the 
management sample. The lines in (b) are judged to map to pattern type three. They were 
randomly selected from the microbiology sample. The semantic type of the lexical items in 
subject slot in (a) is [[Concept]] or [[Document]] or [[Human]]. There is no prototypical 
lexical set in object position therefore the semantic type [[Anything]] is assigned. This 
results in the rather general implicature: Human or Institution or Document or Concept states 
clearly and precisely that Anything is a necessary condition for some activity, process, or concept. In (b) the 
lexical items in both subject and object positions denote genome, genes, parts of genes and 
other parts of cells therefore the semantic type [[MB Entity]] was assigned. This results in 
the implicature MB Entity 1 contains the instructions necessary for the creation of MB Entity 2 which 
implies a far more specific sense than the implicature of (a). Given that lines which map to 
pattern type three abound in microbiology, it stands to reason that this pattern should be 
listed in any lexicographical resource aimed at people working in microbiology. Having said 
that, pattern types one and three are clearly related. It is possible that pattern type three is 
the conventionalised form of what was originally an exploitation of pattern one. This 
exploitation may have been prompted by the need to express a novel concept, namely 
genes or genetic instructions, in a way that could be easily understood. By exploiting 
pattern one, an analogy is drawn between a human or document giving instructions to 
achieve a task, and a gene or other unit of genetic material containing instructions for the 
creation of a cell or other microbiological entity. Originally, this would have been 
rhetorically effective; today it has become conventionalised or entrenched.  
 
In summary, a closer examination of the corpus lines containing specify in the AJACX2 
reveals findings with implications for the representation of phraseology in an EAP 
lexicographical resources. In regards to pattern type one the alternation of [[Human]] or 
[[Institution]] with [[Concept]] is particularly salient for those working in management. The 
prevalence of pattern type two in history and its relative absence in the other disciplines 
under study suggests that this sense of specify would be particularly important for those 
working in disciplines where reporting speech and the content of documents is essential. 
Neither of these patterns are likely to prove problematic from a receptive standpoint. The 
same cannot be said for pattern type three which represents a pre-eminently discipline-
specific sense of the verb specify which might prove problematic for users accustomed to 
the more general sense of this verb. This sense would have to be included in any 
lexicographical resource aimed at users working in microbiology. Pattern three also calls 
into question the validity of a statistical comparison of the frequency of patterns when it is 
apparent that in one discipline the verb has a clear specialist technical meaning. In cases 
like this it could be argued that writers in this discipline might eschew uses of specify with a 
more general meaning to avoid confusion. 

 
7.1.10 Treat 
 
Like many of the verbs analysed, the statistical analysis of treat revealed a marked contrast 
in phraseology between history and management on one hand, and microbiology on the 
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other. In the case of the first two pattern types, this can be explained by the semantic type 
of the recipient of the action and the subject focus of each discipline.  

 
Pattern type one: [[Human 1]] or [[Institution 1]] or [[Animal 1]] treats [[Human 2]] 
or [[Animal 2]] or [[Entity]] or [[Event]] Manner 
Implicature: Human 1 or Institution 1 or Animal 1 behaves toward Human 2 or 
Animal 2 or Entity or Event in the Manner specified 
Pattern type two: [[Human 1]] or [[Process]] or [[Drug]] treats [[Human 2]] or 
[[Animal]] or [[Disease]] or [[Injury]]  
Implicature: Human 1 = Health Professional applies a Drug or Process = Medical 
to Human 2 =Patient for the purpose of curing the patient`s Disease or Injury 

 
Pattern type one with its emphasis on treating someone or something in a certain manner 
represents a high proportion of the sample in history where it accounts for 81.33 per cent 
of occurrences of the verb, and in management where it accounts for 90.67 per cent. In 
microbiology it represents only 7.33 per cent of the sample (N = 150 in all sub-corpora). 
Pattern type two which implies a health professional applying a drug to treat a patient is far 
more frequent in microbiology where it accounts for 39.33 per cent of the sample 
compared with 6 per cent in history, and 5.33 per cent in management. Pattern type three 
occurs predominantly in microbiology with 10 occurrences representing 6.67 per cent of 
the sample. There are three other instances of this pattern type which occur in management 
representing 2 per cent of the sample. The latter all come from the same source RA. 
Nothing about the semantic types of this pattern suggests anything inherently 
microbiological: 
 

Pattern type three: [[Human]] or [[Device]] treats [[Inanimate]] (with [[Stuff]] or by 
[[Process]]) 
Implicature: The chemical or other properties of Inanimate are improved or 
otherwise changed by Process or the application of Stuff  

 
However, CPA is an inductive rather than a deductive process. Meaning is mapped 
bottom-up from the corpus to the pattern rather than top-down from pattern to corpus. 
The following corpus lines are taken from the microbiology sub corpus: 
 

a. was isolated from a pilot plant bioreactor treating arsenopyrite/pyrite in Kazakstan . It oxidizes 

b. estimates of the total quantity of copper ore treated by microbially assisted processes are difficult 

c. proved to be robust and have successfully treated gold-bearing concentrate for extended periods 

d. bacteria was found in pilot-scale bioreactors treating a nickel pentlandite-pyrrhotite ore. In 

e. altered the microbial landscape. A soil treated with sludge containing either high or low 

f. in the nitrifying reactor systems used to treat water in the large saltwater aquaria at 

g. The photo mask was then treated with an antiadhesion pellicle coating ( 

h. the marine environment is only partially treated and is not disinfected (examples of partially 

i. wastewater treatment plants collect and treat community effluent, evaluation of viruses 

j. processed via a washer and the effluent is treated in a nitrification/denitrification system 

Aside from some passive alternations which place emphasis on the treatment process 
rather than the person or device administering the treatment these lines map to pattern 
type three. When they are expressed, arguments in the subject slot have the sematic type 
[[Device]] while those in the object slot typically have the semantic type [[Inanimate]]. Any 
additional arguments usually involve chemicals or chemical processes. Lines (k) to (l) below 
are slightly more problematic; while lexical items in the other argument slot {listwise 
deletion} and {incorporating…} can feasibly be labelled as [[Process]], the object slot is 
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filled by {missing values} and {potential autocorrelation}. These lexical items would be 
better grouped as [[Abstract Entity]] than [[Inanimate]].  
 

k. full model (Model 7). Missing values were treated with listwise deletion, which accounts 

l. observations after listwise deletion was applied to treat missing values. Missing values occurred 

m. than interfirm variation in performance. I treated potential autocorrelation by incorporating 

This exploitation of pattern type three reflects the human tendency to draw analogies 
between abstract concepts and physical experience. This is important in many of the 
cognitive theories of language outlined in Chapter 1. In this case the abstract denotation of 
{missing values} resonates with the physical experience of processing materials. It would 
unwise to make generalisation about the prevalence of this kind analogy on the basis of a 
handful of corpus lines taken from a single source RA. However, for many speakers the 
idea of data as a material which can be mined is very much conventionalised. For example, 
the term data mining is often used synonymously with data processing. Data is talked about in 
similar terms to an ore or mineral to be exploited. With this in mind, the fact that lexical 
items denoting data in (k) to (m) occur in a similar context to lexical items denoting mineral 
ores occur in (a) to (d) is perhaps not coincidental. 
 
Instances of treat with the meaning reflected in pattern type five are found in all sub-
corpora. In history they represent 10 per cent of the sample, in management and 
microbiology they represent 2 per cent of the sample.  

 
Pattern type five: [[Human]] treats [[Anything]] 
Implicature: Human discusses Anything = Topic 

 
This pattern has two clear functions in the AJACX2. It is used to reference relevant work 
from other sources for example “[…] the history of the English church have been treated at length by 
others”, and “these topics are covered in excellent recent review articles […] and will not be treated in 
detail here”. It also serves as a means of organising discourse and alerting the reader to the 
structure and content of the RA: “In what follows I treat viewing and responding to the Sputnik 
replicas”. History is an extremely intertextual discipline (Coffin, 2006), historians cite sources 
with great frequency, for this reason the relatively high proportion of the history sample 
represented by pattern type five is not surprising. Previous research has found that 
discourse organising patterns are particularly prevalent in the abstract sections of RAs 
(Hyland, 2004). Since abstracts were not included in the AJACX2 such patterns might be 
underrepresented in the corpus. 
 

Pattern type six: [[Human 1]] treats with [[Human 2]]  
Implicature: Human 1 reaches a peace agreement with Human 2 

 
Pattern type six is extremely infrequent in the AJACX2 its three instances occur in history 
representing two percent of the sample. However, this intransitive use of a normally 
transitive verb is salient. The absence of this pattern from the PDEV and the other 
AJACX2 sub-corpora suggest that this pattern represents a discipline-specific norm. In the 
online OED the oldest citation for the verb treat fits this pattern (“treat, v,” 2017). It is not 
a use listed in any of the latest editions of the big five MLDs. 
 

Pattern type two: [[Human 1]] or [[Process]] or [[Drug]] treats [[Human 2]] or 
[[Animal]] or [[Disease]] or [[Injury]]  
Implicature: Human 1 = Health Professional applies a Drug or Process = Medical 
to Human 2 =Patient for the purpose of curing the patient`s Disease or Injury 
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Pattern type seven: [[Human]] treats [[MB entity 1]] or [[Animal]] with [[MB entity 
2]] or [[Drug]]  
Implicature: Human introduces drug or MB entity 2 to MB Entity 1=cell or Animal 
for experimental purposes 

 
The statistical testing reported in the previous chapter demonstrates that both pattern types 
two and seven account for a significantly larger proportion of the microbiology sample 
than they do in the other disciplines under study. Pattern type seven occurs exclusively in 
microbiology where it represents 43.33 percent of the sample. Pattern type two accounts 
for six per cent of the history sample, 5.33 per cent of the management sample, and 39.33 
per cent of the microbiology sample. Formally, the patterns are similar, however, while 
pattern type two activates a clearly medical meaning of treat and is often followed by (with 
[[Drug]] or with [[Process]]), in pattern seven the argument: with [[MB Entity 2]] or [[Drug]] 
is obligatory and activates a distinct verb meaning related to experimentation. 
 
The phraseological behaviour of treat has clear implications for its representation in EAP 
lexicographical resources. Pattern type three should certainly be included in lexicographical 
resources for disciplines such as physical sciences and engineering. Further study is needed 
to establish whether the analogy with data and physical materials in the management sub-
corpus is widespread and justifies broadening the pattern and including it in resources 
aimed at other disciplines. Previous research suggests that pattern type five: [[Human]] treats 
[[Anything]], plays an important role in organising discourse and reporting previous 
findings in academic writing in general. Evidence from the present study suggests that this 
role is particularly important in history. Pattern type six reflects a use of treat that was once 
prototypical in general usage. Comparison with current general dictionaries and MLDs 
suggests that this is no longer the case. This intransitive use of a normally transitive verb 
could certainly prove problematic from both productive and receptive perspectives. For 
this reason it should be included in an EAP lexicographical resource aimed at users 
working in history. Despite the formal similarity of their phraseology, lexicographically 
patterns two and seven should be treated differently. Although pattern two represents a 
medical use of the verb treat its occurrence in other corpora besides microbiology suggests 
that this use is generalised enough to merit inclusion in a general-academic lexical resource. 
In contrast, pattern type seven occurs exclusively in microbiology and implies a sense of 
carrying out experiments on living organisms or parts of living organisms, this suggests that 
it should be included in any lexicographical resource aimed at those working in the 
biological sciences. However, its relevance for EAP users working in other areas can be 
questioned.  

 
7.2 Summary of the Analysis  
 
Both statistical and qualitative analyses of the AJAXC2 point to a clear division in the 
collocational behaviour of verbs: In terms of their collocational patterns, verbs in the 
history and management studies sub-corpora tend to behave similarly, and in marked 
contrast to verbs in microbiology. The verb explain is a notable exception to this trend. 
Common factors which might explain this split include differences in the degree of 
consensus required in each discipline. This is evidenced by the behaviour of accept. The 
varying need to express conation is another factor. This is apparent in different 
prototypical meanings of manage across disciplines. Variation in disciplinary discourse 
conventions also plays a role. This can be seen in the uses of explain and note to report 
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quotations. Similarly, differences in disciplinary move structure are hinted at by some uses 
of treat.  
 
The principal aim of this study is not to account for differences in the collocational 
behaviour of verbs across academic disciplines, but to demonstrate how this varies across 
disciplines. It has a secondary aim of investigating how these differences might be 
represented in lexicographical resources in a way that is useful to EAP users. Auguste 
Comte’s (1896) notion of a hierarchy of sciences is helpful in this task. The split between 
history and management on one hand, and microbiology on the other could be 
extrapolated to a general division between hard and soft sciences. These could be termed 
harder disciplines and softer disciplines or, in more user friendly terms, even arts and 
humanities and sciences. Irrespective of labels, these categories offer a feasible way of 
grouping EAP vocabulary. The creation of individual resources for every discipline would, 
in many cases not be a viable option. Respecting this apparent division offers a practical 
solution. Discipline-specific EAP resources might take the form of separate resources for 
hard and soft disciplines, or a single resources with information on verb usage in hard and 
soft disciplines clearly labelled as such. 
 
A discipline-specific EAP lexicographical resource does not entail the exclusion of general 
academic vocabulary. Patterns which represent verb meanings which are frequently used in 
all disciplines irrespective of significant differences in frequencies should be included in 
both general EAP resources, and multi-discipline resources. For example, the pattern: 
[[Human]] or [[Institution]] accepts [that-clause], represents a significantly higher proportion 
of the sample in microbiology than it does in the history or management. Nonetheless, it is 
still used frequently in all the disciplines studied. Conversely, patterns which predominate 
in one discipline yet appear at extremely limited frequency in the others should only be 
included in a resource aimed at users working in the dominant discipline, or be clearly 
marked in a general EAP resource. For example, the pattern [[MB Entity]] replicates (Self), 
accounts for 130 out of 150 occurrences of the verb in microbiology (86.67 per cent), but 
only one occurrence in history (3.33 per cent) and one in management (0.69 per cent). The 
limitations of using a solely frequency-based approach for vocabulary selection are once 
again apparent here. An examination of the corpus lines reveals that the instances of this 
pattern which are not from the microbiology sub-corpus are, in fact, describing 
microbiological processes. This is also evidence of interdisciplinarity and the limitations of 
bibliographical classification of RAs.  
 
The analysis process also revealed several alternations which are more common in some 
disciplines than others. Chief among these are semantic-type alternations. Although many 
of these alternations are widespread in general English, some of them tend to occur far 
more frequently in some disciplines than others. This is the case with alternation of 
[[Human]] with [[Location]] in collocation with accept in history, or [[Concept]] with 
[[Human]] with many verbs including specify in management. Many of the alternations can 
be described as transparent in so much as the rationale which underlies them can be 
straightforwardly discerned. The [[Human]] / [[Location]] accepts alternation is an attempt 
to emphasise the geographical location where the event took place. The [[Human]] / 
[[Concept]] is understandable since concepts are the result of human cognition. Other 
alternations are less transparent, for example the alternation of [[MB Entity]] with 
[[Human]] in collocation with accomplish has little relation to cognition. This alternation 
occurs uniquely in microbiology and as such represents a truly discipline-specific 
alternation. It can, along with many similar alternations, perhaps best be explained by the 
need of microbiologists to explain once novel concepts in familiar terms. In TNE terms a 
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pattern activating a normal meaning of the verb was exploited to express a new concept. 
Over time this exploitation has become conventionalised. Taking a broad overview of 
academic language, this conventionalised exploitation represents an alternation since it only 
occurs in one discipline. For the purposes of this study it is labelled a discipline-specific 
pattern.  
 
The lexicographic representation of all transparent and widespread semantic-type 
alternations would be unfeasible and would lead to a great deal of redundant 
representation. However, brief explanatory notes on these alternations might prove useful 
for EAP writers. True discipline-specific semantic-type alternations deserve fuller treatment 
and should be described in any discipline-specific EAP vocabulary resource. 
 
In addition to semantic-type alternations, analysis also revealed syntactic alternations. Key 
amongst these was the hegemony of the alternation represented by the pattern: {it} is 
({generally} {well} {widely}) accepted {that} in microbiology. The prevalence of passive 
alternations with certain verb patterns in certain disciplines, for example apply in 
microbiology, also has implications for lexicographical representation. It would not feasible 
to represent every syntactic alternation for every verb, however, data from the AJACX2 
suggests that the current practice of representing patterns in active and declarative form is 
not always justified. In a lexicographical resource aimed at microbiologists the prototypical 
sense of accept should be represented by the pattern: {it} is ({generally} {well} {widely}) 
accepted {that}. Similarly, the sense of apply in microbiology represented by: [[Human = 
scientist]] applies [[Stuff = sample or culture]] to [[Surface = test medium]] might better be 
represented in a passive construction.  
 
Assigning a function to patterns allows them to be grouped in ways which may be useful to 
the EAP community. For example certain patterns with explain, note, or specify might be 
grouped under the title reporting what has been said or written. 
 
The analysis of the AJACX2 revealed examples of exploitations such as the exploitation of 
apply where [[Weapon]] is coerced to [[Process]] in the history sub-corpus discussed above. 
These exploitations suggest a good deal about how normal uses of verbs are exploited for 
pragmatic and rhetorical effect, however, they are not yet conventionalised and may never 
become conventionalised and as such should not be included in an EAP lexicographical 
resource.  

 
7.3 Guidelines for Lexicographical Representation 
 
The construction of a fully-fledged lexicographical resource was never envisaged as an 
immediate outcome of the present study. The principal aim has always been to empirically 
investigate the phraseological behaviour of vocabulary across academic disciplines. A 
secondary, though nonetheless important, aim is to demonstrate how insights from such an 
investigation might be applied to the creation of examples of, and guidelines for producing, 
lexicographical resources which are useful for EAP users. The AJACX2 data alone are not 
the basis upon which to build a lexicographical resource. While they are adequate for a 
comparison of verb phraseology and by extension meaning across academic disciplines, the 
construction of lexicographical resource would require a larger corpus, and other 
supplementary sources of data. The adequacy of the AJACX2 is discussed in further detail 
in the final chapter of this dissertation. 
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The lack of statistical testing in the majority of the finer-grained analysis reported in this 
chapter also raises questions of methodological adequacy. Most of the differences observed 
in the qualitative analysis were widespread and systematic, although, the observations they 
are based on were not subject to any statistical testing. However, considered independently 
the statistical analysis reported in the previous chapter was adequate to the aim of 
demonstrating that patterns activating different verb meanings occur at significantly 
different frequencies in distinct academic disciplines. The qualitative analysis reported in 
the present chapter provides a fuller picture indicating of the kind of differences a useful 
EAP lexicographic resource needs to reflect. 
 
Thus far in this dissertation, the vague term ‘lexicographical resource’ has been 
purposefully employed. This is because the digitisation of lexicography has opened means 
of accessing lexicographical information far more varied than those which might 
traditionally be thought of as dictionaries. To use the term dictionary might unnecessarily 
and unhelpfully create a limited impression of the ways in which the findings of this study 
might be applied. At the same time, a set of nebulous abstract guidelines would be of little 
practical use. With these considerations in mind the guidelines and examples set out in the 
remaining sections of this chapter refer to a corpus-based online pattern dictionary of EAP 
verbs. In line with most pattern and collocational dictionaries, it is envisaged that its 
principal function is encoding. However, it may also prove useful in decoding. The decision 
to concentrate on this kind of resource is a logical consequence of the CPA methodology 
employed in the experiment at the heart of the present study. An online pattern dictionary 
also offers a middle ground between traditional paper-based dictionaries and more novel 
lexicographical resources such as those integrated with text editors, web-browsers, e-
readers, and pedagogical activity generators. Insights from an idealised pattern dictionary 
could be applied, with minimal changes, to both novel and traditional contexts. 
 
Irrespective of the form a dictionary takes an important first step must involve the 
definition of the audience, and, in the case of commercial resources, the market. The 
present study adopts the traditional view of EAP as English for teaching, learning, and 
research that takes place at universities and other similar higher education institutions. EAP 
users are conceived of as predominantly upper-intermediate (B2) to advanced (C1/C2) 
level users who need to produce and understand English in academic contexts. It is 
possible to create guidelines for, and examples of a dictionary aimed at EAP users working 
in a particular discipline, or those working in harder or softer disciplines. However, a multi-
discipline dictionary would meet the needs of a larger audience and present greater 
opportunities to apply the results of the analysis above. It would also prove particularly 
useful in the current academic context of increasingly interdisciplinary research. A multi-
discipline dictionary should not be understood as referring to a dictionary comprising 
general-academic or semitechnical vocabulary in the same way general-academic wordlists 
and certain MLDs do. Instead, it should be understood as striving to include entries for 
those patterns which are used across many academic disciplines, as well as discipline-
specific patterns in an appropriately marked manner. 
 
The selection of items for inclusion in the word list of the lexicographical resource presents 
a greater challenge than defining the potential audience. The approach to verb selection 
adopted in the corpus-based experiment at the centre of the present study took the 1286 
PDEV verbs which had been completed at the time of sampling as a starting point. In 
order to be considered for inclusion in the sample for analysis these verbs had to occur at 
least 20 times; the point at which a trained lexicographer can begin to make judgements 
about verb meaning (Sinclair, 2005). A threshold of verb appearance in ten different articles 
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written by distinct authors was also adopted to ensure the idiosyncrasies of a particular 
author were not overly represented. Limiting the study to the completed PDEV verbs 
ensured a useful reference for difficult cases in annotation and thus increased annotation 
reliability. However, although this procedure was essential to a reliable comparison of the 
phraseology of verbs across disciplines, it limited the range of language which could be 
studied and has consequences for the representativeness of the verbs under study. The 
verb list in the PDEV is based on frequency of occurrence measure in the BNC50. This is 
problematic for two reasons: Firstly, since the BNC is a general corpus it does not 
necessarily reflect frequencies of occurrence of verbs in academic language; secondly it is 
over twenty years old. This is particularly problematic for the representation of meaning in 
fast-moving science and technology disciplines. For these reasons, it is not the foundation 
on which to build an EAP lexicographical resource which truly reflects the range of 
language which users encounter and have to produce. 
 
The analysis above has illustrated the benefits of relative frequency as a means of 
discriminating between general academic patterns such as [[Human]] or [[Institution]] accepts 
[that-clause], and discipline specific patterns such as [[MB Entity]] replicates (Self). 
Frequency also offers a means of populating the wordlist. In the E-Advanced Learner’s 
Dictionary of Verbs in Science (G Williams & Millon, 2010, 2014; G Williams, Millon, & 
Alonso, 2012) collocational networks are used to select headwords. Starting from the 100 
most frequent verbs in a corpus of biomedical texts statistical procedures are used to find 
most the salient collocates. These collocates are, in turn, networked to other verbs leading 
to growing list of headwords populated bottom-up from the corpus, rather than top-down 
from the lexicographers’ intuition about users’ needs. Although there are a number of 
issues to perfect with this approach, such as which verbs to include in a stop-list, and the 
point at which to stop including new words in the lexical resource, this procedure offers a 
principled approach to headword selection for specialist dictionaries. 
 
The use of corpora to select headwords for specialist dictionaries is certainly more valid 
than relying on intuition. However, since no corpus could attest to language use in its 
entirely, there exists the possibility of silence in the absence of data. Feedback from the 
EAP community, subject experts, and dictionary use studies is fundamental to noticing 
these silences. More generally, although the guidelines and examples presented below are 
based on a thorough review of dictionary use studies, research on the presentation of 
phraseology and academic vocabulary, and the results of the analysis above; feedback and 
user studies present the only way of evaluating their effectiveness for the creation 
lexicographical resources. It should be clear from the discussion in Chapter 3 that 
meaningful dictionary use studies are complex and time-consuming undertakings. To 
undertake such a study in addition to the corpus-based comparison reported above is 
beyond the scope of this dissertation. However, it does offer an interesting avenue for 
future research.    
 
Access structure is another important consideration in the creation of lexicographical 
resources. One of the principal advantages of digital lexicographical resources is that they 
are not constrained by traditional alphabetical ordering. Search functionality offers many 
possible means of access to an entry. Research suggests that users prefer simple one-step 
search functionality (Bank, 2010; Heid & Zimmermann, 2012). For this reason, in a 
dictionary of verbal collocations, users should be able to search for any form of the verb 
and be taken directly to the relevant entry. This is consistent with the principle of using as 
few metalinguistic terms as possible which is apparent from several dictionary use studies 
(Béjoint, 1981; Bogaards & Van der Kloot, 2002; Nesi & Haill, 2002; Neubach & Cohen, 



 

 
197 

1988). It should be clear from the literature review and analysis that CPA offers the 
possibility of arranging verbs in functional or semantic classes. This facilitates the creation 
of a lexicographical resource that is both semasiological and onomasiological. It is apparent 
from the annotation process, and has been suggested elsewhere that CPA semantic types 
are not immediately understandable to the user (G Williams & Millon, 2010). For this 
reason alternative labels must be considered. Hunston and Francis’s (2000) “notional 
groups” (p. 109) represent, perhaps, a more user-friendly means of classifying verb 
patterns. It is easy to see how descriptors such as describing agreement might be used to index 
patterns representing this meaning of accept: [[Human]] or [[Institution]] accepts 
[[Proposition]] or [[Concept]] or [[Eventuality]], [[Human]] or [[Institution]] accepts [that-
clause], as well as the it is accepted that alternation which represents the norm in 
microbiology. Similarly, reporting what has been said or written could group those patterns for 
the verbs explain, note, specify judged to have a reporting function in the analysis above. This 
approach could also work for discipline-specific patterns. The descriptor talking about the 
creation of cells or DNA could group the following microbiological patterns: 
 

Replicate pattern type six: [[MB_Entity 1]] or [[Process]] replicates [[MB_Entity 2]]  
Implicature: MB Entity 1 or Process produces copy of MB Entity 2 

 
Specify pattern type three: [[MB Entity 1]] specifies [[MB Entity 2]]  
Implicature: MB Entity 1 contains the instructions necessary for the creation of MB 
Entity  

 
Ideally users should be able to search for these descriptors in natural language without 
having to resort to any special syntax. The conventions of CPA are not always conducive 
to this aim. CPA involves mapping the various specific meanings expressed by corpus lines 
to general patterns, this is an adequate means of achieving the semasiological function of 
distinguishing verb meaning, however, it is difficult for writers to work back from the 
general to the specific. For this reason, it might be advisable that patterns list typical 
members of a lexical set rather than the CPA semantic types they belong to. This would 
have the additional advantage of allowing users to search for patterns by common 
collocate. This function would also be particularly helpful in decoding. On this approach, 
the pattern [[Human]] or [[Institution]] accepts [[Proposition]] or [[Concept]] or 
[[Eventuality]] might be better represented:   

 
a person OR organisation accepts something is true OR a theory or concept or 
model explains something OR something has happened  

 
Representing patterns in this way fulfils many of the criteria a user-friendly defining style 
that Hanks (1987) describes as “dictionary as prose” (p. 118). This style is prose-like and 
avoids metalanguage and the use of parenthesis; both of which are factors found to be 
particularly problematic by several dictionary use studies discussed in Chapter 3 (Nesi & 
Haill, 2002; Nesi & Meara, 1994). It takes only minor adjustment to convert the user-
friendly pattern above to a COBUILD style definition like that for the second sense for 
accept listed in the learner section of Collins Dictionary Online:  
 

If you accept an idea, statement, or fact, you believe that it is true or valid. 
 
This is also the definition style which fared most positively in the user studies on defining 
style discussed in Chapter 3 (Cumming et al., 1994; Nesi & Meara, 1994). It is hardly 
surprising given the dictionaries shared heritage and corpus-based methodology that 



 

 
198 

PDEV-type implicatures can be easily converted to COBUILD style definitions. For 
example, compare the COBUILD style definition above with the PDEV pattern below:  

 
PDEV pattern one: [[Human]] or [[Institution]] accepts [[Proposition]] or 
[[Concept]] or [[Eventuality]] 
Implicature: Human or Institution agrees that Proposition or Concept or 
Eventuality is correct and does not need to be contested 

 
There is some evidence to suggest that users perceive definitions written with a restricted 
defining style as more intelligible (MacFarquhar & Richards, 1983). However, not only do 
they have the potential to give a misleading impression of word meaning (Hanks, 1987), 
but defining scientific and technical terms with a restricted vocabulary has been shown to 
be particularly challenging (Herbst, 1986). For these reasons a restricted defining 
vocabulary is avoided here. 
 
Lew and Dziemianko’s (2012) contention that folk-defining style definitions do not contain 
the information necessary for Polish speaking users to determine the part-of-speech of the 
headword, is not relevant in a pattern dictionary of verbs. More pertinent is Teubert’s 
(2001) claim that well-selected citations can be of greater benefit to the user than 
definitions in encoding dictionaries. However, the free agency of the user makes a 
secondary decoding role a real possibility. The combination of user-friendly patterns and 
well-chosen examples should suffice in allowing users to grasp meaning. An additional 
benefit of not converting patterns to definitions is that it avoids problems of using if you 
statements with morally reprehensible acts, for example, if you murder someone, you... and 
other problematic culturally-bound situations (Hanks, 1987). In any event, research 
suggests that examples, not definitions, are the first port of all for most non-linguist users 
(Bogaards & Van der Kloot, 2002; Dziemanko, 2006, 2012). 
 
The need to distinguish between examples intended to help users with encoding and 
examples intended to help students with decoding is gaining greater acceptance. Humblé 
(2001) highlights the need for examples to contain contextual clues in order to help user 
with decoding, and patterns of syntax and collocation to help users with encoding. The 
results of Frankenberg-Garcia’s (2012, 2014, 2015) studies lend support to this argument.  
 
In a corpus-based pattern dictionary, patterns distilled from corpus lines bridge the gap 
between traditional definitions and examples. In many cases, the CPA patterns from the 
AJACX2 provide the type of information which helps users with encoding. Take, for 
example, the many patterns with [to-infinitives] or [that-clauses] or the complementation 
information in pattern type three for note:  

 
[[Human]] notes [[Information]] (on or in [[Document]]) (under [[Document 
Part]])   
User-friendly pattern: a human notes information SOMETIMES on OR in a 
document OR SOMETIMES under a heading  

 
The availability of several corpus-based examples for each pattern make the use of 
parenthesis to indicate optionality unnecessary. The possibility of linking to an abundance 
of corpus lines should, in most cases, provide sufficient contextual clues to facilitate 
comprehension. If further information is needed there is, in theory, the possibility of 
linking from corpus lines to the wider context of the source document.   
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7.3 Example Entries 
 
The entries below provide an illustrative example of how the guidelines above might be put 
into practice. 
 
7.3.1 Entry for the Verb Apply 
 

 
Figure. 7.1. An illustrative example of an entry for verb apply 

 
In the user friendly patterns in the illustrative entry shown in Figure 7.1, operators such as 
OR, SOMETIMES, or OFTEN are preferred to the more traditional means of indicating 
optionality via parenthesis. This has the advantage of being more prose-like. It also 
provides a user-friendly means of conveying the approximate frequency of certain 
alternations using SOMETIMES or OFTEN. The discipline labels, in this case, 
[HISTORY], [MANAGEMENT], or [MICROBIOLOGY] indicate the discipline from 
which a corpus-derived example is taken. Discipline-specific patterns such as (4) above are 
indicated via a label under the headword. In patterns such as (3) which only occurs in two 
disciplines, the majority of examples come from the discipline where the pattern occurs 

Apply 

1. a person OR organisation applies theory OR model OR process SOMETIMES to address a 

situation 
reason-of-state literature, may have been applied to practical politics. But the crucial [HISTORY] 
This has made it difficult to effectively apply and combine theoretical lenses, to delineate [MANAGEMENT] 

discouraged, bacteriologists did not attempt to apply the Biological Species Concept (or any [MICROBIOLOGY] 

 

2. a theory OR model OR process applies SOMETIMES to a situation OR activity 
"certain ""natural"" principles of morality" apply even without government or religion to 

diversification also does not apply to a single-business CEO. Accordingly, [MANAGEMENT] 

CLSI screening and confirmatory tests apply only to Escherichia coli, Klebsiella spp [MICROBIOLOGY] 
 

3. a person applies for benefit OR an injunction OR an extension OR an admission OR 

readmission  
of supporters and economic resources in applying for exemptions. The revised law would not [HISTORY] 

upon further promotion. In 1809 Liverpool applied to the prince regent for a grant of £1,000 [HISTORY] 

list. Firms included on the WM list must apply for recognition. This raises the possibility [MANAGEMENT] 

 

4. a sample OR culture is  applied to a surface OFTEN a test medium SOMETIMES by a 

scientist [MICROBIOLOGY]  
The dialysed sample was applied to a hydroxyapatite column  

100 μl of culture was applied to the face of the wedge array channel 

700 μl of the final concentrated sample was applied to DNA extraction 

 

5. a person applies a word OR term to anything  
“Solidarity” was a term that could and did apply to different, overlapping, and sometimes [HISTORY] 
Menu is used here as a metaphor that can be applied to a wide range of service interactions [MANAGEMENT] 

The term Trojan horse has been applied to many biological packages, such as mobile [MICROBIOLOGY] 

 

6. a person OR an organisation applies pressure 
the crown initially applied pressure to compel religious orthodoxy [HISTORY] 

viral mutagens apply less selective pressure to a viral population [MANAGEMENT] 

efficient. For example, many companies have applied accountability pressures on managers to [MANAGEMENT] 
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most frequently. In the case of (3) this is history. In any case, it is envisaged that the user is 
able to click on any example to view more corpus lines over which the pattern generalises, 
sorted by discipline. There is also the possibility of further context in the form of the 
source text from which the line is taken. The presentation of sense labels and salient 
collocates in white writing on a blue background is an attempt to imitate the signposting 
strategy in the LDOCE5. In an eye-tracking study, Dziemianko (2016) found this style to 
be the most effective at speeding up recognition and retention. However, there is a great 
deal more research needed in this area. 

 
7.3.2 Example Entries for Functional Groups 

 
 
Figure. 7.2. An illustrative example of an entry for the functional group reporting what has been said or written. 

 
The conventions for displaying patterns adopted for onomasiological entries are much the 
same as those for semasiological entries. A key difference is the order in which patterns 
appear. In Figure 7.1 the overall frequency of occurrence of a pattern type in the samples 
analysed was used to order the patterns. However, this may not be appropriate when an 
entry includes different verbs. In Figure 7.2 alphabetical order is used. 
  
The illustrative entry in 7.2 contains an example of the type of explanatory note mentioned 
in the analysis above. On clicking [Note for Historians] the user would see: 

 

Function: reporting what has been said or written 

Explain 

a person OR organisation explains that… SOMETIMES to another person  

[Note for Historians] 
Presenting the draft to Scott, Lindsay explained that its intention was to inspire respect [HIST] 

objections against the Xiongnu marriage code, he explains that their purpose is to safeguard the [HIST] 
experience. The cover sheet for the case explained that the task was to diagnose the causes [MANAGEMENT] 
 

a person OR organisation explains “something that is said or written using quotation marks” 

[Note for Management Students] 
"domestic agriculture was of a purely subsistence nature” he explained to a local intendant” [HIST] 

George Hulme explained: “I think what started me thinking about this was when…” [HIST] 

as one shop manager explained: “If you look after my client, when I’m away…” [MANAGEMENT] 

 

Note 

a person notes “something that is said or written using quotation marks” OR that… OR what 

happens or is said or written, when, where, why something happens or is written 
the sister recalling this story for the chronicle noted: “no more widows in our convent” [HIST] 

participate in this study. It should be noted that research suggests that 71% of firms [MANAGEMENT] 

of 50 samples by RT-PCR . These authors noted that while no correlation could be established [MICROBIOLOGY] 

 

Specify  

a person OR organisation OR theory OR model OR document specifies that… 

[Not found in the microbiology sources used to make this dictionary] 
labour’. The Vagrancy Act went further, specifying that the ‘labour’ to be undertaken by slaves [HISTORY] 

he specified that the "cowries come from the Maldives" [HISTORY] 

group from another” (Hofstede, 1984: 21). It specifies how things are to be evaluated and what [MANAGEMENT] 
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In the history articles used to make this dictionary there was a slight tendency to 
report information using explain and a paraphrase rather than a direct quote 

 
While clicking the [Note for Management Students] would reveal: 
 

In the management studies articles used to make this dictionary this pattern was 
often used to report participant responses in interviews 
 

Functional groups can also be discipline specific as illustrated by Figure 7.3 below.  
 

 
Figure. 7.3. An illustrative example of an entry for functional group talking about the creation of cells or DNA. 

 
The qualitative analysis in this chapter complements the statistical analysis reported in the 
previous chapter. The findings support the need for a discipline-specific phraseological 
approach to the selection of vocabulary for EAP courses and materials and show the 
limitations of a single-word general-academic wordlist approach. In doing so, they highlight 
the limitations of primarily frequency-based approaches to the study of phraseology such as 
the lexical bundle approach. They also demonstrate the feasibility of CPA in the study of 
academic lexis across disciplines. With reference to the review of dictionary use studies 
undertaken in Chapter 3, the present chapter has also posited some guidelines for the 
useful presentation of these findings in EAP lexicographical resources, as well as, brief 
illustrative examples of how these guidelines might be applied in an online EAP verb 
pattern dictionary. Along the way, a number of limitations of the present study have been 
suggested along with opportunities for further research. These will be discussed in more 
detail in the final conclusions chapter of this dissertation. 

Function: talking about the creation of cells or DNA 

Replicate 

a cell OR part of a cell OR piece of DNA replicates another cell OR part of a cell OR piece of 

DNA  
reporter (R) and quencher (Q) dyes. As DNA pol replicates the template strand, hydrolysis of the [MICROBIOLOGY] 

organisms are able to efficiently and faithfully replicate their DNA are of critical importance in [MICROBIOLOGY] 
P proteins to transcribe and eventually replicate the HPIV genome . The P protein of HPIV [MICROBIOLOGY] 

 

Specify  

a genome OR cell OR part of a cell OR piece of DNA specifies another cell OR part of a cell OR 

piece of DNA  
the genes busAA-AB, specifying a high-affinity betaine uptake system [MICROBIOLOGY] 

arcABD1C1C2TD2 in which arcD1 and arcD2 specify putative arginine ornithine (1:1) antiporter [MICROBIOLOGY] 

Gene expression levels are usually specified by particular promoter sequences and their [MICROBIOLOGY] 
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8. CONTRIBUTIONS, CHALLENGES, AND FUTURE 
DIRECTIONS 
 
This chapter aims to summarise the contribution made by the present study and examine 
possibilities for further research. It begins by summarising the findings related to the 
principal objective before working back summarising further contributions made in the 
broad sections outlined in the introduction. Section 8.1 first addresses Chapters 4 and 5 
dealing with the corpus-based experiment at the heart of the present study, and then 
Chapters 1, 2, and 3 which present the key concepts which underlie it. Section 8.2 
addresses the challenges encountered in achieving these contributions. Section 8.3 
discusses possible avenues for future research. 
 
The principal objective of the present study was: To examine differences in meaning and 
use of vocabulary across academic disciplines which might be obfuscated by the 
distributional approaches to vocabulary selection habitually employed in English 
vocabulary studies. The findings reported in Chapters 6 and 7 clearly indicate that such 
differences exist. 
 
Chapter 6 reported on a statistical comparison of the collocational behaviour of verbs, and 
by extension verb meanings, across the three sub-corpora of the AJACX2. It demonstrated 
that verb pattern types often account for significantly different proportions of samples in 
sub-corpora representing each discipline in the AJACX2. This finding runs counter to the 
rationale underlying a generalist approach to the selection of vocabulary for EAP courses 
and materials. The analysis also pointed to a split in collocational behaviour between 
history and management on one hand, and microbiology on the other. The chapter also 
reported on an intradisciplinary comparison which sought to control for the possibility that 
the differences observed between samples in the interdisciplinary comparison were due to 
the non-random nature of words in text. This second comparison involved two random 
samples for a given verb from the same discipline. None of the verbs included in this 
second comparison showed significant difference in collocational behaviour. This suggests 
that the differences in pattern type frequencies observed in the interdisciplinary 
comparison are due to a factor other than the non-random nature of language. Given the 
composition of the corpus it is reasonable to assume that the explanatory variable is 
academic discipline.  
 
In reporting the findings of a qualitative analysis Chapter 7 went further than Chapter 6, it 
involved a finer-grained analysis of the corpus-lines of a random selection of ten of the 30 
annotated verbs. This revealed semantic-type alternations which are more prevalent in 
some disciplines than others. For example, the synecdochical alternation of [[Location]] 
with [[Human]] in the subject slot of accept in history. It also revealed discipline-specific 
tendencies involving semantic prosody. For example, in management: [[Human]] or 
[[Institution]] accepts [[Eventuality = negative]]. These types of differences can often be 
explained by the focus of the discipline. It was argued that other types of differences such 
as the dominance of variations of it is accepted that in microbiology, and the presence of 
patterns indicating different conventions for reporting speech, can be linked to the 
prototypical function of research articles in the disciplines studied: In broad terms history 
articles argue, while microbiology articles report. Management studies RAs fulfil both 
functions.   
 
Chapter 7 also reported corpus insights into metaphor as well as exploitation of pattern 
ambiguity. This can be novel and limited in scope; as is the case with the example of 
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magistrates applying balm to tender consciences, which exploits the prototypical pattern [[Human]] 
applies [[Concept]] or [[Process]] (to [[State of Affairs]), and resonates with medical uses of 
apply implying healing. These kinds of exploitations are employed to achieve a pragmatic 
effect. There is also evidence of the widespread use of what might have once been 
exploitation becoming conventionalised. For example, the widespread occurrence of [[MB 
Entity]] in slots prototypically occupied by [[Human]] with verbs involving human 
cognition. This may have come about as pioneer microbiologists sought to explain their 
new discoveries in terms of their lived experience.   
 
Distributional approaches to vocabulary selection, such as the lexical-bundle approach, 
adopted in many other studies have strengths, however, they would have elided many of 
these insights. Given the increasing importance of standardised tests of academic English 
to academic and professional lives of EAP users, and the large sums of time and money 
invested in academic English courses and materials, it is essential that methods of 
vocabulary selection can truly capture the language that the EAP community encounters 
and strives to use. With this in mind the present study makes an important contribution to 
the study of EAP lexis. 

 
8.1 Further Contributions 
 
In the process of arriving at the findings summarised above, the present study has made a 
number of further contributions to the field. These include methodological contributions 
arising from the design of the corpus-based experimental procedure at the heart of the 
study. To prepare the ground Chapter 4 set out hypothesises to be tested in the corpus-
based experimental procedure aimed at examining differences in the meaning and use of 
vocabulary across academic disciplines. With reference to previous corpus-based studies of 
academic lexis, and research on the language needs of users in EAP contexts, it argued that 
a corpus of research articles from academic journals could be considered reasonably 
representative of the language EAP users encounter and strive to produce. It also argued 
that on a phraseological approach to language the primacy of the noun in lexicographical 
studies can be called into doubt.  
 
Chapter 5 detailed the corpus-based experimental procedure itself. The methodology 
adopted represents a novel application of the lexicographical technique of corpus pattern 
analysis. This technique was employed along with statistical hypothesis testing to compare 
the collocational behaviour, and by extension the meaning, of verb patterns across three 
sub-corpora which represent the academic disciplines of history, microbiology, and 
management studies. It is not only the decision to use statistical measures to compare CPA 
pattern types across disciplines which breaks new ground, the type of statistical measures 
employed is also somewhat innovative. Bayesian statistics have been successfully employed 
as effect-size measures in a small number of studies in the wider discipline of applied 
linguistics (A. Wilson, 2013), and are frequently used in microbiology (Sawcer, 2010), 
however the present study may have been the first to employ such measures in an 
examination of EAP lexis. In addition to this adaptation of CPA for comparative purposes, 
the present study was also methodologically innovative in its use of CAQDAS. 
Traditionally, ATLAS.ti has not been employed in corpus linguistics. However, in the wider 
discipline of applied linguistics, a small number of studies have proved the utility of 
ATLAS.ti in conversation analysis (O’Halloran, 2011; Paulus & Lester, 2015). It has also 
been employed in the examination of historic dictionaries (G Williams, 2017). The present 
study may have been the first to exploit ATLAS.ti in a study of EAP lexis.  
 



 

 
205 

The findings reported in Chapters 6 and 7 are testament to the adequacy of this CPA-based 
procedure as a feasible means of phrase extraction which accounts for both semantic and 
syntactic concerns. Demonstrating such a means of vocabulary selection was a secondary 
objective of the present study. This contribution is all the more significant still since the 
procedures set out in Chapter 5 could, with minor alterations, straightforwardly be applied 
to several other comparative applications in corpus-linguistics.  
 
In addition to the methodological contributions outlined above, the present study has 
made some contributions which could be classified as pedagogical or lexicographical. 
Chapter 2 sought to situate vocabulary acquisition in EAP in the wider context of 
vocabulary acquisition in general. Through a review of literature on second language 
vocabulary acquisition, it sought to establish what knowing a word or phrase entails and 
thus uncover the rationale behind the productive/receptive dichotomy prevalent in 
language teaching. This was followed by a discussion about which words or phrases should 
be taught and learned. It was argued that the traditional recourse to the criterion of 
frequency should be tempered by the contextual needs of the user. In EAP contexts, an 
effect of the pre-eminence of frequency in approaches to vocabulary selection has been the 
dominance of wordlists such as the AWL. In addition to not reflecting differences in 
vocabulary needs across disciplines, traditionally, such lists have not taken account of 
phraseological concerns. In this regard, academic phrase-lists, be they general (Simpson-
Vlach & Ellis, 2010) or discipline-specific (Hsu, 2014), present a major advance in the 
selection of vocabulary. However, these phrase lists are selected on the basis of variants of 
a frequency-based n-gram approach widely known as the lexical-bundle approach. On this 
approach strings of text, habitually of three or four words in length, occurring above a 
given frequency threshold are extracted. A central hypothesis of the present study is that 
the positive development represented by the phraseological turn in EAP vocabulary 
selection is limited by this form or distribution-based method of phrase extraction. A 
further question addressed in this review of the literature was how vocabulary can be most 
effectively taught and learned. In this respect, it was demonstrated that dictionaries and 
other lexicographical resources have a role to play in a great deal of vocabulary acquisition, 
procedures, strategies, and activities. 
 
Chapter 3 summarised research on lexicographical resources in what could reasonably be 
considered pertinent contexts for EAP users. In light of a review of questionnaire-based, 
observation-based, and test-based research into dictionary use and users, it has argued that 
a broad EAP community’s lexicographical needs would be best met by a monolingual 
lexicographical resource. In addition to providing an appraisal of existing EAP 
lexicographical resources, it also reviewed research into specific aspects of dictionary use 
such as defining and example style, visual elements, and the treatment of phraseology in 
monolingual learners’ dictionaries and phraseological dictionaries.  
 
The product of the insights from the review carried out in Chapters 2 and 3 and the 
findings reported in Chapters 6 and 7 fulfils a secondary objective of the present study: To 
create guidelines for producing, and an illustrative example of, a useful lexicographical 
resource for the EAP community. Guidelines for the creation of an online pattern 
dictionary of EAP verbs and the illustrative examples of its entries can be found in Sections 
7.3 and 7.4 respectively. This marks a minor contribution of the present study to the field 
of EAP lexicography. 
  
The methodological and lexicographical contributions discussed thus far could be classified 
as practical or applicable in nature. To the extent that they chime with phraseological 
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accounts of language, some of the findings of the present study might also be considered 
contributions to theory. Chapter 1 sought to outline, in broad terms, some major currents 
of linguistic theory which, in contrast to generative approaches, envisage a central and 
organising role for the phrase in language. It also sought to present a practical technique by 
means of which many of the insights gained from this this review of theory could be 
applied to the study of academic lexis. In this regard it has demonstrated that Hanks’s 
(2013) theory of norms and exploitations and its practical counterpart CPA rely heavily, not 
only on insights gained from other corpus linguists, for example, Sinclair’s (1991) Idiom 
and Open-choice Principles and Hoey’s (2005) notion of Lexical Priming, but also on 
concepts from other linguistic currents. For example, TNE reflects a usage-based model of 
the lexicon (Bybee, 2006) compatible with those posited in Cognitive Grammar 
(Langacker, 2008), and Radical Construction Grammar (Croft, 2001, 2005). The 
hierarchical ontology of semantic types at the heart of CPA owes much to Pustejovsky’s 
(1995) Generative Lexicon Theory. Additionally, as the SPOCA clause roles fundamental 
to CPA suggest, in TNE the notion of argument structure is broadly compatible with that 
of functional grammar (Haliday, 1994). 
 
In light of the insights into phraseological approaches to language gained from the review 
in Chapter 1 and the results of the CPA analysis of the AJAXC2 reported in Chapters 6 
and 7, the present study has examined how the behaviour of academic lexis relates to wider 
approaches to phraseology. In addition to providing evidence further supporting corpus 
linguistic concepts such as semantic prosody and alternation, this constitutes one of the 
present study’s secondary objectives. Concepts from cognitive linguistics can plausibly 
account for facts uncovered by CPA analysis. Take, for example, the idea that novel 
expressions which lack unit status are meaningful if they are sufficiently similar to existing 
expressions which have unit status. This provides a plausible account of how humans were 
first able to understand patterns with manage, a verb which prototypically implies human 
cognition, with non-human arguments. For example, it is plausible that [[MB Entity]] 
manages [[Activity]] as a result of the once novel pattern’s similarity to the established 
[[Human]] manages [[Activity]]. With repeated usage the newer pattern has become 
entrenched. More generally, the systematic alternation of more abstract semantic types, in 
this case [[MB Entity]], with more concreate ones, such as [[HUMAN]], might suggest the 
existence of a Lakovian conceptual metaphor along the lines of CELLS ARE HUMAN 

BEINGS. However, to truly investigate the lexicalisation of metaphors more fully, a 
diachronic approach is needed. 

 
8.2 Challenges  
 
In order to make the contributions outlined in the previous section, a number of challenges 
had to be overcome. These include factors related to the corpus, annotation, sampling, the 
methodological adequacy of CPA, and the lexicographical representation of the findings. 

 
8.2.1 Corpus Size 
 
Several aspects of corpus construction proved to be somewhat challenging. Size is a 
perpetual concern in corpus construction. A limitation of the original AJAC, evident in 
previous research, was that many of the AWL words it contained occurred at extremely low 
frequencies. This was especially problematic in the microbiology sub-corpus which 
contained articles which were, on average, one third shorter than those in sub-corpora 
representing history and management. In an attempt to mitigate this the AJACX2 is more 
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than twice the size of the original. It also contains a third more articles in microbiology 
than the original corpus. It was not envisaged that this increase in corpus size would lead to 
a proportional increase in the frequency of individual words since word frequency is 
Zipfian in nature. However, it was hoped that there would be a perceivable drop in 
findings that were based on only a handful of occurrences. In the AJAC, in microbiology, 
access occurs only 8 times labelled as a verb whereas in the AJACX2 it occurs 21 times. This 
indicates that the strategy of expanding the corpus was successful. Ultimately, the smallest 
verb sample annotated in the present study was that of prescribe in microbiology which 
contained 22 occurrences shared between two pattern types.  
 
Overall, taken as a set, verbs occurred at sufficiently high frequencies for a valid cross-
discipline comparison of verbal collocational behaviour. However, it might be argued that 
in cases of individual verbs which have a wide variety of collocational pattern types, yet 
occur at just over the frequency threshold of 20 occurrences, this was not the case. The 
statistical measures adopted in the present study mitigate the possibility of Type I errors. 
The LL statistic has been demonstrated to be more reliable than chi-square with low 
expected frequencies. Similarly, the effect-size threshold adopted ensures that P values 
indicating significant difference which were calculated based on extremely low frequencies 
of occurrence were discarded.  
 
Low frequency of occurrence is perhaps more problematic in the qualitative analysis stage 
of the present study where some of the observations made were based on a small quantity 
of occurrences. For example, speculation about the possible alternation of [[Inanimate]] 
with [[Abstract Entity]] in object slot of pattern type three for treat in order to draw 
analogies between the treatment of data and the treatment or raw materials such as 
minerals, is made on the basis of two corpus lines. In spite of this limitation, the 
observations made are at least indicative of the type of phraseological behaviour 
encountered during the annotation phase and they are clearly advantageous to the creation 
of useful lexicographical resources for the EAP community.  
 
The methodological design of the present study has some features which mitigate the 
minor problems brought about by the limited size of the corpus. The concept of data 
triangulation, adopting multiple perspectives on data, allows more confidence in findings 
than would have otherwise been possible. Space triangulation, in this case comparing 
academic language across three sub-corpora representing three disciplines allows more 
confidence in the existence of difference than would be possible with a two-discipline 
comparison. Methodological triangulation, in this case, combining a statistical analysis stage 
with more qualitative techniques, allows greater confidence than would be possible had 
only one approach been adopted. 
 
In the period which has elapsed since the commencement of the present project, large-
scale corpora of written academic language have become more widely accessible. For 
example the Oxford Corpus of Academic English (D. Lea, 2014b) has recently been made 
available, on request, via SE. It contains around 85-million words from 27 different 
disciplines, predominantly from academic journals, but also from textbooks and other 
scholarly literature. Although the AJACX2 was adequate to the task it was designed for, 
repeating the procedures of the present study in a larger corpus covering a greater number 
of disciplines and with a wider variety of text types may result in further insights into the 
phraseology of academic lexis across disciplines.  
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8.2.2 Corpus Composition 
 
In addition to obtaining an adequate size, some decisions about corpus composition also 
proved challenging. One such decision; not to include abstracts in the AJAXC2, had 
consequences for corpus size. The decision to remove headings, tables, graphics and those 
equations not in-line with the text of the RAs is justifiable since these elements contain 
relatively little lexical content. In contrast, if abstracts are typically around 300 words in 
length, their removal represents a loss of around 264,000 tokens. This represents around 
3.33 per cent of the total corpus size. More significantly, since abstracts have their own 
discourse and lexical conventions (see G.Hu & Cao, 2011), the decision to discard them 
has made the AJACX2 less representative of the lexis used by the EAP community than it 
might have been had abstracts been included. This is particularly true from a receptive 
standpoint, since abstracts serve as a summary of the contents of an article aimed at 
helping the reader decide whether it is worth reading the whole article, it stands to reason 
that they are more widely read than the other parts of the article. Although the exclusion of 
abstracts does affect corpus size and representativity, it in no way invalidates the findings 
of the study. The repetition of the present study with a corpus including RA abstracts 
would be beneficial, as would the application of its methods for a comparison of lexis used 
in distinct RA sections.  
 
The decision to construct a corpus of research articles will be seen by some as a major 
limitation of the present study. It is true that the decision to concentrate on the written 
mode means that examination of spoken and sign language in academic contexts is not 
possible. It is, perhaps, true that these modes are relatively underrepresented in EAP 
vocabulary resources. Aside from these concessions, the criticism of the construction of a 
corpus of RAs for the study of academic lexis across disciplines is not valid. In Chapters 4 
and 5, it was argued that academic journals are widely read by all levels of the EAP 
community. Furthermore, obtaining a sufficient quantity and range of textbooks for a 
meaningful examination would be fraught with logistical difficulties. As far as writing is 
concerned, the argument that RAs are not suitable textual exemplars for students is at best 
questionable and at worst condescending. This should not be taken to mean that there is 
no place for corpora of student writing in studies of EAP lexis and lexicography. Error 
analysis in corpora, of student writing, written by both native and non-native writers, 
provides an invaluable source of data which allows teachers, curriculum designers, 
dictionary writers, and other material creators to fine tune their practice to the needs of 
their public. In fact, the comparison of the findings about the verbs examined in the 
present study with their behaviour in corpora of student writing presents an interesting 
avenue for future investigation. Similarly, much of what is written about what comprises 
the ideal textual exemplar for novice writers is based on speculation or language-internal 
characteristics, for example, difference in frequency of occurrence of lexical bundles across 
text types. There is a pressing need for more research about what writers themselves think. 
Obtaining useful findings would involve more than simply asking established academic 
writers: How did you learn to write? Or what examples of writing have proved useful to 
you? However a well-designed study could provide invaluable insights into what constitutes 
a suitable example for novice academic writers.  
 
The language background of the authors’ of many of the articles included in the AJACX2 
might be seen by some as a limitation of the present study. In spite of growing acceptance 
of English as a lingua franca in academic contexts, for some, the presence of articles 
written by non-native speakers will invalidate the AJACX2 as a source of data on lexis for 
the EAP community. Aside from the fact that ELFA is a reality and reflects much of the 
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language that EAP users experience, there are two principal arguments against this view: 
Firstly, with some notable exceptions (Rozycki & Johnson, 2013), editorial boards and the 
peer review process ensure that RAs contain language that is reasonably native-like. 
Secondly, there is some research, at least as far as academic collocations are concerned, to 
suggest that it is experience rather than native-speaker status which is the defining factor in 
accurate production (Frankenberg-Garcia, 2017). In future research into EAP lexis using 
corpora of RA, researchers may wish to control for the language background of authors. 
However, it has been argued in the present study that, not only is this technically 
challenging, it would also negatively impact the extent to which the corpus truly 
represented the language needs of the EAP community.   
 
A further corpus-construction challenge concerns the selection of RAs for inclusion in the 
AJACX2. The use of journal citation indices in this regard was a fairly novel approach, 
having only been adopted by a handful of corpus investigations of academic language. G. 
Williams (2002) criticises the use bibliographical categorisations in the construction of 
specialised corpora. He argues that such classifications are motivated by administrative or 
organisational concerns rather than a true reflection the language use of a community of 
users. However, no means of categorising knowledge is perfect, the disciplinary categories 
from the journal citation ranking employed in the present study are broadly representative 
of the divisions in language use of a fairly broad community of EAP users. A further 
argument against the use of discrete bibliographic categories is that they cannot truly reflect 
interdisciplinarity. However, in the representation of the language EAP users encounter 
and strive to produce; if it is assumed that bibliographic categories are imperfect, and that 
much academic research is interdisciplinary, then the descriptive inadequacy of 
bibliographic categories becomes an advantage. In the AJAXC2, this is evidenced by the 
presence of articles in the history sub-corpus proposing medical explanations for the 
behaviour of historical figures, articles in the management sub-corpus dealing with the 
management of healthcare, and articles in the microbiology sub-corpus dealing with the 
management of health and safety law. In addition to the general problems involved in 
categorising knowledge, citation indices and measures also have inherent geographical, 
disciplinary and cultural biases. However, the fact remains that in the creation of specialised 
corpora selection criteria are essential. In order to obtain a fuller impression of the 
representativity of the RAs included in the AJACX2, a future study could seek the opinion 
of expert informants in the academic disciplines it comprises.   

 
8.2.3 Annotation  
 
The question of how to ensure validity and reliability in annotation presents a challenge to 
all corpus annotation projects. Ideally validity and reliability are achieved through the 
collaborative creation and constant revision of annotation guidelines and use of inter-
annotator reliability measures to monitor consistency between annotators. In the context of 
the present study, the use of multiple annotators was not possible. Another means of 
ensuring valid and reliable annotation was needed. To overcome this challenge, the PDEV 
was employed as a reference in cases of doubt in the annotation process. 
 
The need for an annotation reference had consequences for the range of language which 
could be examined in the present study. In conjunction with the corpus compilation 
criteria, the frequency and authorship thresholds adopted in the sampling of verbs for 
examination were an attempt to ensure that the verbs examined were representative of 
those which EAP users encounter and strive to use. Nonetheless, the potential sample was 
limited to those verbs which had been completed in the PDEV. Furthermore, the verb list 
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in the PDEV is based on their frequency of occurrence in the BNC50. This is problematic 
for two reasons: Firstly, since the BNC is a general corpus it does not necessarily reflect 
frequencies of occurrence of verbs in academic language; secondly it is over twenty years 
old and contains texts dating back to 1964 (Oxford Text Archive, 2015). This is particularly 
problematic for the representation of meaning in fast-moving science and technology 
disciplines. To mitigate these problems future studies should select verbs on the basis of 
frequency in the corpus under study and use multiple annotators and inter-annotator 
reliability measures in an attempt to ensure reliability in annotation.  
 
The need for an annotation reference is particularly exigent in the case of CPA, as 
although, a number of short papers reporting CPA-based studies have been published, at 
present there are no official detailed guidelines for annotation. In this regard it is hoped 
that the procedures set out in Chapters 5, and notes and reflections in Chapter 6 and 7 
might be of use to future CPA-based studies. Explanations and examples of what this study 
has termed ‘widening patterns’ and ‘climbing the CPASO’, along with the many examples 
of annotated corpus lines should be of use in future CPA studies. The decision to 
differentiate between patterns and pattern types in manner a similar to the distinction made 
between, words (tokens) and types in corpus linguistics in general might also be of value. 
This may appear trivial. However, the need to differentiate between a single instance of a 
pattern and many instances which map to a pattern is vital when using CPA to compare 
corpora. Using conventional CPA terms to do this proved burdensome.  

 
8.2.4 Sampling 
 
Decisions about which verbs to study also proved somewhat of a challenge. It has been 
established that the practical need for an annotation reference limited the range of language 
which could be studied to those 1286 verbs in the PDEV which had been completed at the 
time the sample was taken in January 2016. Additionally, the threshold of 20 occurrences 
was selected because it is said to represent the point at which a trained lexicographer is able 
to make judgments about meaning (Sinclair, 2005). The ten-occurrences in RAs of distinct 
authorship threshold was adopted to ensure that no single author’s idiosyncratic use of a 
verb was overly represented in the sample. Although this approach has been successful, 
further insight might be gained from repeating the procedure with various threshold levels. 

 
8.2.5 CPA 
 
As the discussion in above indicates, CPA has proved to be a viable means of examining 
differences in the semantic and syntactic behaviour of verbs across corpora. Many of the 
differences it revealed would have been elided on distributional approaches to phrase 
extraction such as the lexical-bundle approach. However, the manual classification of verb 
arguments with semantic labels is an endeavour which requires a great deal of time. In 
contrast, the extraction of stings of a certain length which occur above a given frequency 
threshold takes minutes and has been employed in studies which have provided important 
insights into EAP vocabulary. For example, Biber and Barbieri's (2007) examination of 
lexical bundles in spoken and written language in academic contexts, Simpson-Vlach and 
Ellis's (2010) general academic phrase list, and Hsu's (2014) phrase list for prospective EFL 
business postgraduates, come to mind, among many others. Since form and distributional 
approaches to vocabulary selection such as the lexical-bundle approach require no prior 
manual annotation of corpus lines, initial phrase extraction can be achieved significantly 
more quickly than is possible with CPA. In contrast, the need for manual annotation of 
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corpus lines with semantic types presents a challenge to the use of CPA in the selection of 
MWUs for EAP. Automatic semantic tagging represents a potential response to this 
challenge. A supervised automatic semantic tagger based on the CPASO is currently in 
development however, in common with other semantic tagging applications, accuracy rates 
reported are low (66% in micro-average F1 across a sample of 25 frequent verbs) (El 
Maarouf & Baisa, 2013). An alternative, CPA-based, semi-automatic means of making 
broad comparisons across corpora has been demonstrated in previous research (Rees, 
2013, 2016). On this approach, the statistically salient collocates for a given verb in two 
corpora are displayed using SE’s WSDiff tool. By examining the salient collocates in 
syntactic positions, an analyst is able to assign a prototypical semantic type to the verb 
arguments of verbs in each corpora. Although it offers significant efficiencies in annotation 
time, this ad hoc CPA necessarily involves a significant loss in precision. 
 
At first glance, the nature of the semantic labels employed in TNE and CPA also presents a 
challenge to the use of CPA in the description of technical or scientific terms. CPA is 
designed to examine general language. It employs an ontology of semantic types which 
represent the prototypical properties shared by the lexical items over which they generalise. 
This is perfectly adequate for general language. In certain contexts mayor, teacher, lexicographer 
could all be generalised over by the semantic type [[Human]], likewise the government, the 
university, the home office could be generalised over by the semantic type [[Institution]]. 
Scientific or technical uses sometimes present a greater challenge. In the PDEV lexical 
items such as cell, DNA, gene, genome, strand were labelled as [[Physical Object]] along with 
stone, wood, floor. It has been argued that these groups have different prototypical properties. 
In the context of the microbiology sub-corpus it became apparent a new semantic type, 
[[Microbiological Entity]], was needed. From a theoretical standpoint, CPA semantic types 
are not a closed class. As a corpus-based theory in which meaning is projected bottom-up 
from the corpus line rather than top-down from the pattern, TNE permits the creation of 
novel semantic types in light of corpus evidence. 
 
The presence of pattern types with a clear technical or discipline-specific meaning also has 
implications for the statistical comparison of patterns across disciplines. It is possible that 
writers in this discipline will avoid other uses of this verb in order to prevent confusion 
with the technical term. This tendency for prevalent use of a pattern with a clearly specialist 
technical meaning is reflected in statistical comparisons of verb use across disciplines. 
  

8.2.6 Guidelines and Illustrative Examples of Lexicographical 
Representation 
 
The creation of a fully-fledged lexicographical resources was never envisaged as an 
immediate outcome of the present study. This is not possible on the basis of the AJACX2 
data alone. The principal aim has always been to empirically investigate the phraseological 
behaviour of vocabulary across academic disciplines. However, even on these terms, the 
secondary aim of creating guidelines for, and illustrative examples of, how the insights 
gleaned from the present study might be usefully presented in lexicographical resources for 
the EAP community proved challenging.  
 
The digitalisation of lexicography has significantly broadened the scope of what can be 
considered a lexicographical resource. Lexicographical resources might be considered on a 
scale of innovation. For example traditional printed dictionaries might be found at one pole 
and text-editor integrated writing tools at the other. In the present study, the challenge was 
presenting the insights gained in a manner that, with some changes, could straightforwardly 
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apply to this whole range of possibilities without seeming so nebulous and general that 
conceiving of any practical application required a good deal of imagination. With these 
concerns in mind, the guidelines in Chapter 7 were limited to the creation of an online 
multi-disciplinary EAP verb pattern dictionary. 
   
In addition to the challenge of what type of dictionary to present in Chapter 7, there was 
the challenge of defining its scope or intended audience. Possible options included creating 
guidelines and examples for a dictionary aimed at EAP users working in one of the three 
disciplines examined, creating guidelines and examples for a multi-disciplinary dictionary 
including all three disciplines studied, or attempting to reflect the observed trend of 
difference between hard and soft disciplines. Ultimately, it was decided that guidelines and 
examples for a multi-disciplinary online verb pattern dictionary for the disciplines of 
history, management, and microbiology were the most appropriate means of faithfully 
exploiting the data obtained in the present study. 
 
A further challenge involved how to adequately visualise data in the illustrative examples of 
entries posited. It might be argued that research on visual elements in lexicographical 
resources has not yet caught up with the digital revolution in lexicography. While there 
have been studies of user perceptions of multimedia elements such as animations in 
dictionaries (Lew & Doroszewska, 2009), the majority of research has tended to focus on 
visual elements which are found in paper dictionaries for example, the use of parenthesis, 
signposts, and the colour of sense divisions. The illustrative examples in Chapter 7 
represent an attempt to apply this research. However, there are many insights from the 
field of data-visualisation which might fruitfully be applied to EAP lexicography. Some 
work has already begun in this regard (Roberts et al., 2017), however there is still a great 
deal more to achieve.  

 
8.3 Future Directions  
 
Bearing in mind the discussion above the most obvious course for future praxis points 
towards the creation of a fully-fledged multi-discipline EAP resource. This would involve 
preparatory investigations about the ideal corpus composition, specific lexical difficulties 
typically faced by EAP users, and the wider lexicographical needs of the EAP community. 
The next step would involve the collection of lexicographical data and drawing up an initial 
wordlist. A research phase could provide a good opportunity to further investigate some of 
the insights about academic lexis found the present study. The production stage would 
represent an opportunity to put the latest research on lexicographical visualisation into 
practice. Finally, an evaluation stage would allow an opportunity to test the resource 
produced and put the evaluation techniques discussed in Chapter 3 into practice.    
 

8.3.1 Preparatory Steps 
 
A preparatory step for the creation of any corpus aimed at fulfilling the productive 
component of this idealised multi-discipline resource would be to conduct fieldwork 
investigating what established academic writers regard as most adequate textual exemplars 
for less experienced writers. Similarly, error analysis in corpora of native and non-native 
student writing would provide a helpful means of focusing attention on those words 
academic writers find particularly troublesome.  
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Once market research had established which disciplines it would be financially viable to 
include in the resource, the views of expert informants on which text types and sources 
best represent the needs of EAP users in each of these disciplines could be sought. These 
views could then be crossed referenced with other selection criteria such as journal citation 
measures. 
 

8.3.2 Data Collection 
 
It was argued in the guidelines for the creation of useful lexicographical resources in 
Section 7.3 that data from the AJACX2 is not sufficient for the creation of a complete 
multidisciplinary EAP lexicographical resource. There is a clear need for data sources from 
other academic disciplines. This would permit further investigation of the proposed split 
between hard and soft disciplines. Even without the views of expert informants it is clear 
that to accurately reflect the range of academic language that users experience, a spoken 
academic language component is required. If expert informants suggested that RAs were 
included in the corpus, as research on academic publication outlined in Chapters 4 and 5 
suggests they would, then abstracts should also be included. Although, as suggested above 
it might first be advantageous to conduct research about the lexis of different RA sections. 
A well balanced and representative corpus would provide an adequate source from which 
to draw a headword list. Any new corpus constructed should be complimented with data 
from existing corpora, both academic and general. Ideally, in order to obtain a better view 
of semantic transfer over time, such as the evolution of metaphors, the corpus should 
contain a diachronic element. G. Williams and Millon (2014) report on a procedure which 
employs the OED as a corpus in order examine the evolution of the word probe. This 
seems like a viable approach.  

 
8.3.3 Research 
 
In conjunction with these other sources, this corpus would provide the ideal basis for 
further research into some of the phenomena that have been noted in the present study. 
This includes further systematic study of discipline-specific alternations of all types. Given 
the difference in pattern types used for reporting speech noted in the present study, the 
conventions for making intertextual references across disciplines presents a potentially 
rewarding avenue for future research. The annotation necessary to conduct this research 
would ideally be done collaboratively with the annotation criteria under constant review. 
Statistical measures of inter-annotator reliability could be employed to measure consistency 
in annotation. In the case of inconsistency between annotators the criteria could be revised 
in to provide more precise guidance on the difficult cases. 

 
8.3.4 Production 
 
As in the present study, the data gleaned in the production of the idealised multi-discipline 
dictionary would be applicable to a wide range of lexicographical resources. However, in 
recent years there has been a trend towards the seamless integration lexicographical data 
with software. From a productive perspective this involves greater integration with writing 
environments such as word-processing software. As far as academic phraseology is 
concerned, work has recently begun in this regard (Frankenberg-Garcia et al., 2017). From 
a receptive perspective, this might involve the integration of lexicographical data with web-
browsers or other means of reading electronic documents. These avenues offer an ideal 
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testing ground to experiment with the application of visualisation techniques from the 
discipline of computer science to lexicography (Roberts et al., 2017).  

 
8.3.5 Evaluation 
 
The primary objective of the present study was to examine differences in meaning and use 
of academic lexis which might be obfuscated by distributional or form-based approaches to 
the selection of vocabulary for EAP courses and materials. One of its secondary objectives 
was to create guidelines for, and illustrative examples of, the useful representation of 
phraseology in lexical resources for EAP users. As far as the examples produced in the 
present study are concerned, it is assumed that, although they do not constitute a complete 
lexicographical resource, they are illustrative of the type of the resource that would be 
useful for an EAP user working in one of the disciplines examined. There are two 
arguments in favour of this assumption. Firstly, the guidelines and examples created are 
based on data obtained from carefully designed procedures based on a corpus of language 
which is representative of the language EAP users encounter and strive to produce. 
Secondly, they are based on principles and findings obtained from a well-founded careful 
review of research on EAP lexicography. 
 
Ideally it would have been advantageous to test these assumptions more directly. However, 
it is clear from the review in Chapter 3 that meaningful dictionary use research is not a 
simple undertaking. In general terms, it should be large scale; many respected studies of 
dictionary use have involved hundreds of participants. It should ideally employ a variety of 
different methods, be they questionnaire-based, observation-based, or test-based. It would 
also be advantageous to consider different elements of the lexicographical resource both 
individually and as a unit. The situation in EAP lexicography is further complicated by the 
need to consider a variety of disciplines, language backgrounds, proficiency-levels, and 
EAP contexts. In spite of these difficulties, a more complete EAP lexicographical project 
would have to involve research into the views and needs of users. 

 
8.4 Concluding Remarks 
 
The present study was born out of frustration with current methods of vocabulary 
selection for English for academic purposes. It was felt that general wordlist and phraselist 
solutions were inadequate, since they underestimate difference in word behaviour between 
academic disciplines. Furthermore, discrete-item wordlists were considered inadequate as 
they could not reflect the influence of collocates on verb meaning. The phraseological turn 
towards the extraction of multi-word units was seen as a positive development. However, 
the subordination of semantic concerns to distributional ones was regarded as problematic. 
A corpus-based procedure involving the semantic tagging of verb arguments was posited as 
a solution. This procedure indicated that frequently occurring words in a corpus of 
published academic writing do indeed demonstrate differences in meaning in different 
disciplines and that many of these differences in meaning would not have been brought to 
light by distributional approaches to phrase extraction. The CPA-based approach 
demonstrated in the present study is more resource intensive and complex than traditional 
approaches to the selection of vocabulary for EAP course and materials. However, it does 
provide greater insight into the language that EAP users actually need and use.  
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It is understood that lexicography, course design, and material design require a judicious 
equilibrium between what is possible and what is feasible with the resources available. In 
light of the findings set out in the present study it is clear that, as far as the selection and 
presentation of EAP vocabulary is concerned, the point of equilibrium has moved towards 
an approach that respects differences between disciplines and the phraseological nature of 
language. Given the current dominance of English in academic communication, the 
implications of this conclusion are extremely significant. 
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APPENDICES  
 

Appendix A: Summary of studies included in meta-analysis of 
corpus composition 

Table A1 

   Summary of studies included in meta-analysis  

Study Aim(s) 
Study 
Type 

Corpus Composition  

Campion and 
Elley (1971) 

To assist assessment designers in selecting vocabulary for a 
university entry exam for overseas students  

WL Exams, Lectures, TBs 

 
Praninskas (1972) 

To discover what words foreign students of English need to 
know for study in the US. 

WL TBs 

Lynn (1973) 
To discover which words caused difficulties for students of 
Accounting, Business Administration and Economics at 
Nanyang University 

WL TBs 

Ghadessey (1979) 
To create a list of vocabulary items suitable for first-year 
university students in Iran 

WL TBs 

Xu and Nation 
(1984) 

To complement to the GSL for EAP learners WL 
Amalgamation of previous 
four lists 

H. Yang (1986) 
To demonstrate a new technique for identifying 
Scientific/Technical terms and describing science texts 

PE TBs 

G. Williams (1998) 
To investigate collocational networks in a corpus of parasitic 
plant biology 

PE RAs 

Coxhead (2000) To develop and evaluate an academic word list WL 
RAs, Academic articles 
from the WWW, TBs, LA 

Biber et al. (2004) 
To investigate lexical bundles in classroom teaching and 
textbooks 

DA TBs 

Cortes (2004) 
To compare the use of lexical bundles by published authors 
in history and biology and by students at three different 
levels in those disciplines 

DA RA, UG student writing 

Marco (2000) 
To analyze the use of collocational frameworks in medical 
RAs 

DA RAs 

Kashiha (2005) 
To investigate the use of lexical bundles in RA conclusions 
written by native and Iranian non-native writers 

DA RA conclusions 

Mudraya (2006) 
To establish a frequency-based corpus of student engineering 
lexis 

WL TBs 

Hyland and Tse 
(2007) 

To examine the behavior of AWL words across disciplines WL 
RAs, TBs, Book reviews, 
Scientific letters, Theses 
(Phd, MA, UG) 

Q. Chen and Ge 
(2007) 

To examine the frequency and coverage of the AWL in 
medical RAs 

WL RAs 

Konstantakis 
(2007) 

To  create complement to the AWL and GSL for business 
students to reach the 95% goal for reading comprehension 

WL TBs 

Paquot (2007) 
To examine why the AWL is not suited to productive 
purposes while demonstrating a new extraction methodology 
for a productively orientated list 

WL 
Published academic prose, 
NSW 

Coxhead and 
Hirsh (2007) 

To discover if there is a list of scientific words outside the 
GSL and the AWL 

WL 
Manuals, TBs, Lecture 
notes, Study guides, 
Handouts 

Note. DA = Discourse Analysis; PE = Phrase Extraction; WL = Worldist; LA = Learned or Academic section of existing 
corpus; NSW = Native student writing; NNSW = Non-native student writing; RA = Research Article; TB = Textbook; 
UG = Undergraduate. 
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Table A1 (cont.) 
   

Summary of studies included in meta-analysis  

Study Aim(s) 
Study 
Type 

Corpus Composition  

Hyland (2008a. 
2008b) 

To examine variation in use of lexical bundles across 
academic genres 

DA 
RAs, Theses (Phd, 
MA/MSc ) 

J. Wang, Liang, 
and Ge (2008) 

To develop a medical AWL WL RAs 

Durrant (2009) 
To create and evaluate a of a list of “positionally-variable 
academic collocations” 

WL RAs 

Martinez et. al 
(2009) 

To identify to what extent the AWL is representative of 
agricultural science RAs 

WL RAs 

Vongpumivitch, 
Huang, and Chang 
(2009) 

To explore the the use of AWL words in the field of applied 
linguistics. 

WL RAs 

J. Ward (2009) 
To create a receptively orientated word list for foundation 
engineers 

WL TBs 

Li & Qian (2010) 
The examine AWL items in the Hong Kong Financial 
Services Corpus 

WL 
Annual Reports, Brochures, 
Fund descriptions, 
Ordinances, Speeches 

Simpson-Vlach & 
Ellis (2010) 

To create a list of academic formulae WL LA 

Hsu (2011) 
To create a business wordlist to aid postgraduate business 
students in reading comprehension 

WL RAs 

Ädel & Erman 
(2012) 

To investigate the use of lexical bundles in writing by L1 
speakers of Swedish university linguistics students 

DA NSW, NNSW 

Gardner and Nesi 
(2012) 

To understand the type of texts SS need to produce DA NSW 

Rees (2013; 2016) 
To examine the bahaviour of AWL words in different 
disciplines 

WL RAs 

Gardner & Davies 
(2014) 

To develop an academic wordlist WL LA 

Durrant (2014) 
To investigate student writing and vocabulary needs across 
disciplines 

DA LA 

Hsu (2014) 
To  create an business wordlist to aid postgraduates in 
reading comprehension 

WL TBs 

Pérez-Llantada 
(2014) 

To compare use of lexical bundles in Spanish and English 
between L1 and L2 writers 

DA RAs 

Durrant (2017) 
To understand disciplinary variation specifically in student 
academic writing. 

DA LA 

Grabowski (2015) 
To analyse key vocabulary and lexical bundles in 
pharmacology literature 

WL 
Patient information leaflets, 
Product summaries, Clinical  
protocols, TBs 

Liu & Han (2015) 
To investigate compilation criteria field-specific academic 
word lists in environmental science 

WL RAs 

Le and Harrington 
(2015) 

To investigate word clusters used to comment on results in 
applied linguistics Ras 

DA RAs 

Yang (2015) 
To examine the most frequently-used vocabulary across 
different sub-disciplines in nursing 

WL RAs 

Lei & Liu (2016) To create a wordlist to serve the needs of medical students WL RAs, TBs 

Note. DA = Discourse Analysis; PE = Phrase Extraction; WL = Worldist; LA = Learned or Academic section of existing 
corpus; NSW = Native student writing; NNSW = Non-native student writing; RA = Research Article; TB = Textbook; 
UG = Undergraduate. 
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Appendix C:  Results of interdisciplinary comparison 
 
Table A2 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for absorb 

PT 
# 

Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

1 

[[Physical_Object 1]] absorbs [[Stuff]] or 
[[Physical_Object 2]]  <Stuff or Physical_Object 2 
becomes part of Physical Object 1 by means of a 
natural process> 

2 3.23 2.80 -2.02 0 0.00 9.84** 5.36† 4 15.38 3.52 -0.96 

2 

[[Human]] or [[Animal]] or [[Plant]] or 
[[Body_Part]] or [[MB_Entity]] absorbs [[Stuff]] 
<Human or Animal or Plant or Body_Part takes St
uff = Nutrient or Liquid into the body so 
that Stuff or Liquid becomes an integral part 
of Human or Animal or Plant or Cell or Cell part> 

1 1.61 1.40 -3.43 0 0.00 24.61**** 20.12† 10 38.46 18.38**** 13.91† 

3 

[[Physical_Object]] absorbs [[Radiation]] 
<Physical_Object receives Radiation in large 
quantities so that Radiation becomes part of 
Physical Object> 

0 0.00 0.00 -4.83 0 0.00 7.38** 2.89† 3 11.54 7.31** 2.84† 

4 
[[Physical_Object]] or [[Stuff]] absorbs [[Energy]] 
<Physical_Object receives and utilizes or stores 
Energy> 

2 3.23 2.80 -2.02 0 0.00 12.30*** 7.82† 5 19.23 5.21* 0.74 

5 

[[Human_Group 1]] or [[Institution 1]] absorbs 
[[Human_Group 2]] or [[Institution 2]] 
<Human_Group 2 or Institution 2 becomes a part 
of Human Group 1 or Institution 1> 

18 29.03 8.01** 3.18† 5 7.94 3.46 -1.03 0 0.00 12.60*** 8.13† 

6 
[[Eventuality 1]] or [[Institution]] absorbs 
[[Eventuality 2]] or [[Institution]] <Eventuality 2 
becomes a part of Eventuality 1 or Institution> 

5 8.06 2.21 -2.62 11 17.46 7.60** 3.11† 0 0.00 3.50 -0.98 

 Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A2 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for absorb 

PT 
# 

Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

7 
[[Human]] or [[Abstract_Entity]] absorbs [[Asset]] 
<Human or Abstract_Entity uses Asset - This is 
not typically considered a good use of [[Asset]]> 

5 8.06 7.01** 2.18 0 0.00 0.00 -4.49 0 0.00 3.50 -0.98 

8 

[[Institution]] or [[Human]] absorbs [[Deficit]] 
<Business | Economics. Jargon. Institution or 
Human = Business Person is robust or wealthy 
enough to bear the adverse effects of Deficit> 

1 1.61 4.97* 0.14 7 11.11 4.83* 0.35 0 0.00 0.70 -3.78 

9 
[[Human]] or [[Institution]] absorbs [[Anything]] or 
[[Attitude]] <Human learns about, understands, 
and accepts Anything = Concept or Attitude> 

25 40.32 2.50 -2.33 38 60.32 26.25*** 21.77† 0 0.00 17.51**** 13.03† 

10 

[[Human]] is or become absorbed in or by 
[[Activity]] or in or by [[Anything]] <Human is 
greatly interested in Activity or Anything - This is 
typically to the exclusion of any other [[Activity | 
Anything]]> 

2 3.23 0.00 -4.83 2 3.17 1.38 -3.11 0 0.00 1.40 -3.08 

11 
[[Abstract_Entity]] absorbs [[property]] 
<Abstract_Entity is influenced by property of 
another abstract entity> 

1 1.61 1.40 -3.43 0 0.00 0.00 -4.49 0 0.00 0.70 -3.78 

12 
[[Stuff]] absorbs {strongly} <stuff = liquid or 
other molecule enters MB entity via a 
microbiological process> 

0 0.00 0.00 -4.83 0 0.00 4.92* 0.43 2 7.69 4.87* 0.40 

13 
[[Liquid 1]] is absorbed with [[Liquid 2]] <Human 
adds Liquid 2 to Liquid 2 = chemical reagent, to 
test if reaction occurs> 

0 0.00 0.00 -4.83 0 0.00 4.92* 0.43 2 7.69 4.87* 0.40 

 
TOTAL 62 

   
63 

   
26 

   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A3 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for accelerate 

 
PT 
# 

 
Pattern <implicature> 

 
History  

 
Hist/      

Man LL 

 
BIC 

 
Management 

 
Man/        

Micro LL 

 
BIC 

 
Microbiology 

 
Micro/      
Hist LL 

 
BIC 

Freq. % Freq. % Freq. % 

1 

[[Anything]] accelerates [[Process]] or 
[[Pace]] 

16 36.63 4.11* -0.35 29 67.44 1.56 -2.92 41 91.11 3.06 -1.43 
<Anything causes Pace of Process to 
proceed more quickly> 

2 
[[Process]] or [[Pace]] accelerates 

27 61.36 3.90* -0.57 14 32.56 6.35* 1.87 4 8.89 19.65**** 15.17† <Pace of Process proceeds more and more 
quickly> 

3 
[[Human]] accelerates [[Proposition]] 

1 2.27 1.36 -3.10 0 0 1.34 -3.14 0 0 1.36 -3.12 <Human expresses Speech Act with greater 
urgency> 

 
TOTAL 44 

   
43 

    
45 

  
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A4 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for accept 

PT 
# 

Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Institution]] accepts 
[[Proposition]] or [[Concept]] or [[Eventuality]]  

213 71.00 0.00 -6.12 112 71.34 7.91* 2.51†  26 40 8.85** 2.95†  <Human or Institution agrees that Proposition 
or Concept or Eventuality is correct and does 
not need to be contested> 

2 
[[Human]] or [[Institution]] accepts 

21 7.00 0.22 -5.9 13 8.28 19.99**** 14.59†  24 36.92 28.88**** 22.98†  <Human or Institution agrees that that [clause] 
is true or correct> 

3 

[[Human]] or [[Institution]] accepts 
{responsibility} (for Eventuality or for Entity) 

7 2.33 0.02 -6.11 4 2.55 2.77 -2.63 0 0.00 2.75 -3.15 <Human or Institution agrees that he, she, or 
it is or will be responsible for Eventuality or 
Entity> 

4 

[[Human 1]] accepts [[Entity]] or [[Money]]  

13 4.33 0.00 -6.12 7 4.46 4.85* -0.55 0 0.00 5.1* -0.8 <Human 1 consents to receive Entity = 
Valuable or Money as a gift (or bribe) or as 
part of buisiness transaction from Human 2> 

5 
[[Human]] accepts [[Offer]]  

5 1.67 9.25** 3.13†  12 7.64 8.31** 2.91†  0 0.00 1.96 -3.94 <Human 1 agrees to act on the Offer of 
Human 2> 

6 
[[Human 1]] accepts {resignation}  

0 0.00 2.14 -3.99 1 0.64 0.69 -4.71 0 0.00 0 -5.9 <Human 1 = Authority receives and consents 
to resignation of Human 2 = Employee> 

 
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A4 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for accept 

PT 
# 

Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

7 

[[Human]] accepts [[Human Role]] 

11 3.67 4.51* -1.61 1 0.64 0.69 -4.71 0 0.00 4.31* -1.59 <Human agrees to undertake the work 
specified as required to fulfil appointment or 
job> 

8 

[[Human 1]] or [[Institution 1]] accepts 
[[Human 2]] or [[Institution 2]] as 
[[Human_Role]] or as [[Institution_Role]]  

17 5.67 8.72** 2.6†  1 0.64 0.69 -4.71 0 0.00 6.67** 0.77 
<Human 1 or Institution 1 acknowledges that 
Human 2 or Institution 2 is suitable for 
Human_Role or Institution_Role> 

9 

[[Human_Group 1]] or [[Human 1]] accepts 
[[Human 2]] or [[Human_Group 2]]  

12 4.00 5.19* -0.94 1 0.64 0.38 -5.03 1 1.54 1.11 -4.79 
<Human_Group 1 or Human 1 agrees to 
allow Human 2 or Human Group 2 to become 
a member of or be respected by Human 
Group 1> 

10 
[[Location]] accepts [[Human Group]]  

1 0.33 0.84 -5.28 0 0.00 0 -5.9 0 0.00 0.39 -5.51 
<Location is suitable for Human Group> 

11 
[[MB Entity]] accepts {task}  

0 0.00 0.00 -6.12 0 0.00 2.46 -2.95 1 1.54 3.45 -2.45 <MB Entity= part of cell undertakes task in 
cell> 

12 
[[MB Entity1 ]] accepts [[MB Entity 2]]  

0 0.00 0.00 -6.12 0 0.00 22.11**** 16.71†  9 13.85 31.06**** 25.16†  <MB Entity 1 takes MB Entity 2 which 
becomes an integral part of MB Entity 1> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A4 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for accept 

PT 
# 

Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

13 

[[MB_Entity 1]] accepts [[MB_Entity 2] as 
[[MB_Role]]  

0 0.00 0.00 -6.12 0 0.00 4.91* -0.49 2 3.08 6.9** 1 
<MB_Entity 2 plays a role in the normal 
functioning of MB_Entity 1> 

14 
[[Device ]] accepts [[Stuff]] 

0 0.00 0.00 -6.12 0 0.00 2.46 -2.95 1 1.54 3.45 -2.45 <Device is capable of processing Stuff = 
biological sample> 

15 
[[MB Entity]] accepts {topology}  

0 0.00 0.00 -6.12 0 0.00 2.46 -2.95 1 1.54 3.45 -2.45 <MB Entity=gene occurs in a given spacial 
configuration>  

16 

[[Concept 1]] accepts [[Concept 2]] or 
[[Eventuality]]  

0 0.00 4.27* -1.85 2 1.27 1.39 -4.02 0 0.00 0 -5.9 
<Concept 1 is compatible with Concept 2 or 
Eventuality> 

17 

[[Human]] or [[Institution]] accepts 
[[Document]] 

0 0.00 6.41* 0.29 3 1.91 2.08 -3.32 0 0.00 0 -5.9 
 <Human or Institution agrees that Document 
meets the standards required for publication> 

 
TOTAL 300 

   
157 

   
65 

   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A5 
            Pattern frequencies for three subcorpora and result of cross-corpora comparison for 

accommodate 
            

PT 
# 

 
Pattern <implicature> 

 
History  

 
Hist/      
Man 
LL 

 
BIC 

 
Management 

 
Man/        

Micro LL 

 
BIC 

 
Microbiology 

 
Micro/ 
Hist LL 

 
BIC 

Freq. % Freq. % Freq. % 

1 

[[Human 1]] or [[Institution]] or [[Location]] accommodates 
[[Human 2]] or [[Human_Group]] or [[Animal_Group]]  

10 10.53 6.05* 0.95 1 1.43 0.85 -3.82 0 0.00 6.58* 1.7 <Human 1 or Institution provides suitable space in Location 
for Human 2 or Human_Group or Animal_Group to live or 
work in> 

2 

[[Location]] or [[Building]] or [[Machine]]  accommodates 
[[Physical_Object]] or [[MB Entity]] or [[Activity]]  

12 12.63 7.91** 2.81† 1 1.43 37.31**** 32.64† 21 56.76 18.05**** 13.17† <Location, in case of MB Entity part of cell, or Building or 
Machine or  provides enough space for Physical_Object or 
MB_Entity to be located or for Activity to take place> 

3 
[[Human]] or [[Institution]] accommodates [[Eventuality]]  

47 49.47 0.45 -4.66 40 57.14 26.67**** 22† 1 2.70 23.74**** 18.86† 
<Human or Institution deliberately adapts the way they think 
or behave to take account of Eventuality> 

4 
[[Human 1]] accommodates [[Human 2]]  

4 4.21 0.00 -5.11 3 4.29 2.55 -2.13 0 0.00 2.63 -2.25 
<Human 1 makes a special effort meet the needs or wishes of 
Human 2> 

5 

[[Human]] or [[Institution]] accommodates [[Self]]to 
[[Abstract_Entity]] or to [[Eventuality]]  7 7.37 1.62 -3.48 2 2.86 1.7 -2.98 0 0.00 4.6* -0.28 

<Human or Institution deliberately adapts the way they think 
or behave to take account of Abstract_Entity or Eventuality> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A5 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for accommodate 

           
PT 
# 

 
Pattern <implicature> 

 
History  

 
Hist/      

Man LL 

 
BIC 

 
Management 

 
Man/        

Micro LL 

 
BIC 

 
Microbiology 

 
Micro/ 
Hist LL 

 
BIC 

Freq. % Freq. % Freq. % 

6 

[[Animate]] or [[Plant]] or [[MB Entity]] 
accommodates (Eventuality)  

0 0.00 0.00 -5.11 0 0.00 
12.74**

* 
8.07† 6 16.22 

15.26*
*** 

10.38† <Animate or Plant or MB Entity makes adjustments 
in behaviour or structure in order to cope with 
Eventuality> 

7 

[[Human]] or [[Activity]] accommodates [[Eventuality 
1]] to [[Eventuality 2]] 

3 3.16 3.31 -1.79 0 0.00 2.55 -2.13 0 0.00 1.97 -2.91 

<Human or Activity adjusts Eventuality 1 in order to 
cope with Eventuality 2> 

8 

[[Concept]]  or [[State of affairs]] accommodates 
[[Eventuality]]  

12 12.63 7.69** 2.58† 23 32.86 
14.03**

* 
9.36† 9 24.32 2.11 -2.78 

<Concept or state of affairs provides the conditions 
necessary for Eventuality to be realised> 

 TOTAL 95 
  

 

70 
   

37 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A6 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for accompany 

 
PT 
# 

 
Pattern <implicature> 

 
History  

 
Hist/      

Man LL 

 
BIC 

 
Management 

 
Man/        
Micro 

LL 

 
BIC 

 
Microbiology 

 
Micro/      
Hist LL 

 
BIC 

Freq. % Freq. % Freq. % 

1 

[[Human 1]] or [[Vehicle 1]] or [[Human_Group 1]] or 
[[MB Entity1]] accompanies [[Human 2]] or [[Animal]] or 
[[Vehicle 2]] or [[Human_Group 2]] or [[MB Entity 2]] 
(Direction) <Human 1 or Human_Group 1 or Vehicle 1  
or MB_Entity 2 goes with Human 2 or Human Group 2 
or Animal or Vehicle 2 or MB Entity 2, either when 
travelling Direction or (if Human 1, 2) also at a social 
function> 

51 34.00 27.04**** 21.64† 2 2.82 1.68 -3.44 7 7.37 20.58**** 15.08† 

2 
[[Document 1]] accompanies [[Document 2]] or 
[[Artifact]] <Document 1 is transmitted or published at 
the same time as Document 2 or Artifact = Valuable, in 
order to explain, verify, or supplement it> 

26 17.33 4.11* -1.28 5 7.04 1.26 -3.86 3 3.16 11.91*** 6.4† 

3 
[[Eventuality 1]] accompanies [[Eventuality 2]] 

69 46.00 12.28*** 6.88† 61 85.92 0.06 -5.05 85 89.47 16.94**** 11.44† 
<Eventuality 1 occurs at the same time as Eventuality 2 
and may be associated with it in some way> 

4 

[[Human 1]] or [[Musical_Performance 1]] accompanies 
[[Human 2]] or [[Musical_Performance 2]] 

4 2.67 3.10 -2.3 0 0.00 0 -5.11 0 0.00 3.92* -1.58 
<Human 1 = Musician plays Musical_Performance 1 at 
the same time as Musical Performance 2 is played by 
Human 2 = Musician> 

5 
[[Abstract Entity 1]] accompanies [[Abstract Entity 2]]  

0 0.00 6.81* 1.41 3 4.23 5.1* -0.02 0 0.00 0 -5.5 
<Abstract Enitity 1 forms an important part of Abstract 
Entity 2> 

 TOTAL 150 
  

 
71 

   
95 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A7 
            

Pattern frequencies for three subcorpora and result of cross-corpora comparison for accomplish 

 
PT 
# 

 
Pattern <implicature> 

 
History  

 
Hist/      

Man LL 

 
BIC 

 
Management 

 
Man/        

Micro LL 

 
BIC 

 
Microbiology 

 
Micro/      
Hist LL 

 
BIC 

Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Institution]] 
accomplishes [[Activity]]or 
[[Eventuality]]  

73 100.00 0.00 -5.35 138 100.00 0.00 -5.32 67 100.00 0.00 -4.95 
<Human successfully 
completes Activity = Task or 
brings about Eventuaity> 

 TOTAL 73 
  

 
138 

   
67 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 

 



 

 
319 

 
Table A8 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for account 

 
PT 
# 

 
Pattern <implicature> 

 
History  

 
Hist/      
Man 
LL 

 
BIC 

 
Management 

 
Man/        

Micro LL 

 
BIC 

 
Microbiology 

 
Micro/      
Hist LL 

 
BIC 

Freq. % Freq. % Freq. % 

1 

[[Entity 1]] or [[Eventuality 1]] 
accounts for [[Numerical_Value]] of 
[[Entity 2]] or of [[Eventuality 2]]  

27 24.32 5.53* -0.49 40 13.33 9.53** 3.53† 29 
29.0

0 
0.43 -4.92 <Entity 1 or Eventuality 1 makes up 

a certain Numerical_Value = 
Percentage of the total number of 
Entity 2 or of Eventuality 2> 

2 

[[Eventuality 1]] accounts for 
[[Eventuality 2]] 

45 40.54 0.02 -5.99 125 41.67 1.16 -4.84 50 
50.0

0 
1.04 -4.31 

<Eventuality 1 was a factor in causing 
Eventuality 2 to happen> 

3 

[[Human]]or [[Concept]] accounts for 
[[Eventuality]]  

38 34.23 1.70 -4.33 130 43.33 74.8**** 68.81† 0 0.00 48.82**** 
43.47

† <Human or Concept explains or 
justifies Eventuality> 

4 
[[Human]] accounts for [[Entity]]  

1 0.90 0.36 -5.66 5 1.67 2.88 -3.11 0 0.00 1.28 -4.07 <Human is able to explain where 
Entity is or how it was used> 

5 

[[MB Entity]] accounts for 
[[Eventuality]]  

0 0.00 0.00 -6.02 0 0.00 58.22**** 52.23† 21 
21.0

0 
31.36**** 

26.01
† <the presence of MB_Entity explains 

Eventuality> 

 TOTAL 111 
  

 
300 

   
100 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A9 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for accumulate 

PT 
# 

Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

1 

[[Human]] or [[Institution]] 
or [[MB Entity]] 
accumulates [[Entity]] 

24 57.14 0.01 -5.02 62 55.86 17.48**** 11.93† 34 23.45 10.31** 5.08† <Human or Institution 
acquires or experiences an 
amount of Entity over a 
period of time> 

2 

[[Body_Part]] accumulates 
[[Stuff]] 

0 0.00 0.00 -5.03 0 0.00 1.14 -4.41 1 0.69 0.51 -4.72 <Stuff collects and builds 
up in Body_Part - Typically, 
this is undesirable> 

3 

[[Stuff]] accumulates in 
[[Location]] or on 
[[Location]] 

0 0.00 0.00 -5.03 0 0.00 81.86**** 76.31† 72 49.66 36.63**** 31.4† 
<A quantity of Stuff collects 
and builds up in Location or 
on Location> 

4 

[[Abstract Entity]] or 
[[Document]] or [[MB 
Entity]]  accumulates 

18 42.86 0.01 -5.02 49 44.14 5.88* 0.34 38 26.21 2.77 -2.46 
<The amount of 
Abstract_Entity available or 
experienced increases> 

 
TOTAL 42 

   
111 

   
145 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A10 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for act 

PT 
# 

Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Institution]] or [[Animal]] or 
[[Machine]] or [[MB unit]] acts  

50 16.67 0.01 -6.39 51 17.00 0.52 -5.88 44 14.67 0.38 -6.01 
<Human or Institution or Animal or Machine = 
Agent performs a motivated Action> 

2 

[[Human]] or [[Institution]] or [[MB unit]] acts 
[[Manner]]  

115 38.33 1.45 -4.95 134 44.67 16.88**** 10.49† 75 25.00 8.48** 2.09† 
<Human or Institution behaves in the manner 
specified> 

3 
[[Entity 1]] acts as or like [[Anything]]  

99 33.00 1.41 -4.99 83 27.67 12.95**** 6.56† 136 45.33 5.85* -0.55 
<In a particular situation, Entity 1 performs the 
role or function specified> 

4 

[[Human 1]] or [[Institution 1]] acts for [[Human 
2]] or for [[Institution 2]]  

2 0.67 2.77 -3.62 0 0.00 0 -6.4 0 0.00 2.77 -3.62 <Human 1 = Lawyer or Agent or Institution 1 is 
employed to perform certain tasks for Human 2 or 
Institution 2> 

5 

[[Human 1]] or [[Institution 1]] acts on behalf of 
[[Human 2]] or on behalf of [[Institution 2]]  

6 2.00 2.09 -4.3 2 0.67 2.77 -3.62 0 0.00 8.32** 1.92 <Human 1 or Institution 1 performs a motivated 
Action for the benefit and/or at the request of 
Human 2 or Institution 2> 

 Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A10 (cont.) 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for act 

PT 
# 

Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

6 
[[Human]] or [[Institution]] acts on [[Eventuality]] 

15 5.00 0.00 -6.4 15 5.00 20.79**** 14.4† 0 0.00 20.79**** 14.4† 
 <Human or Institution behaves in accordance with 
Eventuality=Motivation> 

7 

[[Human]] or [[Institution]] acts under [[Rule]] or under 
[[Command]]  

1 0.33 1.39 -5.01 0 0.00 0 -6.4 0 0.00 1.39 -5.02 
<Human or Institution behaves in accordance with Rule or 
Command> 

8 
[[Entity 1]] acts on or upon [[Entity 2]]  

8 2.67 0.22 -6.17 10 3.33 23.11**** 16.71† 44 
14.6

7 
27.44**** 21.04† 

<Entity1 has a particular effect on Entity 2> 

9 
[[Human]] acts (Role) (in Performance)  

1 0.33 1.39 -5.01 0 0.00 0 -6.4 0 0.00 1.39 -5.01 

<Human plays Role = Theatrical (in Performance)> 

10 

Phrasal verb. [[Human]] acts [[Event]] or [[Human_Role]] or 
[[Emotion]] out 

2 0.67 0.34 -6.06 1 0.33 1.39 -5.01 0 0.00 2.77 -3.62 
<Human performs Role, not necessarily sincerely, or behaves 
as if feeling Emotion> 

11 
[[Human]] acts [[ADJ]]  

1 0.33 0.00 -6.4 1 0.33 1.39 -5.01 0 0.00 1.39 -5.01 
<Human behaves in the manner specified by ADJ> 

12 
[[Drug]] acts 

0 0.00 1.39 -5.01 1 0.33 1.39 -5.01 0 0.00 0 -6.4 
<Drug has an effect> 

13 
[[Process]] acts   

0 0.00 2.77 -3.62 2 0.67 0.34 -6.06 1 0.33 1.39 -5.01 
<Process exerts an influence> 

 TOTAL 300 
   

300 
   

300 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A11 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for answer 

PT # Pattern <implicature> 
History  Hist/      

Man LL 
BIC 

Management Man/        
Micro 

LL 
BIC 

Microbiology Micro/ 
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

1 

[[Human]] answers quote or that [clause] 

24 16.55 5.98* 0.52 5 5.62 3.79 -1.08 0 0.00 11.95*** 6.73† <Human says that [clause] or [quote] in response to a 
question or statement by someone else> 

2 

[[Human 1]] or [[Institution]] or [[Document]] answers 
[[Question]] or [[Human 2]] or [[Speech_Act]]  

81 55.86 8.49** 3.03† 79 88.76 0.38 -4.49 41 100.00 8.57** 3.35† < Human 1 or Institution or Document says or writes 
Proposition that is intended to provide relevant information 
in response to Question or Speech_Act that has been asked 
by Human 2> 

3 

[[Human]] or [[Institution]] or [[Document]] answers 
[[Speech_Act]]  

17 11.72 16.27**** 10.82† 0 0.00 0 -4.87 0 0.00 8.47** 3.24† <Human or Institution says something or writes something 
in Document intended to refute Speech_Act = 
Accusation> 

4 

 
[[Human]] answers {telephone} or {call} 

0 0.00 7.73** 2.28† 4 4.49 3.03 -1.84 0 0.00 0 -5.23 
<Human accepts incoming call and speaks into telephone 
after it rings> 

5 
[[Human]] answers [[Document]] 

6 4.14 5.74* 0.29 0 0.00 0 -4.87 0 0.00 2.99 -2.24 <Human 1 writes an email or letter in response to 
Document = Mail from human 2> 

6 

[[Human 1]] or [[Institution 1]] answers to [[Deity]] or to 
[[Human 2]] or to [[Institution 2]]  4 2.76 3.83 -1.63 0 0.00 0 -4.87 0 0.00 1.99 -3.23 
<Human 1 has an obligation to account responsibly for 
his/her actions to Deity or Human 2 or Institution 2> 

 Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A11 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for answer 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        
Micro 

LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

7 

[[Human 1]] answers ([[Human 2]]) back 

1 0.69 0.12 -5.34 1 1.12 0.76 -4.11 0 0.00 0.5 -4.73 Human 1 says something rude, impertinent, or forthright 
and unexpected in response to something that (Human 2) 
has said 

8 
[[Artifact]] or [[Proposition]] answers need or purpose  

3 2.07 2.87 -2.58 0 0.00 0 -4.87 0 0.00 1.49 -3.73 <Artifact or Proposition provides what is necessary for 
some purpose> 

9 
[[Deity]] or [[Eventuality]] answers {prayer}  

3 2.07 2.87 -2.58 0 0.00 0 -4.87 0 0.00 1.49 -3.73 

<Eventuality desired by Human happens> 

10 [[Human]] answers for [[Eventuality]] 3 2.07 2.87 -2.58 0 0.00 0 -4.87 0 0.00 1.49 -3.73 
 <Human takes responsibility for Eventuality> 

11 
[[Human 1]] answers {the description of} [[Human 2]] 

2 1.38 1.91 -3.54 0 0.00 0 -4.87 0 0.00 1 -4.23 <Human 1 has the features listed in the description of 
Human 2> 

12 
[[Human]] answers {calling} 

1 0.69 0.96 -4.5 0 0.00 0 -4.87 0 0.00 0.5 -4.73 <Human undertakes activity in response to impulse or 
inclination> 

 TOTAL 145 
   

89 
   

41 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = ≥ positive evidence against H0 
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Table A12 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for appear 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

1 
[[Physical Object]] appears  

8 2.67 3.85 -2.54 2 0.67 0.2 -6.2 3 1.00 2.36 -4.04 

<Physical_Object becomes visible> 

2 
[[Anything]] appears [ADJ]  

46 15.33 4.63* -1.77 69 23.00 13.88*** 7.48† 32 10.67 2.53 -3.87 
<Anything seems to be ADJ> 

3 

[[Abstract Entity]] or [[State of Affairs]]  
appears  

16 5.33 0.26 -6.14 19 6.33 8.71** 2.31† 5 1.67 6.06** -0.34 
<Abstract_Entity or State_of_Affairs becomes 
noticeable or comes into existence> 

4 

[[Stuff]] OR [[Physical Object]] appears [[Time 
Period]]  

10 3.33 13.86*** 7.47† 0 0.00 6.93** 0.53 5 1.67 1.7 -4.7 
<Stuff or Physical_Object comes into use or 
becomes available Time_Period> 

5 
[[Human]] OR [[Animal]] or [[MB Entity]] 
appears ([[Location]])  3 1.00 0.20 -6.2 2 0.67 2.09 -4.3 6 2.00 1.02 -5.38 
<Human or Animal arrives at Location> 

6 

[[Human]] appears in [[Performance]] on [[TV 
Programme]] on [[Radio Programme]] or on 
[[Stage]]  3 1.00 4.16* -2.24 0 0.00 0 -6.4 0 0.00 4.16* -2.24 

<Human takes part in Performance> 

7 

[[Document 1]] OR [[Image]] appears (in 
[[Document 2]] or [[Document Part]])  

54 18.00 21.78**** 15.39† 16 5.33 15.96**** 9.56† 1 0.33 66.25**** 59.85† 
<Document 1 or Image is published (in 
Document 2 or Document Part)> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = ≥ positive evidence against H0 
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Table A12 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for appear 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

8 [[Anything]] appears [to-Infinitive]  119 39.67 6.05* -0.35 160 53.33 9..51** 3.12† 220 73.33 30.55**** 24.16† 

<Anything seems to/inf [verb]> 

9 
{it} appears [that-clause]  

20 6.67 1.34 -5.06 28 9.33 0.07 -6.32 26 8.67 0.78 -5.61 

<that-[CLAUSE] is probably true> 

10 

[[Entity 1]] or [[Eventuality 1]] appears (as) 
[[Entity 2]] or(as) [[Eventuality 2]] 

16 5.33 7.71** 1.31 4 1.33 0.68 -5.72 2 0.67 12.4*** 6† 
 <Entity 1 or Eventuality 1 is perceived as or 
assumed to be Entity 2 or Eventuality 2> 

11 

[[Human]] appears in or before [[Institution]] 
or before [[Human]]  

2 0.67 2.77 -3.62 0 0.00 0 -6.4 0 0.00 2.77 -3.62 
<Law: court procedure.  Human presents 
Self formally in Court or before Judge as a 
Defendant to be tried in respect of 
Accusation> 

12 
[[Abstract Entity]] appear in [[Document]] 

2 0.67 2.77 -3.62 0 0.00 0 -6.4 0 0.00 2.77 -3.62 
<Document mentions abstract entity> 

13 
[[Human]] appears as {an MP} 

1 0.33 1.39 -5.01 0 0.00 0.00 -6.4 0 0.00 1.39 -5.01 

 
 TOTAL 300 

  
 

300 
   

300 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = ≥ positive evidence against H0 
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Table A13 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for apply 

PT # 
Pattern <implicature> 

History  Hist/      
Man LL 

BIC 
Management Man/        

Micro LL 
BIC 

Microbiology Micro/      
Hist LL 

BIC 

Freq. % Freq. % Freq. % 

1 

[[Human]]  or [[Institution]] applies [[Concept]] 
or [[Process]] (to [[State of Affairs]]) 

163 54.33 7.18** 0.78 215 71.67 1.3 -5.1 192 64.00 2.37 -4.03  <Human or Institution makes use of Concept 
or Process in a particular situation or 
State_of_Affairs> 

2 

 [[Concept]]  or [[Process]] applies (to [[State of 
Affairs]] or [[Activity]])  

91 30.33 2.22 -4.18 72 24.00 21.22**** 14.83† 27 9.00 36.65**** 30.26† 
<Concept or Process is relevant to 
State_of_Affairs or Activity> 

3 

[[Human]] applies for [[Benefit]] benefit or 
injunction or extension or admission or 
readmission or {[NP] to be [V]}  13 4.33 2.64 -3.76 6 2.00 8.32** 1.92 0 0.00 18.02**** 11.62† 
<Human 1 formally asks Human 2 or Institution 
to give Benefit to Human 1> 

4 

[[Human]]  or [[Device]] applies  [Fluid]] or 
[[Stuff]] to [[Surface]]  

8 2.67 11.09*** 4.69† 0 0.00 97.04**** 90.64† 70 23.33 56.54**** 50.15† <Human (uses Device to) spread Fluid or Stuff 
on Surface, typically in order to heal, improve, 
protect Surface or conduct test> 

5 
[[Human]] applies [[Word]] to [[Anything]]  

17 5.67 6.92** 0.52 5 1.67 0.09 -6.31 6 2.00 5.48* -0.91 <Human uses Word to suitably refer to 
Anything> 

6 
[[Human]]  or [[Institution]] applies {pressure} 

7 2.33 2.94 -3.45 2 0.67 0.68 -5.72 4 1.33 0.83 -5.57 <Human tries to influece decision or action of 
another human or institution> 

7 
[[Human]] applies [[Self]] to [[Activity]] 

1 0.33 1.39 -5.01 0 0.00 0 0 0 0.00 1.39 -5.01 
<Human makes great effort to conduct activity> 

8 
[[Human]] applies {caution} 

0 0.00 0.00 0 0 0.00 1.39 -5.01 1 0.33 1.39 -5.01 <Human take a cautious approach to 
[[Anything]]> 

 
TOTAL 300 

   
300 

   
300 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = ≥ positive evidence against H0 
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Table A14 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for call 

PT 
# Pattern <implicature> 

History  Hist/      
Man 
LL 

BIC 
Management Man/        

Micro LL 
BIC 

Microbiology Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

1 
[[Anything]] is called [[Name]]  

76 25.33 5.59* -0.8 108 36.00 74.6**** 68.2† 274 91.33 118.92**** 112.52† 
<Anything is referred to as Name> 

2 

[[Human]] OR [[Institution]] calls 
[[Anything]] [[Name]]  119 39.67 0.35 -6.04 110 36.67 101.19**** 94.8† 9 3 112.31**** 105.91† 
<Human or Institution invents or 
uses Name to refer to Anything> 

3 

[[Human]] or [[Institution]] calls 
[[Event]]  

4 1.33 1.93 -4.47 1 0.33 1.39 -5.01 0 0 5.55* -0.85 <Human or Institution instructs 
people to cause Event = Meeting or 
Action to happen immediately> 

4 

[[Human]] or [[Institution]] or 
[[Document]] calls {for} [[Action]] 
or {for} [[State of Affairs]]  

38 12.67 1.39 -5.0 49 16.33 30.34**** 23.95† 9 3 19.25**** 12.85† <Human or Institution or 
Document says that other people 
should do Action or create 
[State_of_Affairs]> 

5 

[[Human]] or [[Institution]] calls 
[[Human 2]]{for} [[Activity]]  

1 0.33 1.39 -5.01 0 0.00 0 -6.4 0 0 1.39 -5.01 <Human 1 or Institution officially 
invites or instructs Human 2 to take 
part in Activity> 

6 

[[Human 1]] calls ((in or round) (on 
[[Human 2]]) at [[Location]])  

3 1.00 4.16* -2.24 0 0.00 0 -6.4 0 0 4.16* -2.24 
<Human 1 goes to Location in order 
to meet Human 2> 

 Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A14 (cont.) 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for call 

PT 
# Pattern <implicature> 

History  Hist/      
Man 
LL 

BIC 
Management Man/        

Micro LL 
BIC 

Microbiology Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

7 [[Human 1]] calls  [[Human 2]] 6 2.00 8.32** 1.92 0 0.00 0 -6.4 0 0 8.32** 1.92 
 <Human 1 shouts to Human 2, typically in order 
to ask Human 2 to come to them> 

8 [[Human]] calls [[Speech_Act]] (out) 3 1.00 4.16* -2.24 0 0.00 0 -6.4 0 0 4.16* -2.24 
 <Human says Speech_Act or QUOTE in a loud, 
clear voice> 

9 

[[Human 1]] calls [[Human 2]] or [[Institution]] or  
[[Number]] 

1 0.33 2.91 -3.49 5 1.67 6.93** 0.53 0 0 1.39 -5.01  <Human 1 contacts Human 2 or Institution on the 
telephone by selecting Number = Telephone 
Number> 

10 

[[Human 1]] or [[Institution 2]] or [[Document]] 
calls {on} or {upon}  [[Human 2]] OR  [Institution 
2]] [TO-INFINITIVE] 23 7.67 2.81 -3.58 13 4.33 9.01** 2.62† 2 0.67 20.72**** 14.32† 
 <Human 1 or Institution 1 or Document asks 
Human 2 or Institution 2 to [verb]> 

11 

[[Human 1]] or [[Institution 1]] calls [[Human 2]] or 
[[Institution 2]] {in} 

2 0.67 0.20 -6.2 3 1.00 4.16* -2.24 0 0 2.77 -3.62 
 <Human 1 or Institution 1 asks Human 2 or 
Institution 2 to come and give help or advice> 

12 [[Human]] calls [[Activity]] {off}  3 1.00 1.05 -5.35 1 0.33 1.39 -5.01 0 0 4.16* -2.24 
<Human cancels Activity> 

13 
[[Human]] calls [[Information]] or [[Image]] {up} 

1 0.33 1.39 -5.01 0 0.00 0 -6.4 0 0 1.39 -5.01 <Human causes Information or Image to be 
displayed on a computer screen> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A14 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for call 

PT 
# Pattern <implicature> 

History  Hist/      
Man 
LL 

BIC 
Management Man/        

Micro LL 
BIC 

Microbiology Micro/      
Hist LL 

BIC 
Freq. % Freq. % Freq. % 

14 
[[Human]] calls {attention to}  [[Event]] 

5 1.67 0.00 -6.4 5 1.67 2.91 -3.49 1 0.33 2.91 -3.49 
<Human asks people to notice Event> 

15 

[[Human]] or [[Anything] calls [[Proposition]] {into 
question}  

6 2.00 1.02 -5.38 3 1.00 0.51 -5.89 5 1.67 0.09 -6.31 
<Human or Anything provides a reason for 
doubting whether Proposition is correct> 

16 
[[Human]] calls {upon}  [[Human]]  

3 1.00 0.20 -6.2 2 0.67 2.77 -3.62 0 0 4.16* -2.24 
<Human 1 asks Human 2 for assistance> 

17 
[[Human 1]] calls [[Anything]] {down upon}  
[[Human 2]]  2 0.67 2.77 -3.62 0 0.00 0 0 0 0 2.77 -3.62 
<Human evokes Anything to affect Human 2> 

18 [[Human]] is called to {celibacy} 1 0.33 1.39 -5.01 0 0.00 0 0 0 0 1.39 -5.01 

<Human chooses to remain celibate> 

19 
[[Concept]] is called into {being}  

1 0.33 1.39 -5.01 0 0.00 0 0 0 0 1.39 -5.01 

<Human creates concept to explain or deal with 
Eventuality> 

20 

[[Institution]] calls  [[Human]] {up}  

2 0.67 2.77 -3.62 0 0.00 0 0 0 0 2.77 -3.62 < Institution = Government requires Human to 
undertake military service> 

 TOTAL 300 
   

300 
   

300 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A15 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for conduct 

PT # Pattern <implicature> 
History  Hist/      

Man 
LL 

BIC 
Management Man/        

Micro 
LL 

BIC 
Microbiology Micro/ 

Hist 
LL 

BIC 
Freq. % Freq. % Freq. % 

1 
[[Human]] or [[Institution]] conducts [[Activity]]  

141 94.00 0.29 -5.82 298 99.33 0.02 -6.09 147 98.00 0.13 -5.58 
<Human or Institution carries out Activity> 

2 
[[Human 1]] conducts [[Human 2]] [Direction]  

3 2.00 6.59* 0.48 0 0.00 0 -6.11 0 0.00 4.16* -1.54 <Human 1 accompanies and guides Human 2 
Direction> 

3 
[[Human]] conducts [[Self]] [Manner] 

5 3.33 4.23* -1.88 2 0.67 1.62 -4.49 0 0.00 6.93** 1.23 
<Human behaves in a particular way> 

4 
[[Metal]] or [[Fluid]] conducts [[Energy]] 

1 0.67 2.20 -3.91 0 0.00 0 -6.11 0 0.00 1.39 -4.32 
 <Energy is transferred via Metal> 

5 

[[Route]] conducts [[Fluid]]  

0 0.00 0.00 -6.11 0 0.00 2.2 -3.91 1 0.67 1.39 -4.32 
<Stuff passes through Aperture> 

6 

[[MB Entity]] conducts [[Process]] 

0 0.00 0.00 -6.11 0 0.00 4.39* -1.71 2 1.33 2.77 -2.93 
<MB entity carries out Process =  Microbiological> 

 
TOTAL 150 

   
300 

   
150 

   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A16 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for explain 

PT # Pattern <implicature> 
History  Hist/      

Man LL 
BIC 

Management Man/        
Micro LL 

BIC 
Microbiology Micro/ 

Hist LL 
BIC 

Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Institution]] or [[Document]] or 
[[Proposition]] or [[Eventuality 1]] explains 
[[Eventuality 2]] (in terms of [[Eventuality 3]]) (to 
[[Human 2]])  

171 57.00 9.27** 2.87† 232 77.33 0.67 -5.72 250 83.33 14.91*** 8.52† <Human or Institution formulates (in 
conversation with Human 2 or in a Document 
intended for Human 2 to read) a Proposition 
concerning the cause or effect of an Eventuality 
2> 

2 

[[Human]] or [[Institution]] or [[Document]] or 
[[Proposition]] explains (to [[Human 2]])  

62 20.67 3.87* -2.53 42 14.00 0.18 -6.22 46 15.33 2.38 -4.02 <Human or Institution formulates Proposition in 
Document concerning the cause or effect of an 
Eventuality that is expressed in wh- [clause]> 

3 

[[Human]] or [[Institution]] explains [That-Clause] 
(to [[Human 2]])  

37 12.33 22.44**** 16.04† 7 2.33 2.94 -3.45 2 0.67 38.29**** 31.89† <Human 1 or Document tells Human 2) that 
[clause], as a way of accounting for Eventuality 
(often implied rather than stated explicitly)> 

4 

[[Human]] or [[Institution]] explains [[Quote]]  

27 9.00 1.40 -5 19 6.33 19.79**** 13.39† 1 0.33 30.19**** 23.79† 
<Human says [QUOTE] as a way of accounting 
for Eventuality (often implied rather than stated 
explicitly)> 

5 

[[Human]] or [[Institution]]  explains 
[[Eventuality]] {away}  

3 1.00 4.16* -2.24 0 0.00 1.39 -5.01 1 0.33 1.05 -5.35 
<Human 1 formulates Proposition as a way of 
accounting for Eventuality = Inconvenient> 

 TOTAL 300 
   

300 
   

300 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A16.1 

Reanalysed pattern frequencies for three subcorpora and result of cross-corpora comparison for explain 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        
Micro 

LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

1 

[[Human]] or [[Institution]] or [[Document]] or 
[[Proposition]] or [[Eventuality 1]] explains 
[[Eventuality 2]] (in terms of [[Eventuality 3]]) (to 
[[Human 2]])  

171 57.00 9.27** 2.87† 232 77.33 0.67 -5.72 250 83.33 14.91*** 8.52† 
<Human or Institution formulates (in conversation 
with Human 2 or in a Document intended for 
Human 2 to read) a Proposition concerning the 
cause or effect of an Eventuality 2> 

2a 

[[Human]] or [[Institution]] or [[Document]] or 
[[Proposition]] explains (to [[Human 2]])  

126 42.00 
17.61**

** 
11.21† 68 22.67 3.1 -3.3 49 16.33 35.07**** 28.67† <Human or Institution formulates Proposition in 

Document concerning the cause or effect of an 
Eventuality that is expressed in wh- [clause]> 

5 

[[Human]] or [[Institution]]  explains [[Eventuality]] 
{away}  

3 1.00 4.16* -2.24 0 0.00 1.39 -5.01 1 0.33 1.05 -5.35 
<Human 1 formulates Proposition as a way of 
accounting for Eventuality = Inconvenient> 

 
TOTAL 300 

   
300 

   
300 

   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = ≥ positive evidence against H0 

 

 
 



 

 
334 

 

Table A17 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for fail 

PT 
# 

Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

1 

[[Human]] or [[Institution]] fails [[to-
infinitive]]  

95 63.33 9.6** 3.9† 57 38.00 44.54**** 38.83† 7 4.67 90.39**** 84.68† <Human or Institution does not do 
something that they intended to do or 
were expected to do> 

2 

[[Human]] or [[Institution]] fails 
(in[[Activity]])  

10 6.67 3.99* -1.71 21 14.00 22.36**** 16.66† 1 0.67 8.55** 2.84† <Human or Institution attempts to do 
Activity but does not produce the 
expected or intended result> 

3 [[Activity]] or [[System]] fails  27 18.00 0.08 -5.63 25 16.67 5.59* -0.11 11 7.33 6.95** 1.25 
<Activity or System does not produce the 
expected or intended result> 

4 

[[Activity]] or [[System]] or 
[[Abstract_Entity]] fails [[to-infinitive]]  

14 9.33 16.3**** 10.59† 44 29.33 0 -5.5 44 29.33 16.3*** 10.59† <Activity or System or Abstract_Entity 
does not produce the expected or 
intended result> 

5 

[[Artifact]] or [[Plant]] or [[Body_Part]]  or 
[[MB Unit]] fails  

0 0.00 1.39 -4.32 1 0.67 1.05 -4.66 3 2.00 4.16* -1.54 
<Artifact or Body_Part or Plant does not 
function effectively> 

6 

[[Artifact]] or [[Body_Part]] or [[MB 
Entity]] or [[Plant]] fails [[to-infinitive]]  

2 1.33 0.34 -5.36 1 0.67 
102.87**

** 
97.19† 81 54.00 96.21**** 90.5† <Artifact or Body_Part or Plant does not 

work or perform in the way that it is 
intended or expected to> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A17 (cont.) 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for fail 

PT 
# 

Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

7 
[[Human 1]] fails [[Activity]] 

0 0.00 0.00 -5.7 0 0.00 4.16* -1.54 3 2.00 4.16* -1.54 <Human does not meet the standard 
required to be successful in Activity = Test> 

8 

[[Human 1]] or [[System]] or [[Institution 1]] 
fails [[Human 2]] or [[Institution 2]]  

1 0.67 0.00 -5.7 1 0.67 1.39 -4.32 0 0.00 1.39 -4.32 
<Human 1 or System or Institution 1 fails 
Human 2 or Institution 2> 

9 

[[Weather_Event]] fails  

1 0.67 1.39 -4.32 0 0.00 0 -5.7 0 0.00 1.39 -4.32 
<Weather_Event = Desirable does not 
occur in the way that is expected or hoped 
for> 

 TOTAL 150 
  

 

150 
   

150 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A18 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for follow 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

1 

[[Human 1]] or [[Animal 1]] or 
[[Vehicle 1]] or [[MB Entity 1]] 
follows [[Human 2]] or [[Animal 2]] 
or [[Vehicle 2]] or [[MB Entity 2]]  

16 5.33 9.77** 3.73† 3 1.00 0 -6.4 3 1 9.77** 3.37† 
<Human 1 or Animal 1 or Vehicle 
1 moves in the same direction as 
that selected by Human 2 or Animal 
2 or the driver of Vehicle 2> 

2 

[[Human 1]] follows [[Human 2]]  

19 6.33 13.7*** 7.31† 49 16.33 67.93**** 61.53† 0 0.00 26.34**** 19.94† <Human 1 = Student or Disciple 
studies and is influenced by or tries 
to practice the teachings of Human 
2 = Teacher> 

3 

[[Human_Group 1]] or [[Institution 
1]] follows [[Human_Group 2]] or 
[[Institution 2]] 

9 3.00 4.82* -1.58 2 0.67 2.77 -3.62 0 0.00 12.48*** 6.08†  <Human_Group 1 or Institution 1 
is influenced by and thus copies the 
behaviour of Human Group 2 or 
Institution 2> 

4 

[[Human]] or [[Institution]] or 
[[Concept]] or [[Process]]follows 
[[Command]] or [[Rule]] or [[Plan]] 
or [[Document]]  84 28.00 1.74 -4.65 102 34.00 31.61**** 25.22† 37 12.33 18.75**** 12.35† 
<Human or Institution acts in 
accordance with Command or Rule 
or Plan (expressed in Document)> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A18 (cont.) 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for follow 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Frequency % Frequency % 

Freque
ncy 

% 

5 

[[Human]] or [[Institution]] follows 
[[Event]] 

12 4.00 10.97*** 4.57† 1 0.33 22.36**** 15.97† 21 7.00 2.49 -3.91 
 <Human or Institution takes an 
interest in Event = Unfolding> 

6 

[[Human]] follows [[Proposition]] or 
[[wh-clause]]  

0 0.00 1.39 -5.01 1 0.33 1.39 -5.01 0 0.00 0 -6.4 
<Human is able to understand 
Proposition or wh-clause> 

7 

[[Human]] or [[Institution]] follows 
{lead} or {line of enquiry}  

0 0.00 2.77 -3.62 2 0.67 2.77 -3.62 0 0.00 0 -6.4 <Human or Institution pursues an 
investigation based on specific 
information> 

8 

[[Human]] or [[Institution]] or 
[[Event]] follows {trend} 

3 1.00 1.05 -5.35 1 0.33 1.93 -4.47 4 1.33 0.14 -6.25  <Human or Institution performs in 
line with the expectations dictated by 
trend > 

9 
[[Event 1]] follows (Event 2)  

103 34.33 27.59**** 21.19† 41 13.67 73.43**** 67.03† 158 52.67 11.68*** 5.28† 
<Event 1 happens after and typically 
as a consequence of Event 2> 

10 

[[Eventuality 1]] follows from 
[[Eventuality 2]]  

8 2.67 2.72 -3.68 16 5.33 12.4*** 6† 2 0.67 3.85* -2.54 

<Eventuality 1 is a necessary 
consequence of Eventuality 2> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A18 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for follow 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Frequency % Frequency % 

Freque
ncy 

% 

11 

 
{it} follows [[that-clause]] (from 
Eventuality 1)  

5 1.67 2.31 -4.09 11 3.67 3.4 -3 4 1.33 0.11 -6.29 
<Eventuality 2 expressed by 
[CLAUSE] is a necessary 
consequence of Eventuality 1 (either 
expressed in a from-phrase or one 
that was previously stated)> 

12 
[[Anything 1]] follows [[Anything 2]]  

13 4.33 0.04 -6.36 14 4.67 8.59** 2.2† 34 11.33 9.72** 3.33† <Anything 1 = Item in List comes 
after Anything 2 = Item in List in a 
list or sequence> 

13 

[[Human]] follows {up} 
[[Eventuality]]   

5 1.67 1.33 -5.07 2 0.67 0.34 -6.06 1 0.33 2.91 -3.49 
<Human monitors Eventuality and 
finds out more about it> 

14 
as follows  

13 4.33 24.12**** 17.72† 51 17.00 6.79** 0.4 28 9.33 5.62* -0.78 
<as will now be stated here> 

15 

[[Human 1]] or [[Institution 1]] 
follows {suit}  

4 1.33 0.68 -5.72 2 0.67 2.77 -3.62 0 0.00 5.55* -0.85 <Human 1 or or Institution 1 does 
the same as Human 2 or Institution 2 
has done> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A18 (cont.) 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for follow 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/      
Hist LL 

BIC 
Frequency % Frequency % 

Freque
ncy 

% 

16 

[[Human 1]] follows in footsteps 
{of [[Human 2]]} 

5 1.67 6.93** 0.53 0 0.00 0 -6.4 0 0.00 6.93** 0.53 <Human 1 engages in similar 
activity to one previously engaged 
in by Human 2> 

17 

[[Human]] follows up with 
[[Speech Act]] 

1 0.33 1.39 -5.01 0 0.00 0 -6.4 0 0.00 1.39 -5.01 
<Human adds additional details to 
information already given> 

18 
[[MB Entity]] follows [[Route]] 

0 0.00 0.00 -6.4 0 0.00 11.09*** 4.69† 8 2.67 11.09*** 4.69† 

<MB Entity follows an 
established route or conduit> 

19 

[[Human]] follows {through on 
commitment} 

0 0.00 2.77 -3.62 2 0.67 2.77 -3.62 0 0.00 0 -6.4 

<Human fulfills a commitment>  

 TOTAL 300 
   

300 
   

300 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A19 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for handle 

PT # Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro 
/ Hist 

LL 
BIC 

Frequency % Frequency % Frequency % 

1 
[[Human]] handles [[Physical_Object]]  

15 20.27 16**** 10.95† 1 1.23 25.37**** 20.74† 10 47.62 4.03* -0.52 
<Human uses his/her hands to hold, manipulate, 
and/or use Physical_Object> 

2 

[[Human]] or [[Institution]] or [[Computer]] handles 
[[Eventuality]] (Manner)  

32 43.24 5.88* 0.83 59 72.84 15.92**** 11.29† 2 9.52 6.81** 2.26† <Human or Institution or Computer uses intelligence 
or an established procedure to deal with Eventuality as 
required or in a particular manner> 

3 

[[Human]] or [[Institution]] or[[Device]]  or [[MB 
Entity]] handles [[Entity]] or [[Stuff]]  

16 21.62 0.01 -5.04 18 22.22 1.49 -3.14 8 38.10 1.59 -2.96 
<Human or Institution or Device processes or deals 
with Entity or Stuff> 

4 

[[Human 1]] handles [[Human 2]] or 
[[Human_Group]] (Manner)  

8 10.81 2.83 -2.21 3 3.70 1.38 -3.24 0 0.00 4 -0.56 
<Human 1 manages or copes with Human 2 or 
Human_Group (in a particular manner)> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A19 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for handle 

PT # Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro 
/ Hist 

LL 
BIC 

Frequency % Frequency % Frequency % 

5 [[Human]] handles [[Artifact]]  2 2.70 2.96 -2.09 0 0.00 0 -4.62 0 0.00 1 -3.55 
<Human receives Artifact = that should not 
legally have in his/her possesion > 

6 [[Human]] handles [[Self]] (manner) 1 1.35 1.48 -3.56 0 0.00 0 -4.62 0 0.00 0.5 -4.05 
<Human behaves in a particular manner> 

7 
[[Human]] handles [[Animal]] 

0 0.00 0.00 -5.04 0 0.00 3.16 -1.46 1 4.76 3.02 -1.54 

<Human cares for and commands animal> 

 TOTAL 74 
  

 

81 
   

21 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A20 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for lead 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

1 
[[Eventuality 1]] leads to [[Eventuality 2]]  

158 52.67 14.83*** 8.43† 234 78.00 6.81** 0.41 295 98.33 42.09**** 35.69† 

<Eventuality 1 is the cause of Eventuality 2> 

2 

[[Eventuality 1]] leads {up to} [[Eventuality 
2]]  

5 1.67 6.93** 0.53 0 0.00 0 -6.4 0 0.00 6.93** 0.53 
<Eventuality 1 = PLURAL precedes but may 
not be the cause of Eventuality 2> 

3 

[[Eventuality]] leads [[Human]] or 
[[Institution]] [[to-infinitive]]  

47 15.67 0.01 -6.39 46 15.33 41.44**** 35.04† 4 1.33 42.66**** 36.26† 
<Eventuality causes, enables, or encourages 
Human or Institution to/INF [verb]> 

4 

[[Human]] or [[Institution 1]] leads 
[[Human_Group]] or [[Institution 2]] 

44 14.67 32.62* 26.23† 6 2.00 8.32** 1.92 0 0.00 61**** 56.6†  <Human or Institution 1 organizes, directs, 
or provides a model for Activity of 
Human_Group or Institution 2> 

5 

 
[[Human]] or [[Institution]] leads [[Activity]]  

13 4.33 1.83 -4.57 7 2.33 5.06* -1.33 1 0.33 12.2*** 5.81† <Human or Institution organizes, directs, or 
provides a model for the Activity of 
Human_Group> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A20 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for lead 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

6 

[[Human 1]] leads [[Human 2]] or 
[[Human_Group]](Direction to Location) 

12 4.00 4.19* -2.21 4 1.33 5.55* -0.85 0 0.00 16.64**** 10.24† <Human 1 organizes and directs the 
movement of Human 2 or Human_Group 
to Location by accompanying Human 2 or 
Human Group and showing the way> 

7 
[[Route]] leads [[Direction]] to [[Location]]  

12 4.00 10.97*** 4.57† 1 0.33 1.39 -5.01 0 0.00 16.64**** 10.24† <Route is a path or road Direction or to 
Location> 

8 

[[Human]] or [[Human_Group]] leads 
(Activity)  

1 0.33 0.00 -6.4 1 0.33 1.39 -5.01 0 0.00 1.39 -5.01 <Human = Competitor or Human_Group 
= Competitor is in first place in Activity = 
Competition or Race)> 

9 

[[Human]] or [[Institution]] leads the 
way(in-ING)  2 0.67 2.77 -3.62 0 0.00 0 -6.4 0 0.00 2.77 -3.62 
<Human or Institution is the best at doing 
something and shows how it can best be 
done> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A20 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for lead 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

10 

[[Human]] or [[Animate]] leads MOD 
{life} or {existence}  

5 1.67 2.91 -3.49 1 0.33 1.39 -5.01 0 0.00 6.93** 0.53 <Human or Institution is the best at 
doing something and shows how it can 
best be done> 

11 

[[Human 1]] or [[Eventuality]] leads 
[[Human 2]] on 

1 0.33 1.39 -5.01 0 0.00 0 -6.4 0 0.00 1.39 -5.01 <Human 1 or Eventuality encourages 
Human 2, typically to do or believe 
something stupid or reprehensible> 

 TOTAL 300 
   

300 
   

300 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A21 
Pattern frequencies for three subcorpora and result of cross-corpora comparison for maintain 

PT 
# 

Pattern <implicature> 
History  Hist/      

Man LL 
BIC 

Management Man/        
Micro LL 

BIC 
Microbiology Micro / 

Hist LL 
BIC 

Freq % Freq % Freq % 

1 

[[Human]] or [[Process]] maintains 
[[State_of_Affairs]]  

211 70.33 3.98* -2.41 254 84.67 0 -6.4 254 84.67 3.98* -2.41 
<Human takes action to ensure or Process has the 
effect that State_of_Affairs remains unchanged> 

2 

[[Human]] or [[Institution]] or [[Document]] 
maintains [[that-clause]] 

64 21.33 17.68**** 11.29† 25 8.33 19.75**** 13.35† 3 1.00 68.38**** 61.98†  <Human or Institution or Document asserts 
strongly and consistently over time that [clause] or 
[Proposition]> 

3 

 
[[Human]] or [[Institution]] maintains [[Document]]  

1 0.33 8.55** 2.15† 10 3.33 5.82* -0.57 2 0.67 0.34 -6.06 
<Human or Institution regularly and systematically 
updates Document> 

4 

[[Human]] maintains [[Building]] or [[Vehicle]] or 
[[Artifact]]  

19 6.33 3.65* -2.75 9 3.00 7.36** 0.96 1 0.33 19.79**** 13.39† 
<Human takes action to ensure that Building or 
Vehicle or Artifact is kept in good working order> 

5 
[[Human 1]] maintains [[Self]] or [[Human 2]]  

5 1.67 1.33 -5.07 2 0.67 0 -6.4 2 0.67 1.33 -5.07 <Human 1 provides food and drink for Self or 
Human 2, enabling Self or Human 2 to stay alive> 

6 

[[MB_Entity]] is maintained in [[Location]] or on 
[[Surface]] 

0 0.00 0.00 -6.40 0 0.00 52.68**** 46.28† 38 12.67 52.68**** 46.28† 
<MB Entity is place in Location or on Surface for the 
purpose of a test> 

 
TOTAL 300 

   
300 

   
300 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A22 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for manage 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

1 

[[Human]] or [[Institution]] or [[MB 
Entity]] manages [to-infinitive]  

90 60.00 120.76**** 114.66† 16 5.33 0.44 -5.33 2 9.09 13.59*** 8.44† 
<Human or Institution is able to/inf 
[verb], despite difficult circumstances> 

2 

[[Human]] manages  

0 0.00 0.81 -5.3 1 0.33 0.14 -5.63 0 0.00 0 -5.15 
<Human is able to deal with difficult 
circumstances successfully> 

3 

[[Human]] or [[Institution]] [[MB 
Entity]]  manages [[Action]] or 
[[State_of_Affairs]]  

1 0.67 0.85 -5.26 5 1.67 6.22* 0.45 3 13.64 8.11** 2.97† <Human or Institution is able to 
perform Action = Desirable or achieve 
State_of_Affairs = Desirable, despite 
difficult circumstances> 

4 
[[Human]] manages [[Artifact]]  

0 0.00 0.81 -5.3 1 0.33 0.14 -5.63 0 0.00 0 -5.15 

<Human is able to lift, carry, or use 
Artifact without difficulty> 

5 

[[Human]] or [[Institution 1]] manages 
[[Human 2]] or [[Institution 2]]  11 7.33 5.94 -0.17 47 15.67 0.08 -5.7 4 18.18 2.07 -3.08 

<Human or Institution 1 is responsible 
for and controls Institution 2> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A22 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for manage 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

6 

[[Human]] or [[Institution]] or [[MB 
Entity]] manages [[System]] or 
[[Activity]]  

32 21.33 41.78**** 35.67† 191 63.67 4.06* -1.71 7 31.82 0.84 -4.31 
<Human or Institution is responsible 
for and controls System or Activity = 
Ongoing> 

7 

[[Human]] or [[Institution]] manages 
[[Resource]]  16 10.67 0.24 -5.87 37 12.33 1.36 -4.42 1 4.55 0.89 -4.26 
<Human or Institution is responsible 
for Resource> 

8 

[[Human]] or [[Institution]] manages 
[[Location]] 

0 0.00 1.62 -4.49 2 0.67 0.28 -5.49 0 0.00 0 -5.15  <Human or Institution is responsible 
for the use and maintenance of 
Location> 

9 
[[Human]] manages [[Disease]] 

0 0.00 0.00 -6.11 0 0.00 26.84**** 21.06† 5 22.73 20.56**** 15.42† 
<Human alleviates  symptoms of 
Disease with drugs or Therapy> 

 TOTAL 150 
   

300 
   

22 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A23 

Pattern Frequencies for Three Subcorpora and Result of Cross-corpora Comparison for need 

PT # Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro / 
Hist LL 

BIC 
Freq % Freq % Freq % 

1 

[[Human]] or [[Institution]] needs [[Eventuality]] or 
[[Entity]] 

122 40.67 4.85* -1.55 90 30.00 1.18 -5.21 76 25.33 10.79** 4.93†  <Human or Institution requires that Eventuality or 
Entity must be realized or available, in order to 
accomplish some goal> 

2 

[[Entity 1]] or [[Eventuality 1]] needs [[Entity 2]] or 
[[Eventuality 2]]  29 9.67 0.76 -5.64 36 12.00 26.08**** 19.68† 93 31.00 35.31**** 28.92† 

<Entity 1 or Eventuality 1 is an essential precondition 
for or attribute of Entity 2 or Eventuality 2> 

3 
[[Entity]] or [[Eventuality]] needs [[to-infinitive]] 

62 20.67 0.03 -6.37 64 21.33 2.71 -3.69 84 28.00 3.33 -3.07  <An essential precondition for the realization of 
Eventuality is that [verb] must be realized typically to 
be> 

4 [[Human]] or needs [[to-infinitive]]  83 27.67 3.79 -2.61 110 36.67 46.93**** 40.53† 31 10.33 24.62**** 18.22† 
<Human must do [verb]> 

5 

[[Plant]] or [[Animate]] or [[MB Entity]] needs 
[[Eventuality]] or [[Stuff]]  4 1.33 5.55* -0.85 0 0.00 22.18**** 15.78† 16 5.33 7.71** 1.31 
<Plant or Animate must have Eventuality or Stuff in 
order to survive and flourish> 

 TOTAL 300 
  

 

300 
   

300 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A24 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for note 

PT # Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        
Micro 

LL 
BIC 

Microbiology 
Micro / 
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

1 

[[Human]] notes [[Information]] or [[Eventuality]] or 
[[Visible_Feature]] 

104 34.67 0.18 -6.22 98 32.67 6.5** 0.11 137 45.67 4.53* -1.86 

 <Human notices and pays particular attention to 
Information about Eventuality or Visible_Feature> 

2 
[[Human]] notes [[quote]] or [[that-clause]] or [[wh-
clause]]  

173 57.67 0.80 -5.6 190 63.33 4 -2.4 153 51.00 1.23 -5.17 

<Human notices and pays particular attention to 
Eventuality or Visible_Feature> 

3 

[[Human]] notes [[Information]] (on or in 
[[Document]]) (under [[Document_Part]])  

23 7.67 3.52 -2.88 12 4.00 2.97 -3.43 5 1.67 12.54**** 6.14† 
<Human makes a written note of Information (on | 
in Document) (under Document_Part = Heading)> 

4 [[MB Entity]] is noted [[Name]] 0 0.00 0.00 -6.4 0 0.00 6.93** 0.53 5 1.67 6.93** 0.53 

<MB Entity is referred to as Name>  

 TOTAL 300 
  

 

300 
   

300 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A25 
Pattern Frequencies for Three Subcorpora and Result of Cross-corpora Comparison for overcome 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        
Micro 

LL 
BIC 

Microbiology 
Micro 
/ Hist 

LL 
BIC 

Freq % Freq % Freq % 

1 

[[Human]] or [[Institution]] or [[Activity]] or 
[[MB Entity]]  overcomes [[Eventuality]] 

122 88.41 1.03 -4.64 150 100.00 0 -5.57 112 
100.0

0 
0.43 -4.98 

 <Human or Institution or Activity 
successfully deals with Eventuality = 
Problem> 

2 
[[Eventuality]] overcomes [[Human]] 

5 3.62 7.36** 1.69 0 0.00 0 -5.57 0 0.00 0 -5.41 
<Human fails to deal successfully with 
Eventuality = Problem> 

3 

[[Human 1]] or [[Human_Group 1]] overcomes 
[[Human 2]] or [[Human_Group 2]]  

11 7.97 16.19**** 10.52† 0 0.00 0 -5.57 0 0.00 0 -5.41 <Human 1 or Human_Group 1 defeats 
Human 2 or Human Group 2 in a fight, war, 
or contest> 

 TOTAL 138 
  

 

150 
   

112 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A26 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for prescribe 

PT # Pattern <implicature> 

History  
Hist/      
Man 
LL 

BIC 

Management 
Man/        
Micro 

LL 
BIC 

Microbiology 
Micro 
/ Hist 

LL 
BIC 

Frequency % Frequency % Frequency % 

1 

[[Human]] prescribes [[Drug]] or [[Activity]] ((for 
Human 2) (for Illness))  

16 61.54 0.02 -4.18 24 58.54 2.62 -1.52 21 95.45 1.77 -2.10 
<Human = Medical Professional advises the use 
of Drug or Activity = Treatment to treat Human 2 
= Patient) (for Illness))> 

2 

[[Human]] or [[Institution]] or [[Rule]] prescribes 
[[State_of_Affairs]] or [[Activity]]  

10 38.46 0.04 -4.18 17 41.46 8.99** 4.84† 1 4.55 7.12** 3.25† <Formal. Human or Institution or Rule 
authoritatively sets out the terms and conditions 
necessary for State_of_Affairs or Activity to 
occur> 

 TOTAL 26 
  

 

41 
   

22 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A27 

Pattern Frequencies for Three Subcorpora and Result of Cross-corpora Comparison for propose 

PT # Pattern <implicature> 
History 

Hist/      
Man LL 

BIC 
Management 

Man/        
Micro LL 

BIC 
Microbiology 

Micro / 
Hist LL 

BIC Freq % Freq % Freq % 

1 

[[Human]] or [[Institution]] or [[Document]] proposes [[Action]] 
or [[Plan]] or [[Proposition]]  

94 62.67 0.00 -5.7 94 62.67 7.57** 1.86 60 40.00 7.57** 1.86 
<Human or Institution suggests, for consideration by others, 
Plan or Proposition as a basis for Action> 

2 [[Human]] or [[Institution]] proposes [[Entity]]  4 2.67 5.55* -0.16 0 0.00 20.79**** 15.09† 15 10.00 6.78** 1.08 
<Human or Institution suggests, as a plan for consideration by 
others, that Entity should be created> 

3 [[Human]] or [[Document]] proposes [[that-clause]] 24 16.00 8.74** 3.03† 49 32.67 2 -3.71 64 42.67 18.87**** 13.16† 
 <Human suggests [CLAUSE] as a proposition for consideration 
by others> 

4 

 
[[Human]] or [[Institution]] or [[Document]]  proposes [[to-
infinitive]]  

23 15.33 8.99** 3.29† 7 4.67 0.9 -4.81 11 7.33 4.33* -1.38 

<Human or Institution intends to [verb]> 

5 

 
[[Human 1]] proposes [[Human 2]] for or as [[Human_Role]]  

4 2.67 5.55* -0.16 0 0.00 0 -5.7 0 0.00 5.55* -0.16 
<Human 1 formally suggests that Human 2 should be elected or 
appointed to undertake Human_Role> 

6 
[[Human 1]] proposes {marriage}  

1 0.67 1.39 -4.32 0 0.00 0 -5.7 0 0.00 1.39 -4.32 
<Human 1 asks Human 2 to marry him or her.> 

 TOTAL 150 
  

 
150 

   
150 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A28 
Pattern Frequencies for Three Subcorpora and Result of Cross-corpora Comparison for replicate 

PT # Pattern <implicature> 
History  Hist/      

Man LL 
BIC 

Management Man/        
Micro LL 

BIC 
Microbiology Micro / 

Hist LL 
BIC 

Freq. % Freq. % Freq. % 

1 
[[Human]] replicates [[Artifact]]  

5 16.67 6.73** 1.57 4 2.78 5.71* 0.03 0 0.00 17.92**** 12.72† 

<Human creates a copy of Artifact> 

2 

[[Human]] or [[Institution]] or 
[[Eventuality 1]] replicates [[Eventuality 
2]]  19 63.33 0.71 -4.44 73 50.69 88.46**** 82.77† 2 1.33 55.61**** 50.41† 
<Human or Institution or Eventuality 1 
recreates Eventuality 2> 

3 

 
[[Human]] or [[Activity]] replicates 
[[Eventuality]] or {results findings}  

0 0.00 24.22**** 19.06† 64 44.44 70.9**** 65.22† 3 2.00 1.09 -4.10 
<Science.  Human = Scientist or Activity 
= Study repeats Eventuality = 
Experiment in order to investigate 
whether this produces the same results or 
findings> 

4 [[MB_Entity]] replicates (Self)  1 3.33 1.12 -4.04 1 0.69 164.65**** 158.97† 130 86.67 39.24**** 34.05† 
<MB Entity = DNA or Cell produces an 
exact copy of Self> 

5 
[[Concept]]  or [[Institution ]]replicates 
([[Self]])  5 16.67 9.96** 4.8† 2 1.39 2.86 -2.83 0 0.00 17.92**** 12.72† 
<Concept reoccurs in different context> 

6 

[[MB_Entity 1]] or [[Process]] replicates 
[[MB_Entity 2]]  

0 0.00 0.00 -5.16 0 0.00 20.19**** 14.5† 15 10.00 5.47* 0.28 

<[[MB_Entity 1]] or [[Process]] produces 
copy of [[MB_Entity 2]]> 

 
TOTAL 30 

  
 

144 
   

150 
   Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A29 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for see 

PT # Pattern <implicature> 
History  Hist/      

Man LL 
BIC 

Management Man/        
Micro LL 

BIC 
Microbiology Micro/      

Hist LL 
BIC 

Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Animal]] sees 
[[Physical_Object]] or [[Stuff]]  

29 9.67 14.44*** 8.04† 7 2.33 12.56 6.16† 27 9 0.07 -6.9 <Human or Animal perceives or 
observes Physical_Object or Stuff 
with his or her eyes> 

2 
[[Human]] sees [[Event]]  

45 15.00 22.15**** 15.75† 11 3.67 35.11**** 28.72† 58 19.33 1.65 -4.75 <Human is a witness to Event [NO 
ADVL]> 

3 
[[Human]] sees [[Document]] or 
[[Document_Part]] 1 0.33 176.72**** 170.32† 135 45.00 12.34*** 5.94† 199 66.33 264.67**** 258.27† 

<Human refers to Document or 
Document_Part for further 
information> 

4 [[Human]] sees [[Location]]  25 8.33 1.67 -4.72 35 11.67 48.52**** 42.12† 0 0.00 34.66**** 28.26† 

<Human refers to Document_Part as 
a reference> 

5 

[[Human]] sees [[Proposition]] or 
[[Concept]]  

81 27.00 76.94**** 70.54† 6 2.00 0.29 -6.11 8 2.67 69.57**** 63.18† 
<Human achieves an understanding 
of Proposition or Concept> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A29 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for see 

PT # Pattern <implicature> 
History  Hist/      

Man LL 
BIC 

Management Man/        
Micro LL 

BIC 
Microbiology Micro/      

Hist LL 
BIC 

Freq. % Freq. % Freq. % 

6 
[[Human]] sees [[Anything]] 
[[Manner]]  8 2.67 54.28**** 47.81† 68 22.67 94.27**** 87.87† 0 0.00 11.09*** 4.69† 

<Human regard Anything Manner, 
i.e., in a particular way> 

7 

[[Human]] sees [[Eventuality]] or 
[[Physical_Object]] as [[Anything]]  63 21.00 12.87*** 6.47† 29 9.67 40.2**** 33.81† 0 0.00 87.34**** 80.94† 
<Human classifies Eventuality or 
Physical_Object as being Anything> 

8 

[[Human]] sees [[that-clause]] or [[wh-
clause]]  

27 9.00 37.43**** 31.03† 0 0.00 6.93** 0.53 5 1.67 16.62**** 10.23† 
<Human achieves an understanding 
of Proposition or Concept embodied 
in that [clause] or wh- [clause]> 

9 

[[Human]] or[[Institution]] sees 
[[Emotion]] or [[Attitude]] or 
[[Responsibility]] or [[Obligation]] 1 0.33 1.39 -5.01 0 0.00 0 -6.4 0 0.00 1.39 -5.01 

 <Human or Institution experiences 
an Emotion or Attitude or Obligation 
or Responsibility> 

10 
[[Human 1]] sees [[Human 2]]  

9 3.00 3.14 -3.26 3 1.00 4.16* -2.24 0 0.00 12.48*** 6.08† <Human 1 goes to and spends some 
time with Human 2, typically for 
social reasons> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A29 (cont.) 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for see 

PT # Pattern <implicature> 
History  Hist/      

Man LL 
BIC 

Management Man/        
Micro LL 

BIC 
Microbiology Micro/      

Hist LL 
BIC 

Freq. % Freq. % Freq. % 

11 
[[Human 1]] sees [[Human 2]]  

0 0.00 1.39 -5.01 1 0.33 1.39 -5.01 0 0.00 0 -6.4 <Human 1 consults Human 2 = Expert 
or Doctor in order to get expert advice 
or treatment> 

12 

[[Action]]is seen [[to-infinitive]]  

2 0.67 1.33 -5.07 5 1.67 0.51 66,67† 3 1.00 0.2 -6.2 <Action is considered to/inf [verb], 
where the clause identifies an effect of 
the Action> 

13 

[[Time_Period]] or [[Time_Point]] sees 
[[Event]]  

6 2.00 8.32** 1.92 0 0.00 0 -6.4 0 0.00 8.32** 1.92 
<Time_Period or Time_Point is the 
time when Event occurs> 

14 
[[Human]] sees {fit} 

2 0.67 2.77 -3.62 0 0.00 0 -6.4 0 0.00 2.77 -3.62 <Human considers it appropriate 
to/inf [verb]> 

15 

[[Human1]] sees {the writing on the 
wall} 

1 0.33 1.39 -5.01 0 0.00 0 -6.4 0 0.00 1.39 -5.01 
<Human realises that Event=negative 
will happen soon> 

 TOTAL 300 
  

 
300 

   
300 

   Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A30 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for specify 

PT # Pattern <implicature> 

History  
Hist/      

Man LL 
BIC 

Management 
Man/        

Micro LL 
BIC 

Microbiology 
Micro/ 
Hist LL 

BIC 
Frequency % Frequency % Frequency % 

1 

[[Human]] or [[Institution]] or [[Concept]] 
or [[Document]] specifies [[Anything]]  

56 80.00 1.82 -4.09 291 97.00 15.53**** 9.66† 25 46.30 5.49* 0.67 
<Human or Institution or Document states 
clearly and precisely that Anything is a 
necessary condition for some activity, 
process, or concept> 

2 

[[Human]] or [[Institution]] or [[Concept]] 
or [[Document]] specifies [[that]]  

14 20.00 19.61**** 13.69† 9 3.00 2.98 -2.89 0 0.00 16.01**** 11.19† <Human or Institution or Document states 
clearly and precisely the conditions implied 
by [that [CLAUSE] as being necessary for 
some activity, process, or concept> 

3 
[[MB Entity 1]] specifies [[MB Entity 2]]  

0 0.00 0.00 -5.91 0 0.00 109.06**** 103.19† 29 53.70 48.22**** 43.39† 
<MB Entity 1 contains the instructions 
necessary for the creation of MB Entity 2> 

 TOTAL 70 
   

300 
   

54 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = ≥ positive evidence against H0 
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Table A31 

Pattern frequencies for three subcorpora and result of cross-corpora comparison for treat 

PT 
# 

Pattern <implicature> History  Hist/      
Man 
LL 

BIC Management Man/        
Micro LL 

BIC Microbiology Micro / 
Hist LL 

BIC 

Freq % Freq % Freq % 

1 

[[Human 1]] or [[Institution 1]] or [[Animal 1]] treats 
[[Human 2]] or [[Animal 2]] or [[Entity]] or [[Event]] 
Manner 

122 81.33 0.76 -4.94 136 90.67 125.59**** 119.89† 11 7.33 108.48**** 102.78† 
 <Human 1 or Institution 1 or Animal 1 behaves toward 
Human 2 or Animal 2 or Entity or Event in the Manner 
specified> 

2 

[[Human 1]] or [[Process]] or [[Drug]] treats [[Human 2]] 
or [[Animal]] or [[Disease]] or [[Injury]]  

9 6.00 0.06 -5.64 8 5.33 43.87**** 38.17† 59 39.33 41.11**** 35.41† <Human 1 = Health Professional applies a Drug or 
Process = Medical to Human 2 =Patient for the purpose 
of curing the patient`s Disease or Injury> 

3 

[[Human]] or [[Device]] treats [[Inanimate]] (with [[Stuff]] 
or by [[Process]]) 

0 0.00 4.16* -1.54 3 2.00 3.98* -1.73 10 6.67 13.86*** 8.16†  <The chemical or other properties of Inanimate are 
improved or otherwise changed by Process or the 
application of Stuff> 

4 

[[Human 1]] treats [[Human 2]] or [[Self]] to 
[[Eventuality]] 

1 0.67 1.39 -4.32 0 0.00 0 -5.7 0 0.00 1.39 -4.32 
 <Human 1 gives or pays for Eventuality = Good as a 
benefit for Human 2 or Self> 

5 
[[Human]] treats [[Anything]] 

15 10.00 8.73** 3.03† 3 2.00 0 -5.7 3 2.00 8.73** 3.03† 
 <Human discusses Anything = Topic> 

6 
[[Human 1]] treats with [[Human 2]]  

3 2.00 4.16 -1.54 0 0.00 0 -5.7 0 0.00 4.16* -1.54 
<Human 1 reaches a peace agreement with Human 2> 

7 

[[Human]]  treats [[MB entity 1]] or [[Animal]] with  [[MB 
entity 2]] or [[Drug]]  

0 0.00 0.00 -5.7 0 0.00 92.88**** 87.18† 67 44.66 92.88**** 84.18† 
 <Human indtroduces drug or MB entity 2 to MB Entity 
1=cell or Animal for experimental purposes> 

 
TOTAL 150 

  
 

150 
   

150 
   

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Appendix D: Results of intradisciplinary comparison 

Table A32 
      

Pattern frequencies for sample a and b and result of intradisciplinary comparison for accept 
      

PT # Pattern <implicature> 

History A History B 
A / B 

LL 
BIC 

Frequency % Frequency % 

1 
[[Human]] or [[Institution]] accepts [[Proposition]] or [[Concept]] or [[Eventuality]]  

106 70.67 107 71.33 0.00 -5.71 
<Human or Institution agrees that Proposition or Concept or Eventuality is correct and does 
not need to be contested> 

2 [[Human]] or [[Institution]] accepts 8 5.33 13 8.67 1.2 -4.5 
<Human or Institution agrees that that [clause] is true or correct> 

3 
[[Human]] or [[Institution]] accepts {responsibility} (for Eventuality or for Entity) 

5 3.33 2 1.33 1.33 -4.38 
<Human or Institution agrees that he, she, or it is or will be responsible for Eventuality or 
Entity> 

4 
[[Human 1]] accepts [[Entity]] or [[Money]]  

7 4.67 6 4.00 0.08 -5.63 <Human 1 consents to receive Entity = Valuable or Money as a gift (or bribe) or as part of 
buisiness transaction from Human 2> 

5 [[Human]] accepts [[Offer]]  4 2.67 1 0.67 1.93 -3.78 
<Human 1 agrees to act on the Offer of Human 2> 

6 [[Human 1]] accepts {resignation}  0 0.00 0 0.00 0 -5.7 
<Human 1 = Authority receives and consents to resignation of Human 2 = Employee> 

7 [[Human]] accepts [[Human Role]] 7 4.67 5 3.33 0.33 -5.37 
<Human agrees to undertake the work specified as required to fulfil appointment or job> 

8 

[[Human 1]] or [[Institution 1]] accepts [[Human 2]] or [[Institution 2]] as [[Human_Role]] or as 
[[Institution_Role]]  9 6.00 8 5.33 0.06 -5.7 
<Human 1 or Institution 1 acknowledges that Human 2 or Institution 2 is suitable for 
Human_Role or Institution_Role> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A32 (cont.) 
      

Pattern frequencies for sample a and b and result of intradisciplinary comparison for accept 
      

PT # Pattern <implicature> 

History A History B 
A / B 

LL 
BIC 

Frequency % Frequency % 

9 
[[Human_Group 1]] or [[Human 1]] accepts [[Human 2]] or [[Human_Group 2]]  

5 3.33 7 4.67 0.33 -5.37 <Human_Group 1 or Human 1 agrees to allow Human 2 or Human Group 2 to become a 
member of or be respected by Human Group 1> 

10 [[Location]] accepts [[Human Group]]  0 0.00 1 0.67 1.39 -4.32 
<Location is suitable for Human Group> 

11 [[MB Entity]] accepts {task}  0 0.00 0 0.00 0 -5.7 
<MB Entity= part of cell undertakes task in cell> 

12 [[MB Entity1 ]] accepts [[MB Entity 2]]  0 0.00 0 0.00 0 -5.7 
<MB Entity 1 takes MB Entity 2 which becomes an integral part of MB Entity 1> 

13 [[MB_Entity 1]] accepts [[MB_Entity 2] as [[MB_Role]]  0 0.00 0 0.00 0 -5.7 
<MB_Entity 2 plays a role in the normal functioning of MB_Entity 1> 

14 [[Device ]] accepts [[Stuff]] 0 0.00 0 0.00 0 -5.7 
<Device is capable of processing Stuff = biological sample> 

15 [[MB Entity]] accepts {topology}  0 0.00 0 0.00 0 -5.7 
<MB Entity=gene occurs in a given spacial configuration>  

16 [[Concept 1]] accepts [[Concept 2]] or [[Eventuality]]  0 0.00 0 0.00 0 -5.7 
<Concept 1 is compatible with Concept 2 or Eventuality> 

17 [[Human]] or [[Institution]] accepts [[Document]] 0 0.00 0 0.00 0 -5.7 
 <Human or Institution agrees that Document meets the standards required for publication> 

 
TOTAL 150 

 
150 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A33 
      

Pattern frequencies for sample a and b and result of intradisciplinary comparison for account 
      

PT # Pattern <implicature> 

Management A Management B 
A / B 

LL 
BIC Frequency % Frequency % 

1 

[[Entity 1]] or [[Eventuality 1]] accounts for [[Numerical_Value]] of [[Entity 2]] or of 
[[Eventuality 2]]  

19 12.67 21 14.00 0.10 -5.6 
<Entity 1 or Eventuality 1 makes up a certain Numerical_Value = Percentage of the total 
number of Entity 2 or of Eventuality 2> 

2 
[[Eventuality 1]] accounts for [[Eventuality 2]] 

65 43.33 60 40.00 0.2 -5.5 
<Eventuality 1 was a factor in causing Eventuality 2 to happen> 

3 
[[Human]]or [[Concept]] accounts for [[Eventuality]]  

62 41.33 68 45.33 0.28 -4.43 

<Human or Concept explains or justifies Eventuality> 

4 

[[Human]] accounts for [[Entity]]  

4 2.67 1 0.67 1.93 -3.78 

<Human is able to explain where Entity is or how it was used> 

5 
[[MB Entity]] accounts for [[Eventuality]]  

0 0.00 0 0.00 0 -5.7 

<the presence of MB_Entity explains Eventuality> 

 TOTAL 150 
 

150 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A34 
                  

Pattern frequencies for sample a and b and result of intradisciplinary comparison for act 

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Institution]] or 
[[Animal]] or [[Machine]] or 
[[MB unit]] acts  

27 18.00 23 15.33 0.32 -5.38 22 14.67 29 19.33 0.96 -4.74 21 14.00 23 15.33 0.09 -5.61 
<Human or Institution or 
Animal or Machine = Agent 
performs a motivated Action> 

2 

[[Human]] or [[Institution]] or 
[[MB unit]] acts [[Manner]]  

55 36.67 60 40.00 0.22 -5.49 72 48.00 62 41.33 0.75 -4.96 34 22.67 41 27.33 0.65 -5.05 
<Human or Institution behaves 
in the manner specified> 

3 

[[Entity 1]] acts as or like 
[[Anything]]  

50 33.33 49 32.67 0.01 -5.69 41 27.33 42 28.00 0.01 -5.69 74 49.33 62 41.33 1.06 -4.64 <In a particular situation, Entity 
1 performs the role or function 
specified> 

4 

[[Human 1]] or [[Institution 1]] 
acts for [[Human 2]] or for 
[[Institution 2]]  

0 0.00 2 1.33 2.77 -2.93 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human 1 = Lawyer or Agent 
or Institution 1 is employed to 
perform certain tasks for 
Human 2 or Institution 2> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A34 (cont.) 
                  

Pattern frequencies for sample a and b and result of intradisciplinary comparison for act 

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

5 

[[Human 1]] or [[Institution 1]] 
acts on behalf of [[Human 2]] 
or on behalf of [[Institution 2]]  

2 1.33 4 2.67 0.68 -5.02 1 0.67 1 0.67 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human 1 or Institution 1 
performs a motivated Action 
for the benefit and/or at the 
request of Human 2 or 
Institution 2> 

6 

[[Human]] or [[Institution]] 
acts on [[Eventuality]] 

10 6.67 5 3.33 1.7 -4 6 4.00 9 6.00 0.6 -5.1 0 0.00 0 0.00 0 -5.7  <Human or Institution 
behaves in accordance with 
Eventuality=Motivation> 

7 

[[Human]] or [[Institution]] 
acts under [[Rule]] or under 
[[Command]]  

0 0.00 1 0.67 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human or Institution 
behaves in accordance with 
Rule or Command> 

8 

[[Entity 1]] acts on or upon 
[[Entity 2]]  

3 2.00 5 3.33 0.51 -5.2 5 3.33 5 3.33 0 -5.7 21 14.00 23 15.33 0.09 -5.61 
<Entity1 has a particular 
effect on Entity 2> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A34 (cont.) 
                  

Pattern frequencies for sample a and b and result of intradisciplinary comparison for act 

PT 
# 

Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

9 

[[Human]] acts (Role) (in 
Performance)  

1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human plays Role = 
Theatrical (in 
Performance)> 

10 

Phrasal verb. [[Human]] acts 
[[Event]] or [[Human_Role]] 
or [[Emotion]] out 

2 1.33 0 0.00 2.77 -2.93 0 0.00 1 0.67 1.39 -4.32 0 0.00 0 0.00 0 -5.7 <Human performs Role, 
not necessarily sincerely, or 
behaves as if feeling 
Emotion> 

11 
[[Human]] acts [[ADJ]]  

1 0.67 0 0.00 1.39 -4.32 1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 <Human behaves in the 
manner specified by ADJ> 

12 
[[Drug]] acts 

0 0.00 0 0.00 0 -5.7 1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 
<Drug has an effect> 

13 
[[Process]] acts   

0 0.00 0 0.00 0 -5.7 1 0.67 1 0.67 0 -5.7 0 0.00 1 0.67 1.39 -4.32 <Process exerts an 
influence> 

 
TOTAL 150 

 
150 

   
150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A35 
                  pattern frequencies for sample a and b and result of intradisciplinary comparison for appear 

   
PT # Pattern <implicature> 

History A History B A / 
B LL 

BIC 
Man. A Man. B A / B 

LL 
BIC 

Micro. A Micro. B A / 
B LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Physical Object] 
appears  

4 2.67 4 2.67 0.00 -5.7 1 0.67 1 0.67 0.00 -5.7 2 1.33 1 0.67 0.34 -5.36 
<Physical_Object 
becomes visible> 

2 

[[Anything]] appears 
[ADJ]  

21 14.00 25 16.67 0.35 -5.36 30 20.00 39 26.00 1.18 -4.53 13 8.67 19 12.67 1.13 -4.57 
<Anything seems to be 
ADJ> 

3 

[[Abstract Entity]] or 
[[State of Affairs]]  
appears  

6 4.00 10 6.67 1.01 -4.69 9 6.00 10 6.67 0.05 -5.65 3 2.00 2 1.33 0.2 -5.5 <Abstract_Entity or 
State_of_Affairs 
becomes noticeable or 
comes into existence> 

4 

[[Stuff]] OR [[Physical 
Object]] appears 
[[Time Period]]  

6 4.00 4 2.67 0.4 -5.3 0 0.00 0 0.00 0 -5.7 5 3.33 0 0.00 6.93 1.23 
<Stuff or 
Physical_Object comes 
into use or becomes 
available 
Time_Period> 

5 

[[Human]] OR 
[[Animal]] or [[MB 
Entity]] appears 
([[Location]])  

2 1.33 1 0.67 0.34 -5.36 0 0.00 2 1.33 2.77 -2.93 2 1.33 4 2.67 0.68 -5.02 

<Human or Animal 
arrives at Location> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A35 (cont.) 
                  pattern frequencies for sample a and b and result of intradisciplinary comparison for appear 

   

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

6 

[[Human]] appears in 
[[Performance]] on 
[[TV Programme]] on 
[[Radio Programme]] 
or on [[Stage]]  

2 1.33 1 0.67 0.34 -5.36 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 

<Human takes part in 
Performance> 

7 

[[Document 1]] OR 
[[Image]] appears (in 
[[Document 2]] or 
[[Document Part]])  

25 16.67 29 19.33 0.3 -5.41 7 4.67 9 6.00 0.25 -5.45 0 0.00 1 0.67 1.39 -4.32 
<Document 1 or 
Image is published (in 
Document 2 or 
Document Part)> 

8 

[[Anything]] appears 
[To-Infinitive]  58 38.67 61 40.67 0.08 -5.63 81 54.00 79 52.67 0.03 -5.68 110 73.33 110 73.33 0 -5.7 

<Anything seems 
to/inf [verb]> 

9 

{It} appears [[That 
Clause]]  

12 8.00 8 5.33 0.81 -4.9 14 9.33 14 9.33 0 -5.7 13 8.67 13 8.67 0 -5.7 
<that-[CLAUSE] is 
probably true> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A35 (cont.) 
                  pattern frequencies for sample a and b and result of intradisciplinary comparison for appear 

   

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

10 

[[Entity 1]] or 
[[Eventuality 1]] 
appears (as) [[Entity 2]] 
or(as) [[Eventuality 2]] 

10 6.67 6 4.00 1.01 -4.69 3 2.00 1 0.67 1.05 -4.66 2 1.33 0 0.00 2.77 -2.93  <Entity 1 or 
Eventuality 1 is 
perceived as or 
assumed to be Entity 2 
or Eventuality 2> 

11 

[[Human]] appears in 
or before [[Institution]] 
or before [[Human]]  

1 0.67 1 0.67 0 -5.7 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 

<Law: court 
procedure.  Human 
presents Self formally 
in Court or before 
Judge as a Defendant 
to be tried in respect of 
Accusation> 

12 

[[Abstract Entity]] 
appear in [[Document]] 

2 1.33 0 0.00 2.77 -2.93 5 3.33 0 0.00 6.9 1.23 0 0.00 0 0.00 0 -5.7 
<Document mentions 
abstract entity> 

13 

[[Human]] appears as 
{an MP} 

1 0.67 0 0.00 1.39 4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human undertakes 
the role of MP> 

 TOTAL 150 
 

150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A36 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for apply 

PT 
# 

Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Human]]  or 
[[Institution]] applies 
[[Concept]] or 
[[Process]] (to [[State of 
Affairs]]) 

84 56 79 52.67 0.15 -5.55 106 70.67 109 72.67 0.04 -5.66 99 66.00 93 62.00 0.19 -5.52 
 <Human or Institution 
makes use of Concept 
or Process in a 
particular situation or 
State_of_Affairs> 

2 

 [[Concept]]  or 
[[Process]] applies (to 
[[State of Affairs]] or 
[[Activity]])  

43 28.67 48 32.00 0.27 -5.43 36 24.00 36 24.00 0 -5.7 13 8.67 14 9.33 0.04 -5.67 
<Concept or Process is 
relevant to 
State_of_Affairs or 
Activity> 

3 

[[Human]] applies for 
[[Benefit]] benefit or 
injunction or extension 
or admission or 
readmission or {[NP] to 
be [V]}  

5 3.33 8 5.33 0.7 -5.01 4 2.67 2 1.33 0.68 -5.02 0 0.00 0 0.00 0 -5.7 

<Human 1 formally 
asks Human 2 or 
Institution to give 
Benefit to Human 1> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A36 (cont.) 

Pattern frequencies for sample a and b and result of intradisciplinary comparison for apply 

PT 
# 

Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

4 

[[Human]]  OR [[Device]] 
applies  [Fluid]] or 
[[Stuff]] to [[Surface]] 

5 3.33 3 2.00 0.51 -5.2 0 0.00 0 0.00 0 -5.7 33 22.00 37 24.67 0.23 -5.48 
<Human (uses Device to) 
spread Fluid or Stuff on 
Surface, typically in order 
to heal, improve, protect 
Surface or conduct test> 

5 

[[Human]] applies 
[[Word]] to [[Anything]]  

9 6.00 8 5.33 0.06 -5.64 2 1.33 3 2.00 0.2 -5.5 2 1.33 4 2.67 0.68 -5.02 <Human uses Word to 
suitably refer to 
Anything> 

6 

[[Human]]  or 
[[Institution]] applies 
{pressure} 

3 2.00 4 2.67 0.14 -5.56 2 1.33 0 0.00 2.77 -2.93 2 1.33 2 1.33 0 -5.7 <Human tries to influece 
decision or action of 
another human or 
institution> 

7 

[[Human]] applies [[Self]] 
to [[Activity]] 

1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human makes great 
effort to conduct 
activity> 

8 

[[Human]] applies 
{caution} 

0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 1 0.67 0 0.00 1.39 -4.32 
<Human take a cautious 
approach to [[Anything]]> 

 TOTAL 150 
 

150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A37 

                  
Pattern frequencies for sample a and b and result of intradisciplinary comparison for call 

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Anything]] is called [[Name]]  

37 24.67 39 26.00 0.05 -5.65 54 36.00 54 36.00 0.00 -5.7 136 90.67 138 92.00 0.01 -5.69 
<Anything is referred to as 
Name> 

2 

[[Human]] OR [[Institution]] calls 
[[Anything]] [[Name]]  

61 40.67 58 38.67 0.08 -5.63 53 35.33 57 38.00 0.15 -5.56 6 4.00 3 2.00 1.02 -4.68 
<Human or Institution invents or 
uses Name to refer to Anything> 

3 

[[Human]] or [[Institution]] calls 
[[Event]]  

2 1.33 2 1.33 0 -5.7 1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 
<Human or Institution instructs 
people to cause Event = Meeting 
or Action to happen 
immediately> 

4 

[[Human]] or [[Institution]] or 
[[Document]] calls {for} 
[[Action]] or {for} [[State of 
Affairs]]  

17 11.33 21 14.00 0.42 -5.28 25 16.67 24 16.00 0.02 -5.68 4 2.67 5 3.33 0.11 -5.59 
<Human or Institution or 
Document says that other people 
should do Action or create 
[State_of_Affairs]> 

5 

[[Human]] or [[Institution]] calls 
[[Human 2]] {for} [[Activity]]  

1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human 1 or Institution officially 
invites or instructs Human 2 to 
take part in Activity> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A37 (cont.) 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for call 

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

6 

[[Human 1]] calls ((in or round) 
(on [[Human 2]]) at [[Location]])  

1 0.67 2 1.33 0.34 -5.36 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human 1 goes to Location in 
order to meet Human 2> 

7 

[[Human 1]] calls  [[Human 2]] 

1 0.67 5 3.33 2.91 -2.79 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7  <Human 1 shouts to Human 2, 
typically in order to ask Human 
2 to come to them> 

8 

[[Human]] calls [[Speech_Act]] 
(out) 

1 0.67 2 1.33 0.34 -5.36 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 
 <Human says Speech_Act or 
QUOTE in a loud, clear voice> 

9 

[[Human 1]] calls [[Human 2]] or 
[[Institution]] or  [[Number]] 

1 0.67 0 0.00 1.39 -4.32 2 1.33 3 2.00 0.2 -5.5 0 0.00 0 0.00 0 -5.7 
 <Human 1 contacts Human 2 
or Institution on the telephone 
by selecting Number = 
Telephone Number> 

10 

[[Human 1]] or [[Institution 2]] 
or [[Document]] calls {on} or 
{upon}  [[Human 2]] OR  
[Institution 2]] [TO-
INFINITIVE] 

13 8.67 10 6.67 0.39 -5.31 7 4.67 6 4.00 0.08 -5.63 2 1.33 0 0.00 2.77 -2.93 

 <Human 1 or Institution 1 or 
Document asks Human 2 or 
Institution 2 to [verb]> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A37 (cont.) 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for call 

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

11 

[[Human 1]] or [[Institution 1]] 
calls [[Human 2]] or [[Institution 
2]] {in} 

1 0.67 1 0.67 0 -5.7 3 2.00 0 0.00 4.16 -1.54 0 0.00 0 0.00 0 -5.7 
 <Human 1 or Institution 1 asks 
Human 2 or Institution 2 to 
come and give help or advice> 

12 
[[Human]] calls [[Activity]] {off}  

3 2.00 0 0.00 4.16 -1.54 1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 
<Human cancels Activity> 

13 

[[Human]] calls [[Information]] 
or [[Image]] {up} 

0 0.00 1 0.67 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human causes Information or 
Image to be displayed on a 
computer screen> 

14 

[[Human]] calls {attention to}  
[[Event]] 

2 1.33 3 2.00 0.2 -5.5 1 0.67 4 2.67 1.93 -3.78 1 0.67 0 0.00 1.39 -4.32 
<Human asks people to notice 
Event> 

15 

[[Human]] or [[Anything] calls 
[[Proposition]] {into question}  

2 1.33 4 2.67 0.68 -5.02 2 1.33 1 0.67 0.34 -5.36 1 0.67 4 2.67 1.93 -3.78 <Human or Anything provides 
a reason for doubting whether 
Proposition is correct> 

16 

[[Human 1]] calls {upon}  
[[Human 2]]  

2 1.33 1 0.67 0.34 -5.36 1 0.67 1 0.67 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human 1 asks Human 2 for 
assistance> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A37 (cont.) 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for call 

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

17 

[[Human 1]] calls [[Anything]] 
{down upon}  [[Human 2]]  

2 1.33 0 0.00 2.77 -2.93 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human evokes Anything to 
affect Human 2> 

18 

[[Human]] is called to 
{celibacy} 

1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human chooses to remain 
celibate> 

19 

[[Concept]] called into {being}  

0 0.00 1 0.67 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human creates concept to 
explain or deal with 
Eventuality> 

20 

[[Institution]] calls  [[Human]] 
{up}  

2 1.33 0 0.00 2.77 -2.93 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Institution = Government 
requires Human to undertake 
military service> 

 TOTAL 150 
 

150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A38 
      

Pattern frequencies for sample a and b and result of intradisciplinary comparison for conduct 
     

PT # Pattern <implicature> 

Management A Management B 
A/B 
LL 

BIC 
Frequency % Frequency % 

1 

[[Human]] or [[Institution]] conducts [[Activity]]  

149 99.33 149 99.33 0.00 -5.7 

<Human or Institution carries out Activity> 

2 
[[Human 1]] conducts [[Human 2]] [Direction]  

0 0.00 0 0.00 0.00 -5.7 
<Human 1 accompanies and guides Human 2 Direction> 

3 
[[Human]] conducts [[Self]] [Manner] 

1 0.67 1 0.67 0.00 -5.7 

<Human behaves in a particular way> 

4 

[[Metal]] or [[Fluid]] conducts [[Energy]] 

0 0.00 0 0.00 0.00 -5.7 

 <Energy is transferred via Metal> 

5 
[[Route]] conducts [[Fluid]]  

0 0.00 0 0.00 0.00 -5.7 

<Stuff passes through Aperture> 

6 [[MB Entity]] conducts [[Process]] 0 0.00 0 0.00 0.00 -5.7 
<MB entity carries out Process =  Microbiological> 

 TOTAL 150 
 

150 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A39 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for explain 

PT 
# 

Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Institution]] or 
[[Document]] or [[Proposition]] 
or [[Eventuality 1]] explains 
[[Eventuality 2]] (in terms of 
[[Eventuality 3]]) (to [[Human 
2]])  

82 54.67 89 59.33 0.29 -5.42 113 75.33 119 79.33 0.16 -5.55 122 81.33 128 85.33 0.14 -5.56 <Human or Institution 
formulates (in conversation 
with Human 2 or in a 
Document intended for 
Human 2 to read) a Proposition 
concerning the cause or effect 
of an Eventuality 2> 

2 

[[Human]] or [[Institution]] or 
[[Document]] or [[Proposition]] 
explains (to [[Human 2]])  

30 20.00 32 21.33 0.06 -5.64 21 14.00 21 14.00 0 -5.7 25 16.67 21 14.00 0.35 -5.36 
<Human or Institution 
formulates Proposition in 
Document concerning the 
cause or effect of an 
Eventuality that is expressed in 
wh- [clause]> 

3 

[[Human]] or [[Institution]] 
explains [That-Clause] (to 
[[Human 2]])  

24 16.00 13 8.67 3.32 -2.38 3 2.00 4 2.67 0.14 -5.56 2 1.33 0 0.00 2.77 -2.93 
<Human 1 or Document tells 
Human 2) that [clause], as a 
way of accounting for 
Eventuality (often implied 
rather than stated explicitly)> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A39 (cont.) 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for explain 

PT 
# 

Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

4 

[[Human]] or [[Institution]] 
explains [[Quote]]  

13 8.67 14 9.33 0.04 -5.67 13 8.67 6 4.00 2.64 -3.06 0 0.00 1 0.67 1.39 -4.32 

<Human 1 or Document 
tells Human 2) that [clause], 
as a way of accounting for 
Eventuality (often implied 
rather than stated 
explicitly)> 

5 

[[Human]] or [[Institution]]  
explains [[Eventuality]] 
{away}  

1 0.67 2 1.33 0.34 -5.36 0 0.00 0 0.00 0 -5.7 1 0.67 0 0.00 1.39 -4.32 <Human 1 formulates 
Proposition as a way of 
accounting for Eventuality 
= Inconvenient> 

 
TOTAL 150 

 
150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 

 



 

 
377 

 
Table A40 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for follow 

PT 
# 

Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Human 1]] or [[Animal 1]] or 
[[Vehicle 1]] or [[MB Entity 1]] 
follows [[Human 2]] or [[Animal 
2]] or [[Vehicle 2]] or [[MB 
Entity 2]]  

7 4.67 9 6.00 0.25 -5.45 0 0.00 3 2.00 4.16 -1.54 2 1.33 1 0.67 0.34 -5.36 
<Human 1 or Animal 1 or 
Vehicle 1 moves in the same 
direction as that selected by 
Human 2 or Animal 2 or the 
driver of Vehicle 2> 

2 

[[Human 1]] follows [[Human 2]]  

10 6.67 9 6.00 0.05 -5.65 23 15.33 26 17.33 0.18 -5.52 0 0.00 0 0.00 0 -5.7 

<Human 1 = Student or 
Disciple studies and is influenced 
by or tries to practice the 
teachings of Human 2 = 
Teacher> 

3 

[[Human_Group 1]] or 
[[Institution 1]] follows 
[[Human_Group 2]] or 
[[Institution 2]] 

4 2.67 5 3.33 0.11 -5.59 2 1.33 0 0.00 2.77 -2.93 0 0.00 0 0.00 0 -5.7  <Human_Group 1 or 
Institution 1 is influenced by and 
thus copies the behaviour of 
Human Group 2 or Institution 
2> 

4 

[[Human]] or [[Institution]] or 
[[Concept]] or [[Process]]follows 
[[Command]] or [[Rule]] or 
[[Plan]] or [[Document]]  

40 26.67 42 28.00 0.05 -5.65 53 35.33 49 32.67 0.16 -5.55 16 10.67 21 14.00 0.68 -5.03 
<Human or Institution acts in 
accordance with Command or 
Rule or Plan (expressed in 
Document)> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A40 (cont.) 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for follow 

PT 
# 

Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

5 

[[Human]] or [[Institution]] 
follows [[Event]] 

6 4.00 6 4.00 0 -5.7 1 0.67 0 0.00 1.39 -4.32 8 5.33 13 8.67 1.2 -4.5  <Human or Institution takes 
an interest in Event = 
Unfolding> 

6 

[[Human]] follows 
[[Proposition]] or [[wh-clause]]  

0 0.00 0 0.00 0 -5.7 0 0.00 1 0.67 1.39 -4.32 0 0.00 0 0.00 0 -5.7 
<Human is able to understand 
Proposition or wh-clause> 

7 

[[Human]] or [[Institution]] 
follows {lead} or {line of 
enquiry}  

0 0.00 0 0.00 0 -5.7 1 0.67 1 0.67 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human or Institution 
pursues an investigation based 
on specific information> 

8 

[[Human]] or [[Institution]] or 
[[Event]] follows {trend} 

2 1.33 1 0.67 0.35 -5.36 1 0.67 0 0.00 1.39 -4.32 2 1.33 2 1.33 0 -5.7 
 <Human or Institution 
performs in line with the 
expectations dictated by trend 
> 

9 

[[Event 1]] follows (Event 
2)  

49 32.67 54 36.00 0.24 -5.46 23 15.33 18 12.00 0.61 -5.09 86 57.33 72 48.00 1.24 -4.46 <Event 1 happens after and 
typically as a consequence of 
Event 2> 

10 

[[Eventuality 1]] follows from 
[[Eventuality 2]]  

5 3.33 3 2.00 0.51 -5.2 10 6.67 6 4.00 1.01 -4.69 1 0.67 1 0.67 0 -5.7 <Eventuality 1 is a necessary 
consequence of Eventuality 
2> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A40 (cont.) 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for follow 

PT 
# 

Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

11 

 
{it} follows [[that-clause]] 
(from Eventuality 1)  

5 3.33 0 0.00 6.93 1.23 5 3.33 6 4.00 0.09 -5.61 4 2.67 0 0.00 5.55 -0.16 
<Eventuality 2 expressed by 
[CLAUSE] is a necessary 
consequence of Eventuality 1 
(either expressed in a from-
phrase or one that was 
previously stated)> 

12 

[[Anything 1]] follows 
[[Anything 2]]  

6 4.00 7 4.67 0.08 -5.63 7 4.67 7 4.67 0 -5.7 16 10.67 18 12.00 0.12 -5.59 
<Anything 1 = Item in List 
comes after Anything 2 = 
Item in List in a list or 
sequence> 

13 

[[Human]] follows {up} 
[[Eventuality]]   

2 1.33 3 2.00 0.2 -5.5 1 0.67 1 0.67 0 -5.7 1 0.67 0 0.00 1.39 -4.32 <Human monitors 
Eventuality and finds out 
more about it> 

14 
as follows  

7 4.67 6 4.00 0.08 -5.63 21 14.00 30 20.00 1.6 -4.11 11 7.33 17 11.33 1.3 -4.41 
<as will now be stated here> 

15 

[[Human 1]] or [[Institution 
1]] follows {suit}  

2 1.33 2 1.33 0 -5.7 2 1.33 0 0.00 2.77 -2.93 0 0.00 0 0.00 0 -5.7 <Human 1 or or Institution 1 
does the same as Human 2 or 
Institution 2 has done> 

16 

[[Human 1]] follows in 
footsteps {of [[Human 2]]} 

4 2.67 1 0.67 1.93 -3.78 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human 1 engages in similar 
activity to one previously 
engaged in by Human 2> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table 40 (cont.) 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for follow 

PT 
# 

Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

17 

[[Human]] follows up with 
[[Speech Act]] 

1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human adds additional 
details to information already 
given> 

18 
[[MB Entity]] follows [[Route]] 

0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 3 2.00 5 3.33 0.51 -5.2 <MB Entity follows an 
established route or conduit> 

19 

[[Human]] follows {through 
on commitment} 

0 0.00 0 0.00 0 -5.7 0 0.00 2 1.33 2.77 -2.93 0 0.00 0 0.00 0 -5.7 
<human fulfills a 
commitment>  

 TOTAL 150 
 

150 
   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A41 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for lead 

PT # Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % 

Freq
. 

% Freq. % 

1 

[[Eventuality 1]] leads to 
[[Eventuality 2]]  

72 48.00 86 57.33 1.24 -4.46 117 78.00 117 78.00 0.00 -5.7 148 98.67 147 98.00 0.00 -5.7 
<Eventuality 1 is the cause 
of Eventuality 2> 

2 

[[Eventuality 1]] leads {up 
to} [[Eventuality 2]]  

1 0.67 4 2.67 1.93 -3.78 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0.00 -5.7 <Eventuality 1 = PLURAL 
precedes but may not be the 
cause of Eventuality 2> 

3 

[[Eventuality]] leads 
[[Human]] or [[Institution]] 
[[to-infinitive]]  

22 14.67 25 16.67 0.19 -5.51 24 16.00 22 14.67 0.09 -5.62 2 1.33 2 1.33 0.00 -5.7 <Eventuality causes, 
enables, or encourages 
Human or Institution 
to/INF [verb]> 

4 

[[Human]] or [[Institution 1]] 
leads [[Human_Group]] or 
[[Institution 2]] 

27 18.00 17 11.33 2.29 -3.41 2 1.33 4 2.67 0.68 -5.02 0 0.00 0 0.00 0.00 -5.7 
 <Human or Institution 1 
organizes, directs, or 
provides a model for 
Activity of Human_Group 
or Institution 2> 

5 

 
[[Human]] or [[Institution]] 
leads [[Activity]]  

7 4.67 6 4.00 0.08 -5.63 5 3.33 2 1.33 1.33 -4.38 0 0.00 1 0.67 0.00 -5.7 <Human or Institution 
organizes, directs, or 
provides a model for the 
Activity of Human_Group> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A41 (cont.) 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for lead 

PT # Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

6 

[[Human 1]] leads [[Human 
2]] or 
[[Human_Group]](Direction 
to Location) 

8 5.33 4 2.67 1.36 -4.34 2 1.33 2 1.33 0 -5.7 0 0.00 0 0.00 0.00 -5.7 
<Human 1 organizes and 
directs the movement of 
Human 2 or Human_Group 
to Location by 
accompanying Human 2 or 
Human Group and showing 
the way> 

7 

[[Route]] leads [[Direction]] 
to [[Location]]  

6 4.00 6 4.00 0 -5.7 0 0.00 1 0.67 1.39 -4.32 0 0.00 0 0.00 0.00 -5.7 
<Route is a path or road 
Direction or to Location> 

8 

[[Human]] or 
[[Human_Group]] leads 
(Activity)  

0 0.00 1 0.67 1.39 -4.32 0 0.00 1 0.67 1.39 -4.32 0 0.00 0 0.00 0.00 -5.7 
<Human = Competitor or 
Human_Group = 
Competitor is in first place 
in Activity = Competition or 
Race)> 

9 

[[Human]] or [[Institution]] 
leads the way(in-ING)  

2 1.33 0 0.00 2.77 -2.93 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0.00 -5.7 
<Human or Institution is 
the best at doing something 
and shows how it can best 
be done> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A41 (cont.) 

                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for lead 

PT # Pattern <implicature> History A History B 
A/B 
LL 

BIC Man. A Man. B 
A/B 
LL 

BIC Micro. A Micro. B 
A/B 
LL 

BIC 

10 

[[Human]] or [[Animate]] 
leads MOD {life} or 
{existence}  

4 2.67 1 0.67 1.93 -3.78 1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0.00 -5.7 
<Human or Institution is 
the best at doing 
something and shows 
how it can best be 
done> 

11 

[[Human 1]] or 
[[Eventuality]] leads 
[[Human 2]] on 

1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0.00 -5.7 
<Human 1 or 
Eventuality encourages 
Human 2, typically to do 
or believe something 
stupid or reprehensible> 

 TOTAL 150 
 

150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A42 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for maintain 

PT # Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Process]] 
maintains 
[[State_of_Affairs]]  

104 69.33 107 71.33 0.04 -5.66 120 80.00 134 89.33 0.77 -4.93 126 84.00 128 85.33 0.02 -5.69 <Human takes action to 
ensure or Process has the 
effect that State_of_Affairs 
remains unchanged> 

2 

[[Human]] or [[Institution]] 
or [[Document]] maintains 
[[that-clause]] 

35 23.33 29 19.33 0.56 -5.14 15 10.00 10 6.67 1.01 -4.7 3 2.00 0 0.00 4.16 -1.54 
 <Human or Institution or 
Document asserts strongly 
and consistently over time 
that [clause] or 
[Proposition]> 

3 

 
[[Human]] or [[Institution]] 
maintains [[Document]]  

0 0.00 1 0.67 1.39 -4.32 7 4.67 3 2.00 1.65 -4.06 1 0.67 1 0.67 0 -5.7 
<Human or Institution 
regularly and systematically 
updates Document> 

4 

[[Human]] maintains 
[[Building]] or [[Vehicle]] 
or [[Artifact]]  

9 6.00 10 6.67 0.05 -5.65 7 4.67 2 1.33 2.94 -2.76 0 0.00 1 0.67 1.39 -4.32 <Human takes action to 
ensure that Building or 
Vehicle or Artifact is kept 
in good working order> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A42 (cont.) 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for maintain 

PT # Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

5 

[[Human 1]] maintains 
[[Self]] or [[Huaman 2]]  

2 1.33 3 2.00 0.2 -5.5 1 0.67 1 0.67 0 -5.7 2 1.33 0 0.00 2.77 -2.93 
<Human 1 provides 
food and drink for Self 
or Human 2, enabling 
Self or Human 2 to stay 
alive> 

6 

[[MB_Entity]] is 
maintained in 
[[Location]] or on 
[[Surface]] 

0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 18 12.00 20 13.33 0.11 -5.6 
<MB Entity is place in 
Location or on Surface 
for the purpose of a 
test> 

 TOTAL 150 
 

150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A43 
      

Pattern frequencies for sample a and b and result of intradisciplinary comparison for manage 
      PT # Pattern <implicature> Management A Management B A / B 

LL 
BIC 

Frequency % Frequency % 

1 
[[Human]] or [[Institution]] or [[MB Entity]] manages [to-infinitive]  

5 3.33 11 7.33 2.31 -3.4 

<Human or Institution is able to/inf [verb], despite difficult circumstances> 

2 [[Human]] manages  0 0.00 1 0.67 1.39 -4.32 
<Human is able to deal with difficult circumstances successfully> 

3 
[[Human]] or [[Institution]] [[MB Entity]]  manages [[Action]] or [[State_of_Affairs]]  

1 0.67 4 2.67 1.93 -3.78 
<Human or Institution is able to perform Action = Desirable or achieve State_of_Affairs = 
Desirable, despite difficult circumstances> 

4 [[Human]] manages [[Artifact]]  1 0.67 0 0.00 1.39 -4.32 
<Human is able to lift, carry, or use Artifact without difficulty> 

5 [[Human]] or [[Institution 1]] manages [[Human 2]] or [[Institution 2]]  31 20.67 16 10.67 4.87* -0.83 
<Human or Institution 1 is responsible for and controls Institution 2> 

6 [[Human]] or [[Institution]] or [[MB Entity]] manages [[System]] or [[Activity]]  96 64.00 95 63.33 0.01 -5.7 
<Human or Institution is responsible for and controls System or Activity = Ongoing> 

7 
[[Human]] or [[Institution]] manages [[Resource]]  

16 10.67 21 14.00 0.68 -5.03 
<Human or Institution is responsible for Resource> 

8 

[[Human]] or [[Institution]] manages [[Location]] 

0 0.00 2 1.33 2.77 -2.93 

 <Human or Institution is responsible for the use and maintenance of Location> 

9 
[[Human]] manages [[Disease]] 

0 0.00 0 0.00 0 -5.7 
<Human alleviates  symptoms of Disease with drugs or Therapy> 

 TOTAL 150 
 

150 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A44 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for need 

PT 
# 

Pattern <implicature> History A History B A/B 
LL 

BIC Man. A Man. B A / B 
LL 

BIC Micro. A Micro. B A/B 
LL 

BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Human]] or [[Institution]] 
needs [[Eventuality]] or 
[[Entity]] 

59 39.33 63 42.00 0.13 -5.57 45 30.00 45 30.00 0.00 -5.7 37 24.67 39 26.00 0.05 -5.65 
 <Human or Institution 
requires that Eventuality or 
Entity must be realized or 
available, in order to 
accomplish some goal> 

2 

[[Entity 1]] or [[Eventuality 
1]] needs [[Entity 2]] or 
[[Eventuality 2]]  

15 10.00 14 9.33 0.03 -5.67 17 11.33 19 12.67 0.11 -5.59 43 28.67 50 33.33 0.53 -5.18 <Entity 1 or Eventuality 1 is 
an essential precondition for 
or attribute of Entity 2 or 
Eventuality 2> 

3 

[[Entity]] or [[Eventuality]] 
needs [[to-infinitive]] 

30 20.00 32 21.33 0.06 -5.64 30 20.00 34 22.67 0.25 -5.45 44 29.33 40 26.67 0.19 -5.51 
 <An essential precondition 
for the realization of 
Eventuality is that [verb] 
must be realized typically to 
be> 

4 
[[Human]] or needs [[to-
infinitive]]  45 30.00 38 25.33 0.59 -5.11 58 38.67 52 34.67 0.33 -5.38 16 10.67 15 10.00 0.03 -5.67 
<Human must do [verb]> 

5 

[[Plant]] or [[Animate]] or 
[[MB Entity]] needs 
[[Eventuality]] or [[Stuff]]  

1 0.67 3 2.00 1.05 -4.66 0 0.00 0 0.00 0 -5.7 10 6.67 6 4.00 1.01 -4.69 
<Plant or Animate must have 
Eventuality or Stuff in order 
to survive and flourish> 

 
TOTAL 150 

 
150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A45 
                  

Pattern frequencies for sample a and b and result of intradisciplinary comparison for note 

PT # Pattern <implicature> 
History A History B A/B 

LL 
BIC 

Man. A Man. B A/B 
LL 

BIC 
Micro. A Micro. B A/B 

LL 
BIC 

Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Human]] notes 
[[Information]] or 
[[Eventuality]] or 
[[Visible_Feature]] 

53 35.33 51 34.00 0.04 -5.67 48 32.00 50 33.33 0.04 -5.66 62 41.33 75 50.00 1.24 -4.47 
 <Human notices and pays 
particular attention to 
Information about Eventuality 
or Visible_Feature> 

2 

[[Human]] notes [[quote]] or 
[[that-clause]] or [[wh-clause]]  

86 57.33 87 58.00 0.01 -5.7 95 63.33 95 63.33 0 -5.7 82 54.67 71 47.33 0.79 -4.91 
<Human notices and pays 
particular attention to 
Eventuality or 
Visible_Feature> 

3 

[[Human]] notes 
[[Information]] (on or in 
[[Document]]) (under 
[[Document_Part]])  

11 7.33 12 8.00 0.04 -5.66 7 4.67 5 3.33 0.33 -5.37 3 2.00 2 1.33 0.2 -5.5 
<Human makes a written note 
of Information (on | in 
Document) (under 
Document_Part = Heading)> 

4 

[[MB Entity]] is noted 
[[Name]] 

0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 3 2.00 2 1.33 0.2 -5.5 
<MB Entity is referred to as 
Name>  

 TOTAL 150 
 

150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A46 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for see 

PT # 
Pattern 

<implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

1 

[[Human]] or 
[[Animal]] sees 
[[Physical_Object]] or 
[[Stuff]]  

15 10.00 14 9.33 0.03 -5.67 4 2.67 3 2.00 0.14 -5.56 15 10.00 12 8.00 0.33 -5.37 <Human or Animal 
perceives or observes 
Physical_Object or 
Stuff with his or her 
eyes> 

2 

[[Human]] sees 
[[Event]]  

23 15.33 22 14.67 0.02 -5.68 3 2.00 8 5.33 2.36 -3.35 27 18.00 31 20.67 0.42 -5.28 <Human is a witness 
to Event [NO 
ADVL]> 

3 

[[Human]] sees 
[[Document]] or 
[[Document_Part]] 

0 0.00 1 0.67 1.39 -4.32 75 50.00 60 4.00 1.67 -4.03 100 66.67 99 66.00 0.01 -5.7 <Human refers to 
Document or 
Document_Part for 
further information> 

4 

 
[[Human]] sees 
[[Location]]  

15 10.00 10 6.67 1.01 -4.7 16 10.67 19 12.67 0.26 -5.45 0 0.00 0 0.00 0 -5.7 
<Human refers to 
Document_Part as a 
reference> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A46 (cont.) 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for see 

PT # 
Pattern 

<implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

5 

[[Human]] sees 
[[Proposition]] or 
[[Concept]]  

37 24.67 44 29.33 0.61 -5.1 2 1.33 4 2.67 0.68 -5.02 5 3.33 3 2.00 0.51 -5.2 <Human achieves an 
understanding of 
Proposition or 
Concept> 

6 

[[Human]] sees 
[[Anything]] 
[[Manner]]  

5 3.33 3 2.00 0.51 -5.2 32 21.33 36 24.00 0.24 -5.47 0 0.00 0 0.00 0 -5.7 <Human regard 
Anything Manner, 
i.e., in a particular 
way> 

7 

[[Human]] sees 
[[Eventuality]] or 
[[Physical_Object]] as 
[[Anything]]  

33 22.00 30 20.00 0.14 -5.56 16 10.67 13 8.67 0.31 -5.39 0 0.00 0 0.00 0 -5.7 
<Human classifies 
Eventuality or 
Physical_Object as 
being Anything> 

8 

[[Human]] sees [[that-
clause]] or [[wh-
clause]]  

13 8.67 14 9.33 0.04 -5.67 0 0.00 0 0.00 0 -5.7 1 0.67 4 2.67 1.93 -3.78 
<Human achieves an 
understanding of 
Proposition or 
Concept embodied in 
that [clause] or wh- 
[clause]> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A46 (cont.) 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for see 

PT 
# 

Pattern <implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

9 

[[Human]] 
or[[Institution]] sees 
[[Emotion]] or 
[[Attitude]] or 
[[Responsibility]] or 
[[Obligation]] 1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 
 <Human or 
Institution experiences 
an Emotion or Attitude 
or Obligation or 
Responsibility> 

10 

[[Human 1]] sees 
[[Human 2]]  

4 2.67 5 3.33 0.11 -5.59 2 1.33 1 0.67 0.34 -5.36 0 0.00 0 0.00 0 -5.7 <Human 1 goes to and 
spends some time with 
Human 2, typically for 
social reasons> 

11 

[[Human 1]] sees 
[[Human 2]]  

0 0.00 0 0.00 0 -5.7 1 0.67 0 0.00 1.39 -4.32 0 0.00 0 0.00 0 -5.7 
<Human 1 consults 
Human 2 = Expert or 
Doctor in order to get 
expert advice or 
treatment> 

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A46 (cont.) 
                  Pattern frequencies for sample a and b and result of intradisciplinary comparison for see 

PT 
# 

Pattern 
<implicature> 

History A History B 
A/B 
LL 

BIC 

Man. A Man. B 
A/B 
LL 

BIC 

Micro. A Micro. B 
A/B 
LL 

BIC 
Freq. % Freq. % Freq. % Freq. % Freq. % Freq. % 

12 

[[Action]]is seen 
[[to-infinitive]]  

0 0.00 2 1.33 2.77 -2.93 2 1.33 3 2.00 0.2 -5.5 2 1.33 1 0.67 0.34 -5.36 

<Action is 
considered to/inf 
[verb], where the 
clause identifies an 
effect of the 
Action> 

13 

[[Time_Period]] or 
[[Time_Point]] 
sees [[Event]]  

3 2.00 3 2.00 0 -5.7 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Time_Period or 
Time_Point is the 
time when Event 
occurs> 

14 

[[Human]] sees 
{fit} 

1 0.67 1 0.67 0 -5.7 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 
<Human 
considers it 
appropriate to/inf 
[verb]> 

15 

[[Human1]] sees 
{the writing on 
the wall} 

0 0.00 1 0.67 1.39 -4.32 0 0.00 0 0.00 0 -5.7 0 0.00 0 0.00 0 -5.7 <Human realises 
that 
Event=negative 
will happen soon> 

 TOTAL 150 
 

150 

   

150   150       150   150       

Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 
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Table A47 
      

Pattern frequencies for sample a and b and result of intradisciplinary comparison for specify 
      

PT 
# 

Pattern <implicature> 

Management A Management B 
A/B 
LL 

BIC 
Frequency % Frequency % 

1 

[[Human]] or [[Institution]] or [[Concept]] or [[Document]] specifies [[Anything]]  

147 98.00 144 96.00 0.03 -5.67 
<Human or Institution or Document states clearly and precisely that Anything is a 
necessary condition for some activity, process, or concept> 

2 
[[Human]] or [[Institution]] or [[Concept]] or [[Document]] specifies [[that]]  

3 2.00 6 4.00 1.03 -4.68 <Human or Institution or Document states clearly and precisely the conditions implied by 
[that [CLAUSE] as being necessary for some activity, process, or concept> 

3 
[[MB Entity 1]] specifies [[MB Entity 2]]  

0 0.00 0 0.00 0 -5.7 

<MB Entity 1 contains the instructions necessary for the creation of MB Entity 2> 

 TOTAL 150 
 

150 

   
Note.  *= p < .05, ** = p < .01, *** = p < .001, **** = p < .0001, † = at least positve evidence against H0 

 

 


