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Abstract

Many human languages in the world exhibit phrase structure. Phrase struc-
ture combines words, phrases, and both, into phrases, and it may empower
language systems to exploit recursion. This thesis pushes forward the
hypothesis that phrase structure is not an accidental structural property
of language, but rather an adaptation of language systems to enable the
computation of language. I propose a minimal operational model of com-
munication as a specific language game, which together with concrete
learning operators shows how a population of artificial agents is able to
self-organise a system exhibiting phrase structure. After demonstrating
that phrase structure reduces the complexity of language computation, I
propose concrete mechanisms in the form of learning operators whose
application introduces variation in the language of the agents and selection
on the reduction of the computational cost. The mechanisms are imple-
mented and tested in computer simulations as an evolutionary explanation
for the emergence of phrase structure, including cases exploiting recursion.
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Resum

Molts llenguatges naturals es basen en gran mesura en gramatiques sin-
tagmatiques. Les gramatiques sintagmatiques combinen paraules i sintag-
mes en altres sintagmes, i poden capacitar els sistemes lingiiistics a fer
us de la recursid. Aquesta tesi enforteix la hipotesi que les gramatiques
sintagmatiques no so6n una propietat estructural accidental del llenguatge,
sind que s6n una adaptacié dels sistemes lingiiistics que permet que el
llenguatge pugui ser processat adequadament. Proposo un model minimal
de comunicacid basat en un joc del llenguatge en concret que defineixo, 1
que juntament amb operadors d’aprenentatge especifics mostra com una
poblaci6 d’agents artificials és capa¢ d’autoorganitzar un sistema basat
en gramatiques sintagmatiques. Un cop demostrat que les gramatiques
sintagmatiques redueixen la complexitat del processament del llenguat-
ge, proposo mecanismes concrets en forma d’operadors d’aprenentatge
I’aplicaci6 dels quals introdueix variaci6 en les gramatiques dels agents
1 selecci6 en la reducci6 del cost de processament. Els mecanismes s6n
implementats i avaluats en simulacions com a una explicaci6 evolutiva de
I’emergencia de les gramatiques sintagmatiques, incluent casos en que es
fa us de la recursio.
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Chapter 1
INTRODUCTION

Human languages are complex systems made of arbitrary and culturally
learnt conventions which can be combined to produce infinitely many new
meaningful expressions. Moreover, our communicative system is con-
stantly changing [66]. In contrast, other species’ communicative systems
exploit a limited number of combinations, including the communicative
systems of great apes and aquatic mammals, most of which however do
change [34, 40].

Human communicative systems are so fundamental to our existence
that many scientific endeavors nowadays are devoted to understanding
the nature of our languages [13]. Many theories and methodologies are
explored today to deepen our knowledge about languages and the human
faculty of language, and they deal with a big spectrum of aspects. One
of them is the study of language evolution, which following its biological
counterpart, puts evolution into the core of the whole understanding of
linguistic phenomena.

Within the study of language evolution, various phenomena are studied,
from biological aspects related to the language-ready brain [35, 19] or
cognitive and cultural transmission constraints [1, 83, 110], to the role of
language in the evolution of societies [70], or to the cultural environmental
pressures for a language to express certain relevant meanings [65, 43]. The
field of evolutionary linguistics is the one concerned with the study of



language evolution at all levels, and it grows close to other disciplines, such
as artificial intelligence, biology [81, 44], anthropology [23], psychology
[46], or physics [6, 84], among others.

This thesis is concerned with research questions related to one of the
most studied problems in evolutionary linguistics: the origins and evolution
of grammar. The question why human languages exhibit intricate syntax
and how this could have arisen in the evolution of our species has motivated
many research studies in the last 50 years, some of them stressing the role
of biological evolution and general brain functionalities, and some of them
stressing the role of cultural evolution.

Here I assume a selectionist approach at the linguistic level, where
language is seen as an expression of cultural evolution. This implies that
language syntactic structure is not simply seen as an accidental property
of language but is motivated by the challenge of collectively building a
communication system that can be produced and comprehended by a hu-
man brain. This implies in particular that only finite resources in terms of
memory and computational power should be required. The thesis focuses
on modelling the effect of selective pressures acting on the cultural (lin-
guistic) level on guiding a population of agents in the conventionalization
of language systems minimizing the use of such resources. In particular, I
study the case of language systems exhibiting recursive phrase structure.

This thesis contributes to the study of the cultural evolution of language,
which occurs by the means of communicative actions [52, 71, 76, 89]. The
manifestation of cultural evolution doesn’t require many human genera-
tions, instead, it can be expressed in much less than one’s lifespan, as it
happens with slang or fashion-related phenomena.

1.1 Phenomena of Phrases and Recursion

Similarly to the study of animal species, linguists have historically tried to
classify languages according to their features. However, it is not obvious
what are these features, nor what is their level of description (e.g. phonetic,



lexical, syntactic, pragmatic, etc.). This thesis is dedicated to the study of
the emergence of one of the most well-known sytactic features: phrase
structure. The motivation to study phrase structure as one of the fundamen-
tal features for language classification comes from three main observations.

The first observation is the phenomenon of fixed word order. That is,
given an empirical definition of word as the smallest element that may be
uttered in isolation with semantic or pragmatic content, fixed word order
is the fact that correlations between relative word orders are found among
words that are different but behave similarly, in terms of syntax. One of
the most common ways in which the syntactic behaviour of a words or
any other linguistic elements can be compared is by performing tests of
substitution. Two elements behave equally when the results of substituting
one for the other in an utterance is always again a well-formed utterance.
In most linguistic theories, all the words that behave equally or almost
equally are identified as lexical categories. Therefore, following these
theories, fixed word order i1s given by sequences of lexical categories.

E.g: English exhibits a lot of fixed word order; in a noun phrase, the
order of constituents is always article-adjective-noun; on the other side,
romance languages exhibit a less strict fixed word order, because in most
contexts the order of constituents in a noun phrase is article-noun-adjective,
but in some cases is article-adjective-noun. Many human languages, if not
all, exhibit certain systematicity in word order.

The second observation is that fixed word order often implies adjacent
words in the utterance, and which are part of the same constituent. A
constituent is a central concept in linguistics and it refers to words that
behave as a syntactic unit to a certain extend. In the case of adjacent words,
the syntactic behaviour of the potential constituent is compared to a single
word, which in English could be a pronoun, such as it or they. Again, if
the result of the substitution test is a well-formed utterance, the sequence
of adjacent words forms a (syntactic) constituent. Linguists call phrases
this kind of constituents, which are made of adjacent words.

Moreover, linguists suggested that the linguistic knowledge required



to process phrases shares fundamental aspects across phrases, and they
formalised this conception in the form of phrase structure rules, and the
set of phrase structure rules, as phrase structure grammars [18, 80].

First of all, they reused the same idea described earlier to define lexical
categories, but this time for phrases and identified phrases to phrasal cate-
gories. And second, they explored to what extend the structural properties
of language can be described through phrase structure rules. They mod-
elled phrase structure rules as rewrite rules, where a sequence of lexical
and phrasal categories is substituted by a unique phrasal category. These
rewrite rules are usually represented using the form A — B C, meaning
that the constituent A is separated into the two elements B and C, or that B
and C are rewritten as A. The names used for the constituents and elements
are identified to their phrasal or lexical categories. Some examples of
rewrite rules modelling English are shown in figure 1.1:

S—NP VP
NP — Det N
NP — AP NP PP
AP — Adv Adj

Figure 1.1: Example of phrase structure rules for English. The sequence
on the right hand side can get substituted by the element on the left hand
side.

Therefore, the feature of phrase structure refers to the property of
language to be described (and hypothetically processed) using phrase
structure rules.

Finally, the third observation that motivated the study of phrase struc-
ture had to do with linguistic examples of potentially infinite sentences:

® Very very very very ...

e [ think you think I think you think ...



e a friend of a friend of a friend of ...

This phenomenon is identified with that of recursion, given that one
has the intuition that there is a structure that includes itself again and
again. Of course, none of the examples above are well-formed phrases or
utterances, and they would need at least an adjective, a clause and a noun
phrase, respectively, to become so. However, nothing prevents a language
user of English to say ”very very big”, and once this is known, say very
”very very big”, and keep doing so, which is the idea of identifying the
previous examples as recursive.

Actually, this can be found at a very high level of language description,
where utterances may include themselves as complements. This is the
main mechanism used for the Catalan songs called cangons de I’enfados.
These songs are meant to be sung infinitely in order to annoy those that
are listening to it, e.g. el ciclista de pega.

In terms of phrase structure grammars, recursion is described by rules
including the same phrasal category at both sides, and these rules are called
recursive phrase structure rules, see figure 1.2.

Many authors agree on the fact that compositionality, along with recur-
sion, is the fundamental feature of human syntax that gives us open-ended
expressivity [62, 59]. In this context, compositionality refers to the fact
that the meaning of two or more words in combination is a function of the
meaning of every one of the words.

AP — Adv AP
Pred — N Pred
NP — NP PP

Figure 1.2: Recursive phrase structure rules are those rules in which the
same phrasal category appears at the two sides of the rule representation.

To sum up, the linguistic observations that motivated the study of



phrase structure are the phenomena of fixed word order, phrases, and
recursive phrases, found in languages.

1.2 Motivation

The research of this thesis is part of a scientific program that studies social
and cultural processes involved in the evolution of language by building
computational models and performing experiments to reconstruct such
processes. The reconstruction is made by instantiating artificial languages,
and the research contributes both to the fields of artificial intelligence and
linguistics [92].

The main motivation for this thesis is to provide evolutionary expla-
nations of recursive phrase structure based on the hypothesis that one of
the functions of phrase structure is to reduce the cognitive effort required
to process language, focussing particularly on the effect on memory and
computational power.

Concretely, in this thesis I aim to contribute to the understanding of
the functions of phrase structure by studying in the context of artificial
language evolution how language systems exhibiting phrase structure, and
recursive phrase structure, may originate from a lexical language system.
In order to do that, I propose cultural mechanisms in the form of operators
applied during communicative interactions, and study them on artificial
agents as mechanistic explanations supporting the evolutionary explana-
tions.

On the other side, a lexical language system, or simply a lexical system,
is a language which doesn’t use any grammar. In a lexical system, each
individual word expresses meaning but language doesn’t encode how
all word meaning are combined. The emergence of phrase structure on
a lexical system is a particular case of the emergence of syntax, given
that phrase structure is a syntactic feature of language. And finally, the
emergence of syntax is a particular case of the emergence of grammar.



1.3 Methodology

The field of artificial language evolution has grown a lot since Al tech-
niques became more powerful. Most research so far has focussed on the
self-organisation of vocabularies, where the Naming Game [86] emerged
as the main model and system of reference to test and falsify hypotheses.
The Naming Game is a game of reference meant to study how a popula-
tion of agents can bootstrap a shared lexical system; in this game, agents
negotiate a lexical system to distinguish objects in the world.

Many researchers have proposed language strategies for playing nam-
ing games, and studied the semiotic dynamics arising from them [69].
Generalizations of the Nanimg Game have also been proposed in order to
allow multiple words and more sophisticated language systems or phenom-
ena, some examples are the co-evolution of concepts and names [104, 113],
language systems for the domain of colour [8, 14], or language systems
for the domain of space [85, 102]. Moreover, there have been several
extensions of computational platforms to implement naming games on real
robots [100, 104].

Each language strategy defines a particular way to express some mean-
ing by the means of language. For example, marking the agent of an action
verb using a particular morphology, as it happens in the ergative-absolutive
languages; or in a lower semantic level, using words for geographical
features to indicate directions, such as mountain or sea, as it happens in
the slang spoken in Barcelona. A language system is defined by concrete
choices in the realisation of a particular language strategy, for the previous
cases that means: concrete morphological elements for ergative cases, and
concrete words for geographical features to be used for concrete directions.

Lexical systems are modelled as sets of lexical rules, and each of these
sets is called a lexicon. On the other side, language systems using grammar,
i.e. grammatical systems, are modelled as sets of grammatical rules, and
each of them is called a grammar. Lexical rules describe the relation
between words and meaning, and grammatical rules describe how word
meanings are combined in an utterance. The border between lexical and
grammatical rules is not necessarily strict, and often the notion of grammar



is used for the set consisting of all the rules.

The computational models of language strategies include a series of
learning operators that are implemented at the agent-level, which guide
agents to adopt, extend or align their individual grammars. For example,
in the case of the Naming Game, a language strategy defines how agents
create words and assign them meanings, e.g. for a whole object, for a
property of an object, etc. And language systems are determined by sets
of word-meaning pairs.

The overall methodology followed in the work of the thesis consists
in hypothesizing, implementing and testing mechanisms capable to drive
the emergence of phrase structure and recursive phrase structure. These
mechanisms are implemented in the form of learning operators, and as |
said earlier they are seen as mechanistic explanations, because they identify
components that are sufficient to enable artificial agents to self-organise
language systems exhibiting phrase structure.

1.3.1 Language Game Framework

In the fifties, Ludwig Wittgenstein introduced the idea of a language game
as a mental model to demonstrate how the meaning of a word is its use in
language [114]. A language game is a communicative interaction with at
least two interactive agents, one having the role of speaker and the other
(or others), the role of the hearer. The speaker has a goal that he wants to
convey to the hearer, e.g. an action he wants the hearer to perform such as
passing him an object of their surrounding; and he can only make use of
language to do so. In the nineties, Luc Steels transferred this idea to the
field of artificial intelligence by letting software agents and later robots
play language games and motivate them to self-organise language systems
from the scratch, using these language game models as tools to study the
cultural evolution of language [86].

Following this conceptual framework, I study the emergence of phrase
structure as the self-organisation of phrase structure in a community of
artificial language users which engage in local communicative interactions.
These local interactions are modelled as language games, and differently
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than in the case of the first language games used by Steels and other
researchers where agents started from the scratch, in the thesis I assume
a lexical system as a prior linguistic knowledge together with a prior
conceptual knowledge from which word meanings are defined.

Evolutionary linguistics aims to provide potential explanatory models
for the origins of language systems and their continuous evolution, or
language change [92]. These models are usually language game models
which study language systems (lexical or grammatical) for specific seman-
tic domains [108, 14, 85], hence the negotiation of a language system is
driven by the communicative needs of the agents to understand each other
in such domain.

Oppositely, in this thesis I study the emergence of language systems
exhibiting phrase structure, so my focus is on a particular syntactic aspect,
and not in a concrete semantic domain. That is why agents are already
initialized with a lexical system, that I use as a reference system as well.
Another difference from most language games is that agents are not only
affected by communicative pressures to successfully communicate using
a collectively negotiated language system, but they are also affected by
computational pressures to decrease the cognitive effort in semantic in-
terpretation. In fact, these computational pressures are in the core of the
study, given that agents are initialized with a language that is already par-
tially or fully communicative, and besides the pressures to maintaining or
increasing communicative success, more emphasis is made to the pressures
to decreasing their cognitive effort.

In evolutionary linguistic studies, linguistic selection is modelled as a
self-enforcing causal loop in which the communicative outcome with the
help of language strategies influences the development of language systems
(see figure 1.3). Language strategies may include operators for expansion
(e.g invention, recreation, etc.), adoption, alignment and other multiple
subprocesses. I propose unique operators for invention, adoption and
alignment. A language user can expand his grammar by using invention
operators, a language user can infer grammatical rules from other language
users by using adoption operators, and finally a language user can update
the preferences within his grammar by using alignment operators after a
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language game interaction.

uences

Language Strategies Language System Utterances Communicative Outcome

Figure 1.3: The figure represents the self-enforcing causal loop between
linguistic selection and the frequency of usage of a language system sub-
scribed by the language strategies considered. Results coming from lan-
guage game interactions influence the development of the system.

The methodology used to validate the application of a language strategy
in a language game model is generally based on multi-agent based simu-
lations, though there are also several analytical studies [32, 69]. Agents
interact playing a proposed language game and the results of their com-
municative interactions feed the model recurrently so that agents can
self-organise a language that is adapted to the environment.

The language game framework [86, 75, 88] presupposes a multi-agent
setup [37] with at least two agents but generally more. In a typical com-
putational experiment agents have to develop a shared language system
by playing language games, and there is no leader or teacher, so that
agents can only achieve this goal by engaging in local communicative
interactions and align their grammars; and that is why agents are said
to self-organise a language system. Information in a language game is
local to its participants, which means that other agents are not aware of
innovations or adaptations that might have come up during an interaction
as a result of the application of language strategies by other agents. Only
after the innovation is used again in other interactions it can be adopted
by other agents and spread through the population. In a language game
experiment a population of agents may play thousands of language games.
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For all reported experiments in the thesis, I use the multi-agent framework
Babel2 [68, 103].

The next section goes further into the cultural selectionist theory of
language evolution and its application to language game models.

1.3.2 Theory of Language Evolution by Linguistic Selec-
tion

Cultural selection (in this case linguistic selection) projects Darwin’s origi-
nal idea of natural selection to the cultural/linguistic level, by describing
how variation and selection are instantiated. Applying the replicator dy-
namics model, which has been successfully applied in many contexts [61],
requires first to identify the interactors and the replicators of the system.
The interactors interact with the environment or with other units, and carry
traits. And these traits are the replicators. The replication can happen in
multiple ways, in organismic evolution most traits replicate by the mul-
tiplication with inheritance of the units so that a whole set of traits gets
copied from parent to offspring with some potential random mutation.

In the case of language [95], I identify the interactive agents as the
interactors, and every grammatical rule they know as a replicator. In
this case, replication will occur by the means of language strategies and
their learning operators. Notice that each agent has its own grammatical
inventory of rules (grammar), and rules are not copied from one agent to
the other, rather inferred by social interaction and it’s up to every learning
operator application what this inference results in.

Therefore, sources of variations in the system come from the fact that
every individual can make their own changes to existing grammatical rules
(inheritance), and introduce variation in the language of individuals within
a population. On the other side, the choice of which variants of every piece
of grammar are retained and become dominant in the population is based
on linguistic selection criteria (selective pressures): for example in the
cases of the thesis, those variants that allow speakers or hearers to keep or
increase communicative success with less cognitive effort are preferred by
the agents. Hence they are maintained in their language, used more, and

13



spread faster.

In the approach I follow for the case of language, the units of evolution
are grammatical rules and inheritance could be instantiated through the
way language strategies reuse information of one rule to create another
one. Moreover, not only grammatical rules could be considered as units of
evolution but also language strategies themselves [15]. However, in the
thesis I consider only fixed strategies for all the agents.

Therefore, learning operators for invention, adoption and alignment
of a particular language strategy are the instantiation of the evolutionary
mechanisms expressing the sources of variation and the selective pressures,
and as they are defined and implemented at the agent level, they act
locally but may provoke global behaviours as the emergence of linguistic
conventions, e.g. phrase structure.

1.3.3 Computational Experiments

For languages strategies and language games, I introduce effective proce-
dures for the agents as speakers and hearers and possibly run simulations
in order to show whether or not a shared successful language system arises
in computational experiments. This procedure is known as a computational
model.

A computational model is a mathematical model meant to study the
behaviour of a complex system. The analyses of such model require often
being approached by computer simulations because analytical solutions
are usually not reachable. In the thesis, the models are mostly studied
through simulations, but I also tried to come up with analytical solutions
as much as possible and successfully modelled some aspects, although this
is not a frequent practice in the field of artificial language evolution.

Every computer simulation is called a computational experiment (of
the model), and the whole experimentation turns around adjusting the
parameters or turning on and off certain features of the model in the
computer, and studying the differences in the outcome of the experiments.
The outcome of an experiment is the product of systematic measurements
taken all along the experiment. Finally, operation theories of the model
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can be derived from the study of these outcomes.

Computational models are used in various scientific fields including bi-
ology, sociology, physics and cognitive sciences. As explained earlier, the
goal of this research program is ultimately to study the cultural evolution
of language, and I propose and study computational models for specific
aspects related to the emergence of phrase structure. The requirements
for such models vary with respect to what it is the research question that
they are meant to answer. In this research enterprise a significant emphasis
is put in the communicative need that language solves, and that’s why
models are framed using the language game paradigm. When setting up a
population of agents, the skills they are endowed with have namely to do
with three things:

1. processing linguistic information
2. interacting with other agents

3. acquiring and modifying their own linguistic knowledge under cer-
tain conditions

The set of skills 3 is therefore modelled using learning operators for
specific language strategies, and it is the set of processes where I put
the main focus of investigation in the thesis. On the other side, while 2
and 1 remain equal across models and experiments. Skills 3 include all
the processes involved in language learning, including how the linguistic
knowledge is updated after every interaction.

The agents’ skills together with the common assumptions of the lan-
guage game models [88] conform the assumptions of the computational
models. Moreover, these layers of skills are independent to each other in
the models studied.

The machinery used to process language, the set of skills 1, i.e. in the
models is based on the fully operational computational implementation
of construction grammar known as Fluid Construction Grammar [94, 91].
This is a formalism for grammar representation and language processing,
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which was specially designed for the purpose of evolutionary experiments
(see section 2.2).

Moreover, the mechanisms by which agents interact, skills 2, are
governed by the language game script of the language game in use. So,
agents have to be endowed with the necessary skills to perform the script of
a language game. These consists of extra linguistic abilities, such as turn-
taking, role assignment and non linguistic feedback, including pointing
and nodding [17, 107, 60, 105].

On the other side, agents are not allowed to do things like mind reading
or forcing other agents to perform a particular task, and the only means
they have to communicate is their language.

Finally, I assume in all the models that all agents are equally likely to
interact with any other agent, and that only a pair of agents interact at every
time step. See [4, 24] for an study on how the structure of the population
of agents affects the output of language game models.

1.3.4 Validation

The validation of empirical research requires access to the experimental
data and statistical methods that were used in order to assure reproducible
research. However, in the case of computer simulation, what is required
is a description of the setups and measurements considered. The full
description of the setups is of course in the code, but often when the
complexity of the code is high, further demonstrations with illustrative
examples are useful.

In this case, the complete code and simulated data are available for
download in the site www.biologiaevolutiva.org/lIsteels/tesi-emilia/tesi-
final.zip, and documentation will be made available soon, so that re-
searchers can keep on studying and improving the model.

Moreover, in www.biologiaevolutiva.org/lsteels/tesi-emilia/acq,
www.biologiaevolutiva.org/lsteels/tesi-emilia/ps
and www.biologiaevolutiva.org/lsteels/tesi-emilia/rps there is access to
interactive web demonstrations for several aspects of the models proposed
in chapters 4, 5 and 6, respectively.
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Figure 1.4: An example of the outcome of a computational experiment.
Results for several measures are averaged on 5 independent runs and the
gray ribbon shows its sample standard deviation.

The data is organised in files where the measurements taken on the
experiments are stored. Below I define all the measures considered, and
figure 1.4 shows an example of the output of a series of experiments. A
sliding window of 100 interactions is used.

The communicative success (CS) of an interaction is 0 when the game
is a failure and 1 when it is a success.

Alignment measures the consensus between agents. In every interac-
tion it is checked which utterance would have the hearer used to express
the same meaning. If both utterances are different, alignment gets the
value 0, and if they are equal, it gets the value 1.
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Phrase alignment is similar to alignment but instead of comparing
whole sentences I compare phrases individually.

The number of phrasal constructions (Number of Phrasal Cxns)
measures the number of phrase structure rules in a population.

Expressive power measures the ratio of variable equalities that are
due to phrasal constructions. Chapters 2 and 3 discuss the necessary infor-
mation to understand this measure.

Finally, the computational cost is derived from the search space to
find the solution of a grammar application. It is defined as the ratio between
the number of processing steps and the optimal number of processing steps,
minus 1. Where the optimal number of steps equals the number of expected
phrases. Again, chapter 3 introduces the notion of this measure.

1.4 Research Questions and Hypotheses

The main research questions of the thesis are about the cultural emergence
of phrase structure and recursive phrase structure. The specific hypotheses
supported follow:

RQ1: Could phrase structure emerge culturally as a result of a functional
adaptation in language processing? H1: Yes, one of the functions of phrase
structure is to reduce the cognitive effort required for language processing,
particularly in the form of memory and computational power for seman-
tic interpretation, and selective pressures on the computational cost of
semantic interpretation helps phrase structure to arise in a population of
communicative agents.

RQ2: Is there any extra fundamental operator required for recursive phrase
structure to arise with respect to those operators required for first-order
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phrase structure? H2: No, fundamentally the same learning operators with
natural extensions lead to successful results.

Generally, the objectives of this thesis are:

e Exploring cultural evolutionary mechanisms that could underlie the
emergence of phrases and recursion on a lexical language and gain
insights by building computational models.

e Providing evidence from the models and their analyses to support
the hypothesis that fundamental features of grammar can be the
result of cultural processes, by considering a case study on phrases
and recursive phrases and their adaptive function on reducing the
computational cost of semantic interpretation.

More concretely, the objectives of the thesis include several steps on
the exploration of the research questions as well as on the nature of the
mechanisms involved in their related phenomena:

1. Defining a formal framework to approach the investigation on the
emergence of phrases and recursion.

2. Analysing the computational complexity of language processing in
semantic interpretation in order to justify the choice of selection on
the reduction of cognitive effort as a selection criterion.

3. Exploring evolutionary mechanisms for the cultural evolution of
artificial languages requires:

1) hypothesizing: Describing specific mechanisms hypothesized
to be sufficient for the emergence of phrases and recursion

2) implementing: Implement specific operators as models for
mechanisms and integrating them into an operational language
game model.
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3) testing: Performing computer simulation to validate the be-
haviour and efficacy of the model, and the hypothesized mech-
anisms, e.g. the selection criteria.

4. Characterizing the kinds of languages that can emerge given the
operators implemented.

5. Analysing scaling properties of the computational models as well as
their possible extensions.

1.5 Contributions

The key scientific result of this thesis is

The demonstration that selective pressures (forces) on the
computational cost of language processing can trigger
the conventionalization of phrase structure grammars

in lexical systems

This thesis contributes to the field of evolutionary linguistics, and
particularly to the computational modelling of cultural language evolution,
in two different aspects: the technical and the conceptual.

Concerning the technical advances, many of the features developed in
order to implement the models proposed provide new possibilities to the
field and push the boundaries of its coverage. Moreover, some of them are
also coupled to new concepts. Examples of the most relevant ones are:

1. The implementation of two new language games. See chapter 2.

2. The integration of parsing and interpretation processes in one. See
chapter 4.
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3. The integration of language processing and language learning. See
chapter 4.

4. New visualizations for the internal structure of grammars and their
usages. See chapters 3, 4, 5 and 6.

Concerning the conceptual contributions, the main contribution is the
first computational model of the cultural emergence of recursion where no
prior syntactic categories (lexical or phrasal) are assumed. The model is
based on the mechanisms proposed for the emergence of first-order phrase
structure (non-hierarchical), including computational pressures.

Other important conceptual contributions are:

1. The demonstration that one of the functions of phrase structure is to
reduce the computational complexity. See chapter 3.

2. Fully-aligned agents don’t necessarily use the same syntactic cate-
gorizations.

3. Agents are able to self-organise grammars which use syntactic cate-
gorizations that are more efficient than semantic categorizations in
terms of computational resources needed to encode a fully commu-
nicative grammatical system. See chapters 4, 5 and 6.

4. Agents evolve grammars that induce a notion of syntactic head. See
chapter 6.

5. The validation of a cognitive architecture for grammar learning
which supports Insight Problem Solving. See chapter 7.

1.6 Outline and Scope of the Thesis

The remainder of this thesis after this introductory section is organised as
follows:
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Chapter 2 introduces the formal framework that is used along the thesis,
including specific formal concepts for grammars and semantic representa-
tion, and it describes some examples.

Chapter 3 is the first out of four chapters which overview original con-
tributions of the thesis, and extend them. Within the framework introduced
in chapter 2, it compares the complexity of several language strategies in
the task of semantic interpretation, and uses it as a measure of cognitive
effort along with other measures. Finally, results lead to evidence for
the reduction of the computational cost of semantic interpretation as a
functional adaptation on phrase structure. This implies a first step towards
the construction of a computational model to study the thesis hypotheses.
Results of this chapter have been published in [97, 50].

Chapter 4 develops a model which accounts for the acquisition of a
language system exhibiting phrase structure. In this model, one agent
acts as teacher and speaker, and the other as learner and hearer. Specific
learning operators for the hearer are explored demonstrating that phrase
structure can be acquired by the means of adoption operators for contex-
tual inference, syntactic coercion and ordering variation. The two articles
resulting form this chapter have been published in [51, 98].

Chapter 5 demonstrates that a population of artificial agents such as
the learner in the previous chapter are capable to self-organise a language
system exhibiting first-order phrase structure. Specific mechanisms in the
form of communicative and computational pressures are identified and
their performances assessed through computational experiments. More-
over, the results and assumptions are compared to the case of lexicon
formation using Naming Game models, finding that the mechanisms to
self-organise a lexical system are not enough for a language system exhibit-
ing phrase structure, and that computational pressures on the reduction of
semantic ambiguity gives a solution for the formation of the latter. Results
of this chapter have been published in [97, 98, 50, 47].
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Chapter 6 builds further on the model proposed in chapter 5 to explore
how higher-order and recursive phrase structure can be achieved. It shows
that no fundamental additional mechanisms are required to achieve that
goal. The article resulting from this chapter is not yet published while
some results have been partly published in [48], and more will be published
soon in [99].

Finally, chapter 7 discusses the main results of the thesis in the light
of the research questions, it concludes this work by summarizing results
presented in chapters 3 - 6 and contrasts or complements them to previous
studies. It discusses strengths as well as drawbacks and limitations of the
proposed approach, and provides guidelines and perspectives for future
research, together with some final remarks.
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Chapter 2
FORMALISATION

In this chapter I formalise the approach I follow in the thesis to study the
problem of conventionalization of a language system exhibiting phrase
structure.

I study the problem using language game models and language strate-
gies to solve them, possibly leading to resulting language systems exhibit-
ing phrase structure. In the first section, I introduce the syntax games,
which are the language games that are used. These language games are
studied all along the thesis and tested together with a particular language
strategy that solves them forming a solution to the problem of convention-
alization of phrase structure.

In the second section I present the grammar formalism and grammar
engine that are used to model language processing and discuss the par-
ticular cases of phrase structure grammars and recursive phrase structure
grammars. Finally, I sum up all the concepts introduced and explain
how the grammar formalism is integrated to a syntax game interaction,
illustrating it with an example.
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2.1 Syntax Game

Syntax games are characterized by the fact that they assume a given lexical
system already conventionalized by the population of language users, and
build grammatical systems on top of this lexical system.

Concretely, I propose syntax games as language games meant to ex-
plore the origins of phrase structure. I define the games, putting special
emphasis to the meaning representations and to the lexicon that is given to
the agents.

The Syntax Game is a game of reference, either in the form of a multi-
referential game (description) or a discrimination game. In a description
game the speaker expresses a partial description of the situation to the
hearer, and in the discrimination game the aim of the speaker is to draw the
attention of the hearer to an entity or event in the situation. The situation
is shared by both agents and a common ontology is initially provided.
Therefore, the situation, i.e. the communicative environment, and the
given lexicon and ontology play a central role in a syntax game. See figure
2.1 for an example of a discrimination game.

The Syntax Game involves the following steps:

1. Communicative goal: The speaker selects a communicative goal
from his situation model to convey it to the hearer. In the case of
discrimination games, he selects an entity or event, which will be
referred to as the topic of the situation, and in description games, a
partial description of the situation.

2. Formulation: The speaker identifies what meaning distinctively
describes the topic (discrimination), or conforms the desired partial
description (description). The speaker uses his own lexicon and
grammar to translate this meaning into an utterance (production).
This utterance is then transmitted to the hearer.
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Figure 2.1: Diagram of a discrimination language game. Agents can
perceive only the elements represented in the middle, i.e. the shared
context, the utterance, the pointing and the feedback.
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3. Comprehension: The hearer parses this utterance using his own
lexicon and grammar in order to reconstruct a possible meaning to
interpret it in terms of his own situation model, and to find out what
topic or partial description the speaker intended.

4. Pointing: In a discrimination game, the hearer signals to the speaker
which is the topic he interpreted. In a description game (multi-
referential), he signals the object or objects in the situation that are
described in the partial description he interpreted.

5. Feedback: The speaker signals success if the topic/topics identified
by the hearer is/are the same as the topic originally chosen by the
speaker. If they differ, the speaker signals failure and also points to
the original goal.

6. Learning: Both speaker and hearer then expand and align their
lexicon and grammar based on the outcome of the game.

Therefore, formulation includes the conceptualisation of the meaning
to produce, and the production of an utterance expressing this meaning.
And comprehension includes the parsing of an utterance to identify a
possible meaning (situation independent) and the interpretation of this
meaning in the situation (situation dependent). As it is shown in chapter 4,
both processes in comprehension are combined.

A language game models the interaction between two individuals of
the same language community. In a syntax game interaction, both agents
are assumed to maintain a model of the current situation. In computer
simulations, this situation model is synthesized based on an ontology of
possible predicates, in which both situation models and utterance meanings
are based. Particularly, an agent’s lexicon directly maps word meanings
to predicates of the ontology. The motivation for this design choice is to
use a minimal model for word meanings with potential semantic composi-
tionality, where semantic compositionality implies that the meaning of a
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complex expression (more than one word) is a function of the meaning of
its constituents. The remaining of this section describes the ontology in
detail, and its connection to word meanings in the lexicon.

2.1.1 Ontologies, Situations and Meanings

In the models of the thesis, ontologies are represented using a variant of
higher-order typed predicate calculus, where every predicate has at least
one argument. Arguments get the form of variables, which are represented
as symbols with a question mark in front, whenever they represent abstract
meanings in language processing, e.g. ?ball-1; and they get the form
of constants whenever they represent facts in the situation, e.g. ball-1.
Therefore, semantic interpretation (or simply interpretation) is modelled
as the binding of variables to constants, i.e. linking abstract meanings to
actual facts. For example, given the situation: {(a-1 p-1-1 0-22), (a-2-p-2-1
0-30), (a-1-p-1-2 0-14)}, the meaning {(a-1 p-1-1 20-1), (a-2-p-2-1 ?0-2),
(a-1-p-1-2 20-3)} has one unique interpretation, which can be represented
by the set of bindings {(?0-1 0-22), (?0-2 0-30), (?0-3 0-14)},where each
variable is bound to the constant on its right.

I use symbols as ball-1 to illustrate examples in the ontology. However,
I use arbitrary symbols in the models (see figure 2.2) so that I can modify
the number of predicates.

Predicates are represented as predications in the form type(predicate,
entity) or as triples as (type predicate entity). For example, physical(ball, o-
1) or (physical ball o-1) represents that physical is the type of the property
ball, ball is a predicate and o-1 is an object in the situation. Therefore,
object properties are represented as predicates of one argument. This
is the same ontological model that was used in [11] in the design of a
computational model for the emergence of agreement systems.

Moreover, predicates which have more than one argument are models
for relations, and they are represented as sets of predications, one for
each argument in the relation, and one for the relation. For example, spa-
tial(on, rel-9) on-arg-1(rel-9,ball-3) on-arg-2(rel-9, table-5) represents
that spatial-relation is the type of the predicate on and rel-9 is the ob-
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ject denoting that relation. The relation on has two arguments: on-arg-1
and on-arg-2. The types of the arguments are derived from the symbol
representing the relation, e.g. on, and the fillers are denoted again with
predictions using the constant (or variable) for the relation as a predicate
itself, so that relations are reified [72] to predicates.

Situations are represented by sets of predications of constants, where
each constant is identified to an instance of an object or event in the situa-
tion. Abstract meanings are represented by sets of predications of variables,
and these variables are made equal when they have to be interpreted as the
same constant in the situation.

Hence, interpreting a meaning {(a-3 p-3-4 ?0-2)} in the situation in
figure 2.2 (bottom) results into two possible sets of bindings, {(?0-2 o-
68698)} and {(?0-2 0-68697)}, where each of them consists of one element
because a single predicate of one argument was considered). Whereas
interpreting a meaning {(a-3 p-3-4 ?0-2), (r-4 r-4-3 ?r-1), (r-4-3-arg-1
?r-1 ?r-3, (r-4-3-arg-2 r-1 ?0-2), (r-2 r-2-1 7r-3), (r-2-1-arg-1 7r-3 70-4),
(r-2-1-arg-2 ?7r-3 r-2), (b-2 g-2-1 ?r-2), (q-2-1-arg-1 ?r-2 20-5)} results
into a single interpretation given by the set of bindings {(?0-2 0-68698),
(7r-1 0-68693), (?0-4 0-68695), (7r-2 0-68696), (?0-5 0-68697), (-3
0-68694)}.

2.1.2 Lexicon

Every agent in a syntax game model is initialized with a lexicon. This
lexicon has to account for semantic compositionality. Using the ontology
introduced in the previous section, this happens when word meanings are
properties, i.e. predicates of one argument, or relations, i.e. predicates
of two or three arguments. Notice that predicates of two arguments are
models for unary relations and predicates of three arguments are models
of binary relations, this is because the relation itself is represented as an
argument.

The examples in figure 2.3 are lexical constructions represented using
the grammar formalism of Fluid Construction Grammar (FCG), which is
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(@3 p-3-2 0-68213) (a-4  p-41 0-68208) (a-1 p-1-1 0-68209)
(
(a4 p-4-2 0-68213) (@2 p-2-2 0-68208)
(
(@5 p-5-1 0-68208)
(
(a-1 p-1-2  0-68208)
(-4 r43  0-68693)
|
(r-4-3-arg-1 0-68693 0-68694)
— N
(-4-3-arg-2  0-68693  0-68698) (-2 r2-1  0-68694)
| |
(@3 p-34 0-68698) (-2-1-arg-1  0-68694  0-68695)
— N
(r2-1-arg-2  0-68694 0-68696) (a4 p-4-1  0-68695)
|
(-2 g21 0-68696)
|
(g-2-1-arg-1  0-68696  0-68697)
|
(@3 p-3-4 0-68697)

Figure 2.2: Each node is a predicate and edges represent constant (or vari-
able) equalities. Top: Part of a situation including uniquely predications of
one argument. Bottom: Part of a situation including predications of one to

three arguments.
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?rova-1

referent: ?0-1 —

potential-syn-cat: {}

?rova-1

# meaning: {a-2(p-2-4, %0-1)} (rova-cxn)
# form: {string(?rova-1, rova)}

?fareza-1

args: [20-194, 20-195, 20-196]

referent: ?ref-35

potential-syn-cat: {}

?fareza-1

# meaning: {r-4(r-4-1, 20-194), r-4-1-arg-1(20-194, 20-195), r-4-1-arg-2(?0-194, 20-196)}
# form: {string(?fareza-1, fareza)}

(fareza-cxn)

Figure 2.3: Examples of lexical constructions represented using FCG
(formalism introduced in the coming section). Top: Lexical construction
for the property a-2(p-2-4,?0-1). Bottom: Lexical construction for the
binary relation r-4(r-4-1, 20-194), r-4-1-arg-1(?0-194, ?0-195), r-4-1-arg-
2(?0-194, ?0-196).

introduced in the coming section. Lexical constructions are models for the
lexical rules in the lexicon.

Agents playing syntax games require supporting language process-
ing for production (meaning to utterance) and for parsing (utterance to
meaning). Therefore, agents’ grammars should support rules able to map
aspects of the meaning to aspects of the utterance, and viceversa.
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2.2  Fluid Construction Grammar

Many linguists model mappings of meaning, form, and lexical or gram-
matical categorizations as constructions which pack relevant information
for the mapping. This is the central idea of the linguistic theory of Con-
struction Grammar [39, 55, 54, 56], and it is the one I adopt in the thesis.
In this theory, constructions include information about both syntax and
semantics, differently than in the generative grammar where the focus is
only on syntax, and in which semantics is assumed as being introduced
separately by translation rules [18].

Several theories of Construction Grammar have been proposed [22,
9], and also several computational formalisms have been developed to
operationalize language processing in terms of such constructions [73].
The linguistic framework I follow in the thesis is the one defined by Fluid
Construction Grammar (FCG), a variation of Construction Grammar which
counts with a fully-operational implementation. FCG is a unification-
based grammar formalism, as it is Head-Driven Phrase Structure Grammar
(HPSG) [80].

Language processing studies how to derive a meaning from an utter-
ance or how to build an utterance to express a meaning. Most linguistic
theories are only concerned with the latter, i.e. parsing an utterance, to get
a syntactic structure and deriving a meaning from it. In contrast, FCG is
concerned as well with the inverse process, i.e. production, where the goal
is to build an utterance to express a meaning.

I use FCG for the representation of grammars as sets of constructions
[94] and for the grammar engine that allows the use of constructions to map
between symbolic meanings and utterances, in the process of production;
and between utterances and symbolic meanings, in the process of parsing.
FCG is specially designed to implement experiments for cultural language
evolution, although because:

e FCG constructions can be used in both directions (production and
parsing), and therefore, the same construction can be used by an
agent acting as speaker and acting as a hearer
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e construction applications are open, meaning that FCG accounts for
constructions that can be used in more than one way, which is needed
in order to facilitate finding the syntactic structures required

e and finally, because it allows the co-existence of competitor con-
structions, implying that during the process of conventionalization
it can keep as much information as possible even if the linguistic
knowledge is incomplete or inconsistent.

In this section I explain some relevant properties of FCG and describe
the kinds of grammars used in the thesis.

2.2.1 Language Processing in FCG

FCG views language processing in terms of a search problem to find a
solution syntactic structure. Nodes (syntactic structures) are represented as
transient structures and transitions as construction applications, i.e. trans-
formations of transient structure due to the application of constructions
(one per each transformation). A transient structure captures all that is
known about a particular utterance being parsed or produced, and it is
used as an extended model for a syntactic structure. Therefore, in lan-
guage processing, transient structures are expanded by the application of
constructions, and their applications consist of two sub-operations, the
operation of matching, to see whether the construction can apply, and
the operation of merging, to add information from the construction to the
transient structure.

FCG represents transient structures in terms of feature structures, simi-
lar to many other computational formalisms in use today, such as HPSG.
These feature structures are organised in units, and every unit encapsulates
different information. See figure 2.4.

In constructions, FCG distinguishes between two types of units accord-
ing to whether they are used for matching or for merging, and they are
called conditional and contributing units, respectively. Constructions are
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2unit-1
feature-1: value-1

feature-2: {value-2, value-3}
feature-3: value-4

2unit-2
feature-1: value-5
feature-2: {value-6, value-2}

Figure 2.4: In FCG, transient structures are organised in units, and every
unit has a set of features with values encoding relevant information for
language processing. The figure shows an example of a transient structure
(TS) of two units.

written so that contributing units come first, followed by an arrow to the
left, and conditional units are found in the right side of the arrow.

The order in which features appear within units in a transient structure
is irrelevant to the application of a construction.

The constructions used in the thesis always include a contributing unit
which creates a new unit in the transient structure, and possibly other
contributing units which add information to existing units. Lexical con-
structions create lexical units, and phrasal constructions (models for phrase
structure rules) create phrasal units. Here I illustrate examples of construc-
tion applications for an agent parsing the utterance zegue tequale:

The two lexical constructions below...

[ ?zegue-1

referent: ?0-1 ~—
| potential-syn-cat: {syn-cat-36, syn-cat-33}
[ ?zegue-1

# meaning: {a-1(p-1-2, 20-1)} (zegue-cxn)
| # form: {string(?zegue-1, zegue)}
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?tequale-1

referent: ?0-1 —
potential-syn-cat: {syn-cat-35, syn-cat-38}

?tequale-1

# meaning: {a-3(p-3-2, %0-1)} (tequale-cxn)
# form: {string(?tequale-1, tequale)}

apply to create the following two lexical units:

tequale-6 \
referent: 70-89356

potential-syn-cat: {syn-cat-38, syn-cat-35}
meaning: {a-3(p-3-2, 20-89356)}

form: {string(tequale-3, tequale)}

zegue-6 \
referent: 70-89357

potential-syn-cat: {syn-cat-36, syn-cat-33}
meaning: {a-1(p-1-2, 20-89357)}

form: {string(zegue-3, zegue)}

Then, a phrasal construction applies to make the variable 70-89356 in
unit tequale-6 equal to ?0-89357 and to create a phrasal unit on top of the
two previous lexical units with the following features:

| np-unit-18 \

form: {meets(zegue-6, tequale-6)}
subunits: {zegue-6, tequale-6}
referent: ?0-89357

boundaries: {zegue-6, tequale-6}

Therefore, given the variable equalities, the resulting meaning of the
structure can be represented as:
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(a3 p32 20-89357)

C

(@1 p12 ?0-89357)

Recall that in an FCG construction representation, the left side of the
arrow 1is called the contributing side, and the right side of the arrow is
called the conditional side. The line in the units of the conditional side
separates the production lock and the comprehension lock. The production
lock is used to match in production and the comprehension lock is used
to match in comprehension (i.e. in parsing). Moreover, the features in
the production lock are merged to the corresponding unit in the parsing
process when the comprehension lock matches, while the features in the
comprehension lock are merged to the corresponding unit in the production
process when the production lock matches.

Notice that both production and comprehension locks of the lexical
constructions above have the sign # at the beginning of the features. This
is a special notation to represent that the following features shouldn’t be
found in the unit itself but in the set of features computed at the beginning
of a grammar application and put into a special unit which encodes infor-
mation on the meaning to produce (in production) or on the utterance to
parse (in parsing). This is just an implementation issue and it is done by
the FCG-interpreter. In the context of FCG, this special unit is called root
unit. Hence, according to the previous lexical construction representations,
when a lexical construction applies in parsing:

1. it targets to match a certain string in the form feature of the root unit.
In the previous example, one lexical construction targets the string
zegue and the other, the string tequale.

2. if it matches, it removes that information from the root unit and
uses it to create a new lexical unit. In the previous example, each
lexical construction creates a lexical unit with the corresponding
string information in the form feature.
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3. the content in the production lock is also added (merged) to the new
unit. In the previous example, the meaning feature of the production
lock is added to the new unit.

4. finally, the content of the contributing units (left side) is also added
to the new unit. In the previous example, the features referent and
potential-syn-cat are added to the new unit.

When grammar application in parsing is finished, the FCG-interpreter
translates FCG structures into a meaning expression by using information
from the units.

Inversely, when a lexical construction applies in production:

1. it targets to match certain meaning and it looks for it in the root unit

2. if it matches, it removes that meaning from the root unit and uses it
to create a new lexical unit

3. the content in the comprehension lock is also added (merged) to the
new unit

4. finally, the content of the contributing units (left side) is also added
to the new unit.

And when grammar application is finished, the FCG-interpreted trans-
lates FCG structures into utterances by using information from the units.

Grammar applications for both production and parsing are accom-
plished by the sequential application of constructions until the final tran-
sient structure that the FCG-interpreter uses to get an utterance or a mean-
ing, respectively, is computed.

As mentioned before, there are two types of constructions in the cases
studied in the thesis: lexical constructions (see figure 2.3), that create
lexical units out of words or meaning predicates; and phrasal constructions,
that create phrasal units out of phrases in an utterance or variable equalities
in meanings. These constructions are defined in the next sections and some
examples are examined.

38



Therefore, in the context of this thesis agents’ grammars consist of
lexical constructions, phrasal constructions and a grammar engine to allow
language processing as explained before.

2.2.2 Phrase Structure Grammars in FCG

In the framework described before, first-order phrase structure is motivated
to express the co-referentiality of properties of the same object.

In the models of the thesis, the grammar engine that agents use has to
support phrase structure grammars, similarly than agents playing naming
games have to be able to store lists of word-meaning pairs.

In the previous section I presented an example of the application of
a phrase structure grammar in FCG without explaining the details, in the
present and next sections I describe in depth the kinds of constructions I
use to represent these grammars, and their features. First, I study the case
of first-order phrase structure, and after it, the case of higher-order phrase
structure and recursive phrase structure.

As I said earlier, the way I represent phrase structure grammars in FCG
consist of two types of constructions: lexical and phrasal. Lexical construc-
tions essentially associate information between meaning predicates and
word form, and they have a potential use of categorizations, and phrasal
constructions combine lexical and phrasal units by the means of their
categorizations, and make equal some specific variables in their meanings
(in parsing) or impose a particular order to the phrasal constituents (in
production).

All lexical constructions are constructions mapping word forms to
predicates on the ontology, and they support the use of lexical categoriza-
tions through the feature potential-syn-cat. In the zegue-cxn used earlier
(see figure 2.5), two lexical categories were introduced into the new lexical
unit: syn-cat-36 and syn-cat-33. And these categories, in turn, allow or
prevent the application of phrasal constructions matching on those units.

First-order phrasal constructions associate a pattern of lexical units by
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?zegue-1

referent: ?0-1

potential-syn-cat: {syn-cat-36, syn-cat-33}

sem-cat: a-1

?zegue-1

# meaning: {a-1(p-1-2, 20-1)} (zegue-cxn)
# form: {string(?zegue-1, zegue)}

Figure 2.5: Example of a lexical construction using the FCG formalism.
Lexical constructions match on meaning in production an on words in
parsing.

their lexical categories and impose a relative word order when they are
co-referential (in production) or impose co-referentiality when they are
placed in the order required for the construction matching (in parsing).
Lexical categorization is represented by the means of the feature potential-
syn-cat); relative word order, by the means of the value meets in the
feature form, which indicates that the word forms (i.e. strings) on the two
lexical constructions involved are placed in the corresponding order in the
utterance; and co-referentiality is represented by the means of the feature
referent, which indicates the variable or constant that the corresponding
unit refers to.

Therefore, first-order phrasal constructions can be identified to a se-
quence of lexical categories. E.g. in the construction in figure 2.6, the most
left unit of the pattern targets a syn-cat-33 category, and the sequence (syn-
cat-33 syn-cat-35) can identify the construction. I refer to this sequence as
construction form.

Finally, there are two features in the contribution side of the first-order
phrasal constructions, the feature referent, to state that the referent of the
whole phrase indeed equals the referent of all of its constituents, and the
subunits feature, which identifies the lexical units of its value as children
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[ ?np-unit }

Figure 2.6: Example of a single-noun phrasal construction using the FCG
formalism and the features that are relevant for the grammars explored in

the thesis.

referent: ?referent A
subunits: {?unit-1, ?unit-2}
?unit-1 ?unit-2
np-unit referent: ?referent referent: ?referent
0 potential-syn-cat: {syn-cat-33} potential-syn-cat: {syn-cat-35}
# form: {meets(?unit-1, ?unit-2)} referent: ?referent referent: ?referent
potential-syn-cat: {syn-cat-33} potential-syn-cat: {syn-cat-35}

units of the phrasal unit. See figure 2.7 for an example.

tequale-9

np-unit-15

| form: {meets(zegue-9, tequale-9)}
subunits: [zegue-9, tequale-9]
syn-cat: group

referent: ?0-10

boundaries: [zegue-9, tequale-9]

referent: ?70-10

potential-syn-cat: {syn-cat-38, syn-cat-35}
meaning: {a-3(p-3-2, ?0-10)}

form: {string(tequale-9, "tequale")}
sem-cat: a-3

footprints: {grouped}

zegue-9

Figure 2.7: The feature subunits introduces a hierarchy in the transient
structure by identifying the lexical units bound in the value of the feature
as children units of the corresponding phrasal unit. This figure shows
the resulting transient structure after parsing the utterance zegue tequale

discussed in the text.

referent: ?70-10

potential-syn-cat: {syn-cat-36, syn-cat-33}
meaning: {a-1(p-1-2, ?0-10)}

form: {string(zegue-9, "zegue")}

sem-cat: a-1

footprints: {grouped}
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Hence, in this case the conception of phrasal constructions can be
simplified as a sequence of syntactic categories for matching. Figure 2.8
illustrates this idea in a manner that is used along the thesis. Syntactic
categories are represented as shapes in the sides of a constructions and
I use the term binding side for their combination, as a metaphor for the
binding sites in proteins.

So, phrasal constructions can be represented as a set of context-free
rules as § — catjcatycatz each rule mapping onto a construction. However,
this formalisation is not sufficient to state the construction meaning, the
variable bindings provoked (required) after (before) construction applica-
tions.

CONSTRUCTION
N
TRANSIENT
@)TURE
I

’ RESULTING
CONSTRUCTION TRANSIENT
APPLICATION STRUCTURE

Figure 2.8: Illustration of a phrasal construction application. Lexical
categories are represented as binding sides from a planar shape and they
need to fit into slots of the phrasal construction (top). When this happens,
a new unit containing the two original lexical units is created.

2.2.3 Recursive Phrase Structure Grammars in FCG

Higher-order phrase structure rules are phrase structure rules for which at
least one of the conditional units is a phrasal unit itself. Phrasal construc-
tions associate a sequence of units by their syntactic categories (lexical
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or phrasal categories), impose/require constituent orders or argument co-
referentiality, and assign a phrasal category to the unit that they create.

Moreover, every lexical construction maps a word either into the pred-
ication of a property, in the case of an attribute word, or into the set of
predicates of a relation and its arguments in the case of a relation word.
Therefore the only lexical construction that looks different than before is
the one corresponding to a relation.

?word-unit

args: [7x, ?y, 7z]

referent: ?x —
potential-syn-cat: {transitive-verb}
sem-cat: spatial-rel

?word-unit

# meaning: {spatial-rel(on, ?x), on-arg-1(?x, ?y), on-arg-2(?x, ?z)} (on-cxn)
# form: {string(?word-unit, on)}

The value of the feature args consists of the variables introduced by
the predications in a particular order.

Every phrasal construction application introduces a phrase on top of
other units, and these units become the constituents of the new phrase. I
model higher-order phrasal constructions as patterns where there is only
one lexical constituent among the constituents.

Figure 2.9 gives an example of schematic phrasal construction applica-
tions.

In parsing, the phrasal constructions match on constituent order con-
straints and constraints on the categories. And in production, they use
argument bindings between the arguments introduced by the lexical item
and the referents of the phrasal constituents.

In figures 2.10 and 2.11 two phrasal constructions are represented,
again highlighting the differences with respect to the case of first-order
phrase structure. The values of the feature boundaries are used to express
the units that are placed at the leftmost and rightmost sides of a phrase.
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Figure 2.9: An illustrative example of the application of phrasal construc-
tions. In this case argument bindings and referents are omitted. Each shape
represents a construction, where the bottom line has spaces for syntactic
categories to match on it and the top line has the phrasal category added by
the construction. Constructions with a straight line in the bottom represent
lexical constructions and the highlighted construction is an example of a
recursive phrasal construction.
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?phrasal-unit-1973

referent: ?var-2891

syn-cat: np-2 —
boundaries: [?unit-2891, ?unit-2891 ]
subunits: [?unit-2891]

[ ?unit-2891

referent: ?var-2891
potential-syn-cat: {noun}
potential-syn-cat: {noun}

Figure 2.10: An example of a single phrasal construction in FCG, i.e. the
phrasal unit that is created has only a single subunit. Hence, the two units
in boundaries are the same.

This time a simplified representation for phrasal constructions can be
given by

syn-cat-14 < +syn-cat-21
syn-cat-32 syn-cat-23;

for a phrasal construction which builds a phrase on top of three con-
stituents. Every slot corresponds to a constituent, and they are placed in
the imposed relative order. The constituent from which the new phrase
will inherit the referent here is the first constituent and it is indicated by
the + sign in the front, and the argument bindings are represented using
subindexes.

Recursion occurs when the new phrasal unit has the same category as
one of its constituents, then the corresponding construction would be a
recursive phrasal construction. However, recursion have other meanings
also in the context of phrases, which are discussed in section 6.1.
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?phrasal-unit-1975

referent: ?var-2894

syn-cat: np-2 A
boundaries: [?left-1075, ?right-1076]

subunits: {?unit-2893, ?unit-2894, @c::.wmo&.

?unit-2893
[ ?phrasal-unit-1975 referent: ?var-2894
0 syn-cat: np-2
| # form: {meets(?right-1075, ?unit-2894), meets(?unit-2894, ?left-1076) } syn-cat: np-2

boundaries: [?left-1075, ?right-1075 ]
[ ?unit-2894

args: [?var-2893, ?var-2894, ?var-2895]
potential-syn-cat: {transitive-verb}
potential-syn-cat: {transitive-verb}

[ 2unit-2895

referent: ?var-2895

syn-cat: np-2

syn-cat: np-2

boundaries: [?left-1076, ?right-1076 ]

Figure 2.11: Every lexical unit has one or more arguments and one referent; and every phrasal unit, one
referent and no arguments. In the case of phrasal units the referents are bound to the entity or relation
which the phrasal constituent refers to; and in the case of lexical units for relations, they equal the referent
of the phrase when this is assigned. The second and third values in args of unit 2unit-2894 are equal to
the values in referent of the units ?unit-2893 and ?unit-2895, which are phrasal units. Moreover, the
referent of the former is chosen as the referent of the created phrasal unit.
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2.3 Experimental Framework

In this section I overview a syntax game interaction between two agents
endowed with a first-order phrase structure grammar as the one described
in section 2.2.2. An interactive web demonstration with the interaction can

be found in the site www.biologiaevolutiva.org/lsteels/tesi-emilia/syntax-
game-interaction

As I mentioned earlier, I use the Babel2 Framework for the implementa-
tion of the language game script and further functionalities for visualizing
and storing resulting data.

First, the two agents are placed in a shared context,

(a2 p2-2 03015) (a2 p2-2 0-3014)

| |

(@3 p31 03015) (a3 p32 0-3014)

| |

(@1  p1-1  03015) (a1 p-1-1  0-3014)

as they are playing a description game, the agent assigned the role of
speaker selects a part of the meaning to express.

Formulating

(a2 p22 03015)

|

(@3 p31 03015)

|

(@1 p1-1  0-3015)
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The formulation (production) process starts with the translation of this
meaning to the initial transient structure by the FCG-interpreter

transient structure

root

collapse’ meaning:
{a-2(p-2-2, 0-3015), a-3(p-3-1, 0-3015), a-1(p-1-1, 0-3015)}

and then it consists of a set of processing steps where constructions are
applied to transform the previous transient structures

application process

memeba-cxn (lex 0.50 memeba)

cxn-applied

transient structure

(syn-cat-33 syn-cat-34 syn-cat-35) (pattern 0.50)

initial guohac-cxn (lex 0.50 guohac) hebe-cxn (lex 0.50 hebe)

expand

guohac-2123
memeba-1972

applied

until they reach an interpretable structure

application process

memeba-cxn (lex 0.50 memeba) (syn-cat-33 syn-cat-34 syn-cat-35) (pattern 0.50)

cxn-applied succeeded, cxn-applied

hebe-cxn (lex 0.50 hebe)
cxn-applied

guohac-cxn (lex 0.50 guohac)
cxn-applied

transient structure

transient structure

transient structure

[root | —
expand expand expand expand

transient structure

guohac-2123

guohac-2123 guohac-2123 | np-unit-9775 hebe-2084 ‘
hebe-2084
memeba-1972 memeba-1972

from which the FCG-interpreter can derive an utterance
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Utterance: memeba hebe guohac

Structure: "(memeba hebe guohac)"

Then the hearer starts the inverse process by comprehending (parsing)
the resulting utterance

Comprehending "memeba hebe guohac"

and translating it to the first transient structure

transient structure

root

form:
{string(guohac-1012, "guohac"), string(hebe-992, "hebe"), string(memeba-941, "memeba"),

meets(memeba-941, hebe-992), meets(hebe-992, guohac-1012)}

collapse

and processing until finding a solution

application process

guohac-cxn (syn-cat-13 syn-cat-14 syn-cat-
hebe-cxn (lex 0.50 guohac) 12) (pattern 0.50)
(lex 0.50 hebe) cxn-applied succeeded, cxn-applied

transient structure

memeba-cxn
(lex 0.50 memeba)

cxn-applied

cxn-applied

initial

" transient structure
transient

structure

hebe-992

expand expand memeba- expand

expand expand
s i
941

hebe-992

guohac-
1012

from which a meaning can be derived
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Meaning:

(a2 p2-2 70-17898)

C

(a3 p3-1  720-17898)

C

(a1  p11  720-17898)

Finally, in order to measure how well aligned the two agents are, and
only for the sake of observation, the hearer formulates the meaning that he
has derived

application process

initial hebe-cxn (lex 0.50 hebe) guohac-cxn (lex 0.50 guohac) memeba-cxn (lex 0.50 memeba) (syn-cat-10 syn-cat-11 syn-cat-12) (pattern 0.50)

and although a different construction applied, the utterance is the same
as the one uttered by the hearer.

Utterance: memeba hebe guohac

Structure: "(memeba hebe guohac)"

Chapters 5 and 6 discuss results on the alignment between agents in
detail.

To conclude, the table below makes a comparison between the main
characteristics of the naming game and the syntax game.
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NG SG
Initialization 0 Lexicon and ontology
Challenge Lexical system | Language system exhibiting phrase structure
Topic Object Entity or event / Description
Topic Meaning | Single category Meaning network
Utterance One word Multiple words organised in phrases

Table 2.1: The same way as naming games aim to study of the emergence
of lexical systems, syntax games are designed to study the emergence of
language systems exhibiting phrase structure.

2.4 Conclusions

In this chapter, I described the formal framework I use to approach the
investigation on the emergence of phrases and recursion, including the
ontology used for meanings and situations, the space of language systems
exhibiting phrase structure and recursive phrase structure, and how lexicon
is modelled and maps to predicates in the ontology.

Moreover, the chapter introduced central concepts and machinery
involved in the models, such as syntax games and FCG, as well as described
how they are integrated into the Babel2 Framework.
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Part 11

Results
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Every chapter in this part corresponds to the work done in response to
specific objectives of the thesis to defense the hypotheses proposed. Part
of the work has been published in related original publications. The list
of the corresponding publications is provided at the beginning of every
chapter.

The first chapter uses analytical arguments to argue for functional
adaptations driven by computational needs as one of the main functions
for phrase structure and it introduces some of the building blocks needed
for the language strategies studied in the other three chapters.

On the other side, the next three chapters mainly explore through
computational experiments the behaviour of the computational models
including such language strategies. The first chapter studies a model
of the acquisition of phrase structure; in the second, the same model is
extended and language strategies involving concrete selectionist criteria
are proposed to show how phrase structure could be motivated by the need
to reduce the computational cost in semantic interpretation, while always
keeping communicative accuracy, and how first-order phrase structure can
be achieved and acquired at the individual and collective level. Finally,
the same machinery is tested for higher-order phrase structure in the last
chapter, leading to recursive grammars.
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Chapter 3

LANGUAGE STRATEGIES
AND THEIR COGNITIVE
EFFORT

Luc Steels and Emilia Garcia Casademont.
Published [97]
Emilia Garcia Casademont and Luc Steels.
Published [50]
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The goal of this chapter is to introduce the study of the computational
functions of phrase structure in the framework of the thesis. Ultimately I
aim to frame phrase structure as a functional adaptation of some language
systems which is driven by computational needs. Concretely, the first
hypothesis of the thesis is that one of the functions of phrase structure is to
reduce the cognitive effort required to process language.

In the first section of the chapter, I explain how I model this cogni-
tive effort as the computational cost of semantic interpretation, and the
motivation for the definition. In the second section, I measure the computa-
tional complexity of semantic interpretation for several language strategies
progressively more similar to phrase structure grammars. Following the on-
tology introduced in the previous chapter, I first analyse first-order phrase
structure grammars motivated to express multiple properties of an object,
and after it, I analyse higher-order phrase structure grammars motivated to
express relations and their arguments.

3.1 Determining Cognitive Effort

There is a widespread consensus that grammar has the function to express
how word meanings are combined. Grammar helps knowing how the
meaning fragments contributed by words are semantically connected to
each other to give rise to a combined meaning. In particular, the syntactic
structure that grammar computes gives cues on how meanings have to
be combined. For example in the case of ambiguous words, grammar
can derive different structures depending on the position of the word with
respect to its adjacent words and this way helping to find the right structure,
and therefore, the correct meaning.

In the present case, language strategies define how grammar expresses
the way in which word meanings combine, i.e. in which ways the variables
introduced by lexical constructions can be made equal to other variables.
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3.1.1 Semantic and Syntactic Ambiguity

While it is true that grammar helps disambiguating ambiguous words, there
are cases where it cannot disambiguate all the words. The corresponding
utterances are said to have semantic ambiguity. The term semantic am-
biguity usually refers to cases where the structure remains the same, but
the individual words are interpreted differently. E.g. he is in a terrible
state, where the word state has two interpretations. Either the state of the
person, i.e. how he is, or a political state, where he is at this moment. In
the models of the thesis, this kind of ambiguity cannot occur given that the
mappings between word forms and meaning predicates are bijections, in
other words, I don’t consider polysemy.

On the other side, syntactic ambiguity occurs when an utterance has
more than one interpretation due to ambiguous sentence structure. E.g. [
saw her duck, where her can be interpreted as a possessive or as a pronoun,
and consequently, duck can be interpreted as a noun or as a verb. Obviously,
syntactic ambiguity generally leads to semantic ambiguity.

Finally, human languages may incorporate other kinds of ambiguities,
such as phonological ambiguities, for example the one between I scream
and Ice Cream, which are not studied in the thesis because I don’t consider
the phonological level of segmentation in the models.

Therefore, the only kind of ambiguity that is relevant for the phrase
structure grammars modelled here is syntactic ambiguity. That is why the
complexity measure that I use to compare language strategies is based on
syntactic ambiguity. Concretely, per every utterance of a particular number
of words, I define the computational complexity of a language strategy as
the number of possible syntactic structures that the strategy supports.

In the computational experiments, I don’t allow two or more objects
with the exact same description in the situation, as it is explained in the
description of the Generation of situations in sections 4.3.1, 5.3.1 and
6.4.1.

Consequently, the only source of ambiguity in the models is syntactic
ambiguity, and hence each syntactic structure is identified either to a unique
semantic interpretation in the situation or it has no semantic interpretation
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in case there doesn’t exist a set of bindings consistent with the meaning
found. Recall that semantic interpretation is represented as sets of bindings
of variables in the utterance meaning to constants in the situation. Figure
3.1 illustrates on one side possible utterance meanings and on the other
their corresponding syntactic structures, which in the case of the thesis are
mapped one onto the other and each pair characterise a possible semantic
interpretation.

object, objecty

-~

word, words word{ wordy words

/

word, wordy; words word, words
pred; (7o) \ preds(?03) preds(?os)

predy(0;)  preda(?os) object; Dbjg%je%
/\\\ word, wordy, words word, words
prsd %0,) preds(? objecty objects

edl 0y) /)
preda(7o;)

i) preea) L

prpd|( 0,)

(preautn) |
- J

reds(?o3) preds(?os)

" preds(%05) Jlj

predy(?0,)  Preda(?o

preds(?05)

VAN NN

word, words wordsy word, words

Figure 3.1: Illustration of the space of possible semantic interpretations
associated to different syntactic structures.

Syntactic ambiguity is the complementary of phrase alignment, in the
experiments I measure phrase alignment because I can do it explicitly and
in the same conditions for all the interactions.

In the next section I compare several language strategies in terms of
their computational complexity, but before I introduce few other measures
of complexity for language processing related to the size of the grammar.
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3.1.2 Size of the Grammar

In the computational models proposed in the thesis, language users are
a community of artificial agents, and their power of computation is lim-
ited by the way in which language strategies and linguistic processing
devices are represented. One of the most important measures of com-
putational power is storage, so I define the size of an agent’s grammar
as the amount of information that the agent needs in order to store (and
retrieves) information from his grammar. A phrase structure grammar is
a combination of syntactic categories and phrasal constructions based on
these syntactic categories. The basic measures for the size of the grammar
are therefore the number of constructions and the number of categories.
However, these two measures don’t capture all the information encoded in
the grammar. In figure 3.2 a phrase structure grammar is represented as
a network, where edges go from lexical constructions (words) to lexical
categories, and from lexical categories to phrasal constructions. And the
number of constructions and categories gives no information on these
relationships.

Moreover, in a population of agents there are as many grammars as
agents, which makes categories difficult to compare across agents. In [49]
I define several measures and methods to study the grammars of agents in
a population.

Nevertheless, in the thesis I consider only the basic measures: the num-
ber of grammatical constructions, and the number of syntactic categories
(Iexical and phrasal categories).
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Figure 3.2: First-order phrase structure grammar that an agent evolved
represented as a network where lexical constructions are represented as
blue nodes, lexical categories as red nodes, and phrasal constructions as
green nodes. Given that constructions are represented explicitly (and not
as procedures, for instance), symbol equalities are required to account for
the complete structure of the grammar, e.g. which phrasal constructions
can apply with a lexical construction. In the network representation, this is
represented using edges.

In the next section, the computational complexity defined above is
measured for several language strategies progressively similar to phrase
structure, and it is validated that the computational complexity of the
strategies decreases as they get closer to phrase structure.
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3.2 Computational Complexity of Language Strate-
gies

I compare several language strategies progressively more similar to a
language strategy exploiting phrase structure. As explained in the previous
chapter, I consider two examples of ontologies, one consisting uniquely
of predicates with one argument, and another one consisting of predicates
with one to three arguments. The present section studies these two cases
respectively, and for their corresponding syntax games.

3.2.1 First-Order Phrase Structure

In this section I study the first case, so I assume a lexicon consisting of
a set of words {word\,...,word,, }, where each word word; introduces a
predicate and a variable argument. The computational complexity of a
language strategy equals the set of possible meanings whose correspond-
ing syntactic structure is supported by the strategy (see figure 3.1), and
syntactic structure combines words by making equal the variables of their
predicates. When two variable predicates are made equal, I say that the
variables (or the words) co-refer, because an equality of variables implies
that in interpretation both predicate arguments are bound to the same con-
stant, i.e. both words express properties of the same object.

I compare four different strategies: from the lexical strategy, where
no grammar is considered, to the syntactic-based pattern strategy, where
phrase structure is considered. The lexical strategy (L) doesn’t impose
any form constraint to the utterances and therefore the space of syntactic
structures gets as big as it can be. The grouping strategy (G) imposes
that only adjacent words can co-refer. The word-based pattern strategy
(WBP) imposes that only sequences of words can co-refer. And finally,
the syntactic-based pattern strategy (SBP) imposes that only sequences
of syntactic categories can co-refer. Table 3.1 summarizes the language
strategies studied.
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’ \ Two variables can co-refer

L always
G if the words are adjacent
WBP if the words are in the same position as

in a stored sequence of words

SBP | if the lexical categorization of the words are in the same position as
in a stored sequence of lexical categories

Table 3.1: Language strategies for first-order phrase structure classified
according to how they represent the co-referentiality of properties.

Lexical Strategy
In this strategy, only lexical constructions are used, and therefore the

relative order between words is random. See figure 3.3 below for an
example of its usage.

objecty objects

[ A

word, words words wordy words

Figure 3.3: Lexical Strategy. The utterance doesn’t encode which words
refer to the same objects.
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In this strategy, a speaker looks up the set of words that expresses
all the object descriptions that he wants to convey (lexical constructions)
and utters these words in any order to the hearer (no grammar). So the
computational complexity of the semantic interpretation for the hearer of
an utterance of length n equals the number of partitions of the set of words.
A partition of a set is a set of pairwise disjoint subsets whose union is the
original set, and the total number of partition for a set of n elements is B,
the Bell Number for n [7].

n—1 n—1
anz( . )Bl-, Bo=Bi =1 3.1
i=0 \ !

So, in this case, semantic interpretation scales double exponentially
with respect to the number of words.

However, if the ontology definition has attribute incompatibilities, this
value can reduce considerably. For example this is the case when it is
taken into account that words that are values of the same attribute and
are different cannot refer to the same object, e.g. red and blue. The at-
tribute compatibility can be constrained by compatibility sets limiting the
attributes that can be combined in the same object. For example, while
colour could go with any other attribute, material could be incompatible
with person.

Figure 3.4 compares the complexity of the lexical and grouping strate-
gies and also plots the complexity for these cases.
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Figure 3.4: The complexity of the lexic