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Abstract

Network slicing has recently been proposed as one of the main enablers for 5G networks;
it is bound to cope with the increasing and heterogeneous performance requirements of
these systems. To “slice” a network is to partition a shared physical network into several
self-contained logical pieces (slices) that can be tailored to offer different functional or
performance requirements. Moreover, a key characteristic of the slicing paradigm is to
provide resource isolation as well as an efficient use of resources. In this context, a slice
is envisioned as an end-to-end virtual network which permits that the infrastructure
operators lease their resources to service providers (tenants) through the dynamic, and
on-demand, deployment of slices. Tenants may have complete control over the slice
functions and resources, and employ them to satisfy their client’s demands.

This paradigm, which changes the way networks have been traditionally managed,
was initially proposed for the wired realm (core networks). More recently, several 5G
actions from the scientific community and the industry have proposed solutions to
integrate slicing to the Radio Access Networks (RANs). However, these works focus on
general architectures and frameworks for the management and instantiation of network
slices avoiding details on how the slices are implemented and enforced in the wireless
devices. Even more, while some techniques for slice enforcement already exist, most of
them concentrate on cellular technologies, ignoring WiFi networks. Despite of their
growing relevance and ubiquity, there are not many works addressing the challenges
that appear when trying to apply slicing techniques over WiFi networks.

In this scenario, this thesis contributes to the problem of slicing WiFi networks by
proposing a solution to enforce and control slices in WiFi Access Points. The focus of
this work is on a particular and complex variant of network slicing called QoS Slicing,
in which slices have specific performance requirements.

The main thesis contributions are divided in three: (1) a detailed analysis of the
network slicing problem in RANs in general and in WiFi in particular, as well as a
study and definition of the QoS Slicing problem, (2) a resource allocation model and
mechanism for Wifi devices, and (3) a QoS Slicing solution to enforce and control slices

with performance requirements in WiFi Access Points.



vi

Given the novelty of the slicing concept and the complexity of the problem, a detailed
study of the slicing problem was performed providing a comprehensive definition of the
slicing concept, as well as a classification of the slicing variants. We also introduce the
two main problems of slicing wireless resources: resource allocation and isolation. In
the scope of those problems, this thesis contributes with a novel approach where the
resource allocation problem is divided on two sub-tasks: Dynamic Resource Allocation,
and Enforcement and Control.

As a previous step to the construction of a QoS Slicing solution, we propose a novel
method of proportionally distributing resources in WiFi networks, by means of the
airtime. The proposed mechanism (called ATERR) is based on considering the airtime
as the wireless resource to be shared and allocated. We also develop an analytical
model of the ATERR algorithm, which shed light on how such resources could be split
and on the capacities and limitations of the proposal. The validity of the proposed
model is assessed by means of a simulation-based evaluation on the ns-3 framework.

Finally, regarding the QoS Slicing problem, we consider two different performance
requirements: a guaranteed minimum bit rate and a maximum allowable delay; and a
capacity requirement which can bound the amount of resources allocated. We formulate
the resource allocation problem to the different slices as a stochastic optimization
problem, where each slice’s requirement of bit rate, delay, and capacity is modeled as a
constraint. We devise a solution to the aforementioned problem using the Lyapunov
drift optimization theory and obtain an approximate deterministic problem. With
this solution, we develop a novel queuing and scheduling algorithm which allows

implementing the obtained solution in WiFi devices.
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Chapter 1
Introduction

In the last thirty years, wireless communications have been established as a commodity
and have become essential in the evolution of telecommunications. The number of
devices that have wireless capabilities has increased dramatically, going from innate
communication devices such as computers or phones to home appliances as televisions
and fridges. Even more, wireless access has become the predominant way of connecting
to the Internet, which makes necessary for wireless networks to bear ever-increasing
amounts of traffic, from web browsing to video streaming and voice calls. For example,
the last update of the VNI report from Cisco [24] predicts that global IP traffic will be
three times higher by the year 2022, where 81% of this traffic will proceed from non-PC
devices while in 2017 it was of 59%. Moreover, traffic from tablets, smart-phones, and
machine-to-machine devices will show the highest increment. So, by 2022, traffic from
wireless devices will be much higher than that originated in wired devices. Also, the
amount of devices connected to the Internet through wireless will increase dramatically,
not only because the number of smart-phones, tablets and wearables will increase,
but also because of new paradigms as Machine-to-Machine (M2M) communications
and Internet of Things (IoT), where all kind of electronic devices will have wireless
communications capabilities.

These increasing demands have been considered in the design of the recent fifth
generation (5G) of mobile networks, which is expected to support the future require-
ments of new applications and services. The overall technical challenges of 5G can
be grouped in two fundamental directions to where mobile networks and applications
would evolve: (i) there will be an explosion of traffic caused by the increment of users
and the demand of better user experience; (ii) the appearance of new applications and
services, such as Internet of Things which will require ubiquitous connectivity and

massive deployment of devices. Therefore, in comparison with current 4G technologies,
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5G is expected to provide data rates a 1000 time faster, to reduce latency by an order
of magnitude and to support a number of connected devices 10 to 100 times higher
without increasing costs and energy consumption [9, 64].

Even more, in the last years, there has been a trend of increasing heterogeneity in
wireless access networks with new types of communications, diverse access technologies
and diverse offered services. It is expected that in 5G the heterogeneity increases,
requiring new management and control techniques to cope with this diversity. As
mentioned, 5G wireless networks will need to provide service to a variety of different
applications and use-cases employing for this purpose diverse technologies and equip-
ment. However, it will not be necessary to cope with all these requirements at the same
time, everywhere and for all users and applications. Some applications may need high
data rates but not a reduced latency or some may need extreme latency guarantees
with no requirement on data rates. Hence, the network infrastructure will need to deal
with a diversity of traffic patterns, service requirements and devices capabilities. It
is envisioned that, in this scenario, efficient use of network resources can be achieved
by individually managing and controlling each use-case [67]. This will be one of the
new and different characteristics of 5G, which was not considered on 4G and previous
systems.

Therefore, the Network Slicing concept has been proposed as a paradigm to enable
future 5G networks to support all those heterogeneous requirements. With network
slicing, a shared physical network infrastructure can be partitioned into multiple
self-contained logical pieces (called slices) with customized functions established to
meet certain network characteristics and requirements. Furthermore, slicing allows
providing better resource isolation as well as increased efficiency of resource usage.
Within this paradigm, each slice can be seen as an end-to-end virtual network which
allows infrastructure operators to allocate resources to service providers (tenants) by
creating dynamic and on-demand resource slices. The tenants have complete control
over those isolated resources, and they use them to satisfy their client’s demands.

As can be appreciated, network slicing encompasses a variety of different functional
and performance requirements and can be applied to the entire network which includes
the data center and the cloud, the core and metro wired network and the wireless access
network. This engenders an enormous number of challenges, mainly associated with the
virtualization and allocation of network resources. Therefore, this work concentrates
on the difficulties of partitioning the Radio Access Network (RAN) into slices with

specific performance requirements.
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To implement network slicing in the RAN, specific mechanisms to allocate wireless
physical resources to the slices are needed. Our research focuses on the design and
implementation of resource allocation policies and mechanisms for the wireless edge
of the network. However, in the process of designing these policies and mechanisms,
it was noticed the lack of precise definitions of the slicing concepts as well as an
absence of an accurate problem description and formulation. Therefore, this thesis also
elaborates on those issues. In particular, the thesis focuses on the IEEE 802.11 (WiFi)
technology, for which slicing has not been thoroughly studied, despite its doubtless
relevance, given that 5G networks are being designed to be multi-technology, and
they are being deployed to work with already existing infrastructures. In this context,
available WiF1i infrastructure, which is massively deployed, can be used to leverage 5G
capabilities. This thesis intends to overcome this limitation by proposing a solution to
implement network slicing in WiFi Access Points (AP). Within this technology, the
proposed solution concentrates on slices which demand performance requirements to
be guaranteed to its users.

The following sections provide more details about the problem and objectives

covered in this dissertation.

1.1 Problem Statement

When implementing slicing on a wireless network, the principal issue to deal with
is how to assign the physical resources to the different slices. This is known as the
resource allocation problem and is well studied by computer science and networking
researchers [52, 38]. The particularity of wireless slicing (in comparison with wired
networks) is that it not only includes the slicing of the specific wireless hardware but
also the radio spectrum that is used as the medium for communication. The difference
arises because the wireless medium introduces a number of problems and challenges
that did not exist in the wired domain, for example, loss of signal power because of
propagation, interference, user mobility, different radio technologies and standards, etc.

The assignment of wireless resources to slices presents many issues, some related
specifically to the wireless networks and others related to the assignment problem
itself. In this section the problem of resource allocation and control in wireless slicing

is presented.
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1.1.1 Wireless Resource Management

In fixed networks, the resource management problem has gain recent attention in
the context of network virtualization. In this context, two main problems are being
considered: Virtual Network Embedding (VNE) and Dynamic Resource Allocation
(DRA) [75]. The VNE problem consists on solving the mapping between virtual
resources and physical resources while DRA consists on opportunistically adjusting
assigned resources based on the traffic demand. Network slicing shares many similarities
with network virtualization and the same problem division can be considered. However,
in wireless, because of the wireless channel particularities mentioned before, new
challenges are added to both tasks and also new issues appear.

Regarding the embedding problem we have identified two new challenges: (i) the
heterogeneity and variability of resources and (ii) the variability of final users location.
In the case of DRA, also new challenges appear: in wireless, not only the traffic load can
change, but also the link capacity and the network load (number of connected devices).
Hence, the allocation of resources needs to be adjusted considering this new dynamism.
Even more, within a single slice, different users can have different link capacities, and
then, resource allocation has to consider each user’s link characteristics. Therefore,
dynamic resource allocation becomes essential in wireless networks to guarantee that the
embedding is respected, that isolation between slices is guaranteed and that resources
are used efficiently.

Therefore, we also propose to consider those two problems for slicing: the Slice
Embedding (SE) and the Dynamic Resource Allocation. Nevertheless, we have also
divided both problems (SE and DRA) in sub-tasks which deal with some of the
mentioned challenges (see Figure 1.1). The Slice Embedding problem has been divided
in the Modelling of Resources and Requests task which includes the definition and
modelling of physical resources and of resource requests and in the Mapping Algorithm
task, which maps the resources requested by the slices into physical resources. Dynamic
Resource Allocation has also been divided in two sub-tasks: the Decision Making
and the FEnforcement and Control. Decision Making is the task of deciding how
much resources and of what kind must be given to each slice at each moment, and
the Enforcement and Control task covers the aspects of implementing the decided
allocation and of controlling that the assignment is preserved. Following, we introduce
in more detail both problems and show some of the challenges a wireless slicing solution
will need to undertake.
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Fig. 1.1 Wireless Slicing Problem Taxonomy

1.1.2 Embedding

As stated previously, for the wireless resource slicing approach, we have divided the
Embedding problem in two sub-tasks: the Modeling of Resources and Requests and the
Mapping Algorithm.

The definition and modeling of resources and requests considers these aspects:

1. Definition of what the resources are.

2. If necessary, definition of a model for representing the resources.
3. Selection of a way to partition the resources.

4. Definition of a way for modeling the request of resources.

Regarding aspects 1 and 2, in the wireless domain, what the resources are and
how they are modeled could vary depending on the point of view. The resources
can be the available radio spectrum (divided also in time, frequency or space), the
available transmission time or the capacity of the medium. For points 3 and 4, existent
works propose different models of the allocation problem, from low-level and highly
technology-dependent models (resource-based models) to more general high-level models
(throughput-based models) [59]. A detailed analysis on this issue is provided in Section
2.4.
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After deciding what are the resources, how they are modeled and how to model the
requests, the next step is to define an algorithm to assign the resources so as to fulfill
the requests, the Mapping Algorithm. The algorithm will be tightly coupled with the

defined models and has to consider some important challenges:

o On-line requests of slices: Requests can come in different moments of time.

o Users location: The location of the users belonging to the slices is an important
restriction as wireless devices can only have access to physical resources on their

proximity.

o Heterogeneous link bandwidths: 1t is possible that two devices connected to the

same antenna need different quantity of resources to achieve the same performance.

1.1.3 Dynamic Resource Allocation

As already mentioned, the Dynamic Resource Allocation problem consists on the design
of mechanisms to keep or update the assignment in case of changes, so as to guarantee
isolation and efficient resource utilization. We divided this problem in two sub-tasks:
the Decision Making and the Enforcement and Control.

The Decision Making is in charge of deciding changes on the allocated resources.
For example, it includes opportunistically increasing or decreasing assigned resources
based on the utilization, as proposed in [75]. But it must also take decisions based on
changes in the link conditions or in the number of connected devices. For example, it
can decide to deallocate a slice if a sever change in the link capacity makes impossible
to maintain the slices isolated.

Because of the particularities of wireless transmissions, applying the decisions made
by the Decision Making algorithm is not trivial. The Enforcement and Control task
is responsible for the development of techniques and mechanisms that translate the
decisions into actions in the resources. The type of actions and the actual implementa-
tion will depend mostly on the wireless technology used, but also on the models and
specifications defined by the Embedding task. In general, the context and scope of
the enforcement task will be limited to a single wireless device, differently from the
decision making task which can have a more global view of the network.

Controlling that the resource allocation (and so the slice specification) is preserved
is another responsibility of the Enforcement and Control task, which we call the

isolation problem. The fundamental idea of isolation is to avoid the deterioration on
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the performance of one slice because of any change on another slice (like number of

devices, flows, channel conditions) or because of the destruction or creation of slices.

1.2 Research Objectives and Approach

1.2.1 Objectives

The main goal of this thesis is to design and develop resource allocation techniques
and mechanisms to implement Network Slicing in the context of WiFi access networks.
It is expected that the developed mechanisms allocate resources efficiently, that can
guarantee different performance requirements of the slices and that maintain the
isolation of the slices.

For achieving this goal the focus will be given to the problem of dynamic resource
allocation and mainly to the Enforcement and Control task. However, for the design of
a comprehensive slicing mechanism some previous objectives have to be accomplished,
so we will also consider the resources and requests modelling problem. The rationale for
focusing the research in the Enforcement and Control task is that after a detailed study
of existing slicing solutions it was found a gap between dynamic resource allocation
mechanisms and the actual implementation of the allocations in the wireless devices.
There exist several proposals for frameworks and management solutions to implement
dynamic resource allocation which assume that the resource allocations decisions taken
can be implemented in the wireless devices. However, this is not completely true and
is a complex task.

The specific objectives proposed for this research are:

1. To study the resource model possibilities available in the context of WiFi tech-

nology as well as to analyze possible models for the slices’ requests of resources
in WiFi.

2. To design, develop and evaluate enforcement and control mechanisms for the

allocation of wireless resources to slices in WilFi.

3. To focus the design, development and evaluation of the proposed mechanisms in

terms of efficiency, quality of service guarantees and isolation.
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1.2.2 Methodology

Overall, this thesis is a feasibility study, with theoretical and empirical parts, intending
to answer the following question: is it possible to implement slicing with specific
Quality of Service guarantees on WiFi access networks?

For answering this question, we followed a set of steps based on a literature survey,
analysis, formal modeling, design, prototyping, and simulation. The obtained results
were both qualitative and quantitative.

The research started with a comprehensive analysis on the slicing paradigm and
on the main challenges of slicing a wireless network with QoS guarantees. Then it
follows with a thorough study of the state of the art in the field of wireless network
virtualization and slicing with an emphasis on embedding, resource allocation and
isolation problems. This contributed with the necessary background on the problem,
exposing the limitations of existent solutions and providing open research directions.

Afterwards, analytical models were developed for the study of the problem, with
the focus set on the impact of the WiFi technology on the slicing approach. Later,
the strategy consists of following a proof by construction method, developing new
techniques and mechanisms and designing and implementing prototype solutions in
simulation frameworks. An iterative-incremental process was followed for the analysis,
design and implementation of the solutions.

For the assessment of the proposed solutions, specific evaluation scenarios were
defined, with the objective of replicating typical scenarios and use cases of wireless
networks. Furthermore, evaluation and validation metrics were defined with focus on
the points of view of the network operator and the final user. Evaluation, as well as

prototyping, was based on network simulation tools.

1.3 Contributions and Publications

This thesis contributes to the area of resource management and control in wireless
networks. Specifically, it proposes new approaches for dynamic resource allocation in

WiFi networks for achieving Quality of Service Slicing. The main contributions are:

o A deep analysis of the Network Slicing concept with focus on the problems and

challenges of wireless slicing.

e A survey on wireless slicing approaches which results as an outcome of the
literature review. It contributes with a comprehensive review of existent work

and with a discussion of current limitations and open research problems.
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o A management architecture for achieving slicing in a wireless network.

o A resource model and allocation mechanism for slicing in WiFi. So as to achieve
the objective of QoS Slicing, as a previous step we develop a model for resource
allocation in WiFi. As a result we propose a model and a mechanism to partition

and allocate the transmission time (airtime) in WiFi Access Points.

e An enforcement and control mechanism for QoS Slicing in WiFi. A mechanism
that implements the resource allocation in the wireless hardware, guarantees

isolation and ensures the slice specification is met.

In the process of elaborating this thesis, the following publications were produced:
Journals

o Matias Richart, Javier Baliosian, Joan Serrat, Juan-Luis Gorricho, Ramén Agiiero,
“Slicing in WiFi Networks Through Airtime-Based Resource Allocation', in
Journal of Network and Systems Management, pp. 1-31, Nov. 2018.

o Matias Richart, Javier Baliosian, Joan Serrat, Juan-Luis Gorricho, “Resource
Slicing in Virtual Wireless Networks: A Survey," in IEEE Transactions on Network
and Service Management, vol. 13, no. 3, pp. 462-476, Sept. 2016.

Conferences

o Matias Richart, Javier Baliosian, Joan Serrat, Juan-Luis Gorricho, Ramoén Agiiero,
“Guaranteed Bit Rate Slicing in WiFi Networks"', IEEE Wireless Communications
and Networking Conference (WCNC), Marrakech, Morroco, 2019.

« Matias Richart, Javier Baliosian, Joan Serrat, Juan-Luis Gorricho, Ramoén Agiiero,
Nazim Agoulmine, “Resource allocation for network slicing in WiFi access points',
13th International Conference on Network and Service Management (CNSM),
Tokyo, 2017, pp. 1-4.

The body of this thesis is strongly based on the contents of the journal publications
listed above.

1.4 Thesis Layout

The rest of the thesis is organized as follows. Chapter 2 presents an introduction

to Wireless Network Slicing, providing an exhaustive definition as well as the main
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motivations and enablers for this new paradigm. In the same Chapter, a detailed
analysis of the wireless slicing problem is provided and a wireless slicing management
architecture is depicted. In Chapter 3 the state of the art in wireless slicing is presented,
with special focus on the resource allocation problems. Chapter 4 proposes a resource
allocation strategy for WiFi networks, based on considering the transmission time
(airtime) as the assignable resource. In Chapter 5 a mechanism to achieve QoS Slicing
in WiFi networks is presented. The mechanism is build over the airtime allocation
mechanism developed in the previous Chapter and is based on a scheduling strategy
to provide guaranteed bit rate and guaranteed bounded delay to each flow of a slice.
Finally, Chapter 6 concludes the thesis and provides some insights in open research

directions in wireless slicing.



Chapter 2
Wireless Network Slicing

This chapter introduces in detail the concept of network slicing, with the focus on
the different definitions, the main motivations, and enablers. It also elaborates on the
problem of slicing a wireless network and describes the wireless network slicing overall

architecture used in this thesis as framework.

2.1 Network Slicing Definition

Network Slicing is a new network paradigm developed within the context of recent
5G networks which proposes the partition of the physical network infrastructure into
multiple self-contained logical (or virtual) networks called slices. According to 3GPP
2], a Network Slice is a logical network that provides specific network capabilities
and network characteristics. Even more, a Network Slice Instance is defined as a set
of Network Function Instances and the required physical resources which compose
a deployed Network Slice. During the last years, the network slicing approach has
consolidated as a main enabler for 5G networks. As explained in [64], network slices
leverage deploying services with contradictory requirements over a shared infrastructure,
easing the management of the network. In particular, slicing the network allows to
individually configure the networks edge-to-edge and define specific functions for each
case, while sharing the same infrastructure. Moreover, in [33] slicing is proposed as
one of the key capabilities of 5G to manage the expected heterogeneous requirements
of future mobile networks.

Despite their end-to-end nature, and the intrinsic intention of slices of being deployed
to support particular services, seen from the point of view of an AP, we regard a slice

as a set of traffic flows with some common features, and demanding some performance
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requirements!. That is complementary to the previous definition, and, as in our
previous work [93], is the working perspective for this thesis.

Within this perspective, some slice examples would be: all the flows produced by
the same type of device as source or destination (e.g., sensors); the flows of a VoIP
service; the flows from or to a user of a given operator, etc. Moreover, a slice can
support flows from multiple clients (mobile devices connected to the network), but at
the same time, a client can participate in multiple slices. However, a flow belongs to a
single slice, and slices are always independent between each other. As mentioned, this
perspective of a network slice is complementary to existing definitions and would help
on the design of a network slicing solution.

With network slicing, infrastructure providers can lend their network resources to
new business players, such as virtual mobile network operators (VMNOs) or Over-The-
Top (OTT) services. These novel players act as tenants of the infrastructure and are
given complete control over the lent resources. Therefore, delivering efficient resource
allocation as well as guaranteeing isolation, are the main challenges of this paradigm.

Regarding the possible requirements of a slice, in [1] the most relevant network

slicing requirements are identified, describing two main types:

o Slices may be tailored to provide different functional requirements like priority,
charging or mobility that can be achieved, for example, by implementing only
the necessary functions for a slice, while avoiding functions that are not required

for that specific service.

o Slices may also have different performance requirements such as latency, reliability,

or bit rate.

Nevertheless, because of the novelty of the paradigm, some other approaches to network
slicing have also been considered. During the work developed in this research, we have

proposed to classify slicing in two variants:

o Quality-of-Service Slicing (Qo0SS): slices supporting different services and ensuring
their Quality of Service, regardless of the required resources. For example, a slice
can be created to assure a minimum guaranteed latency or to provide a minimum

guaranteed bandwidth to a given service.

o Infrastructure-Sharing Slicing (15S): similar to the idea of network virtualization,

a set of resources are allocated for the exclusive use of a tenant. The tenant

LA traffic flow is a stream of packets sent between a given source and destination. For example, a
flow in an IP network is identified by the source and destination IP addresses and the source and
destination ports.
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(e.g., Mobile Virtual Network Operator) has complete control over the network

infrastructure and network functions within the slice.

Hence, the QoSS variant requires the slice provider to seek performance objectives
for each flow in the slice, while in 1SS the tenant requires a set of resources to be
allocated for the whole slice. Although the ISS approach is not explicitly included in
the previous definitions given it provides neither performance or functional guarantees,
we envision it has potential to be used in some scenarios, as can be seen in recent
works which propose a similar approach: [50, 25, 100].

An example scenario for applying the QoS Slicing is given in [32]. This scenario con-
sists of a future 5G network operator offering differentiated types of services depending
on the specific use case. For example, a high-throughput service for smart-phones, a
low-rate non-critical service for Internet of Things (IoT) or Machine to Machine (M2M)
communications and a low-latency service for critical real-time communications. So,
the scenario is a combination of these use cases, each one with its specific requirements,
and the operator has to jointly provide service and management for all of them. To
cope with these requirements, isolated slices are defined, each one giving service to a

specific group of users or devices (see Figure 2.1).

&
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' Access node . Cloud node (edge & central) . Networking node ' . . Part of slice

Fig. 2.1 Example of slices in a 5G scenario. Source: [32].
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2.2 Motivation

We have already mentioned some of the motivations for implementing slicing on the
wireless domain. In what follows, we thoroughly detail the major benefits the slicing

approach brings to networks and in particular to wireless networks.

2.2.1 Heterogeneous Service Differentiation

In the current context, where there is a wide variety of services and devices that wireless
networks have to deal with, slicing becomes a way to isolate and accomplish different
requirements simultaneously. On sharing resources, slicing enables the creation of
customized services with fine control features of QoS [27]. The idea is to divide the
network into slices made of different resources and capacities so as to offer differentiated
services for heterogeneous use cases. Even more, in [33], slicing is presented as one of the
key enablers of future 5G Systems to manage the expected heterogeneous requirements.

It is also possible to define slices for specific applications, which may require
customized network capabilities [117]. With virtualization, a layer of abstraction over
the slice can be defined so as to control the network as a black box to easily specify
application requirements. Another possible approach is to have customized slices per
type of device or per type of user requirement. Network slices offer efficient resource
utilization as each slice can be customized for a specific service and on a dynamic
on-demand way. This dynamism, is the key difference from existing similar proposals
as VPNs.

2.2.2 Network Management

As said in [64], “The management of different applications with contradictory require-
ments on a common infrastructure can be performed via separated network slices”.
Slicing the network allows to individually configure the slices edge-to-edge and define
specific functions for each case, while sharing the same infrastructure and avoiding
higher costs. For example, slicing allows to allocate only the necessary functions and
to reserve resources on the entire path of the communication, allowing the network
configuration to be tailored for each case.

Slicing also provides flexibility to dynamically create and destroy slices depending
on the operators policies, with the help of Network Function Virtualization (NFV) and
Software Defined Networks (SDN). The objective is to virtualize as many functions as

possible, and those that cannot be virtualized should be programmable and configurable
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[32]. Even more, in the case of slices defined per type of service or device, as it is
known which service each slice is servicing, the network can be simplified by removing
functions that are not necessary. For example, if a slice is giving access to static
sensors, mobility management can be reduced to a minimum. This way, management

is simplified, becoming easier to develop autonomic management for each specific slice.

2.2.3 Heterogeneous Radio Access Technologies

Slicing can also help on the management of networks using heterogeneous Radio Access
Technologies (RATS). It is becoming more common to have different RATs working on
the same network as a way to alleviate the spectrum scarcity problem. For example,
WiFi has become an important player on the mobile business as a way to offload data
transmissions of mobile devices like smart-phones or tablets. This way, end users avoid
the extra cost penalty when exceeding the contracted data usage limit. For instance,
in the 2017 VNI report from Cisco [24] it is reported that more than half of data
traffic from mobile devices is offloaded to WiFi Access Points. Resource allocation
from different technologies can be handled from a slicing perspective where, depending
on parameters such as: throughput, user location or costs, the best RAT is assigned to
each slice.

The spectrum efficiency can also be improved with slicing, as it is possible to
match different requirements to the best available radio resources [113]. To allow this
possibility, the network must encompass virtualized or programmable wireless interfaces,
as well as different wireless technologies, as expected in future wireless networks. Then,
as predicted in [116], the future leads to the coexistence and convergence of different
wireless technologies composing a service-oriented infrastructure. Slicing appears as

one possible solution to allow this coexistence by simplifying the management.

2.2.4 Infrastructure Sharing

Another important motivation for slicing is infrastructure sharing. It is similar to the
service differentiation concept but, in this case, each slice can be used by a different
operator offering its own services. For example, in 2014 there were in the UK 41 mobile
virtual operators, which are customers of mobile infrastructure providers [87]. Most of
them offer similar services of voice, SMS and data as the incumbent operator. Slicing
facilitates the infrastructure management and provides isolation between different

operators.
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From a different point of view, the idea of sharing the infrastructure gives operators
more flexibility to change their logical network and efficiently use their resources [122].
This idea is also backed by the Telemanagement Forum [39], which quoted: “The expec-
tation is that 5G will offer multiple virtual networks with different cost/performance

characteristics across a shared infrastructure”.

2.2.5 Flexibility for New Services and Business Models

From a business point of view, network slicing promotes the introduction of new use
cases without increasing costs thanks to the ability to share the infrastructure by
different slices. This can allow to provide service to devices with low traffic demands
on highly dense areas (e.g. [0T) without increasing costs, as 5G needs to do. Besides,
as a standardized API for programming the network could be offered, slicing leverages
the Everything as a Service (XaaS) business model and allows third parties to explore

new opportunities.

2.3 Wireless Slicing Enablers

In this section the concepts of Wireless Network Virtualization (WNV), Network Func-
tion Virtualization (NFV) and Software Defined Networks (SDN) are briefly described
and some existing works on these topics are reviewed, showing their contribution to
the implementation of slicing. This concepts are considered fundamental enablers for

the wireless slicing purpose.

2.3.1 Wireless Network Virtualization

WNV aims to share a common network infrastructure, including the radio resources,
among different virtual networks. We can identify five different goals behind this

paradigm:

e The definition of an abstraction layer to simplify the provisioning of wireless

access from heterogeneous networks.
o High-level management and programmability of wireless networks.
o Network slicing by service, user or application.

 Infrastructure sharing.
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« Radio spectrum sharing.

Wireless virtualization, in comparison with wired network virtualization, encom-
passes the virtualization of specific wireless hardware and the radio spectrum as well.
The virtualization of the wireless medium introduces a number of challenges that do
not exist in the wired domain, e.g.: the signal propagation, the interference, the user
mobility or the considered radio access technology. All these particularities will be the
focus of WNV.

Virtualization of a wireless network can be applied at different layers and degrees,
from only virtualizing the core network to virtualizing the radio spectrum and physical
layer of base stations. Even more, the motivations for virtualizing a wireless network
can be very diverse: from enabling the infrastructure sharing among several operators,
to offering a layer of abstraction in order to simplify the network management. There
is an extended bibliography devoted to WNV| treating the subject under different
perspectives, tackling a specific problem or using a particular technology. The works
of Wen et. al. [116] and Liang and Yu [68] offer a comprehensive view on WNV and

present existing works on this field.

WNYV as an Enabler for Slicing

Virtualization and slicing are two concepts so coupled that virtualization becomes the
principal technology enabler for slicing. Nowadays, all slicing proposals consider each
slice as some kind of virtual network in order to achieve the objectives behind wireless
network slicing.

Some frameworks for virtualizing wireless networks have been proposed in the last
years: [97, 47, 78, 88]. In general, these proposals do not provide details about their
implementation, but they present candidate design guidelines. These works provide
the foundations for a wireless network slicing design. Common to all proposals, there

are two requirements wireless virtual networks will need to satisfy:

» the coexistence of different virtual networks mapped onto the same physical

network,

e the isolation of the virtual networks so as to avoid conflicts between coexistent

virtual networks.



18 Wireless Network Slicing

2.3.2 Software Defined Networking

The main idea of SDN is to decouple the data and control planes, moving the control
plane from the network devices to a central location [51]. Then, the forwarding devices
(switches or routers) just apply the forwarding rules programmed by a controller
element. In this regard, one of the principal technologies used to implement SDN is
OpenFlow [72]. OpenFlow is a protocol which specifies the communication between a
SDN controller and network switches. In particular it allows the controller to configure
the packet forwarding policies in the network switches.

These SDN ideas imply a separation between the network’s policies definition,
their implementation in hardware, and the forwarding of data. With this separation,
considerable flexibility is achieved, which allows a simpler management of the network
[61].

Applying SDN to the wireless domain, some works have proposed different designs,
frameworks and tools [120, 90]. Many of the SDN proposals have concentrated on
decoupling the management from the hardware and the technology, to be able to give
a unique interface to control a heterogeneous network. As we will show next, several
works have focused on abstracting from the wireless technology and on allowing network
programmability, but do not consider the isolation and coexistence of virtual networks
over a shared infrastructure. However, both paradigms, SDN and virtualization, seem
to be necessary for achieving a complete cross-layer solution to manage, program, share

and slice a heterogeneous wireless network.

SDN as an Enabler for Slicing

Deploying and managing a sliced wireless network are complex tasks if not handled
correctly. In our opinion, SDN is the necessary tool for easing these tasks, and it
is crucial for achieving the needed flexibility and programmability a sliced wireless
network will need. Even though SDN does not appear as the solution for the slicing
problem itself, hereafter are mentioned some existing ideas of how SDN would be
helpful for wireless network slicing.

A good example of how SDN can be helpful is FlowVisor [104]. This slicing tool
is designed and used in wired networks to achieve slicing and flow isolation. The
FlowVisor architecture consists on a hypervisor which acts as a virtualization layer
between the network switches and the SDN controller. Specifically, it enables to have
multiple OpwnFlow controllers over the same physical infrastructure. Although in a

wireless scenario the problems are different, the main ideas of flow-based slicing and
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control message isolation can be used in the wireless domain. In summary, the idea
of flow-based slicing consists on considering a slice as a set of traffic flows which are
controlled by a single OpenFlow controller. Moreover, FlowVisor also visualize and
isolate the control channel of OpenFlow so that each controller can only access its own
traffic flows configuration.

In the cellular domain, SoftCell [53] focuses on the core network of cellular providers.
It proposes the use of the SDN paradigm at the providers network by using common
switches and middle-boxes instead of specific proprietary hardware. This approach
tackles particular problems of this kind of networks, such as scalability and high
bandwidth requirements. In a similar way, MobileFlow [89] proposes an architecture
for deploying SDN onto mobile operators, in particular with 3GPP infrastructure. The
architecture is called Software-Defined Mobile Network (SDMN) and its main idea
is “to provide maximum flexibility, openness, and programmability to future carriers
without mandating any changes in user equipment”. In this architecture, the data and
control planes are decoupled and the functions of each plane are virtualized.

The works above mentioned are the most direct application of the SDN paradigm
on a cellular network. Although, not the focus of our work, the slicing of the backbone
of a cellular network is an important aspect of any slicing approach. Increasing the
flexibility and programmability of this part of the network is essential.

A more ambitious approach is proposed in SoftRAN [40]. It defines a virtual big-base
station that logically groups geographically close physical base stations. The idea
is that these physical base stations can be centrally managed to facilitate the radio
resource allocation and the interference mitigation. For this, the authors propose an
abstraction of the radio resources through the virtualization of the physical resources.
Also, an Application Programming Interface (API) is proposed to export the state of
the network to an external manager which can program the control plane. In this case,
the control plane of the wireless devices is decoupled from hardware.

In [35] FlexRAN is presented, which is a SDN solution for RAN slicing. The proposed
slicing framework is implemented in the open-source platform OpenAirlnterface [86]
which is the main difference and advantage from previous works. This allows the
solution to be deployed in testbeds and evaluated in real field scenarios. In FlexRAN
the control and data planes of base stations are decoupled by providing a novel API
(FlexRAN Agent API) between a FlexRAN local agent (control plane) and the base
station (data plane). The proposed control plane consists of the FlexRAN agents
which are instantiated on each base station and a unified global controller which

communicates with a custom-designed protocol. This platform is design to allow a
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flexible and programmable control plane which would enable slicing applications to be
easily implemented.

For WiFi systems, some works have been proposed in the last few years, introducing
the SDN paradigm to wireless LANs [29]. In [121] it is described an approach for
slicing a home network. In this work several of the already mentioned use cases and
motivations are discussed for the specific case of slicing a WiFi network of a house.
The presented scheme is based on SDN so as to split a home network into different
slices. However, the authors did not provide many details on how the partition is made
or the resources shared.

Odin [108, 103] is a framework for enabling the programmability of a wireless
network. The most interesting idea is the definition of an abstraction called Light
Virtual Access Point (LVAP). This formalizes a logical connection between a client and
an AP to maintain the status of the association. The idea is that these LVAPs can be
allocated on any kind of hardware (WiFi AP or LTE eNodeB). Then an API is defined
S0 as to access network parameters and to reconfigure the network. The objective of
this approach is to build high-level applications to manage the network. Similar works
that extend, use and improve these ideas are: Empower [95] and AeroFlux [101, 102].

The previously mentioned ideas of wireless resource abstraction can be used in a
slicing approach to set-up slices and to specify their resources. Also, the decoupling
of control from hardware and the centralized management are necessary to develop
different control planes for the different slices. In relation to WiFi, SDN approaches
are essential for implementing slicing on WiFi networks. For example, the LVAP idea
could be extended or modified to be used in slicing, having an LVAP per slice and so,

easing the wireless configuration of each slice.

2.3.3 Network Function Virtualization

The main idea behind NFV is the decoupling of network functions from the physical
network equipment where they run on [74]. This is achieved by removing their execution
from specific hardware and, by means of virtualization, run on standalone hardware,
with the additional possibility to be deployed on any location.

Hence, a network service can be decomposed into a set of network functions, which
are then virtualized and executed on general purpose servers. This way, the Virtualized
Network Functions (VNFS) can be easily created, moved or destroyed, anywhere and
at anytime, giving flexibility and lowering costs to the network operator. With NFV,
more dynamic and service-aware networks are possible with lower operating and capital

expenditures [74].
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NFV as an Enabler for Slicing

As already mentioned, we see NF'V as an enabler for slicing a wireless network. It will
make the creation and management of slices easier to perform if some functions can be
taken from proprietary hardware, virtualized and run centrally. In the following, we
describe some works where we found ideas that can be applied to slicing a wireless
network.

The approach of Software Defined Radio (SDR), where signal processing functions
are run in a centralized manner by general purpose hardware is clearly a NFV approach.
Cloud-RAN [23, 43] is a SDR architecture with the objective of taking away the signal
processing functions from the Base Stations to put them in the cloud. This way, these
heavy processing functions can be run on general purpose hardware, and therefore
this solution reduces capital costs and promotes the deployment of new technologies.
Another example is the work in [44] where the authors apply NFV to the Evolved
Packet Core (EPC) of a LTE network. EPC is the core network for LTE systems
consisting on a number of entities in charge of functions such as: mobility, routing and
forwarding, access control, pricing, etc. The objective of this work is to virtualize the
functions of all these entities on the cloud, but grouping some of the functions on the
same server to reduce transactions over the network.

CloudMAC [26] proposes to move all MAC processing functions currently run
by WiFi APs to the cloud. In this proposal, the functionality of APs is limited to
forwarding frames, consequently all the processing is done on a central server where
Virtual APs are running as virtual machines. To connect the physical AP (now called
Wireless Termination Point, WTP) to the Virtual Access Point (VAP), tunnels and
OpenFlow switches are used.

Having network functions decoupled from hardware and grouped at a single location
could be a solution to many of the slicing problems we will describe later. For example,
with an SDR approach or with the idea of a decoupled MAC from CloudMAC, it could
be possible to modify the MAC-layer or PHY-layer implementation to adapt it to new
requirements (e.g. prioritizing some traffic over other). Also, with NFV at the core of
the network, it would be possible to assign to each slice specific network functions and

to remove others so as to tailor the slice for a specific scenario.

2.4 Analysis of the Wireless Slicing Problem

This section provides more details about the different problems tackled in this dis-

sertation and introduces some concepts that will be used through the document. It
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is important to note that all the challenges mentioned here are highly dependant on
the radio access technology and, in particular, to the medium access technique used,

therefore a brief introduction to this matter can be found on Appendix A.

2.4.1 Modelling of Resources and Requests

As already mentioned in Section 1.1, one of the issues to be tackled so as to implement
wireless slicing is to define the resources to be assigned to the different slices as well as
how a tenant would request resources for a slice.

In the wired domain it is common practice to allocate resources such as link
bandwidth or CPU usage. This is possible because the available resources (as link
capacity) are fixed and known. However, in the wireless domain the bandwidth of
a link between the antenna and the client is unknown as it depends on the wireless
channel characteristics. This makes that sharing a resource as link bandwidth in the
wireless domain to be much more complex and dependant on variables external to the
managed network. Given that sharing bandwidth is not possible under this scheme,
the possible s