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Summary

Chronic malnutrition has been a persistent condiimong Ecuadorian children. It has the potential t
perpetuate the cycle of poverty by affecting cdgeitdevelopment, schooling achievements and the
potential lifetime income steam (Larrea, 2002; kar& Freire, 2002; Freire, et al., 1988) (Grantham-
McGregor, et al., 2000; Granthan-MacGregor, et 2007; Walker, et al., 2000; Walker, et al., 2007;
Martinez, et al., 2009).. The government-institutattitional-supplementation-program treats maltiotr

by replenishing important micronutrient stocks tigl daily nutritional supplements (Ministerio de
Inclusion Economica y Social, 2012; Ministerio @kelusion Economica y Social, 2013). In Chapter 2, |
apply a series of regression distribution (RD) arstrumental variable models and find no evideied t
this treatment program has a significant averafgecebn hemoglobin levelamong children. Are there

other social causes of chronic malnutrition?

The medical literature indicates that pre-nataleme! stress may increase the risk of adverse birth
outcomes and can have effects later in life bec@iatexposure to adverse in-utero conditionscésfa
series of “switches” in the genetic sequence adfidividual called the epigenome (Almond & Curri®14;
Gluckman, et al., 2005; Couzin, 2002; Rice, et 2010; Rice & Thapar, 2010; Zijlmans, et al., 2015;
Bussiéres, et al.,, 2015; Hobel, et al., 2008; $eh& Tanner, 2012; Currie & Rossin-Slater, 2013)
(Dancause, et al., 2011; Hilmert, et al., 2016;d,@t al., 2011; Harville & Do, 2016; Leppold, &t 2017;
Lederman, et al., 2004; Eskenazi, et al., 2007;Idagset al., 2016; Wainstock, et al., 2013; Camacho
2008) (Novak, et al., 2017; Eiriksddttir, et al013; Stein, et al., 1975; Hoek, et al., 1998; StiiCkt al.,
2005; Kannisto, et al., 1997; Barker, 1990; Holzpetral., 2001; Barker & Osmond, 1986; Barker, 1995
(Beydoun & Saftlas, 2008; Mansour & Rees, 2011; &z, 2008; Class, et al., 2011; Zhu, et al., 2013;
Gunnlaugsson, 2016; Eiriksdaéttir, et al., 2015n8&a, et al., 1997). In Chapter 3, | test this psmul
mechanism directly by using the 1999 financialisré&s an unanticipated exogenous stress shoc&.thas
sharp RD method and find thoseposed in-utero had significantly lower height-ége z-scores than their
non-exposed peers 12 years after the exposureeGamstly, the supplementation program’s limiteeeff
may be partially explained by exposure to pre-natatiernal stress. Additionally, a biological lodinging

1 Iron-deficiency anemia (IDA) is a condition chaexized by a depletion in iron reserves leading lmager than normal level of
Hb in the blood (U.S. Department of Health and HarBa&rvices, 2014). Hb is an iron-rich protein ttetries oxygen from the
lungs to the rest of the body.



pre-natal maternal stress to childhood growth ttajy provides a theoretical pathway linking social

exclusion to individual health.

In order to assess the validity of the later, img@ter 4, | test whether inequality has an effeahaimutrition

at the individual level. | find a causal exogenoapact of the Gini coefficient on malnutrition inmEndent

of household income in 2006 but not in 2014. Thimatuding Chapter gives partial evidence that
systematic social exclusion can both cause matimrtrand skew the effect of nutritional suppleméota
programs through its effect on pre-natal matertiabs (Larrea & Freire, 2002; Diez-Roux, 1998; Daat
2003; Preston, 1975; Lynch, et al., 2004; Wilkinst®96; Ellison, 2002; Macinko, et al., 2003; Wilkon,
2000; Davey Smith & Egger, 1996) (Lynch, et al.Q@0Lynch, et al., 2000; Lynch, et al., 2001; Beydo

& Saftlas, 2008; Camacho, 2008; Mansour & Rees]12Marins & Almeida, 2002; Willey, et al., 2009;
Aerts, et al., 2004; El Taguri, et al., 2009) (Ad&iDavid, 1997).



Chapter 1

Introduction

1.1 Outline of the problem

Childhood chronic malnutrition affects cognitiveve®pment, schooling achievements, potential lfieti
income steam, and thus has the potential to peafeethe cycle of poverty (Grantham-McGregor, et al.
2000; Granthan-MacGregor, et al., 2007; Walkea|.e2000; Walker, et al., 2007; Martinez, et 2009).
Currently, the Ecuadorian government distributesitmnal supplements to children under 5 (yearags)

to improve their reserves of micro-nutrients, thusating the immediate biological cause of maitiatr.
These efforts have had limited results (Chapte®8) why have these programs failed? | proposeata-
maternal stress affects the post-birth growth ¢tajg of the child through the effect it has onithe
epigenetic make, which, unlike the genetic codengles as a function of variations in, for examitie,
intra-uterine environment (Chapter 3). As a consega, a social context which enables long peridds o
chronic stress during pregnancy can have an effetite growth trajectory of a child (Chapter 4).

Chronic malnutrition has been a persistent condiimong Ecuadorian children (Larrea, 2002; Larrea &
Freire, 2002; Freire, et al., 1988). The governniestituted-nutritional-supplementation-programatse
the direct biological causes of malnutrition bylesshing important micronutrient stocks in the pod
through daily nutritional supplements. The suppletsare distributed free of charge to treat chiidreder

5 and administered by the parents at home (Mindsti Inclusion Economica y Social, 2012; Ministeri

de Inclusion Economica y Social, 2013).

In Chapter 2 (An evaluation of Ecuador’s policyresluce childhood iron deficiency anemia), | find no
evidence that this treatment program has a sigmifieffect on hemoglobin (Hb) levélsmong children. |
apply a series of regression distribution (RD) arefrumental variable (IV) models. | find no sigo#nt
effect of the change in the treatment policy in afifthe RD or IV models. However, when | include
heterogeneous effects by quantile of Hb in the IMei, | find a negative significant effect in thesf

2 Iron-deficiency anemia (IDA) is a condition chaexited by a depletion in iron reserves leading ltmagr than normal level of
Hb in the blood (U.S. Department of Health and HarBa&rvices, 2014). Hb is an iron-rich protein ttetries oxygen from the
lungs to the rest of the body



quantile and a positive significant effect in tleeend quantile. | suspect that these two oppodiiegte
cancel each other out when the average effectasuaned. The treatment can cause constipationohda
particularly among younger children who have nénat “sprinkles” before (Ministerio de Salud Publica
World Food Program, 2011). | suspect this is theseaof the negative effect in the first quantiléjck
implies that the effect of the treatment policy htigctually reduce Hb of the children when theydmee
sick. In any case, the average treatment effemdris, leading to the question: Are there othera@ziuses
of chronic malnutrition? And, what biological mecisn can explain the link between the social cantex
in which a child lives and the growth trajectorgyhmight follow? Can | test this mechanism dire2tly

The human genome is determined at conception arficked over time - it can be described as the
“hardware” of genetics. The epigenome, on the dtlagd, is the program that “switches” genes onffor o
and can be described as the “software” of genefioasequently, the epigenome can change as a oésult
environmental shocks. The medical literature in@isahat pre-natal-maternal (PNM) stress may irserea
the risk of adverse birth outcomes because fefad®xe to adverse in-utero conditions affectsshites

of “switches” in the genetic sequence of an indiaid Consequently, pre-natal maternal stress cae ha
effects later in life (AlImond & Currie, 2011; Glucian, et al., 2005; Couzin, 2002; Rice, et al., 2&i0e

& Thapar, 2010; Zijimans, et al., 2015; Bussieets)|., 2015; Hobel, et al., 2008; Schetter & Tan2el2;
Currie & Rossin-Slater, 2013) (Dancause, et all,12®ilmert, et al., 2016; Tong, et al., 2011; Héev&

Do, 2016; Leppold, et al., 2017; Lederman, et 2004; Eskenazi, et al., 2007; Maslow, et al., 2016;
Wainstock, et al., 2013; Camacho, 2008) (Novalal.eR017; Eiriksdottir, et al., 2013; Stein, et aB75;
Hoek, et al., 1998; St Clair, et al., 2005; Karmigt al., 1997; Barker, 1990; Holzman, et al., 2@arker

& Osmond, 1986; Barker, 1995) (Beydoun & Saftld@)& Mansour & Rees, 2011; Camacho, 2008; Class,
et al., 2011; Zhu, et al., 2013; Gunnlaugsson, 2B8ireksdottir, et al., 2015; Stanner, et al., 1997

In order to test this proposed mechanism direttfind a natural experiment. In Chapter 3 (Longnter
effects of pre-natal exposure to maternal stregglelace from the financial crisis in Ecuador) | uke
1999 financial crisis as an unanticipated exogestress shock, arguing it induced a potentiallysuezble
amount of hardship on pregnant women at the tinte lay extension, exposed the offspring to pre-natal
maternal stress. | measure the effects on thosewehe exposed in-utero 12 years after the factused
this natural experiment to identify an approprizaenter-factual (control group). | find a significacausal
effect on chronic malnutrition. Thos&posed in-utero had significantly lower height-fgye z-scores than

their non-exposed peers 12 years after the exposure



The results of this Chapter (3) have various inmgourtimplications. Firstly, the micronutrient
supplementation program’s limited effect may beiphy explained by exposure to PNM stress in-utero
a potential cause of malnutrition for which the gnaam has no methodological instrument. Secondly, a
biological locus linking PNM stress to the growthjéctory of a child provides a theoretical pathway
linking stress inducing social exclusion to individ health. That is to say, income inequality,
independently of income, can cause chronic chilbhotdtion, if inequality has an effect, indepentgof

income, on chronic stress.

In order to assess the validity of the later, ira@ler 4 (Malnutrition and inequality in Ecuador)ebt
whether inequality has an effect on malnutritiorthest individual level independent of income. | fiad
causal exogenous impact of the Gini coefficienhw@inutrition independent of household income in&00
but not in 2014. This concluding Chapter givesiphavidence that systematic social exclusion azth b
cause malnutrition and skew the effect of nutrilosupplementation programs through its effect NiVIP
stress (Larrea & Freire, 2002; Diez-Roux, 1998; tbea2003; Preston, 1975; Lynch, et al., 2004;
Wilkinson, 1996; Ellison, 2002; Macinko, et al.,@) Wilkinson, 2000; Davey Smith & Egger, 1996)
(Lynch, et al., 2000; Lynch, et al., 2000; Lynchak, 2001; Beydoun & Saftlas, 2008; Camacho, 2008
Mansour & Rees, 2011; Marins & Almeida, 2002; Willet al., 2009; Aerts, et al., 2004; El Taguriakt
2009) (Adair & David, 1997).

1.2 State of the art review
As mentioned above, this thesis begins with anuatiin of Ecuador’s policy to reduce childhood iron

deficiency anemia. | find various studies on nigniél supplementation programs that have found dhixe
results, similar to the ones found in my first deapNores and Bernet’'s (2010) review of 56 stuflied
substantial benefits to cognition, health and stthgan various countries. In Latin America, sintila
programs have varying results. Torrejon et al. 4dthd the Chilean fortified milk program favorgbl
affects iron but not the zinc levels of women ahideen. Varea et al. (2012) find the Argentinedcad
program significantly decreases the deficiency ibfuviin A and folate, however has no significaneeff
on anemia in lactating women one year after imptgat®n. Silva et al. (2008) find the Braziliantitied
milk program contributed to improve nutritional tsis of children. However, Bortolini and Vitolo (221
find the Brazilian dietary counseling program haseffect on the incidence of anemia, iron deficienc
anemia or iron deficiency among children 12 to Ihths (Nores & Barnett, 2010; Torrejon, et al.,£00
Varea, et al., 2012; Silva, et al., 2008; BortodnVitolo, 2012).



There is no evaluation of the nutritional suppletagon program in Ecuador. The literature focuses o
evaluating the effect of the conditional cash tfanprogram (Bono de Desarrollo Humano) on a rasfge
health indicators. Nores and Bernet (2010) findhetaansfer programs have a similar mean effecteatth

to nutrition-based programisvlanley et al.’s (2013) meta-analysis of 21 studiies the average effect of
cash transfer programs impact on height-for-agpomsitive but not statistically significant. Leondan
Younger (2007) find that the Ecuadorian cash temzdyment scheme has a significant effect onld’shi
nutritional status. Ponce and Bedi (2010) find mgmiicant effect of the program on second grader’s
cognitive achievements. Fernald and Hidrobo (20a&dipd significant effects on language development
however not for children living in urban areas aadsignificant effect on the z-score-of-height-&we or

on Hb concentration. Schady (2012) finds mixed Itsson anemia in women of reproductive age, and,
finally, Carranza Carona and Mendez Sayago (20ad)rfo significant effect on exclusive breastfegdin
practices (Nores & Barnett, 2010; Manley, et aQ12 Leon & Younger, 2007; Ponce & Bedi, 2010;
Fernald & Hidrobo, 2011; Schady, 2012; CarranzaaB& Mendez Sayago, 2014)

There is very little research on why any Ecuadonatritional supplementation or cash transfer paogr
fail to obtain the desired results when they doeétdl fail. There are no publications proposing other
biological mechanisms that might dampen the effeatess of these types of policies and therefore tke
little debate on how they might be improved. Asdarl can tell, there have been no previous puddish
studies on the impact of PNM stress on the heaitbooes of Ecuadorian children.

As mentioned above, | propose exposure to PNMsstras the potential to alter growth patterns pott;b
and, consequentially, may reduce the effectiventfize nutritional supplementation program. Gluckma
et al. (2005) propose that this is basically a ioteed adaptive response the fetus has to an early
environmental “cue,” given the fetus may interpaet intra-uterine shock as a signal of its postinata
environment. This may result, in an effort to adaythis new expected future living condition oe thart

of the fetus by preemptively changing its developtaktrajectory. This “coping” mechanism can have
long-term effects on the individual's fitness farmdval as it imposes changes that may impact that
individual at a later stage in life. For exampleeduction in maternal nutrition may trigger a ajpaim the
fetal growth pattern in an attempt to match thepgupf nutrients. This allows to fetus to survibewever,

it may have post-natal costs such as altered paticrdevelopment, insulin release and blood vessel

8 Although the variance seems to be larger amongakb-transfer programs Cash transfer: 0.382 — 8@LQnutrition: 0.375 —
SD 0.232 (Nores & Barnett, 2010).



growth. Consequently, the transport of nutrientsrlan life may be affected by the developmentlobd

vessels during this period (Gluckman, et al., 2005)

Two publications by Rice & Thapar (2010) and Ritale (2010) essentially disentangle the effedthef
fetal environment from the effect of “hardware” géns by studying parents who conceived by in-vitro
fertilization where some were genetically relatethieir offspring while others where not. This dlistion
allows them to identify the contribution of matdrirdra-uterine environment to offspring birth oatoes
independently of the contribution of the genomeeyrfind significant correlations between PNM stress
and birth outcomes among genetically related amdlated offspring (Rice, et al., 2010; Rice & Thapa
2010)* The same authors use the same in-vitro-fertitinascheme and also find a correlation between
maternal height and offspring birth-weight and headumference among both genetically related and
unrelated offspring (Rice & Thapar, 2010). Convlfsgijlmans’ et al. meta-analysis finds only a $ma
number of associations between maternal pre-natiscl and child outcomes are significant. However
they find a large heterogeneity in study desigrsantisol assessment methods. They argue thatmahte
cortisol may not to be the only or main mechanisrthe maternal prenatal stress - child outcomesioel
(Zijlmans, et al., 2015).

| find a considerable amount of evidence suggestmgmpirical link between stress inducing lifetgge
and birth outcomes. Almond and Currie (2011) findherous studies providing evidence of the long-term
consequences of a wide variety of intra-uterineekbioSchetter & Tanner (2012) find that a majooityhe
more than a dozen published studies measuringtolgestress evertdave significant effects on pre-term
birth and birth-weight, while studies on perceigess did not consistently predict pre-term kortbirth-
weight. On the other hand, Hobel et al. (2008) fimcded evidence of links between psychosocial stres
and preterm birth. Beydoun and Saftlas (2008)hirtreview of the literature on the effect of PNirless

on fetal growth, find that 9 out of 10 studies mneignificant effects of PNM stress on birth wdiglow
birth weight (LBW) or fetal growth restriction (Alomd & Currie, 2011; Schetter & Tanner, 2012; Hobel,
et al., 2008; Beydoun & Saftlas, 2008).

Various studies find significant associations betwéntra-uterine exposure to natural disasters sisch

hurricanes, ice storms, floods and earthquakestangrobability of abnormal conditions of the newib

4 In contrast, the link between prenatal stress dfgpring attention deficit hyperactivity disorderas only present in related
offspring.

5 Acute stressors (e.g. “life events”, catastropliommunity-wide disasters), chronic stressors (aagusehold strain or
homelessness), and neighborhood stressors (e grtpav crime).

8 Such as being on a ventilator more than 30 minmacdonium aspiration syndrome (MAS).



birth lengths, LBW, and preterm delivery (CurrieR®ssin-Slater, 2013; Dancause, et al., 2011; Htlmer
etal., 2016; Tong, et al., 2011; Harville & Do1&). In Sweden, family events such as a deattiinaacial
stress are found to be significant in shortenethtjesal age, preterm birth, LBW, and small fortgésnal
age, particularly when the shock was in the 5tH@rgth month, while, in China the effect on gdstal
weight gain was found to depend on pre-pregnanayBdass Index (BMI) (Class, et al., 2011; Zhu, et
al., 2013). Various authors study the events oe®alper 11th 2007and find significant associations with
lower term birth-weight and birth length (Ledermai,al., 2004; Eskenazi, et al., 2007; Maslow,let a
2016). In Israel, exposure to rocket attacks dutimegsecond trimester, and, random landmine expissi
in Colombia in the first trimester of pregnancy weassociated with LBW (Wainstock, et al., 2013;
Camacho, 2008), a study on immigration raids inUB& finds that infants born to Latina mothers lad
increased risk of LBW while no such change was sfeseamong infants born to non-Latina white mothers
(Novak, et al., 2017).

Studies in Iceland find increase in risk of LBW ghpoafter the financial collapse in 2008 (Eirikstio et
al., 2013), however, other studies find that siargeafter the collapse, there is little notableastmf the
crisis on key child health indicators (Gunnlaugss2®il6). Additionally, In Sweden, a study finds no
significant increase in the prevalence of gestalitiypertension in the first year following the romic
collapse (Eiriksdottir, et al., 2015). Hidrobo (2Q5tudies the effect of the 1999 Ecuadorian ecanom
crisis on health and receptive language data fitdreim O to 5 years old. Results suggest that glesipear

of exposure to the crisis significantly decrea$es z-score-of-height-for-age and vocabulary testesc
(Hidrobo, 2014).

The recognition of the importance of psychoso@atdrs, specifically channeled through chronicsstiie

a crucial development in our understanding of thaad determinants of health and has received great
attention as a source of chronic stress (Berkm@&ta&s, 2000; Marmot, 2004; Marmot & Wilkinson, 2006
Nguyen & Peschard, 2003; Agren, 2003; Bennett, 200salth Canada, 1999; Howden-Chapman &
Tobias, 2000; Organization of Economic Cooperaéma Development, 2001; Persson, et al., 2001)
(Turrell, et al., 1999; Lynch, et al., 2004). Mdaret al. (2003) present a review of 45 studiesfarti33
(73%) have a significant inequality health relatibpnch et al. (2004) review 98 studies on inedualind
health of which 65 (66%) found that all or someguality-health associations were statistically gigant.
Wilkinson & Pickett (2006) reviewed 155 studies dadnd that 124 (80%) had supportive or partially

supportive evidence. One of the studies was LarmeaKawachi's (2005) paper on Ecuador, where the

7 Terrorist attack on the World Trade Center in NesrR(City.



authors find a significant relationship betweenqumity and chronic child malnutrition and is the
publication on which Chapter 4 (Malnutrition an@dpuality in Ecuador) is based (Macinko, et al.,200
Lynch, et al., 2004; Wilkinson & Pickett, 2006; tea & Kawachi, 2005).

1.3 Description of the central question
In Chapter 2 (An evaluation of Ecuador’s policyéduce childhood iron deficiency anemia) | evalihge

national micronutrient supplementation program au&tor. | measure the effect of iron supplements on
the HIF levels of 6 to 59-month-old children. | use a srgsction national health and nutrition survey
(HNS®) which contains data on participation in the sepgntation program and on the Hb levels of a sub-
sample of childre? | apply two methods: firstly, a fuzzy RD model wiéhe age eligibility rule is used
as the cut-off, and secondly, an IV model whereathe cut-off is the instrument. For the formerdgent
various bandwidths around the cut-off, as wellvasious functional forms on either side of the offtin
order to corroborate the treatment effect was etgrchined by either of these two factors. In theetd
include various individual, maternal, household eegional control variables as well as fixed eféefcir
ethnicity and region. | also include heterogenesitexts for extreme poverty and children in pubycare
centers, as well as, by Hb quantile. The age dusa strong and exogenous instrument for twoaess
Firstly, because it is difficult to manipulate thge of a child in order to access the treatmeat #fe cut-

off. Secondly, | find evidence to support the hyjasts that the age cut-off is enforced and hashemged
over time. There are two important limitations loiktstudy, the first of which is the wording of thiervey
guestion, and the second of which is the lack ffrination on treatment completion i.e. number cfeto

taken.

With regards to the former, the survey asks ifdhiéd had participated over the previous 12 mondltiser
than if they currently participate in the prograrhis affects our capacity to accurately measuretiteff
age'! In order to address this issue, | create a proxyotf 11-months after the age limit (71 months)old
and run a Kernel-weighted local polynomial regressin either side of it. | find that the probalyildf

receiving the treatment falls to zero at 71 monittedd there been no regard for the age cut-offetheuld

8 Hemoglobin

9 The National Health and Nutrition Survey (ENSANUWihich | refer to as HNS) is a cross-section datatiuilt by the National

Institute for Statistics and Censes (INEC ) in Elordbetween 2011 and 2013.

10 Optained through blood samples.

1 Children 11 months older than the cut-off (71 nhemtld) who respond “yes” to this question, colitdex have participated 12
months ago (at 59 months old) - while still undex aige cut-off, or, could have participated 11 msrigo (at 60 months old) -
after exceeding the age cut-off. Similarly, childre month older than the cut-off (60 months old)owkspond “yes” to this

question, could either have participated 2 or rmoaths ago (at most 59 months old) - while stiflenthe age cut-off, or, could
have participated within the last month (at 60 rherdld) - after exceeding the age cut-off.
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be no visible jump in the probability of receivitigatment at any age, let alone exactly 11 morftas the
age limit. Therefore, | argue this jump is duette formulation of the question. As a result, | asew'1

months accurately measures the cut-off point gtherformulation of the survey question.

With regards to the latter, the HN®loes not provide information on treatment comptetiThe treatment
requires at least 60 doses (once a day) over, st dhanonths. Therefore, interrupting the treatnmeay
have a deterministic effect on the outcome (Mimistéle Coordinacion de Desarrollo Social, 2011). In
randomized trials, the issue of non-compliancectanted for with an “intention to treat” (ITT) meld
where the effect of the treatment is estimatedribdgss of whether the patients completed the treator
not (Armijo-Olivo, et al., 2009). This method isaogous to the ITT model in that it uses the ihitia
randomization of the program in order to estimbiedffect of a change in treatment policy rathantbf
the effect of treatment on compliers (Hollis & Camaf), 1999).

In Chapter 3 (Long term effects of pre-natal expeta maternal stress: Evidence from the finarwmials

in Ecuador) | measure the effect of the 1999 Ecriaddinancial crisis on the 2012 height-for-age of
children in-utero around the time of the crisis. Ddan 1999 an unusual tax on all financial tratias
fueled a drastic fall in total deposits, a swifdanassive flight in liquidity, and accelerated tdlapse of
various financial institutions in Ecuador. The sewdand precipitous collapse of the financial system
exposes those born after this date to an objeatiemticipated pre-natal maternal stress shockrdardo
estimate the effect of this shock | propose a sR@¥pnodel. The method compares children born jiist a
the 1 Jan 1999 “cut-off” with those born just befofhis creates a counter-factual (control grobg) tan

be assumed to have very similar observable andseneéible characteristics to the treatment groug, an
thus, allows us to identify a causal effect ofsheck. The sharp RD models assume randomizedieariat
is a consequence of the inability of agents torabmite assignment variable near the cut-off. | enalre
relevant observable characteristics are not sigamfi determinants of selection into treatmentel aiglata-
driven method to select an appropriate bandwidtisel the Akaike information criterion (AIC) as wa$

a dummy variable test in order to select the patyiaborder, and finally, | test the sensitivitytbe results

to triangle, rectangle and Epanechnikov kernel tional forms (Cattaneo, et al., 2018; Lee & Lemieux
2010). Additionally, I run 4 robustness checkseasommended by Lee and Lemieux (2010) and Cattaneo
et al. (2018): (1) placebo effects for the monthd gears predating the crisis; (2) | examine thesitg of

the running variable, (3) | test for the sensitivif the model to observations near the cut-oftl, dimally,

12 The National Health and Nutrition Survey (ENSANUWhich | refer to as HNS) is a cross-section datelbasit by the National
Institute for Statistics and Censes (INEC ) in Elordbetween 2011 and 2013.
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(4) | test to see if other observables have theesaunt-off. | find children born after the crash bav

significantly lower z-scores-of-height-for-age 012 than children born before.

Notwithstanding, there are various weaknesses théhevidence presented in this paper. Firstly, itlesp
testing and not finding any anticipation effect$obe the crisis, | did find an isolated significgiacebo
effect on New Year's Day 1995 and two significaffeets after the crisis, on 1 Feb and 1 April 1999.
Notwithstanding, none of these effects survivenapst local polynomial robustness check and aredoun
only when using a specific bandwidth and polynoroi@ler which is insufficient to prove an exogenous
effect. Secondly, the density of the running vagab not uniform leading to a slight imbalancehe size

of the samples, however, | find no evidence thesitigiof the distribution of observations has areetfon
the outcome and | find significant effects evereaftliminating observations near the cut-off which
concurrently also balances the sample sizes ihdraehcontrol groups. Finally, despite my attemptgas
unable to test whether individuals with no accesinancial services were effectively shelteredirthe
crisis, however, this is not the objective of themter. | believe | provide ample evidence therads
anticipation bias and no manipulation of the cut-afaking this a robust RD design.

In Chapter 4 (Malnutrition and inequality in Ecuadbmeasure the effect of inequality on chronidath
malnutrition (stunting) in Ecuador. | use two ligirstandards measurement survey (LSMS): the first of
2006, and the second of 2014. | present two of tsodébenchmark Ordinary Least Squares (OLS) model
and an IV regression using the Gini coefficient sugad at the provincial, county and parish leveliagt

the z-score-of-height-for-age. The instrumentighsly different for each year. In 2006 it is theportion

of households in the parish that report sufferirdyaught in the last year, and in 2014 it is thepprtion

of household that report suffering any natural stisa (including flood, draught, storms) in eithbe t
province, county or parish. | argue the proportiémouseholds in the parish/county/province thabre
suffering a draught/natural disaster is an exogeueterminant of inequality because it is an ucgated
event. In both IV models, | control for househotthsumption per capita in order to account for fifiece

of individual income. Additionally, | include comtis for the individual characteristics of the chittle
mother, the household, and other contextual vatabicluding but not limited to access to healtbcar
education, employment conditions, prenatal andnadat care, adequate housing, and diet and add fixe
effects for ethnicity. | find the Gini coefficiehtas a deleterious significant effect on the z-sobileeight-

for-age in every model in 2006, however, the retahip is no longer significant in 2014.

There are various limitations to this study: fiystl cannot control for the anthropometric measafréhe
parents in 2006, however, | can and do in 201408d#y, the fact that the LSMS sample is not

12



representative at the couhtynd parish level, therefore, | cannot estimatectimé coefficient directly from
this survey (in either year). Unfortunately, thel@@ensus data in Ecuador does not have information
income or consumption. Therefore, in order to estenthe Gini coefficient at the county and parestels

| use small area estimatesa methodology proposed by Elbers, et al. (2003uild a consumption
prediction model on the 2006 / 2014 LSMS and usestimated parameters to simulate consumption on
the Ecuadorian population census of 2010. Thisaallme to estimate the conditional distribution of
consumption for every household in the census laaitafter, a point estimate of the Gini coefficiantl

its standard error. Tarozzi & Deaton (2009) ardus,tin order to match survey and census dateeimwty
which is proposed by Elbers et al. (2003), a degfepatial homogeneity is required for which thetihod
has no basis. They argue that estimates basessa #ssumptions may underestimate the varian¢e of t
error in predicting welfare estimated at the Ideakl and therefore overstate the coverage of dentie
intervals. In response, Elbers, et al. (2008) campheir small area estimate welfare results inddin
Gerais, Brasil, a notably heterogeneity area, thighirue welfare values and find small mean squenexts
and appropriate confidence interval estimationb€E, et al., 2003; Elbers, et al., 2008; TarozBi&aton,
20009).

For the 2006 model Ecuador was divided into eightregions, for the 2014 model | divide the data in
16 relatively homogeneous areas. Separate consamptidels and simulations were run for each one of
these 8 sub-regions (2006) and | did the samén®L6 sub-groups in 2014. However, the main linoitat
is that thesmall area estimatemodel depends heavily on a degree of heterogemgitgh cannot be
controlled for methodologically and cannot be gasgad empirically. The efforts made to divide the
country into homogeneous regions may abate thisaliion, however, the simulated Gini coefficients a
systematically under-estimated. This is in part ttue the LSMS sample which under-represents tte ri
(highest end of the income distribution) as itsecbije is to measure the living conditions of thieldie
and lower income earners (Unidad de Analisis derinficion del Ministerio de Coordinacién de Deséarol
Social, 2012). The resulting household consumptialel is therefore “over-fitted” to the conditioob
this section of the income distribution. Therefavbgen it is simulated onto the (2010) census itadpces
this systematic bias, and under-estimated the holeonsumption of the rich. This results in under

estimated Gini coefficients (Tarozzi & Deaton, 2009

Other simulations methods, particularly newer réngrneural networks based on artificial intelligerare

more powerful in terms of prediction error, howee black box methods with “hidden” layers where

13 With the exceptions of highly populated countiestsas Quito, and Guayquil.
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the parameters (correlation coefficients) are nqiieit (Montavon, et al., 2018). Apart from machin
learning, there are limited alternatives to $ineall area estimateis terms of methods which address the

issues raised by Deaton and Tarozzi (2009).

The results seem to indicate that the effect hsisit® significance between these two surveysd the
Gini coefficient drop in all cases between 2006 28#l4. Perhaps the reduction in the significancinef
effect is due to the reduction in the severityn&fquality. Further research would be needed regguittie
relationship and the possible threshold beyond iniequality is too weak to be deleterious to Healt
(Subramanian & Kawachi, 2004).

The main artery of the thesis is Chapter 3 (Lomgnteffects of pre-natal exposure to maternal stress
Evidence from the financial crisis in Ecuador) wehéprovide an explanation for the mixed effectsrit
in Chapter 2 (An evaluation of Ecuador’s policyramluce childhood iron deficiency anemia) and the
empirical evidence for the mechanism explainingrdsailts in Chapter 4 (Malnutrition and Inequality
Ecuador). The analysis of the relationship betwirequality and individual health is the main motiga
behind this thesis, however, the exploration of ¢pégenetic mechanism and the construction of the

empirical evidence to prove its workings is perhiggpsnost important contribution.

The thesis will firstly evaluate the current nudnital supplement public policy in Ecuador in Chaje
Secondly, test the effect of pre-natal maternakston growth outcomes later in life in Chaptert8tdly,
explore the effect of inequality on malnutritiondhildren in Chapter 4 and, finally, end with aagission

and concluding remarks in Chapter 5.
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Chapter 2

An evaluation of Ecuador’s public policy to reducaron-
deficiency anemia in children

2.1 Introduction
Micronutrients, particularly iron, zinc and vitamix folic acid and iodine, play a vital role in &iffiood

development. A micronutrient deficiency during imég affects growth, the immune system, may increase
the risk of mortality, and can have long term effean cognitive development and schooling achieviasne
(Martinez, et al., 2009). Iron-deficiency anemiBA)) is a condition characterized by a depletiorirom
reserves leading to a lower than normal level ofitdthe blood (U.S. Department of Health and Human
Services, 2014Y It is the most widespread micronutrient deficierioythe world (WHO, 2015),
approximately 40% of the infants in developing doies are iron deficient (Micronutrient InitiativeQ15),

and it is the only nutrient deficiency which is@lsgnificantly prevalent in industrialized coursi(WHO,
2015).

This paper attempts to evaluate the current Ecisdaational public policy to reduce IDA in childré

to 59 months of age. Ecuador is an important cagly $or the evaluation of public policy to redu&

as it has had a persistent problem with iron-deficies among children. In 1986 a diagnostic studthe
nutritional health of children found that 69% ofd12 month olds had anemia (Freire, et al., 1988).
2012 the national Health and Nutrition Survey (HiIShows that the incidence in the same age group is
62% indicating a 7% reduction in 26 years. (Ministele Salud Publica; Instituto National de Estacks

y Censos, 2013).

The national nutritional program relies on suppleteedeveloped to prevent and treat micronutrient
deficiencies among young childr&i! The program distributes nutritional supplementshi parents of
children attending public daycare and public health centers nationwide. The policy rule stipulaibes

children under the age of 59 months (5 years algl)etigible to receive the treatment, therefordldedn

14 Hb is an iron-rich protein that carries oxygemirthe lungs to the rest of the body.

15The National Health and Nutrition Survey (ENSANW#hich | refer to as HNS) is a cross-section datatbasit by the National
Institute for Statistics and Censes (INEC ) in Elorébetween 2011 and 2013.

16“Sprinkles” were developed to prevent and treatramiatrient deficiencies among young children (Mieig de Salud Publica,
World Food Program, 2011).

17 Among young children.
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over this age are no longer eligible (Ministerio Idelusion Economica y Social, 2012; Ministerio de

Inclusion Economica y Social, 2013).

The 2012 HN® is a cross-section survey which covers partiaipatn public nutritional supplement
programs and includes a sub-sample of 20dffildren 6 to 59 months old who had blood samfz&en
and Hb measured.In order to identify the causal effect of the treent policy | apply two methods: (1)

RD and (2) IV with and without heterogeneous effect

The RD model uses the age eligibility to randonilyd the children around the cut-off into treatrhand
control groups. Those who are just under the ageftare in the treatment group and those whguse
over the age cut-off are in the control group. Bim of the exercise is to define a sufficiently §ma
bandwidth around this cut-off such that the conigobup is an appropriate counter-factual, in its
(un)observable characteristics, to the treatmeotigrIn this paper, | present various bandwidthd an

functional forms to examine the robustness of esults.

In the IV model | use the same cut-off as an exogsrinstrument to treatment. This is an exogenous
instrument because children cannot manipulate #ggrin order to receive the treatment. In botesads
am able to estimate the causal effect of the tremtmAdditionally, using the IV model | present
heterogeneous effects for each quantile of HbnilVamodel with heterogeneous effects the model has
two endogenous variables: the dummy treatment la@dnteraction between dummy treatment and the
heterogeneous effect (dummy quantile). The firstrinment is the cut-off (dummy age under 71 months)
(same as for the regular IV model) and the secwosttiliment is the interaction between the cut-off tie
heterogeneous effect (dummy quantile). If the ims&nt is exogenous, as | argue it is, then theaotien

of this instrument and the heterogeneous effean(dy quantile) is also exogenous. In every IV mddel
control for the characteristics of the child, thether, the household and have fixed effects fonietty

and regions of Ecuador.

The HNS! does not provide information on treatment comptetiThis may be important given the
treatment requires at least 60 doses (once a ddg taken at most over the span of 4 months (kéinds

de Coordinacion de Desarrollo Social, 2011). Theeefinterrupting the treatment may have a detdstign

18 The National Health and Nutrition Survey (ENSANUWhich | refer to as HNS) is a cross-section datelbasit by the National
Institute for Statistics and Censes (INEC ) in Elnrébetween 2011 and 2013.

19 Out of a totakample of 11506 children under the age of 5.

20 Among other biomarkers

21 The National Health and Nutrition Survey (ENSANWihich | refer to as HNS) is a cross-section datalasit by the National
Institute for Statistics and Censes (INEC ) in Elordbetween 2011 and 2013.
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effect on the outcome. In randomized trials, tkeiésof non-compliance is accounted for with argfimion

to treat” (ITT) model where the effect of the tmeant is estimated regardless of whether the patient
completed the treatment or not (Armijo-Olivo, et 009). The ITT model gives an estimate of tHeaf

of a change in treatment policy rather than amede of the effect of the treatment in patients whimply
with it (Hollis & Campbell, 1999). The models apiin this study (RD and 1V) identify the non-bidse
effect of the program by using the eligibility rids an instrument. | believe this is analogou$éITT
model in that it uses the initial randomizatiortloé program in order to estimate the effect ofange in

treatment policy rather than of the effect of tneamt on compliers.

| find no significant effect of the change in theatment policy (or the intention to treat) in afythe RD
models, and, | find no significant effect in them\bdel with no heterogeneous effects. When heteemes
effects by quantile of Hb are included, | find ayatve significant effect in the first quantile aagositive
significant effect in the second quantile. | susghat these two opposing effects cancel each aher
when measuring the average effect. However, thigele us with the important question of how to erpla
the negative significant effect. The only explaoiatis the possible non-compliance with the number o
required doses as it is a deterministic factor Wwigmot taken into account in this model. Addigty, the
supplement can cause constipation or diarrheagcpkntly among younger children who have never had
“sprinkles” before (Ministerio de Salud Publica, WbFood Program, 2011). Therefore, the effectef t
treatment policy might actually reduce Hb if théladten get diarrhea and/or stop receiving doses.

Aside from the fact that identifying the completiohrequired dosage is impossible, there is oneroth
important limitations of this study: the wording thie survey question. The survey question inquias
about “current” participation in the progr&nbut rather asks if the child has participatechia program at
any time over the past 12 months prior to the sur¥his has important implications on our capadtity
accurately measure the cut-off age. Children 11thwolder than the cut-off (71 months old) who oegp
“yes” to this question, could either have partitggh12 months ago (at 59 months old) - while atilller
the age cut-off, or, could have participated 11 themgo (at 60 months old) - after exceeding theecadr
off. Similarly, children 1 month older than the @ff (60 months old) who respond “yes” to this cims,
could either have participated 2 or more months(agmost 59 months old) - while still under the agt-

off, or, could have participated within the lastntio(at 60 months old) - after exceeding the adgeffu

22j.e. participation in the program at the momesetshrvey was taken.
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In order to address this issue, | run a Kernel-teid local polynomial regression on either sidéhef71-
month cut-off (see Figure 2.5) and find that thebyability of receiving the treatment falls to zex71
months. Had there been no regard for the age €uthefe would be no visible jump in the probalyilitf
receiving treatment at any age, let alone exactlynbnths after the age limit. | believe this jurspdue
precisely to the formulation of the question whatipulates participation over the last 12 monthed ithe
guestion stipulated participation over the lastdhths, the jump in the probability of receivingatment
would have occurred exactly 5 months after theofu{64 months). Therefore, | assume 71 months

accurately measures the cut-off point given thentdation of the survey questiéh.

Despite its limitations, this study is an importaontribution to the literature on the nutritioredalth of
children. Most studies present methods which aftmvthe identification of causal rather than caatignal
effects, as is done here, however, this studyatily study to evaluate a nutritional supplemearigfer
program in Ecuador. Most of the literature on thé&itional outcomes of children in Ecuador evaluhie
“Bono de desarrollo humano,” a national cash temgfogram (Ponce & Bedi, 2010; Leon & Younger,
2007; Fernald & Hidrobo, 2011; Schady, 2012). Altdively, there are studies on the effects of the
Ecuadorian 1999 financial crisis or of exclusivedstfeeding practices (Hidrobo, 2014; CarranzarBé&ro
Mendez Sayago, 2014). Additionally, most of thedsts mentioned above focus on the effect of these
programs, crisis or practices on the z-score afhtiefior age or on cognitive development. Thererare

studies, to our knowledge, which focus on Hb.

The findings of this study essentially outline #hér no average effect of the change in treatmelittypon

Hb levels in children. There is a positive sigrafit effect among children in the highest Hb quantil
however, there is a negative significant effect agnthe children with the lowest Hb levels. Further
research is needed on identifying the effect byedow on the effect on children who get severatibar

as a consequence of the treatment, as | suspetormthnd diarrhea might be driving the negatiffea.

This article will firstly provide a description dfie Ecuadorian context and a revision of the liteeaon
supplementation and transfer programs in developimmtries. Secondly, | will explain the prograndan
describe the data available to us in each casedIyhl present the empirical strategies | havedusied

their results. Finally, | will discuss and conclude

23 71 months old implies children who are up to 7Inthe and 31 days old i.e. children who are 72 n®ntinus a day old. If
children who are 72 months are included, childré are up to 13 months minus a day past the cuwrefincluded.
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2.2 Context and review of the literature
Ecuador is a small upper middle income country (Wwald Bank, 2016) in Latin American which has

seen important social improvements in the pastakecehe incidence of poverty has gone down from 37%
in 2007 to 23% in 2015; the incidence of extremegpty has gone from 16% to 8% and the Gini coedfiti
from 0.55 to 0.47 in the same period (Instituto iNaal de Estadistica y Censos, 2015). Notwithstagdi
Ecuador can be described as a country with proremlisocial, regional and ethnic disparities withhhig

levels of poverty and inequality (Larrea & Kawack005; Farrow, et al., 2005).

IDA refers to a condition in which a deficiencyiion leads to a lower than normal number of redtlo
cells and those which are produced have less teandrmal levels of HIF**® (U.S. Department of Health
and Human Services, 2014). Ecuador has had a featsgoblem with infant micronutrient deficienay i
general and IDA in particular (Larrea & Kawachi, 080 Farrow, et al., 2005; Larrea & Freire, 2008). |
1986 a diagnostic study on the nutritional heaftbhildren found that 69% of children 6 to 12 manénd
46% of those 6 to 24 months had anemia (Freiral.e1988). Recently, the HRSof 2012 shows that
anemia among children 6 to 12 months is still 628 @mong those 12 to 23 months is 32%. Out ohall t
children between 6 and 59 months 26% are anen2i@if (Ministerio de Salud Publica; Instituto Natbn
de Estadisticas y Censos, 2013). Additionally, Boui@an chronic childhood malnutritiéhwas recorded
at 40% in 198%, 34% in 200#° and 25% in 2008, however, the incidence has remained around 25%
since (25% in 2012, and 26% in 2014) (Ministerio de Salud Publica; Instituto Natiortd Estadisticas
y Censos, 2013}

24 Iron-deficiency anaemia may develop over time asiran deficiency will force the body to use it®rir reserves. The
consequential depletion and eventual exhaustidgroofreserves pushes the body to produce less ldeligiand those which are
produced have less than the normal level of Hb.

25Hb is an iron-rich protein that carries oxygemirthe lungs to the rest of the body.

26The National Health and Nutrition Survey (ENSANWwhich | refer to as HNS) is a cross-section datalbasit by the National
Institute for Statistics and Censes (INEC ) in Elnrébetween 2011 and 2013.

27 For detailed explanation of this variable see Ajjpe 1.

28 As measured by the Encuesta Nacional de la Setnadimentaria, Nutricional y de Salud de la Polad=cuatoriana Menor
de Cinco Afios also known as the 1986 DANS.

29 As measured by the Encuesta Demografica y de $4dtieina e Infantil also known as the 2004 ENDEMAIN

30 As measured by the Encuesta de Condiciones dealsaknown as the Living Standards Measurementeuor the 2006
LSMS. All estimation form HNS 2012 report except fbe estimations of the LSMS of 2006 and 2014 winere made by the
author.

3 As measured by the Encuesta Nacional de Saludtsitidn refered to it in this paper the nationalattd and
Nutrition Survey or the 2012 HNS.

2 As measured by the Encuesta de Condiciones ded¥édeknown as the Living Standards Measurementeyusr
the 2014 LSMS. All estimation form HNS 2012 repextcept for the estimations of the LSMS of 2006 and4
which were made by the author.

3 All estimation form HNS 2012 report except for g&timations of the LSMS of 2006 and 2014 whichenmade
by the author.
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Strategies to control IDA include daily and inteftemt iron supplementation, fortification of foohgles,
fortification with micronutrient powders, broadettigities to improve food security and dietary disi¢y
(Pasricha, et al., 2013). Nores and Bernet (201@heir meta-analysis of early childhood intervens
review 56 studies, 38 contrasts of 30 interventiarZ3 countries outside of the US and Canada. Tihdy
the benefits from various contexts and countriessabstantial in terms of cognition, behavior, tieahd
schooling and that these benefits are sustained towe. Additionally, they find the largest cogmii
benefits when interventions have an educationstiimulation component. Specifically, they find thash-
transfer programs have similar mean effects ortéf@hn nutrition based programs although the wadga
seems to be larger among the cash-transfer progfdfssador is included in this study, however, thig on
program that it takes into consideration for Ecudddhe conditional cash transfer program calledd®
de Desarrollo Humano which | will describe belowo(Bis & Barnett, 2010).

Various studies have evaluated micronutrition sep@ntation programs in a variety of countries with
mixed results. Mirmiran et al. (2012) in their rewi of 81 published articles on micronutrient deficiies
in the Middle East find that despite implementatidrilour fortification the prevalence of iron deifency
is moderate to severe (Mirmiran, et al., 2012).dBrat al (2016) test the effect of lipid-based ieutr
supplements on motor, language and personal-stei@lopment in children in Burkina Faso and find a
positive significant effect (Prado, et al., 2018adighi et al. (2008) evaluate the effect of Iré&2081 flour
iron fortification program which targeted women tt5649 and found no effects in terms of Hb levels or
IDA, however, found a lower prevalence of low fenrievels among the treated (Sadighi, et al., 2008

There have also been various evaluations of sumgpiation programs in Latin America. Torrejon et al.
(2004) evaluate the effect of iron and zinc foetifimilk on the iron and zinc levels of children amaimen

in Chile. They find that the fortified milk favorpbaffects the iron levels but not the zinc leveli€hildren
(Torrejon, et al., 2004). Silva et al. (2008) ewuthe effect of an iron fortified milk beveragéhw
probiotic bacteria on both growth and iron levdlshildren who have a low iron diet intake in BilaZihey

find that the fortified beverage contributed to nonye nutritional status (Silva, et al., 2008). \éaet al.
(2012) evaluate the effect of the Argentine foati@iogram on the micronutrient status of lactatilognen

one year after the programs implementation and &nsignificant decrease in Vitamin A and folate
deficiency, however no significant change in andewals (Varea, et al., 2012). Bortolini and Vit¢&D12)
evaluate the effect a dietary counseling programeiing breastfeeding and complementary feeding had

on iron deficiency anemia among children 12 to Ifiths of age in Brazil. They find no evidence that

34 Cash transfer: 0.382 — SD 0.601, nutrition: 0.37&D 0.232 (Nores & Barnett, 2010).
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intervention had an effect on anemia incidencey geficiency anemia or iron deficiency (Bortolini &
Vitolo, 2012). The effects of a program seems faete on the implementation and the type of fogifian
or supplementation chosen in the policy.

Additional strategies to treat nutrition deficieegiinclude cash-transfer programs. Manley et al13p
perform a meta-analysis of the effect of cash feanq@ograms on nutritional status of children véhdrey
include 21 studies and 17 programs. They find tlognams’ average impact on height for age is pasiti
but not statistically significant. Most of the litgure regarding public policy evaluation in Ecuatgst the
effect of conditional cash transfer programs oaraye of health indicators (Manley, et al., 20ER)nce
and Bedi (2010) test the effect of the cash transédled Bono de Desarrollo Humano on children’s
cognitive achievements. They use a RD strateggeantify the impact of the program on second graders
and find no significant effect (Ponce & Bedi, 2010¢on and Younger (2007) evaluate the effect ef th
transfer payment scheme called Bono Solidario imaHor on a child’s nutritional status. They finatth
this cash transfer payment scheme has a signifgféett on a child’s nutritional status (Leon & Ywer,
2007). Fernald and Hidrobo (2011) evaluate thecefié the Bono de Desarrollo Humano on health and
development outcomes such as language shills,-8o@rz of height for age and Hb concentration in
children between 12 and 35 months. They found fogmit effects on language development however not
for children living in urban areas and no signifit@ffect on the z-score of height for age or on Hb
concentration (Fernald & Hidrobo, 2011). Hidrobd®12) studies the effect of the 1999 Ecuadorian
economic crisis on health and receptive languagge fda children 0 to 5 years old. Results sugdest &
single year of exposure to the crisis significadigreases the z-score of height for age and vtarghiast
scores (Hidrobo, 2014). Schady (2012) studies ffeeteof cash transfers (Bono de Desarrollo Humano)
on anemia in women of reproductive age and findeahiresults (Schady, 2012). Carranza Carona and
Mendez Sayago (2014) study the effect of this t@stsfer on exclusive breastfeeding practices iraHor
and find no significant effect (Carranza Baron &nidez Sayago, 2014). As far as | can tell, thereshav
been no previous published studies on the impanbnfcash micronutrient supplement transfers on Hb

levels in children in Ecuador

2.3 Program description and data
The supplement known as “sprinkles” is a blend a¢ramutrients distributed as a powder in small

envelopes. “Sprinkles” were developed to preverd &eat micronutrient deficiencies among young
children. One envelope contains 12.5mg of iron, Biffgjnc, 160pug of folic acid, 300ug RE of vitandin
and 30mg of vitamin C. The administration of 60 e 60 days is sufficient to quickly improve the
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concentration and deposits of Hb and iron in tfeothl The sprinkles do not require a change of food
consumption behaviours on the part of the familgytdo not require any special measuring tools; tloe
not require the parents to be literate to be abkminister the dose, and they may be administerady
time during the day in any meal. They are encapsdle lipids which prevents the interaction witoé
and masks the taste, consequently, there are miochlmages in taste, colour and texture of the fiotal
which it is mixed. Notwithstanding, the supplemeraty cause constipation or diarrhea, particularlpagn
younger children who have never had “sprinkles”’obef(Ministerio de Salud Publica, World Food
Program, 2011).

2.3.1 National Iron Supplementation Program
There are two national parallel programs curredibgributing “sprinkles.” The first program disttites

supplements through the Ministry of Economic andi&dnclusion’s (MIES®) public daycare centers
(CIBV?®) for children between 6 and 59 month&or children who are not in daycare centétae MIES
distributes “sprinkles” through house visits & gposession prograth(CNH*) (MCDS MIES INFA MSP
MINEDUC, 2011)* The second program is coordinated through theéstfinof Public Health (MS#)
which distributes “sprinkles” and vitamin A to afien between 6 and 24 months during their routine
checkups (Ministerio de Salud Publica, World FooogPam, 2011}3

Both of these programs are coordinated by the Minaf Coordination of Social Development (MCH)S
which establishes the umbrella public policy denwted Childhood Development Strat&giyn which
children under 5 years of age are reported astgettdemographic (Ministerio Coordinador del Deslbkr
Social, 2011). Therefore, | have chosen to andbgtk of them together.

2.3.2 The sample

Hereatfter, | will refer to the daycare programtas MIES program the health center program as the MS

program’®® As can be seen in Figure 2.1, the children in NHES program (blue) present a higher

35 Given its name in Spanish: Ministerio de Inclusizonomica y Social.

36 Well-being Childhood Centers given its name inrSglat Centros Integrales del Buen Vivir.

37 Administered by the caretakers at the daycares.

38Between 0 and 59 months.

39 Administered in the context of the household bygheents.

40 Growing with our Children given its name in Sp&niSreciendo con Nuestros Hijos.

41 House visits are provided only for children betw8eand 12 months.

42 Given its name in Spanishtinisterio de Salud Publica

43 n this case, the doses are also given to thefmaad administered by them in the context ohitnesehold

44 Given its name in Spanishtinisterio Coordinador del Desarrollo Social.

45 In SpanishEstrategia de Desarrollo Infantil.

46 Even though the house visits program is technjicabrdinated through the same ministry as the al@ycenters. This is done
because it is not possible to identify the sourfcthe treatment, however, it is not known whethrer thild is attending a public
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probability of receiving the treatment than theldtgn in the MSP program (green) at any age. The
confidence interval among the children in the MIg8gram (blue) increases quite quickly after the 59
month cut-off point. This is due to the fact tHag¢ tdaycare centers only accept children up to 58timso
old. The number of children still in daycare afi& months is reduced to 49 children (details onptam

size below).

Figure 2.1 Probability of treatment by program andage in months

MIES

probability of treatment

MSP

T
120

o

age in months

Source: Author’s computation using 2012 NutritiorH&alth Survey

MIES : Ministry of Economic and Social Inclusior(®IIES ) public daycare centers (CIBV ) for childrieatween 6 and 59
months. For children who are not in daycare centdre MIES distributes “sprinkles” through howssits & group session
program (CNH) (MCDS MIES INFA MSP MINEDUC, 2011).

MSP: Ministry of Public Health (MSP ) which distutes “sprinkles” and vitamin A to children betwegand 24 months
during their routine checkups (Ministerio de SaRublica, World Food Program, 2011).

daycare center or not. This allows us to differgetithe children who receive or might have recethedtreatment in daycare
centers from the children who received it at hotteo(igh home visits or through their parents reogivthe sachets at the
healthcare center and administering it in the odrdéthe household).
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As mentioned above, in this study, | take into actachildren from both programs. | do this because
children in the MIES program receive the treatnteriugh public daycare centers and these centsos al
only accept children up to the age of 59 month®réfore, to only take the children in daycare asnte
(MIES program) into account implies having an urgtably small control group of 49 children (those
above the cut-off point of 59 months) (See Tahlg. 2Additionally, | would not want to exclude thigildren

in public daycare centers from the analysis givey have the highest probability of receiving tleatment
(see Figure 2.1).

Secondly, there is the question of the cut-off péim the MSP program. In this study | consider the
umbrella MCDS program cut-off point of 59 months foe whole sample. This, despite some literature
suggesting the cut-off point for the MSP prograr@i4smonths (Ministerio de Salud Publica, World Food
Program, 2011). | justify this decision with theaa Table 2.2 where the reader can see that ofidlse
children not in public daycare centers who recéieetreatment through the MSP program are oveaglee

of 24 months. Additionally, Table 2.3 shows mosti&f children not in public daycare centers wheinex
the treatment through the MSP program are undexgb®f 59 months. Therefore, it seems that, ictjze,

the eligibility rule that is adhered to is the uelta MCDS program cut-off point of 59 months.

Additionally, there is some evidence of a willingaéo change the public policy eligibility rule iindb9 to

36 months which began to appear in the literatar20il3 (Ministerio de Inclusion Economica y Social,
2013)*" As Table 2.4 shows, a very large proportion offtheled sample of children from both MIES and
MSP programs who receive the treatment are oven@ahs. In Table 2.5 it is shown that of the same
pooled sample of all children the majority of cindd who receive the treatment are under the ad® of
months. Therefore, it would seem that this changeolicy was not yet in place during the 2012 HRS.
Table 2.5 also indicates that this is clearly ndeterministic eligibility rule. Therefore, as wlle explained

below, | have chosen to use a fuzzy RD model and/ anodel.

47 As of October 2012 a statement (Ministerio deusitin Economica y Social, 2013) made by the he&tait (President Rafael
Correa) demonstrated a political will to change plblic policy regarding eligibility by age from itdiren under 59 to children
under 36 months. The changes in the public poiieyature began to appear in 2013 (Ministerio ddusion Economica y Social,
2013; Ministerio de Inclusion Economica y Socidl13). Despite the survey being executed betweefh a0d 2013 (Ministerio
de Salud Publica; Instituto National de EstadistigaCensos, 2013), the data indicates that themegels seemed to not yet be
underway while the survey took place.

“8The National Health and Nutrition Survey (ENSANWhich | refer to as HNS) is a cross-section datalbasit by the National
Institute for Statistics and Censes (INEC ) in Elordbetween 2011 and 2013.
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Table 2.1 Treatment by 59 month cut-off among chilcen who go to daycare

Not treated Treated Total

Over 59 months 49 65 114
59 or under 509 1,211 1,720
Total 558 1,276 1,834

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table 2.2 Treatment by 24 month cut-off point amonghildren out of daycare

Not treated Treated Total
Over 23 months 14,351 1,805 16,156
23 or under 2,552 1,495 4,047
Total 16,903 3,300 20,203

Source: Author’s computation using 2012 NutritiorH&alth Survey

Table 2.3 Treatment by 59 month cut-off point amonghildren out of daycare centers

Not treated Treated Total
Over 59 months 10,594 366 10,960
59 or under 6,309 2,934 9,243
Total 16,903 3,300 20,203

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table 2.4 Treatment by 36 month cut-off point amongall children

Not treated Treated Total
Over 36 months 13,454 1,804 15,258
35 or under 4,007 2,772 6,779
Total 17,461 4,576 22,037

Source: Author’s computation using 2012 NutritiorH&alth Survey

Table 2.5 Treatment by 59 month cut-off point amonall children

Not treated Treated Total
Over 59 months 10,643 431 11,074
59 or under 6,818 4,145 10,963
Total 17,461 4,576 22,037

Source: Author’s computation using 2012 NutritiorH&alth Survey

Table 2.6 Treatment by Interval between 59 and 71 anths among all children

Not treated Treated Total
59 or under 6,945 4,184 11,129
Between 59 - 71 1,895 351 2,246
Over 71 months 8,621 41 8,662
Total 17,461 4,576 22,037

Source: Author’s computation using 2012 NutritiorH&alth Survey
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2.3.3 The survey
The National Health and Nutrition Survey (ENSANWTwvhich | refer to as HNS) is a cross-section

database built by the National Institute for Statisand Censes (INEQ in Ecuador between 2011 and
2013. It covers various health topics includingipgration in public nutritional supplementatiorograms.

It has a total sample of 92,502 individdalsut of which 11,506 are children under the agg, @ind 31,293
are children under the age of 10. There was a aniple of 21,482 individuals, out of which 2,047 ser
children between 6 and 59 months and 5,372 wetérehi 10 or under who had blood samples taken and
on which various biomarkers were measured inclutlibg(Ministerio de Salud Publica; Instituto Nat&n

de Estadisticas y Censos, 2013).

2.2.3.1The survey question about the cut-off

The survey question regarding receiving governmssted nutritional supplements is formulated irhsuc
a way that leaves space for ambiguity which mustdoressed before moving on. The text of the questi

is as follows (translation by author):

“In the past 12 months from ...[month beginning ofipd] to ...[month of end of
period] (...[Name of member of household]) is reaivir has received [during this
period] benefits through the Nutritional Supplemnbgram (Sprinkles, iron, vitamin
A, folic acid) FREE OF CHARGE FROM THE STATE [Natial government]??
(Ministerio de Salud Publica; Instituto National Estadisticas y Censos, 2013)

The first issue pertains to the “In the past 12 thegh(Ministerio de Salud Publica; Instituto Natarde
Estadisticas y Censos, 2013) section of the queskite fact that the question inquires on whetheichild
received treatment over the last twelve monthstireffects the cut-off limit as it too is measdrie age
in months. For example, a child who is 71 montlis(blL months older than the cut-off of 59 monthepw
received the treatment at the age of 59 monthedriths before the survey) will answer yes to thissgion
despite being over the cut-off. This will happetheut this representing a lack of enforcement efdtt-
off. Similarly, a child who was 71 months old (1bmths older than the cut-off of 59 months) and ireszk

49 Given its name in Spanish: Encuesta Nacional dledSaNutricion.

0 Given its name in Spanish: Instituto Nacional déaHisticas y Censos.

5119949 households

52Text as it is written literally in survey in Spahig¢ Durante los Ultimos 12 meses de ............. a.....{..) recibe o recibioé
beneficios por el Programa Suplemento Nutricionhispaz, hierro vitamina A, acido félico) GRATUITOEL ESTADO?”
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the treatment at the age of 60 months (10 montfsééhe survey) will also answer yes to this gioest

and this will represent a lack of enforcement ef ¢lt-off.

Therefore, it can be said that all the children wingwer yes to this question up to the age of 7dtinso
were potentially under the cut-off when they reedithe treatment. However, | cannot identify thoke
were and those who were not. In order to addreassidbue | run a Kernel-weighted local polynomial
regression on either side of the 71 month cut-nff find that the probability of receiving the tnesint
falls to zero at 71 months (see Figure 2.5). Hadetfbeen no regard for the age cut-off, there wbaldo
visible jump in the probability of receiving treatmt at any age, let alone exactly 11 months dfeage
limit. | believe this jump is due precisely to tliemulation of the question which stipulates paptition
over the last 12 months. Therefore, | assume 71tscaccurately measures the cut-off point given the

formulation of the survey question.

2.3.3.1 Type of supplement

The question asks if any member of the househagkived either “Sprinkles, iron, vitamin A or folcid”
(Ministerio de Salud Publica; Instituto National Hetadisticas y Censos, 2013). As mentioned above,
“sprinkles” contain iron, as well as other micraments> therefore, | consider “iron” supplements to also
refer to “sprinkles.” By isolating the sample tdldhen | can effectively eliminate the mothers wkoeived

folic acid.

However, the MSP does distribute vitamin A sepdyatethe form of pills. Notwithstanding, the ligiure
suggests that vitamin A deficiency is treated ffratith “sprinkles,” as they contain 300ug RE ofarnin

A, and, if necessary, to be used simultaneously #ie pills which have “mega-doses” of vitamin A
(15015,015ug RE) (Ministerio de Salud Publica, Wdtbod Program, 201%9.Given there is no way to
discern the exact source of the micronutrientsgiveh the available information on treatment proted
am assuming the children who answered yes to théstipn effectively received “sprinkles” (Ministeri
de Salud Publica; Instituto National de Estadistig&ensos, 2013).

2.3.3.2 Number of doses

Additionally, the 2012 HNS unfortunately does notyade information on the number of doses received

by the children. Therefore, | am unable to disdéthey completed the treatment or not. This la¢k o

53 Including 12.5mg of Iron, 5mg of Zinc, 160ug ofliEdAcid, 300ug RE of Vitamin A, and 30mg of VitamC.
54 Given the MSP distributed iron and vitamin A swugpents freely to all children under the age of 2hths, the daycare center
sample may be composed of children who also redeiitamin A on a routine checkup.
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information might have a deterministic effect orr oesults. This implies | am testing the effecttiod
treatment on a sample of children who participated received at least one dose in the past 12 month
without knowing if they complied with the full trement. The issue of non-compliance is dealt with in
random control trials with an ITT model. ITT istaategy used to analyze the results of a trial wctv the
individuals were initially randomized regardlessuifether they completed the intervention (ArmijavO)

et al., 2009). Therefore, the ITT model gives amese of the effect of a change in treatment yalather
than an estimate of the effect of the treatmerpdtients who receive it exactly as planned (Hdlis
Campbell, 1999). The models applied in this parthef study (RD and IV) use the eligibility rule as
instrument in order to identify the non-biased efffef the program. | believe this is analogous $mg
initial randomization of the program and, these etgdike ITT models, estimate the effect of a dem
treatment policy rather than of the effect of tneamt on compliers.

2.3.3.3 Effect of altitude on Hb

Finally, the Hb measured in the survey is correétedhe altitude of the place of residence of ¢héd.
Altitude has been recognized to have an effect loieMels and on the red blood cell count. Spedlfica
decline in oxygen partial pressure that occurdtdade increases is normally associated with didedn

the oxygen saturation of arterial blood and andased concentration of Hb. In the case of the i@nilth

the 2012 HNS the altitudes ranges from Om to 388Bove sea level. Andean highlanders, such as those
participating in these projects, who are exposetigh altitudes are generally characterized by high
concentrations of Hb relative to individuals wheeliat sea level. This has been considered an adapti
response which allows the individual to maintaigitloxygen supply under conditions of arterial hwipo

This phenomenon can lead to an underestimatiolneoptevalence of IDA at high altitudes. In thisdstu

| apply the correction proposed by Diren et al.94)Rwho estimated corrections for Hb by altitudangs

Ecuador as an example (Dirren, et al., 1994).

2.4 Empirical Strategy

2.4.1 Descriptive Statistics
In order to analyse the effect of the national isapplement program on children under five | prepws

separate methodologies. Firstly, a RD model thas tise age cut-off point (59 months) as the eligjbi
variable. In Figure 2.2 the outcome, Hb, is showblue for the MIES program and in green for theRMS

program with a red line at the cut-off point. Ittiear that the Hb levels increase with age antthiey are
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fairly similar across the two groups of children.drder to control for the effect of age | will extipt to

make the bandwidth around the cut-off point as baspossible (e.g. as seen in Figure 2.3).

Figure 2.2 Hb levels by age in months
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Source: Author’'s computation using 2012 NutritiorH&alth Survey
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Figure 2.3 Hb by treatment interval cut-off
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Source: Author’s computation using 2012 NutritiorH&alth Survey

The descriptive statistics of the variables usettiénRD model are presented in Table 2.7. Givaamapse
where the age eligibility cut-off point (71 montles)n clearly be seen is needed, | include all chiidinder
the age of 120 months (10 years of age) in the Ear§econdly, | use an IV model with a long list of
control variables in order to control for obseneshlTable 2.8 presents the descriptive statisticshie

variables used in the IV model.

Table 2.7 descriptive statistics of variables used RD models i.e. children under the age of 10

Variable Obs Mean Std. Dev. Min Max
Hb g/l 5,286 122.8 11.18 64 208
D. Treatment 22,211 0.2 0.4 0 1
D. 59 months or under 22,519 0.5 0.5 0 1
D. 71 months or under 22,519 0.6 0.5 0 1
Age in months 22,519 59.42 35.17 0 120

Source: Author’'s computation using 2012 NutritiorH&alth Survey
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Table 2.8 descriptive statistics of variables usead IV model i.e. children under the age of 10

Obs Mean Std.Dev. Min Max
Hb (g/1) 5230 122.68 11.19 64 208
D. Treat 22037 0.2 04 0 1
Age in months 22344 59.43 34.89 0 120
Age in months 2 22344 4749.82 432547 0 14400
D. Diarrhea 10473 0.16 0.36 0 1
D. Public daycare 22037 0.08 0.27 0 1
D. Female 22344 0.49 0.49 0 1
Hb mother 8579 127.43 10.99 51 160
Hb mother 2 8579 16360.87 2666.36 2601 25600
Schooling mother 21193 8.68 3.98 0 20
D. access matemity healthcare 22037 0.12 0.32 0 1
D. mother employed 21041 0.45 0.49 0 1
Ln(income per capita) 21189 4.35 0.89 0 8.111727
D. Extreme poverty 22344 0.28 0.45 0 1
D. Indigena 22037 0.14 0.35 0 1
D. Afro 22037 0.04 0.2 0 1
D. Montubio 22037 0.02 0.16 0 1
D. Urban Highlands 22344 0.2 04 0 1
D. Rural Highlands 22344 0.19 0.39 0 1
D. Urban Cost 22344 0.13 0.33 0 1
D. Rural Coast 22344 0.06 0.24 0 1
D. Urban Amazon 22344 0.11 0.32 0 1
D. Rural Amazon 22344 0.17 0.38 0 1
D. Galapagos 22344 0.02 0.15 0 1
D. Guayaquil 22344 0.03 0.18 0 1
D. Under 71 months old 22344 0.6 0.48 0 1

Source: Author’'s computation using 2012 NutritiorH&alth Survey

2.4.2 Regression Discontinuity
RD is a policy evaluation method which uses eligipbirules as instruments to exogenously identify

participants and non-participants. The individwali® fall within a certain neighborhood of the diidjty
rule, that is, just above or just below the cutjodint, are used as a relevant sample for estigndtia
treatment impact. This method allows for observedvall unobserved heterogeneity (Shahidur, et al.,
2010).

2.4.2.1 The model

If there is a variablsS; which determines program eligibility (such as ag#h an eligibility cut-off als™

(59 months) it is possible to model the effect pfegram on individual outcomg; using the RD method.
This allocation mechanism generates a non-lindatisa between participation and age in months. In
general, the estimating equatiory; = S; + ¢;, where individuals witls; < s* receive the program and
individuals withs; > s*are not eligible to participate. If it can be asedrthat limits exist on either side of
the thresholcs™, the impact estimation for an arbitrarily sme > 0 around that threshold would be as
follows (Shahidur, et al., 2010):
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Ely;|s* — el = E[y;|s™ + €] = E[BS;|s™ — €] — E[BS;|s™ + ¢] (2.2)

When taking the limit of both sides of (2.1)e — 0, B is identified as the ratio of the difference inaumes
of individuals just above and below the threshaldighted by the difference in their realizationsS;>as
follows (Shahidur, et al., 2010):

y -y
S——S§t
If individuals were assigned to treatment solelytha basis of the assignment varialTewould be

(2.2)

lim Ey;|s* — e] —lim E[y;|s" + el =y~ —y" =B~ =S = =
Lo d &£

deterministic which in this case, is unlikely. Thés a large degree of “fuzzyness” in program aseint.
Therefore, assignment to treatment status depandgein a stochastic manner. To estimate thentest
effect in the presence of fuzzy discontinustys replaced with the probability of participatiP(S) =
E(T|S) whereT = 1 if individual receives treatment aT = 0 if individual does not receive treatment. In
this case, the discontinuity is stochastic; instefacheasuring differences above and bes*wthe impact

estimator will measure the difference in outconresiad a neighborhood s* (Shahidur, et al., 2010).

2.4.2.2 The cut-off

Figure 2.4 presents the discontinuity in the prditgiof treatment and outcome with two separatened
weighted local polynomial regressions, one on eiside of the cut-off point. As explained aboviedude

the children from all programs pooled together amadude children up to 71 months old as those who
potentially received treatment before the cut-dff5é months. Figure 2.4 and Figure 2.5 present the
discontinuity with both the 59 month and the 71 thocut-off respectively where a jump down in the
probability of receiving treatment after 71 montlas clearly be seen.

41



Figure 2.4Probability of treatment by cut-off point, 59 months

Regression function fit
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Source: Author’'s computation using 2012 NutritiorH&alth Survey
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Figure 2.5 Probability of treatment by cut-off point, 71 months

Regression function fit

T T T
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Source: Author’'s computation using 2012 NutritiorH&alth Survey

Concerns with RD include the possibility that dditity rules will not be adhered to consistentlg, &ell

as the potential for them to change over timehis paper fuzzy RD models will be applied in ortter
address the former concern. In relation to thedatibove | show how the standard may have recently
changed, however, the data demonstrates that thmob®h cut-off point seems to have still been the
eligibility rule while the survey was made.

2.4.3 Instrumental variables without heterogeneous effest
The second methodology, an IV model is used. The difference between the fuzzy RD model and the

IV model is the bandwidth around the cut-off apglie the former. It can be proven that the fuzzyiR@
specific case of the IV model (Calonico, et al120 The IV models are presented in order to seeffect
of the treatment on all the treated children, idioig the ones who are “far” from the cut-off (Stehlni et
al., 2010).

The age cut-off is an appropriate instrument git@omplies with the two requirements of the exidas

restriction. Firstly,Z (our instrument) is correlated wiTh (treatment)cov(Z, T) # 0. The probability of
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receiving treatment after 71 months is virtuallyeésee Figure 2.3), however, and most importaiotly,
first stage probit regression shows the instrunieitighly significant and it has a z-value 4R2 (see
Appendix 2) Secondly, | proposZ is uncorrelated witle, cow(Z, €) = 0 because the cut-off randomly

assigns children to treatment and control grousfasiction of a characteristic they cannot change.

This method allows for endogeneity in both indiatlyparticipation and program placement. When
treatment assignment is not random, endogeneistsegither due to program targeting or to unobskrve
individual heterogeneity arising from individuaksifsselecting into or out of the program. The réesuill
be a correlation betweerandT, cow(T, €) # 0, and therefore a violation of one key assumptiohOLS>®

This naturally results in a bias of the prograneetf. (Shahidur, et al., 2010).

To isolate the treatment variable that is indepahdé other unobserved characteristics an estimatio
two stages is set up. The first stage regressi®) (@ll regress the treatment on the instrunzZynbther
covariates and a disturbaru;2 The resulting predicteT! reflects the part of the treatment affected oty b
Z and therefore represents only the exogenous idriatthe treatment. The second stage regressoitdw
regress the outconY; on the predicted treatmeT;tand other covariateX; and can be found in (2.4). The
reduced form regression which embodies both thediage and second stage regressions is (2.9)ifsha
et al., 2010):

T =yZ; + oX; +u; (2:3)
Yi :aXi+BT‘i+€i (2.4)
Y = aX; + B(PZ; + X +w;) + & (2.5)

The program impact is thef),. Taking into account the assumpticov(Z, €) = 0, the treatment effect

can also be written as follows. If assumpticow(Z,T) # 0 andcov(Z, ¢) = 0 hold then the IV model

consistently identifies the mean impact of the paog given it can be shown thg, = +%
(Shahidur, et al., 2010):
cov(Y;, Z;) = cov[(BT; + €;), Z;] = Bcov(T;, Z;) (2.6)

55 The assumption of independence of regressors and the disturbance term &.
56 in obtaining unbiased estimates
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cov(Y;, Z;)
= —=
cov(T;, Z;) B (2.7)

In our case, the endogenous varialT® i§ a binary (dummy treatment). Thereatreg command on

STATA is used and the probit-2SLS option is specifidds Thodel is constructed as follows:
(2) It runs a probit first stage regressiorTobn (z, x) predictingp; (probability of treatment).
(2) It runs an OLS regression Tfon (1 x, p,) obtaining fitted values
(3) It runs a second stage OLS regressiay of (1,x, T)).

The coefficient oT}is the most efficient estimator of average treatnedfiect forT (Cerulli, 2012).

2.4.4 Instrumental variables with heterogeneous effects
As mentioned above, thetretregcommand orSTATA is used to estimate the IV model. This command

also allows for heterogeneous effects. In thisigedtexplain how the model and the command esémat
these effects. In this paper, the heterogeneoestsffare quantiles. Therefore, tivgte command in
STATA could have been used. However, this command datesstimate heterogeneous effects, rather it
estimates the effect of the treatment on one deatitialso does not estimate the standard eriicestty,

making it difficult to interpret the results.

In order to see if the treatment has an idiosyifaeterogeneous) average treatment effect odreinil
with (low)high levels of Hb | introduce a third skof models with heterogeneous effects for quemtf
the dependent variable (Hb). In a model with ortertogieneous effect there are two endogenous vesiabl
(1) T, and, (2T * Hb_quantile.

In this section | will go over how our model proésa consistent estimator with two endogenoushiasa

by summarizing Cerulli (2012).

The predicted outcome is:

Vi = Yeontrol,i T T (ycontrol,i — Ytreat, i) (2.8)

The ATE is:

ATE = E (Yreat — Ycontrol) (2.9)
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The ATE with observable confounding conditioningtéas:

ATE = E()’treat — Ycontrol | X) (2.10)

If there is only selection on observables then

E(Yeontrol | X, T) = E(Yeontrol | X) (2.11)
EWreat | X, T) = EVirear | X) (2.12)
Ytreat = Hireat T Vtreat (2.13)
Yeontrol = Hcontrol T Vcontrol (2.14)
E(Vireat) = 0 (2.15)
E(Veontrol) = 0 (2.16)
The expected outcome is:
Y = Yeontrol T T (Veontrol = Yereat ) (2.17)
Y = Heontrol T T (Hcontrol — Hireat) + Veontrol + T (Veontrol — Vireat) (2.18)

With non-random assignment and selection on unelbkss to treatment it cannot be assumed that)2.15

or (2.16) is true, therefore:

E(vtreat) = E(vtreat | X) = ftreat(x) T Eyreat (2.19)
E(vcontrol) = E(vcontrol | X) = fcontrol(x) + €control (2.20)
Y = HUcontrol +aT + Vcontrol +T (vcontrol - vtreat) (2.21)

Wherea:(ﬂcontrol - .utreat)

Y = Hcontrol +aT + fcontrol(x) +T [ftreat(x) - fcontrol(x)] + €control + T(etreat

(2.22)
- econtrol)
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AssUMINGfcontrol (X) = XBcontrol @NA fireat (X) = XBirear WE have

Y = HUcontrol +aT + XBcontrol +T (X - ”'x)B + €control + T(etreat - econtrol) (2.23)

Adding and subtractinE [T (eireat — €control)]

Y = Hcontrol T E[T(etreat - econtrol)] +aT + XBcontrol +T (X - ﬂx)B + €control
(2.24)

+ T(etreat - econtrol) - E[T(etreat - econtrol)]

If the instrument is exogenous then it can be assLE[e onirol + T(treat — €control) — E [T (€treat —

econtrol)] | X,2] = 0. This implies that any function cx, z) can be used as an instrument in the y-equation.

y=n+al; + XiBeonrol + T (Xi — 1y)B + error (2.25)

When heterogeneous effects are included thereaase tivo endogenous variabTand T (x — ). As
explained above | use %, p;,) as instruments of T in the model with no hegerteous effects and | use
(1, x, ps, pr (X; — Uy)) @s instruments "and T (x — u,) in the model with heterogeneous effects (Cerulli,
2012). In both IV models (with and without heterogeus effects) additional first stage OLS regressio

are presented. Here, the F-statistic on exclud&duiments is shown to demonstrate they are not.weak

We estimate the heterogeneous effect of treatmettiree quantiles of the distribution of Hb. Fig@ré
shows the distribution of Hb and the quantileshdse three quantiles because | would like the medka
effect on the lowest and highest levels of Hb Iatien to the “mean” effect.
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Figure 2.6 Distribution of Hb (g/l) among children < 120 months with quantiles
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1
Hemoglobin (g/l)
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Quantiles

Source: Author’'s computation using 2012 NutritiorH&alth Survey

2.5 The results

2.5.1 Regression discontinuity
As mentioned above (Figure 2.2, 2.3), | considerstinallest bandwidths as the least biased givesfibet

of age on Hb levels. Table 2.9 presents lineardiaiir and cubic models with robust confidenceriraks

as proposed by Calonico et al. (2014). This estonas presented for various bandwidths arounctthie

off point which in our case is measured in age onths. For example, a bandwidth of 2 would include
children 2 months younger and 2 months older tHam@nths (Calonico, et al., 2014).

Table 2.9 shows none of the estimations are sagmifi Hb is measured in g/l, therefore, the magefLof
the coefficients are within a reasonable rangep@ebeing insignificant, | will take a paragrajgheixplain
the magnitude of the coefficients to show theywithin a reasonable range. For children from 6 %o 5
months of age the minimum non-anaemic levels ofHbl0 g/l. When the bandwidth is one month, the
linear coefficient is -8.295, which would imply @duction in levels of Hb of around 8 g/l. For aldhvith

a Hb level of 1109/l this would imply a drop to 162 This point is important to clarify as somegisntHb
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is reported in g/dl. The limit of anaemia wouldritze defined as 11.0 g/dl. In this case, the &gfficient
would be equivalent to a 0.8 g/dl drop, which womhgly a reduction form 11.0g/dl to 10.2g/dl whiish
a large drop but not an unreasonable quantitynyncase, as mentioned above, the drop is not &gnif

and therefore the actual drop in Hb is zero.

Most of the linear estimations are positive. Howegeme of the coefficients are negative. Furtheemo
there are more negative coefficients in the quadeatd cubic models. | cannot explain this phenammen

except to say that they are all not significant tredefore actually represent a zero change ireiéls.

Table 2.9 Fuzzy regression discontinuity results

, , Linear Quadratic Cubic

Bandwidth Left Right Coef. Std. Err. Coef. Std. Err. Coef. Std. Err.

1 month 38 49 -8.2591 10.407 -6.766 13.568 -3.48 13.245
2 months 93 93 -3.0989 10.338 -4.85 9.55 -8.303 11.667
3 months 145 141 0.382 14.002 -3.317 9.07 -7.26 10.515
4 months 193 189 0.316 18.402 -0.872 10.679 -4.679 9.009
3 months 241 229 1.87 18.508 -1.434 14.361 -2.3727 8.96
6 months 297 286 1.34 17.59 0.720 17418 -2.26 10.7
7 months 348 334 4,138 17.09 -1.803 18,577 -0.34 12.981
8 months 401 375 5.88 16.32 -2.167 19.08 -0.795 15.034
9 months 453 419 6.688 16.872 0.8132 17.887 -3.83 17.58
10 months 496 479 4.19 15.665 6.401 19.779 -6.0107 17.658
11 months 540 513 1.82 15.381 9.059 20493 -4.726 18.581
12 months 602 541 0.053 14.649 9.0912 19.921 -0.632 18.18

Source: Author’s computation using 2012 NutritiorH&alth Survey

2.5.2 Instrumental variables
In previous section (Fuzzy RD model), | focus esgalaly on individuals closely situated around stthe

case of nutritional supplements, it may also beredting to determine the effect of treatment saraple
which includes children who are “far” from the aff-point. Particularly, children who are youngér.
order to do this | introduce an IV model in thistsen (Shahidur, et al., 2010).

The results are presented as follows: firstly, €hll0 has the second stage regression which pgesen
seven models. Model 1 is the simple probit-2 stegst squares (2SLS) where there are no homogeneous
effects. The IV models with heterogeneous effemssaown in models 2 to 7. In models 2 to 4 | pnese
models with 1 heterogeneous effect, one for eacmntia, while, in models 5 to 7 each model has 2

heterogeneous effects i.e. 2 quantiles per model.

Given models 2 to 4 have one heterogeneous effest,each have two endogenous variables (1) dummy
treatment, and (2) the interaction between dumestinent and dummy quantile. Therefore, there ave tw

instruments in these models (2 to 4): the firstrimeent is the cut-off (dummy child under 71 montiis

49



age) and the second instrument is the interactbmden the cut-off and dummy quantile. Each insénim
has its own first stage OLS regression. Table A ptesents the first stage estimation of dummytitneat
using the cut-off (dummy child under 71 months géxas an instrument. Table 2.11.B presents the fir
stage estimation of the interaction between dunmegtinent and dummy quantile, using the interaction
between dummy cut-off and dummy quantile as amunsnt.

Likewise, given models 5 to 7 have 2 heterogenedffests, they each have three endogenous variables:
(1) dummy treatment, (2) the interaction betweemhy treatment and the first selected quantile,(@hd

the interaction between dummy treatment and therskselected quantile. Similarly, there are three
instruments in these models (1) dummy cut-off,if@raction between dummy cut-off and dummy first
selected quantile, (3) interaction between dummyoffuand dummy second selected quantile. Again,
Table 2.11.A and 2.11.B presents the first stageessions for the estimation of dummy treatmentthad
interaction between dummy treatment and dummy djeaespectively, and, finally, Table 2.11.C pretsen
the first stage regression estimation of the imtéva between dummy treatment and the second select
guantile using interaction between dummy cut-off dammy second selected quantile as an instrument.

In every model controls for extreme poverty andeasdo public daycare centers are included, asasell
for characteristics of the child, the mother, tloeigehold as control variables as well as fixedcgfféor

ethnicity and region.

The average treatment effect, found in model 1lndgative and non-significant (-2.03 g/l). When
heterogeneous effects are included, the dummyniegatcoefficient becomes positive. The way the dymm
treatment coefficient is interpreted depends onntbelel. Given quantiles of the dependent varialde a
included, it can no longer be said that the dunmagtinent is the average treatment effect. It lsarathe

effect on the group of children who do not fallarthe category of the heterogeneous effect.

In model 2, a heterogeneous effect for quantiléf the Hb distribution is included. Here the dummy
treatment coefficient is the effect on all childrienquantile 2 and quantile 3, which is positive hot
significant (3.6 g/l). The effect on the childrenguantile 1 is negative and significant (-12.3.dXIsimilar
effect should be found in model 6, where two hegeneous effects are included (quantile 2 and deanti
3), leaving quantile 1 as the reference group. Weans that the dummy treatment coefficient in rh6de
should reflect the effect on quantile 1, howeveehbe effect is positive and significant (5.7 .g/l)

Something similar happens when trying to identifg effect on quantile 2. In model 2 one heterogeseo
effect is included (quantile 2), and find the camdint is positive and significant (24.8 g/l) whilee dummy
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treatment coefficient is positive but not signifitg4.2 g/l). In model 7 two heterogeneous effeuts
included (quantile 1 and quantile 3), allowing qilan2 to be the reference group. Here the dummy
treatment coefficient represents the effect ofttatment on children in quantile 2, it is alsoifies and
significant, however, the magnitude is virtuallgidical to that found in model 6 (5.7 g/l).

Finally, | find the same behaviour when measurirgéffect on quantile 3. In model 3, where it is tme
heterogeneous effect, its coefficient is positiv ot significant (17.3 g/l) while the dummy tnewnt
coefficient, which represent the effect on childiemuantile 1 and 2, is positive but not signifit&l.05
g/l). In model 5, where there are two heterogeneffests (quantile 1 and 2) the dummy treatmentrym
reflects the effect on quantile 3, however, itdsifive and significant and has the same magnésdaodel
6 and model 7 (5.7 g/l).
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Table 2.10 Instrumental Variable results (with prokit model in first stage)

V1 V2 V3 V4 V5 V6 V7
b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.)
D. Treat -2.03 3.62 4.22 1.06 5.75* 5.75* 5.75*
(2.81) (2.45) (2.83) (2.73) (2.43) (2.43) (2.43)
D. Treat * quantile 1 -12.3* -10.97 -16.57**
(2.85) (11.26) (3.24)
D. Quantile 1 -12.3"** -19.3*** -10.2***
(0.37) (0.65) (0.32)
D. Treat * quantile 2 24,8+ 5.6 16.6**
(4.07) (11.5) (3.24)
D. Quantile 2 5.4 9.1 10.2%*
(0.49) (0.6) (0.32)
D. Treat * quantile 3 17.3100 10.9650 -5.6076
(14.55) (11.26) (11.5)
D. Quantile 3 13.6121** 19.3413** 9.1169***
(0.68) (0.65) (0.6)
D. Extreme poverty 0.7937 0.1389 0.6526 -0.0202 -0.2121 -0.2121 -0.2121
(0.88) (0.66) (0.82) (0.8) (0.64) (0.64) (0.64)
D. Daycare 0.7847 -2.201 -1.9367 -1.2633 -2.6499 -2.6499 -2.6499
(1.89) (1.61) (1.66) (1.9 (1.63) (1.63) (1.63)
Z-score height for age 0.1782 0.0432 0.1918 -0.0059 -0.0585 -0.0585 -0.0585
(0.25) (0.16) (0.22) (0.22) (0.16) (0.16) (0.16)
Age in months 0.4560** 0.3545+** 0.3904** 0.4462** 0.3633 0.3633 0.3633
(0.03) (0.03) (0.03) (0.03) (0.03) (0.03) (0.03)
Age in months "2 -0.0021** -0.0018** -0.0018** -0.0021*** -0.0019** -0.0019** -0.0019**
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
D. Diarrhea -0.1359 0.0089 -0.0626 -0.4785 0.26 -0.2600 -0.26
0.7) (0.55) (0.68) (062) (0.53) (0.53) (0.53)
D. Female 0.8162* 0.5535 0.7364 0.4775 0.3553 0.3553 0.3553
(0.48) (0.38) (0.46) (0.43) (0.36) (0.36) (0.36)
Hb. mother -0.9055** -0.1281 -0.4918* -0.8948*** -0.214 -0.2140 0.214
03) 0.21) (0.27) (0.28) (0.2) (0.2) 0.2)
Hb. mother A2 0.0043*** 0.001 0.0026** 0.0042** 0.0013 0.0013 0.0013
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Schooling mother 0.2530*** 0.1503** 0.2049** 0.2214** 0.1423* 0.1423* 0.1423*
(0.07) (0.06) (0.07) (0.06) (0.05) (0.05) (0.05)
D. Free maternal healthcare -1.6833 -1.3624 -1.6094 -1.6069 -1.419 -1.4190 -1.419
(1.14) (1.03) (1.09) (1.11) (1.03) (1.03) (1.03)
D. Mother employed -0.1149 0.3148 -0.0433 0.3121 0.5069 0.5069 0.5069
(0.5) (0.39) (0.48) (0.44) (0.36) (0.36) (0.36)
Ln hh income pc 0.4509 0.0589 0.4270 -0.0402 -0.1735 -0.1735 -0.1735
(0.43) (0.32) (042) (0.39) (0.31) (0.31) (0.31)
D. Indigenous -3.4065** -3.0079"* -3.1331% -2.8189*** -2.5806™* -2.5806** -2.5806**
0.97) (0.78) (0.89) (0.92) (0.76) (0.76) (0.76)
D. Afro-Ecuadorian -1.7952 -1.2311 -1.5681 -1.2T41 -0.9389 -0.9389 -0.9389
(1.58) (1.22) (1.43) (151) (1.23) (1.23) (1.23)
D. Montubio 0.8262 -0.4821 -0.3379 1.1029 -0.3379 -0.3379 -0.3379
(1.05) (0.88) (1.08) (0.94) (0.85) (0.85) (0.85)
D. Urban highlands 0.5757 -0.7783 -0.5611 1.2483 -0.6239 -0.6239 -0.6239
(1.4) (1.16) (1.39) (1.39) (1.21) (1.21) (1.21)
D. Rural highlands 14777 0.115 0.3960 1.5155 0.0061 0.0061 0.0061
(1.44) (1.13) (141) (141) (1.19) (1.19) (1.19)
D. Urban coast 1.3877 0.4624 0.6511 1.9845 0.6241 0.6241 0.6241
(1.34) (1.11) (1.32) (1.34) (1.47) (1.17) (1.17)
D. Rural coast 0.1335 -0.7468 04734 1.0322 -0.284 -0.2840 -0.284
(1.53) (1.26) (15) (15) (1.3) (13) (13)
D. Urban amazon 1.2333 0.2439 0.6619 1.8567 0.4041 0.4041 0.4041
(1.55) (1.23) (151) (151) (1.28) (1.28) (1.28)
D. Rural amazon 1.2445 0.8749 0.8468 1422 0.549 0.5496 0.5496
(157) (1.22) (1.5) (151) (1.27) (1.27) (1.27)
D. Galapagos 3.5439* 1.6808 2.2022 43274+ 2.0132 2.0132 2.0132
(1.74) (1.33) (1.68) (1.65) (1.36) (1.36) (1.36)
D. Guayaquil 1.7943 -0.6025 -0.0390 3.0258* 0.1551 0.1551 0.1551
(1.57) (1.34) (157) (1.55) (1.38) (1.38) (1.38)
_cons 142.9664* 115.2847"* 120.3754*** 145.4320** 128.5967** 109.2554*** 119.4798**
(19.53) (13.2) (17.46) (18.36) (13.1) (13.13) (13.1)
r2 0.5156 0.7019 0.5556 0.6088 0.7295 0.7295 0.7295
N 1344 1344 1344 1344 1344 1344 1344

Source: Author’s computation using 2012 NutritiorH&alth Survey
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A partial explanation of the discrepancy may benfbin the first stage regressions in Table 2.1¥eHe
different first-stage regression than the one tsedake the estimation of the IV models, is presgnt he
first stage here is a simple OLS regression foh éastrument (in models 2 - 4 there are two insents:
one for the dummy treatment, one for the quangketogeneous effect, and in models 5 - 7 theréhege
instruments: one for the dummy treatment and oneedeh of the two quantile heterogeneous effects)
where the F-statistic of the excluded instrumeats lze seen. In models 1 (no heterogeneous eftauds)

2 - 4 (one heterogeneous effect) the F-statistithfe first-stage of the dummy treat is above 1@welver,

in the models (5 - 7) with more than three instrotegthe F-statistic for the first-stage estimatbdummy
treatment is under 10. This leads us to the coitritbat the dummy treatment coefficient in models?

are based on a weak instrument. Therefore, it $ foerely on the estimations in models 2 - 4 ia th

identification of the effect in each quantile.

Therefore, the effect on average is negative andigaificant (-2.03 g/l). This would imply a redian
from, say the minimum 110 g/l to 108 g/l or alteéively in g/dl a reduction from 11.0 g/dl to 10.81bif
the effect was significant, which it is not. Théeet on the children with the lowest levels of Bmegative
and significant (-12 g/I) which implies a reductionHb from, for example, 110 g/l to 98 g/l or fratik.0
g/dl to 9.8 g/dl. Again, | cannot explain the négatsign on the coefficient other than to state this
might be a consequence of diarrhea caused byethtertent and/or a failure to comply with the toedded
doses. As explained above, this model is analogousn ITT model, where the effect of a random
assignment to the treatment group i.e. the effebemg selected, is measured rather than thetedfabe
treatment on those who comply with the entire tresmit protocol. Notwithstanding, in this model B¢t
dummy treatment coefficient becomes positive (&lbet significant) indicating the negative sigmiodel
1 might be driven by the negative effect amongcthitlren with the lowest Hb levels. Once a confool

this effect is added, the sign becomes positive.

The effect of including quantile 2 in model 3 ism#ar on the dummy treatment coefficient, as it agms
positive (not significant). The effect on quanlés positive and significant (24 g/l), implying arcrease
in Hb from say, 110 g/l to 134 g/l or 11.0 g/dI1t8.4 g/dl. In model 4 a heterogeneous effect fantjle
3isincluded, | find the dummy treatment coeffitties positive (not significant). Here the effeatquantile
3 is positive but not significant (17 g/l). Agaihseems reasonable to think that the negativeisigmodel
1 is driven mainly by the negative effect on cleldmwith low Hb levels. The rest of the childrenrede
enjoy either a positive and significant effect @bavith mean Hb) or a positive non-significant effighose
with high Hb levels).
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Table 2.11 First Stage results with OLS model in fst stage

A. First instrument

First Instrument
Endogenous

Instrument
F value
F value instruments

Qunatile 1

Qunatile 2

Qunatile 3

D. Extreme poverty

D. Daycare

z-score

Age (months)

Age”2 (months)

D. diarrhea

D. female

Hb mother

Hb*2 mother

Schooling mother

D. free maternal healthcare
D. mother employed
Ln(hh income pc)

D indigenous

D. afro-ecuadorian

D. montubio

D urban highlands

D. rural highlands

D. urban coast

D. rural coast

D. urban amazon

D. rural amazon

D. Galapagos

D. Guayaquil

D. 71 months

D. 71 months * quantile 1
D. 71 months * quantile 2
D. 71 months * quantile 3
_cons

R2

N

0.008
0.299
0.005
-0.005

0.036
-0.007
0.009

-0.001
0.129
-0.003
0.02
-0.008
-0.047
0.034
0.075
0.144
0.003
0.068
0.14
0.112
0.028
-0.04
0.156

-0.502
0.3528
1344

OLS1:
No hetero.
D treat

D71

28.74
225
s.e.
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(0.63)

OLS2:
Quant1
D. treat

D71, D71*Dq1

b
-0.005

0.008
0.299
0.005
-0.005
0
0.036
-0.007
0.01

0
-0.001
0.129
-0.003
0.019
-0.008
-0.047
0.034
0.074
0.143
0.002
0.067
0.139
0.111
0.027
-0.04
0.15
0.009

-0.513
0.3529
1344

26.58
11.26

S.e.
(0.02)
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(0.63)

OLS3:
Quant 2
D. treat

D71,D71"Dq2

b

0.004

0.009
0.3
0.004
-0.004
0
0.035
-0.006
0.009
0
-0.001
0.128
-0.004
0.02
-0.009
-0.047
0.033
0.075
0.143
0.003
0.067
0.139
0.112
0.029
-0.039
0.169

-0.034
-0.507

0.3532
1344

26.61
11.55
s.e.
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OLS4:
Qunat 3
D. treat

D71,D71"Dq3

0.002
0.006

0. 005
-0.005

0.035
-0.006
0.009

-0.001
0.13
-0.002
0.02
-0.007
-0.045
0.033
0.076
0.147
0.005
0.071
0.143
0.114
0.027
-0.036
0.146

0.164
0.491
0.3542
1344

26.74
12.6
s.e.

OLSS:

Qunat 1, Quant 2

D. treat

D71,D71*Dq1,D71

-0.005

0.007

0. 004
-0.005

0.035
-0.006
0.009

-0.001
0.129
-0.003
0.02
-0.008
-0.045
0.033
0.075
0.146
0.004
0.07
0.142
0.115
0.028
-0.036
0.31
-0.153
-0.18

-0.498
0.3544
1344

*Dg2
2487
8.51
s.e.
(0.03)
(0.03)
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(0.63)

OLSé6:

Qunat 2, Quant 3

D. treat

D71,D71*Dq2,D71*

0.005
0.005
0.007

0. 004
-0.005

0.035
-0.006
0.009

-0.001
0.129
-0.003
0.02
-0.008
-0.045
0.033
0.075
0.146
0.004
0.07
0.142
0.115
0.028
-0.036
0.157

-0.027
0.153
-0.504
0.3544
1344

Dq3
2487
8.51
s.e.

OLST:

Qunat 1, Quant 3

D. treat

D71,D71*Dqg2,D71*

-0.005

0.007

0. 004
-0.005

0.035
-0.006
0.009

-0.001
0.129
-0.003
0.02
-0.008
-0.045
0.033
0.075
0.146
0.004
0.07
0.142
0.115
0.028
-0.036
0.129
0.027

0.18
-0.498
0.3544
1344

Dqg3
24.87
8.51
s.e.
(0.02)

(0.03
(0.02
(0.04

Source: Author’s computation using 2012 NutritiorH&alth Survey
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B. Second instrument

Second instrument

Endogenous
Instrument

F value
F value instruments

Qunatile 1

Qunatile 2

Qunatile 3

D. Extreme poverty

D. Daycare

z-score

Age (months)

Age”2 (months)

D. diarrhea

D. female

Hb mother

Hb*2 mother

Schooling mother

D. free maternal healthcare
D. mother employed
Ln(hh income pc)

D indigenous

D. afro-ecuadorian

D. montubio

D urban highlands

D. rural highlands

D. urban coast

D. rural coast

D. urban amazon

D. rural amazon

D. Galapagos

D. Guayaquil

D. 71 months

D. 71 months * quantile 1
D. 71 months * quantile 2
D. 71 months * quantile 3
_cons

R2

N

0.001
0.249
0.002
-0.004
0

0.02
-0.011
0.007
0
-0.002
0.11
-0.001
0.016
0.001
-0.032
0.014
0.093
0.148
0.027
0.092
0.166
0.128
0.062
-0.009
-0.069
0.264

-0.453
03735
1344

OLS2:
Quant1

D. treat*Dq1
D71,D71°D g1
29.06

23.81

s.e.

(0.02)

=

=

OO0 -~ 00 —~— 00O
WO OO ~~NOoOoowhN

b
0.003

-0.001
0.05
0.002
0
0.0E+0
0.012
0.003
0
0.0E+0
0

0.017
0
-0.001
-0.01
-0.013
0.029
0.016
0.025
0.004
-0.001
0.004
0.014
0.003
0
-0.039

0.245
0.047

0.2321
1344

OLS3:
Qunat 2

D treat* D g2
D71,D71°D g2
14.73

133.18

s.e.

¢ =
= P = S =
=2

)OO0 2O 000 O —~0O

OLS4:

Qunat 3

D treat* D g3
D71,D71"D g3
18.26

194.18

b s.e.

0.008
0.008

0.0E+0
0.003
0.001
0.001
0.0E+0
0

0.001
-0.001
0.004

-0.009
-0.034
-0.028
-0.028
-0.021

-0.03

-0.03
-0.037
-0.028

0.004

e EEEEEEEEEEEE

0322 (0.01)
-0.098
02726

1344

=
=

OLS5:
Qunat 1, Quant 2
D treat * D Q1
D71,071*Dq1,D71*Dq2
27.04
15.89
b s.e.
0.003 (0.03)
0.003 (0.02)
0 (0.02)
0.25 (0.03)
0.002 (0)
-4.E-03 (0)
0 (0)
0.019 (0.02)
-0.011 (0.01)
0.007 (0)
0 (0)
-0.002 (0)
0.1 (0.03)
-0.001 (0.01)
0.016 (0.01)
0.001 (0.02)
-0.032 (0.04)
0.013 (0.03)
0.093 (0.04)
0.149 (0.04)
0.028 (0.04)
0.093 (0.04)
0.167 (0.04)
0.13 (0.04)
0.062 (0.05)
-0.007 (0.04)
-0.007 (0.09)
0.2 (0.09)
-0.07 0.1)
-0.453 (0.59)
0.3737
1344

OLS6:
Qunat 2, Quant 3
Dtreat* D Q2
D71,071*Dq2,D71*Dq3
13.73
87.39
b s.e.
0
0.003 (0)
0 (0.01)
-0.001 (0)
0.05 (0.01)
0.002 (0)
0 (0)
0.0E+00 (0)
0.012 (0)
0.003 (0)
0 (0)
0.0E+0 (0)
0 (0)
0.017 (0.01)
0 (0)
-0.001 (0)
-0.009 (0.01)
-0.012 (0.01)
0.029 (0.01)
0.016 (0.01)
0.026 (0.01)
0.004 (0.01)
-0.001 (0.01)
0.005 (0.01)
0.015 (0.01)
0.003 (0.01)
0 (0.01)
-0.042 (0.01)
0.247 (0.01)
0.033 (0.03)
0.05 (0.22)
0.2326
1344

OLST:
Qunat 1, Quant 3
D treat * D Q1
D71,071*Dq1,D71*Dq3
27.04
15.89
b s.e.
0 (0.02)
-0.003 (0.02)
0 (0.02)
0.25 (0.03)
0.002 (0)
-0.004 (0)
0.0E+0 (0)
0.019 (0.02)
-0.011 (0.01)
0.007 (0)
0 (0)
-0.002 (0)
0.1 (0.03)
-0.001 (0.01)
0.016 (0.01)
0.001 (0.02)
-0.032 (0.04)
0.013 (0.03)
0.093 (0.04)
0.149 (0.04)
0.028 (0.04)
0.093 (0.04)
0.167 (0.04)
0.13 (0.04)
0.062 (0.05)
-0.007 (0.04)
-0.078 (0.04)
0.271 (0.04)
0.07 (0.1)
-0.449 (0.59)
0.3737
1344

Source: Author’s computation using 2012 NutritiorH&alth Survey
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C. Third instrument

Third instrument

Endogenous
Instrument

F value
F value instruments

Qunatile 1

Qunatile 2

Qunatile 3

D. Extreme poverty

D. Daycare

z-score

Age (months)

Age’2 (months)

D. diarrhea

D. female

Hb mother

Hb"2 mother

Schooling mother

D. free maternal healthcare
D. mother employed
Ln(hh income pc)

D indigenous

D. afro-ecuadorian

D. montubio

D urban highlands

D. rural highlands

D. urban coast

D. rural coast

D. urban amazon

D. rural amazon

D. Galapagos

D. Guayaquil

D. 71 months

D. 71 months * quantile 1
D. 71 months * quantile 2
D. 71 months * quantile 3
_cons

R2

N

OLS5:
Qunat 1, Quant 2
D treat* D Q2
D71,071*Dg1,D71*Dq2
13.73
87.39
b s.e.
0 (0.01)
0.004 (0.01)
-0.001 (0)
0.05 (0.01)
0.002 0)
0 (0)
0.00E+00 (0)
0.012 0)
0.003 0)
0 (0)
0.00E+00 (0)
0 (0)
0.017 (0.01)
0 0)
-0.001 (0)
-0.009 (0.01)
0.012 (0.01)
0.029 (0.01)
0.016 (0.01)
0.026 (0.01)
0.004 (0.01)
-0.001 (0.01)
0.005 (0.01)
0.015 (0.01)
0.003 (0.01)
0 (0.01)
-0.008 (0.03)
-0.033 (0.03)
0.214 (0.03)
0.049
0.2326
1344

OLS6:

Qunat 2, Quant 3
Dtreat* D Q3
D71,071*Dg2,D71*Dg3
17

129.07

b s.e.

o

0.002
0.01
0.008
0.00E+00
0

0
0.00E+00
0.003
0.001
1.00E-03
0.00E+00
0

0.001
-0.001
0.004

0

0

-0.009
-0.034
-0.029
-0.028
-0.021
-0.03
-0.03
-0.037
-0.028
0.006

Sccoccccccccccccccccccccococoo

cceceeeeeeeeee e e e e e e e e

-0.003
032 (0.01)
-0.104
0.2728
1344

C

b
-0.002

0.007
0.008
0.00E+00
0

0
0.00E+00
0.003
0.001
0.001
0.00E+00
0

0.001
-0.001
0.004

0

0

-0.009
-0.034
-0.029
-0.028
-0.021
-0.03
-0.03
-0.037
-0.028
0.002
0.003

0.324
-0.102
0.2728
1344

OLST7:

Qunat 1, Quant 3
Dtreat* D Q3
D71,D71*Dg1,D71*D g3
17

129.07

S.e.

©)

el iCEiCiCCICICICICICICICIC]

(0.01)

Source: Author’s computation using 2012 NutritiorH&alth Survey
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The main concern with IV model is that the instramn@ight be weak which would increase the standard
error of the IV estimate or that it might not be@g&nous, that is, that it might be correlated witbbserved
heterogeneity, which would make the IV estimatesdi(Shahidur, et al., 2010). In relation to threnfer,

I have a highly significant instrument which hasaalue of 4.22 (see appendix 2) in model 1 (whieeee

are no heterogeneous effects). In models with bgégreous effects the F-statistic is presentedderdo
differentiate those with strong (models 2 - 4) arak (models 5 - 7) instruments. In relation toltiter,

| cannot test for whether our specific instrumeatisfied the restriction exclusion, | can only offe
theoretical justification for how the instrumentght identify participation exogenously.

In summary, the average effect is not significartt seems to have a positive coefficient in the Ridleh
while having a negative one in the IV model. Thgai&e sign in the IV model seems to be drivenHzy t
effect on the first quantile where children have tbwest Hb levels. Here, | find a negative sigaifit
effect. While in quantiles 2 and 3 | find a positisignificant and a positive non-significant effect
respectively. The negative significant effect o first quantile may be driven by diarrhea causgthke
treatment and/or by a lack of compliance in the beinof doses as this is not measured in this model.

2.6 Discussion and Conclusion
IDA is a condition characterized by a depletiofiram reserves leading to a lower than normal leféib

in the blood (U.S. Department of Health and Humarvi8es, 2014)! It is a form of malnutrition which
has the potential to affect development, learnbilities and schooling achievements in children (fitez,

et al., 2009; WHO, 2015; Micronutrient Initiative015). Ecuador is an important case study for the
evaluation of public policy to reduce IDA as it haasd a persistent problem with the incidence of IDA
among childretf (Freire, et al., 1988; Ministerio de Salud Publibsstituto National de Estadisticas y
Censos, 2013).

This study is an evaluation of the public policteatpting to reduce the prevalence of IDA in Ecuadlor
evaluate the national program that distributes omigtrient supplements through both public daycack a
public healthcare centers. The policy stipulates ¢hildren up to the age of 59 months are elidibiehe

treatment. Children over this age are no longgjilaé.

We use the 2012 cross-section HNS where therdasmation both on Hb levels of children and whether

they received the treatment in the past 12 momthsrder to identify the causal effect of the irten to

57 Hb is an iron-rich protein that carries oxygemirthe lungs to the rest of the bodly.
5869% in 1988 and 62% in 201tnang children 6 to 12 months of age.
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treat, | present two methods: Firstly, a fuzzy RbBdel in which | use the age eligibility rule asw-off
point, and, secondly, an IV model in which | use #ge eligibility rule as an instrument. Additidgal

present six IV models with heterogeneous effectguantile of the dependent variable Hb.

Both methods allow us to exogenously identify ggsants from non-participants and account for olesr
as well unobserved heterogeneity. Both models atwvendogeneity in both individual participationda
program placement by identifying a cut-off or instrent that is highly correlated with program plaeeim
and not correlated with the unobserved charadsgistffecting outcome (Shahidur, et al., 2010). The
difference between these two methods lies in tinellvadth around the cut-off used in the fuzzy RD wilod
but not used in the IV model. In the fuzzy RD modeils bandwidth restricts the sample of both tresait
and control groups to children who are ‘close’rte tut-off age while the IV model measures thectiba

all children from 6 to 120 months.

Despite specifying various bandwidths and functidoans, our results show no significant effectshie
fuzzy RD models with some specification resultingpiositive and others in negative coefficients. The
average effect of the IV model is negative and significant, however, when a heterogeneous effgct b
guantile is included (models 2 - 4), the effectlom rest of the distribution is positive and nogrgicant.

I include six models (models 2 - 7) with heterogareeffects: three (models 2 - 4) with one hetaregas
effect (i.e. one quantile per model), and, threedets 5 - 7) where each model has two heterogeneous
effects (i.e. two quantiles per model). | will ombfer to models 2 - 4 in this discussion, as théng with
model 1 (no heterogeneous effects), have firstestagressions with F-statistics larger than 10, aned
considered to have strong instruments. On the d¢téwed, models 5 - 7 suffer from weak instruments.

In models 2 - 4 1 build an instrument for everydregeneous effect. A model with one heterogeneifecte
(e.g. quantile 1) will have two endogenous varighbtiimmy treatment and the interaction between dpumm
treatment and dummy quantile 1. The first instruniethe cut-off (dummy child under 71 months oépg
and the second instrument is the interaction betwee cut-off and dummy quantile 1. If the first
instrument is exogenous, then it is reasonablesarae the second instrument is as well (Cerulli220

Each model has a separate OLS first stage regressghow the F-statistic.

As mentioned above, | find a negative non-signifteffect in the IV model with no heterogeneouseétfs.
However, | find two interesting outcomes when agialy the effect over the distribution of Hb. Théeet
is negative and significant for children in thesfiguantile (low Hb), a positive and significant é&hildren
in the second quantile (average Hb), and positi ron-significant in the third quantile (high Hb).
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suspect that the opposing effects in quantile Quantile 2 and 3 cancel each other out when miegsur
the average effect in the IV and RD models rendetire coefficients non-significant. Additionallyy b
including heterogeneous effect by quantile | aniréwdly identifying the heterogeneous effect by,zae
children under the age of 1 tend to be in the losvet of the Hb distribution (Figure 2.7). Obviousm
controlling for the effect of age, and any othenteonporaneous factor affecting IDA. However, younge
children in the lower end of the distribution magigh explain the negative significant effect in firat
guantile, as it is more likely that younger childieave never had the treatment before. If thertreat
causes diarrhea, particularly among children whee meever had “sprinkles” before, then it would shgw
as a negative effect of the intention to treat (bterio de Salud Publica, World Food Program, 2011)

Figure 2.7 Distribution of Hb by age in years
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Source: Author’s computation using 2012 NutritiorH&alth Survey

We are not able to include heterogeneous effedtseifRD model given the bandwidth around the ctit-of
needs to be very small and this reduces the saigdeonsiderably. At the smallest bandwidth ofdnth
the sample size is 38 for the treatment and 4%h#rcontrol, at the largest bandwidth of 12 months,
sample is 602 for treatment and 541 for controbrliter to have heterogeneous effects, | would teash
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a model with a considerably larger bandwidth, whi¢haken to the extreme of including all children

would be methodologically equivalent to runningl¥rmodef® (Calonico, et al., 2014).

The limitations of this study are twofold (1) | cant determine if children in the 2012 HNS complettesl
treatment of 60 doses. This is determinant in titeane. Notwithstanding, randomized trials withuess
of non-compliance perform ITT models, which areeagafly widely accepted. In these models the results
of a trial in which the individuals were initiallsiandomly assigned into treatment or control groangs
estimated regardless of whether they completednteevention (Armijo-Olivo, et al., 2009). The réisu
are an estimate of the effect of a change in treatrpolicy rather than an estimate of the effecthef
treatment in patients who receive the treatmenttgxas planned (Hollis & Campbell, 1999). | bekethe
models applied in this part of the study (fuzzy &ml IV) are analogous to the ITT models in thay tiee
the initial randomization of the program in ordeestimate the effect of a change in treatmentypotither

than of the effect of treatment on compliers.

(2) The survey question inquiries about particirain the program over the past 12 months. Thidiasp
that children 11 months older than the cut-off Tdnths old) could have participated while stillhiit the
age limit (59 months) or after going over it. Thaywn which the question is formulated restrict§rosn
distinguishing them. However, beyond 71 months, phebability of receiving the treatment falls
dramatically very close to zero, therefore, | assuiis jump represents a cut-off in access duadk of
eligibility.

| believe this study is an important contributianthe literature as it identifies the causal effeicthe
intention to treat and it is the first to evaluat@on-cash transfer on the nutritional health diftlodn in
Ecuador. Most studies relating to the nutritionedlth of children in Ecuador use similar technigtees
identify the causal effect of the treatment, howetleey mainly study the effect of the national &ithsh
transfer program called “Bono de desarrollo humanthers study the effect of the Ecuadorian 1999
financial crisis on nutritional outcomes and mast the z-score of height for age as the outcomabtar
There are no studies, to our knowledge, which stdg-cash transfer program such as nutritional
supplements on the nutritional outcome of childrEmere are virtually no studies that use blood damp
outcomes such as Hb as outcome variables. Ratlost, fotus on the anthropometric outcomes that are

more widely available.

59 given it is constructed in a twostep processfitbestage is the regression where the cut-offijots the treatment and the second
is the regression where predicted-treatment prettiet outcome (the estimand take the form of a witthe two).
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In conclusion, | find no significant average effeétthe intention to treat on children under 5r¢his a
negative significant effect on children with theviest Hb levels and a positive significant effectbiidren

in the middle quantile, | suspect these effecteebm@ach other out on average. These findings ficstiy

to the importance of further research on the eftédhe treatment by dose, as it is deterministithie
outcome and may clarify why the intention to treas no average effect. Additionally, the lack of a
significant effect may indicate that the treatmefthe direct cause of malnutrition might be insziént.

In the next chapter | attempt to construct the agpt that there may be other causes, apart frosetho
being treated (i.e. malnourishment), which may tvéirdy the persistent levels of IDA and other forofs
malnutrition in Ecuador. | explore the effect ofraruterine shocks on chronic malnutrition i.ensitug in

an attempt to test the effect of environmental khan individual health.
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Appendix 1 Chronic child malnutrition and the z-scae of height for
age

The z-score of height for age is estimated using thehoukilogy developed and distributed freely by the

World Health Organization (2013). The normalizedcore (A.1) establishes the growth standard of

children by defining a normal growth curve (Worldadth Organization, 2013; World Health Organization

1997).

7 score = (xi - xmedian)/o_x Al

Wherex; is the height of child ix,,.q4iqn IS the median height from the reference populabibthe same
age and gender aig”* is the standard deviation xfof the same reference population (Imai, et al1,420
World Health Organization, 1997). This score isegaily estimated using anthropometric data avaslabl
in the diagnosis of the nutritional and healthaiton of Ecuador (DAN%) survey 1986, LSMS (2006,
2014) and HNS for each child below the age of fiMee z-score ranges frc=co to oo as it is measured in
standard deviations from the mean which is zera.dhild’s z-score is under -2, that is to say,aurtd/o
standard deviations below the mean, the child isribally malnourished or “stunted” (World Health
Organization, 1997).

60 For its name in SpanisBiagnoéstico de la situacion alimentaria nutricionatle salud
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Appendix 2: IV models: First stage Probit models

Here the first stage prediction of dummy treatmisnpresented. The first stage prediction of other

instruments is not presented the as they are mdhle in the output dfitreatreg

Table A2 First stage probit models

V1
Dependent variable: D. Treat b z-value
D. 71 months old (cut-off) 1.48 (4.22)
z-score of height for age 0.03 (0.75)
Age (months) 0 (-0.43)
Age’2 (months) 0 (-0.64)
D. diarthea 017 (1.25)
D. daycare 0.75 (3.65)
D. female 0.01 (0.15)
Hb mother 0.1 (1.12)
Hb mother*2 0 (-1.08)
Schooling mother -0.01 (-0.66)
D. free maternal healthcare 0.36 (2.08)
D. mother employed -0.02 (-0.18)
Ln(hh income pc) 0.18 (1.87)
D.extreme poverty 0.16 (0.81)
D indigenous -0.08 (-0.37)
D. afro-ecuadorian 043 (-1.09)
D. montubio 0.24 0.9)
D. urban highlands 0.36 (12)
D. rural highlands 0.91 (2.88)
D. urban coast 0.18 (-0.6)
D. rural coast 0.33 (0.97)
D. urban amazon 0.79 (2.41)
D. rural amazon 0.67 (2.01)
D. Galapagos -0.02 (-0.07)
D. Guayaquil 043 (-1.08)
_cons 9.79 (-1.61)
Pseudo R2 0.4464
N 1344

147
.15

0.03

0.18
0.75
0.01
0.1

0.01
0.37
0.01
0.18
0.15
0.07
044
0.24
0.36
092
0.18
0.34
0.79
0.68
0.04
043

-10.02

V2
z-value
42)
(-0.84)

148

0.04

0.03

0.17
0.75
0.01

0.1

0.01

0.36

-0.02

0.18
0.16

0.08
043

0.24
0.37
0.92

0.18

0.33
0.79
0.68

0.02
042
968

\'&]
z-value
(4.22)

(-0.24)

1.51

0.71
0.03

017
0.75
0.01

0.1

0.01
0.37
.01
0.18
0.13
0.08
042
025
0.42
0.99
0.13
0.39
0.85
0.74
0.01
0.36
997

V4
z-value
(4.22)

(2.19)
(0.71)
(-0.18)
(-0.93)
(12)
(362)
(0.16)
(1.13)
(1.1
(-0.75)
2.12)
(-0.12)
(1.82)
(0.64)
(-0.34)
(-1.07)
(0.94)
(1.35)
(3.05)
(-0.42)
(1.11)
(2.56)
(2.18)
(0.04)
(-0.9)
(-1.63)
0.4504
1344

1.51
074
-0.69

0.03

017
0.75
0.01
0.1

0.01
0.37
.01
0.18
0.12
0.07
042
025
0.41
0.99
0.13
0.39
0.85
0.74

0.36
9.34

I\
z-value
(4.21)
(-2.18)
(-2.01)

1.51

0.04
0.74
0.03

0.17
0.75
0.01
0.11

0.01
0.37
-0.01
0.18
0.12
0.07
042
0.25
0.41
0.99
013
0.39
0.85
0.74

0.36

-10.08

V6
z-value
(4.21)

(0.25
(2.18

1.51
-0.04

0.69
0.03

0.17
0.75
0.01
0.11

-0.01
0.37
-0.01
0.18
0.12
0.07
042
0.25
0.41
0.99
013
0.39
0.85
0.74

-0.36

-10.04

V7
z-value
(4.21)
(-0.25)

Source: Author’s computation using 2012 NutritiorH&alth Survey
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Chapter 3

Long term effects of pre-natal exposure to maternasdtress:
Evidence from the financial crisis in Ecuador

3.1 Introduction
After a decade of financial liberalization, riskgnding operations and a general failure to effebtiv

monitor bank operations, in 1998, the all-time lstygrice of oil left Ecuador with a painful lack fofeign
currency. In the same year, the worst El Nino ph&swon in its history impaired banks assets andexlea
a gaping hole in public finance. The last quarfet398 saw a drain in liquidity that lead the CahBank

of Ecuador (CBE) to simultaneously provide lendétast resort assistance and perform open market
operations in a futile attempt to control inflati@dn 1 Jan 1999 an unusual tax on all financialsaations
fueled a swift and massive flight in liquidity aseferences shifted to the dollar. The drastic ifaliotal
deposit§' accelerated the collapse of various financiaitinsons in Ecuador. By March 1999 the run on
deposits and the currency crisis led the governrtedéeclare a bank holiday and freeze financiattass
By October 1999 the government had suspended pagroerDiscount and PDI Brady Bonds and Brady
and Eurobonds. In March 2000, Ecuador had adomedS dollar as legal tender (Jacome, 2004;
Sturzenegger & Zettelmeyer, 2008).

We interpret the crash in liquidity on 1 Jan 1989z point of infliction of the crisis. The suddand
precipitous collapse of the financial system igiipteted as an objective stress shock for individeposit
holders. An unanticipated potentially measurablewam of hardship endured by a pregnant individual
exposes the offspring to pre-natal maternal stkagging its fetal environment. This type of change
cause alterations in the series of “switches” widetermine whether parts of a genome are expressed
not, such that, the health effects of an intrainéeshock may remain latent though the life cyglenond

& Currie, 2011; Gluckman, et al., 2005; Couzin, 20Rice, et al., 2010; Rice & Thapar, 2010; Zijlman
et al., 2015; Bussiéres, et al., 2015; Hobel, .e28I08; Schetter & Tanner, 2012; Currie & Rosdate3,
2013) (Dancause, et al., 2011; Hilmert, et al.,@0lbong, et al., 2011; Harville & Do, 2016; Leppokt
al., 2017; Lederman, et al., 2004; Eskenazi, et28l07; Maslow, et al., 2016; Wainstock, et al.120

61 See Figure 1.
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Camacho, 2008) (Novak, et al., 2017; Eiriksddétral., 2013; Stein, et al., 1975; Hoek, et al98 %t
Clair, et al., 2005; Kannisto, et al., 1997; BarkiE990; Holzman, et al., 2001; Barker & Osmond, 698
Barker, 1995) (Beydoun & Saftlas, 2008; Mansour&eR, 2011; Camacho, 2008; Class, et al., 2011; Zhu,
et al., 2013; Gunnlaugsson, 2016; Eiriksdéttiglet2015; Stanner, et al., 1997).

In this paper | measure the effect of this 199¢akutterine maternal stress shock on the 2012 zswfor
height-for-age of the offspring. In order to estim¢he average treatment effect (ATE) | proposkaas
RD model. The method compares children born jusrahe 1 Jan 1999 “cut-off” with those born just
before. This creates a counter-factual (contraligyevhich can be assumed to have very similar obbéze
and unobservable characteristics to the treatnrenipg and thus, allows us to identify a causalctftd
the exogenous in-utero stress shock. | find childvern after the crash have significantly lowerceres
(in 2012) than children born before. Although | wahtest this hypothesis directly, | propose ttnm t

financial crash created an intra-uterine shockutjngpre-natal maternal stress (Almond & Currie, D01

RD models assume the randomized variation in treatris a consequence of the inability of agents to
control the assignment variable near the cut-dfie Thoice of bandwidths, polynomial forms and kerne
functions is fundamental in the analysis and im&tadion of RD designs. Therefore, two data-driven
methods are used to select an appropriate bandWiidtty, the Akaike information criterion (AIC)ral,
secondly, a dummy variable test in order to saleepolynomial order. Furthermore, the sensitioityhe
results to triangle, rectangle and Epanechnikownddefunctional forms are tested, and finally, relet
observable characteristics are found not significadetermining selection into treatment (Cattaregal.,
2018; Lee & Lemieux, 2010). In addition, 4 robusthehecks are run as recommended by Lee and Lemieux
(2010) and Cattaneo et al. (2018): (1) placeba&ffior the months and years predating the cii@)she
density of the running variable is examined, andg3est is run for the sensitivity of the model to
observations near the cut-off. Finally, (4) othelevant observables are analyzed to make surelthagt
have the same cut-off.

This chapter contributes to the literature in thvesys: (1) it studies a financial crisis which &s$
commonly found as a stressful life event in theréiture. (2) | measure long term effects rathem gteort

or medium term effects. (3) | find a natural expmnt where an exogenous cut-off allows for the
measurement of a causal long term effect on healfs paints a more comprehensive picture of the
consequences of pre-natal maternal stress. Additrit may help explain the lack of significamsults

of the current public policy to reduce iron defiaty anemia (IDA) in Ecuador (see results chapter) tw
and may help shape preventative public policy i@etions during pregnancy which could potentiakky b
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effective at improving health outcomes later i I{fAlmond & Currie, 2011). Finally, | have not falin
studies which analyze the long term health effetge-natal exposure the 1999 Ecuadorian crisijmg

this an original contribution to the debate.

Notwithstanding, there are various weaknesses théhevidence presented in this paper. Firstly, itesp
testing and not finding any anticipation effect$dbe the crisis, | did find isolated significantapkbo
effects after the crisis and on New Year's Day 1998ough, it is worth mentioning that these place
effects lose their significance after a simple Iqmalynomial robustness check. Secondly, the demsit
the running variable is not uniform leading to aairmbalance in the size of the (treatment v. ouijpt
samples. However, | find no evidence that the dgmdithe distribution of observations has an dffat
the outcome, and | find significant effects evetermtliminating observations near the cut-off - ethi
concurrently also balances the sample sizes. Finddispite our attempts, | was unable to test véreth
individuals with no access to financial serviceseneffectively sheltered from the crisis. Howewérs is
not the objective of the chapter. Taking all thitoiaccount, | believe | provide ample evidenceethieno
anticipation bias and no manipulation of the cuf+afaking this a robust sharp RD design.

This paper is divided into six parts: (1) The cahtxplains the origin, outbreak and aftermathhef 1999
Ecuadorian crisis; (2) the mechanisms explaingeted origins hypothesis, the empirical evidenag] a
how it applies to this case; (3) the methodologiegithe econometric account of the model; (4) #ta d
and results outline parameters; (5) the robustdessks go through every case where a RD model might

fail; and finally, (6) the conclusion and discussio

3.2 Context: the financial crisis of 1999

3.2.1 Run-up to the crisis (1994-1998)

The run up to the crisis was marked by three ingmbrevents: (1) The liberalization of financial kets
leading to a first liquidity crisis in 1994, (2)depleted oil price ($10/barrel) in 1997, couplethw(3) the
worst “El Nifio” phenomenon in recorded history aigrithe winter of 1997-8. Surrounding these events
was a period of political and social unrest. Iis gection, | will briefly explain the details whiahe relevant

to the 1999 financial crash (see Appendix 2 fopbia representation of chronology) (Jacome, 2004;
Martinez, 2006).
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In 1994 the Law of Financial System Instituti&hehich liberalized interest and exchange rates, was
enacted. The law promoted the free entry and éxitstitutions to the financial market and allowfed an
expansion of bank operations particularly in fone@irrency and in offshore branches. Central Bank o
Ecuador (CBE) was named lender of last resort (LDBRd was only allowed to provide liquidity
assistance in the local currency (Sucres). Addilignthe amount of liquidity assistance allowedswa
unlimited and the deposit guarantees would relZB& funds. Finally, there was a rapid reductiobank
reserve requirements from 28% to 10% in domesticeagy and from 35% to 10% in foreign currency.
This was essentially part of a greater liberal@atprocess which had begun in the early 1990’s that
coincided with a parallel increase of capital inftoand attracted to higher domestic returns. Betvi©83

and 1994 the CBE international reserves doubledr@dumber of financial institutions increasedmyre
than 30% (from 33 to 44) (Jacome, 2004; Martin€0&3.

Financial intermediaries failed to gauge the riskending operatiori$and the Superintendence of Banks
and Insurance Companiéfailed to effectively monitor these operationsticalarly in offshore branches.
This allowed banks to circumvent regulations andtrmis and engage in transactions with currency and
maturity mismatches in the denomination of assetkliabilities® connected lending, large amounts of

non-performing loans and, in some cases, eventitantioperations (Jacome, 2004; Martinez, 2006).

In 1995, the border conflict with Péfiand “a number of other exogenous shotkst to an unanticipated
liquidity crunch. In order to control inflation, ¢hCBE stabilized the exchange rate by contractingey
through Open Market Operations (OMO). This pusiediominal interest rate up to 58%vhich created
liquidity problems for banks with maturity mismagésh Banco Continental failed and was acquired by th
State, however, the CBE isolated the crisis by iging liquidity support to other banks. An ominous
equilibrium ensued in 1997 and, with the liquidipnditions restored, the interest rate decreasewiide,
2004).

Nevertheless, the banking system remained fragigetol poor quality of bank assets and a resultijife
shortage. In the winter of 1997-1998 Ecuador satfehe worst El Nifio phenomenon in its history.sThi

62 Name in Spanish: Ley General de InstitucionesSiktema Financiero de 1994. Executive Order 18%Xfficial Registry 475,
4 Jul 1994 (Decreto Ejecutivo 1852 Registro Ofidiab 4 de Julio de 1994).

83 Credits increased 40% in 1993 and 50% in 1994.

64 Superintendencia de Bancos.

55 Currency or maturity of assets not equal to curyesr maturity of liabilities.

66 January 26 — February 28, 1995.

57 The author (Jacome, 2004) does not specifies wha fefering to.

%8 And the real interest rate up to 30%.
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destroyed agricultural areas, particularly in thagtal regions, impairing banking assets. Addifignan
early 1997 both president and vice-president wenegorved from office and a very close general elactio
was held in May 1998. Meanwhile the price of oilsw#l0 a barrel making foreign currency scarce and
hurting public finance (Jacome, 2004).

Solbanco was the first (small) bank to close inilX#98. This led to a wave of withdrawals in otbanks.

In August 1998, a medium sized bank (Banco de &mesd) closed and returned depreciated deposits of
only small savers after several weeks. Larger depadders did not receive their savings back. In
September 1998 a large bank (Filanbanco) alongMitbther financial institutions requested lenddast
resort (LOLR) assistance from the CBE. Between&rper and November of 1998 the LOLR assistance
provided by the CBE reached 30% of the money biserder to hold down the depreciation of the
currency, the CBE tried to mop up liquidity by sitameously selling bonésthrough OMOs (See
Appendix 1 for Jacome (2004) figures on financissistance to banks, OMOs and net international
reserves). This proved insufficient as the Sucpeeat@ated by 24%, inflation reached 15% and intigwnal
reserves fell by 7.6%. Finally, in the last quadgfi998 banks foreign credit lines experiencedS$800
million cut due to the Russian and Brazilian cr{Siscome, 2004; Martinez, 2006).

3.2.2 The AGD and the 1% tax: first trimester of 1999

In December 1998 legislati®meant to deal with the absence of effective basklution instruments was
approved by Congress. The law created the DepasitdBtee Agency (AGD) in order to provide a
blanket guarantee of deposits and instituted a d%ooh all financial transactions meant to increase
government revenue while simultaneously eliminatidigincome tax (Cantos Bonilla, 2006; Jacome,
2004).

The AGD began operating on 1 Dec 1998 and wadeazhtit “purchase and assume operations” of findncia
institutions. Notwithstanding, 6 banks were closetween December 1998 and January 1999 except
Filanbanco which was considered “too big to fdih.'order to materialize the blanket guaranteedaoraext

of lacking fiscal funds long term securities (AGDbriols) were used. The AGD started honoring the lefiank
guarantee with resources from the CBE only in Ap€iP9. This fueled withdrawals from other banks,
eroded AGD credibility and stimulated contagionrft@s Bonilla, 2006; Jacome, 2004).

9 Bonos de estabilizacion monetaria, BEMs

70 Name in Spanish: Ley de Reordenamiento en MaE@momica en el Area Tributario - Financiera. Rai#id in the Official
Registry Supplement 78 1 Dic 1998. (Publicada eBuglemento del Registro Oficial No. 78 del | deiefinbre de 1998).

71 Given its name in Spanish: Agencia de GarantiBejgositos.
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On 1 Jan 1999 the financial tax was deployed. dvgd devastating for the financial system as it was
enacted in the context of waning confidence. Thave the largest liquidity flight since the firsark
failure in April 1998 (Figure 3.1), a speculativenron the Sucre as preferences shifted to the Daltal
indirectly, it increased pressure on the exchamge, and, accelerated the collapse of various diahn
institutions as deposits plummet&By February 1999 CBE international reserves hadndhto the point
where sustaining the exchanged rate was no loragsilpe. During this month, the CBE floated ther8uc

resulting in an almost immediate 50% devaluatiocantGs Bonilla, 2006; Jacome, 2004).

The ensuing months saw the predictable consequelnctee early days of March 1999 the largest bank
(in terms of deposits, Banco del Progresso) expeeig a massive run on deposits. This, coupledtivéh
currency crisis and the systematic lack of configgrded the government to declare a bank holiday on
Monday March 8 19997 This holiday lasted a week and finalized in thelegpread freezing of all bank
accounts with a balance over 500 USD in order tcafurther capital flight. Savings accounts wobkl

frozen for a year and checking accounts for 6 noihcome, 2004).

3.2.3 Discussion on our crisis threshold
Waves of withdrawals occurred fairly regularly inlador. However, as is shown in Figure 3.1, between

the first bank failure (April 1998) and Decembe&%otal deposits continued to increase. Only im Ja
1999 did total deposits fall. Figure 3.2 shows hbe largest liquidity crunch faced by the bank®als
occurred in January 1999 which was only stoppet thi¢ freezing of bank deposits in March 1999. Why
would there be a bank run in January 1999 if bam&se closing since April 1998 and inflation and
devaluation was increasing since September 1998 Fsgure 3.3 & Figure 3.1) (Jacome, 2004)?

Furthermore, wouldn't the creation of the AGD h#een meant to prevent capital flight?

We believe the financial tax marks the beginninghefbank run, despite the approval of the tax woay
on 1 Dec 1998, leaving sufficient time for depdsitders to anticipate and adapt to it. Total depagiew
in December 1998 (Figure 3.1), therefore, the exterwhich deposit holders adjusted expectations in
anticipation of the tax did not take into accourd tollapse of the economy. If deposit holdersdtialve
anticipated the crisis with the announcement oftélxe deposits would have decreased in Decembet. 199

| argue the contagion effect the tax had on depesit unanticipated by policy makers and depokiens.

72 Notably the largest bank in terms of deposits (®athel Progreso).
73 Meaning that banks remained closed.
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Figure 3.1 Total Deposits and Currency Issue (Biltins of Sucres)
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Figure 3.2 Liquidity and credit crunch
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Figure 3.3 Inflation and monetary base growth (annal percentage rate)
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3.3 Mechanism: intra-uterine shocks

3.3.1 Stress and the fetal environment
The fetal origins hypothesis, proposed by Britislygician and epidemiologist David J. Barker, sutges

that exposure of the fetus to adverse environmémiatero conditions affect the programming of agrt
metabolic characteristics which may have effedtr i life (Barker, 1990). Specifically, fetal aditions
affect a series of “switches” referred to as thgy@pome that determine whether parts of a genome ar
expressed or not (Almond & Currie, 2011). The geaahan individual, which can be described as the
“hardware” of genetics is determined at concepéind is fixed over time. However, the epigenomerof a
individual can be described as the “software” aiges, i.e. the “switching” on or off of genesdaran

change as a result of environmental shocks.

Gluckman et al. (2005) propose that this is basieapredictive adaptive response the fetus has tearly
environmental “cue.” In other words, an intra-utershock may be interpreted by the fetus as alsigna
its post-natal environment, leading it to preenglihadopt a developmental trajectory which migttese
suit its expected future living conditions. Thisofing” mechanism can be advantageous or
disadvantageous depending on the degree of misntagtiveen the predicted and actual future
environment. Therefore, the response can haveting effects on the individual's fitness for suadivf

it imposes costs that impact that individual atei stage in life. For example, a response ofetus to a
reduction in maternal nutrition is to alter itsdflegrowth pattern in such a way that it matchesstiygply of
nutrients. This allows to fetus to survive, howewvemay have post-natal costs such as alteredreatic
development, insulin release and blood vessel (wipply nutrients) growth, leading, for exampteaih
abnormal level of insulin “resistance” meant toesa&wnergy consumption for survival (Gluckman, et al.
2005). This may affect the individual's fitnesselain life. Pre-natal maternal (PNM) stress camdase
levels of CRH (Corticotropin-releasing hormone) evhiregulates the duration of pregnancy and fetal
maturation (Holzman, et al., 2001; Beydoun & Saftl2008; Mansour & Rees, 2011; Camacho, 2008).
Endocrinologist Jonathan Se€klkconsiders excess levels of stress hormones irfetfus “reset” an

important arbitrator of stress in the body makinigyipersensitive to even banal events (Couzin, 2002

Two publications by Rice & Thapar (2010) and Ritale(2010) effectively disentangle the effectlud
fetal environment (on the epigenetics) from theeeffof “hardware” genetics by studying parents who

conceived by in vitro fertilization where some wegenetically related to their offspring while othevhere

74 Of Western General Hospital in Edinburgh, U.K.
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not. This distinction allows them to identify thentribution of maternal intra-uterine environmeat t
offspring birth outcomes independently of the cimition of the genome. They find a correlation besw
maternal height offspring birthweight and headwinéerence among both genetically related and utectla
offspring. These results suggested a possible dgitdbinteraction between the intrauterine envirentn
and birth outcomes beyond the genetic (Rice & Thap@l0). The same authors use the same in vitro
fertilization design to study associations betwgennatal stress and offspring birthweight, gesteti age
and antisocial behavior. They find significant etetions between pre-natal stress and birth outsome
among genetically related and unrelated offsprifigese results are consistent with the hypotheatstiie
pre-natal maternal stress has an important roleirth outcomes (Rice, et al., 2010; Rice & Thapar,
2010)*There is an increasing amount of empirical evidesfdbe link between intra-uterine stress shocks

and adverse health outcomes at birth and latdfein |

3.3.2 Empirical evidence for intra-uterine shocks
Although Backer's initial work was essentially cglational (Barker & Osmond, 1986; Barker, 1995),

increasing amounts of evidence which suggest airig@dink are find in the literature. | found fivmeta-
analyses which describe the mixed evidence betmexnatal maternal stress and birth outcomes. Baydo
and Saftlas (2008) find that 9 out of 10 studigmoresignificant effects of PNM stress on birth gl
LBW or fetal growth restriction (Beydoun & Saftlaz)08). Almond and Currie (2011) find numerous
studies providing evidence of the long-term consegqas of a wide variety of intra-uterine shocks{éhd

& Currie, 2011). Conversely, Zijlmans’ et al. metaalysis finds only a small number of associations
between maternal pre-natal cortisol and child aue® are significant. However, they find a large
heterogeneity in study designs and cortisol assassmethods. They argue that maternal cortisol moay

to be the only or main mechanism in the maternadnatal stress - child outcomes relation (Zijimaets,
al., 2015).

Notwithstanding, Bussieres et al. (2015) find thi@etors are relevant on the magnitude of the effég
Pregnancy-related stress (e.g. fear of childbetfects are greater in magnitude than non-pregniiated
stress (e.g. life event measures). (2) Studiesiimg high-risk samples (e.g. adolescents, mothetis
hypertension, diabetes) tend to produce greateca®ns as compared to low-risk groups. Findl),

studies conducted outside of North America/Eurapelyice greater effect sizes (Bussiéres, et al5)201

5 In contrast, the link between prenatal stress afgpring attention deficit hyperactivity disordetas only present in related
offspring.
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Schetter & Tanner (2012) find that a majority o€ tmore than a dozen published studies measuring
objective stress eventshave significant effects on pre-term birth andhbiweight, while studies on
perceived stress did not consistently predict prettbirth or birthweight. On the other hand, Hobiedl.
(2008) find mixed evidence of links between psyduia stress and preterm birth. They argue theze ar
two consistently relevant factors to preterm biithy the timing of the stressor, and (2) the worsan’
perception of it. This seems to contradict Sche¥téranner (2012), however, they are not referring t
measures of perceived stress. Rather, they firtdatbimen become less responsive to stressful stiasuli
pregnancy advances, with some exception, therefinjective life events stressors tend to affecthbir
outcomes most when they occur in the first trirre@t®bel, et al., 2008; Schetter & Tanner, 2012).

In our own review of the literature, various stdfand significant associations between of intrerine
exposure to natural disasters such as hurricazeestarms, floods and earthquakes (Currie & RoSkater,
2013; Dancause, et al., 2011; Hilmert, et al., 200dng, et al., 2011; Harville & Do, 2016) and the
probability of abnormal conditions of the newbéfmjrth lengths, LBW, and pre-term delivery in th& U
and Canada and on LBW in Haiti. On the other hawndgchanges in birth outcomes were found after the
Fukushima disaster (Leppold, et al., 2017). Familgnts such as the death of a loved one or a falanc
stress are found to be significant in shortenethgjegaal age, preterm birth, LBW, and small fortgéienal
age in Sweden, particularly when the shock wasénd' and/or 8' month while in China the effect on
gestational weight gain was found to depend omppegnancy BMI (Class, et al., 2011; Zhu, et al130
Various authors study the events on SeptemB&2a@T® and find significant associations with lower term
birthweight and birth length (Lederman, et al., 20Bskenazi, et al., 2007; Maslow, et al., 2016)stael,
exposure to rocket attacks during the second tteneand, random landmine explosions in Colombia in
the first trimester of pregnancy and were assaotiafieh LBW (Wainstock, et al., 2013; Camacho, 2008)
A study on immigration raids in the USA finds tiafants born to Latin American mothers had an iasesl
risk of LBW while no such change was observed amiofants born to non-Latin American mothers
(Novak, et al., 2017).

There is mixed evidence on the effect of a findraiais in the literature. Studies in Iceland famlincrease
risk of LBW shortly after the financial collapse 2008 (Eiriksdéttir, et al., 2013), however, othardies

find that six years after the collapse, theretikelnotable impact of the crisis on key child lieahdicators

76 Acute stressors (e.g. “life events”, catastropliemmunity-wide disasters), chronic stressors (bausehold strain or
homelessness), and neighborhood stressors (e grtpav crime).

77 Such as being on a ventilator more than 30 minmaecdonium aspiration syndrome (MAS).

78 Terrorist attack on the World Trade Center in NearR/City.
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(Gunnlaugsson, 2016). Additionally, in Sweden,umgtfinds no significant increase in the prevaleote

gestational hypertension in the first year follogvihe economic collapse (Eiriksdéttir, et al., 2015

These financial crisis studies focus on the slmrhédium term effects. Furthermore, most of theisti
reviewed focus on short term effects of intra-uteshocks such as birth outcomes or prevalencethéte
shock. The studies that focus on long term effeetaainly on pre-natal exposure to famine suchhas t
Dutch famine of 1944 where obesity rates were twice as high among thdse had first trimester
exposure (Stein, et al., 1975) and there was aease in schizophrenia among those affected (Hsiek,
al., 1998). The findings have been replicatedlier€hinese famine of 1959-1961 (St Clair, et &03).
However, no effect was found for individuals inféd by the siege of Leningrad (Stanner, et al.7198r
for those who affected by the Finnish famine of@-8868 (Kannisto, et al., 1997; Almond & Currie,120.

This paper contributes to the literature in thatitdies the long term effects of a financial stigihis is
relevant because there is a potentially similae@fto be found on the pre-natal exposure to tHas 20
financial crisis, particularly in countries wheretcrisis affected individual's savings. Secontimeasure
long term effects rather than immediate or mediarmtoutcomes. This is relevant given it may provide
an explanation for the lack of efficacy of Ecuadqguublic policy to reduce IDA (a form of malnutoiti)
which focuses on treating micronutrient depletiowl @oes not take intra-uterine exposure to maternal
stress shocks into account. It provides evideneg fheventative public policy interventions during
pregnancy could potentially be effective in terrhingproving health outcomes later in life. Finallpost
studies are correlational, few studies tackle issak endogeneity, particularly when dealing with
perceptions of stress or pregnancy related stresBbis study, provides a causal effect by usiggassion,
discontinuity models and a theoretical mechanispiaéting the pathway from PNM stress to outcome.

3.4 Methodology

We use a sharp RD model which | explain in thigieacIf an assignment variabS; which determines
whether the individual receives the “treatment’séxithe tax shock before birth) and, there isligibéity
cut-off atS* (1 Jan 1999) it is possible to model the effedthef shock on the individual outcony;s(z-
score of height-for-age) using the RD method. Hfiecation mechanism generates a non-linear relatio
between “treatment” and number of days born beddte/the crisisS;). In general, the estimating equation
is y; = BS; + ¢&;, where individuals (children) witls; > s* (born on or after 1 Jan 1999) receive the

“treatment” and individuals wits; < s* (born before 1 Jan 1999) do not. If limits exigteither side of

7% Known as the “Hunger Winter.”

78



the thresholcs™, the impact estimation for an arbitrarily sme > 0 around that threshold would be as
follows (Shahidur, et al., 2010; Lee & Lemieux, 2p1

Ely;ls* — €] = Ely;ls™ + €] = E[BSi|s" — €] — E[BS;|s™ + €] (31)
When taking the limit of both sides of (3.1)e — 0, B is identified as the ratio of the difference incames
of individuals just above and below the threshaldighted by the difference in their realizationsS;>as
follows (Shahidur, et al., 2010; Lee & Lemieux, 2P1

y -y
S——S§*
We assume, that individuals are assigned to tredt(ne. intra-uterine exposure to the crisis) ot the

(3.2)

lim E[y;|s* — e] =lim E[y;|s" + e] 2 y~ —=y* = p(S” =S") = f =
&> £

basis of the assignment variable (number of days before/after crisis). Therefore, the assignment
variable is deterministic in receiving the treatinen

3.5 Data
The National Health and Nutrition Survey (ENSANUTwhich | refer to as HNS) is a cross-section

database built by the National Institute for Statssand Censes (INE§ in Ecuador between 2011 and
2013. It covers various health topics includinghampometric measures for children, adolescents and
adults. It has a total sample of 92,502 individwalsof which there is a sample of 32,426 childietween

the ages of 5 and 19 with our outcome variablearesof height for age (Ministerio de Salud Publica;

Instituto National de Estadisticas y Censos, 2013).

3.5.1 The dependent variable: z-score of height-for-age
The z-score of height-for-agzhfa;) was calculated by the INEC and the Ministry ofale using the

method proposed by the World Health OrganizatiorlYY. Thezhfa; (3.3) establishes the growth standard
of children by defining a normal growth curve (WbrHealth Organization, 2013; World Health
Organization, 1997).

zhfa; = (Xi ~ Xmedian) / (3.3)

Wherex; is the height of child, x,,,.4iqn IS the median height from the reference populabibthe same

age and gender aig” is the standard deviation xfof the same reference population (Imai, et al1420

80 Given its name in Spanish: Encuesta Nacional dedSeNutricion.
81 Given its name in Spanish: Instituto Nacional deaflisticas y Censos.
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World Health Organization, 1997). They use anthrgwic data available in the LSMS (2006) to caltaila

thezhfa; for each individual. In this case the group of it is children between the ages of 5 and 19.

Thezhfa; ranges fron—oo to oo as it is measured in standard deviations fronmban which is zero. If a
child’s zhfa; is under -2, that is to say, under two standardéadiens below the mean, the child is chronically
malnourished or “stunted” (World Health Organizatid997). Figure 3.4.A and 3.4.B show zhfaq;
distribution for the whole population and for oubssample of children born 30 days before/afterctite
off. The averagezhfa; for children between 5 and 19 is -1.11, and appnakely, 19% of children in this
age range are chronically malnourished, that ise fezhfa; under -2 (red line). In our sub-sanipléhe

average is -1.14 and the prevalence is 21%.

Table 3.1 Descriptive statistics of dependent varide: zhf a;

Variable Obs. Mean Std.Dev. Min Max
zhfa (all) 18968 -1.11 1.07 59 497
D. Malnutrition (all) 18968 0.19 0.39 0 1

zhfa (sub-sample) 195 114 1.11 -492 168

D. Malnutrition (sub-sample) 195  0.21 0.41 0 1
Source: Author’'s computation using 2012 NutritiorH&alth Survey

82 Of children born 60 days before/after the cut-off.

80



Figure 3.4 Distribution of z-score of height-for-ag in 2012 among 5 to 19 year olds in Ecuador
A. Distribution of full sample
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Source: Author’'s computation using 2012 NutritiorH&alth Survey

B. Distribution of sub-sample of children close tdhe cut-off point

<

Source: Author’'s computation using 2012 NutritiorH&alth Survey
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3.5.2 The assignment variable: days born before/after csis
In this study | focus exclusively on the childresri just before/after 1 Jan 1999 (12 to 13 yeais dlhe

assignment variableS;) is the number of days the child was born befarafr the crisis, as is indicated
in (3.4):

S; = edob; — edoc (3-4)

Whereedob; is the elapsed date of birth aedoc is the elapsed date of the crisis. An elapsed iddtes
number of days transpired between 1 Jan 1960€eergfe date) and a given date, such as, the daitelof
This is the technique used BYATA to understand dates. Therefedob; would vary as a function of the
date of birth of the individual, while ttedoc is a fixed number equal to the difference betwkedan 1960
and 1 Jan 1999. The children born on the day otttsts will have ars; value equal to zero while the
children born before the crisis will have a negaS;walue and those born after the crisis a posS;ivalue.
Table 3.2 provides descriptive statistics of thredhvariables for the children born a 30 days le¢édter

the crisis.

Table 3.2 Descriptive statistics of the assignmemtriable S;

Variable Obs Mean Std. Dev. Min Max
Elapsed date of crisis 196 14244 17 14215 14275
Elapsed date of birth 196 14311 0 14311 14311
S; 196 -1 17 -30 30

Source: Author’s computation using 2012 NutritiorH&alth Survey

Figure 3.5.A is a scatterplot with a local polynamiegression line of thzhfa; by S; with a 15 day
bandwidth. Figure 3.5.B is a local polynomial reggien with a fitted linear regression line of zhfa; by

S; with a 30 day bandwidth. | estimate a separatd lpalgnomial regression on each side of the cutioff
order to visually represent the drofzhfa;which occurs on the day of the cris; = 0 (see Appendix 4 for

box plot representations of the bandwidths arotedctit-off).
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Figure 3.5 Scatterplot and local polynomial of 2012-score for sample of children born 15/30 days befe/after crisis

A. 15 day bandwidth B. 30 day banidith
N . N .
R o. . * . o o o
. ° o ° N e °%,, ° . I, . ‘
. or 0 °1s s Y BB A

Source: Author’'s computation using 2012 NutritiorH&alth Survey

3.6 Results
As suggested by Lee and Lemieux (2010) and Cattahed (2018) | justify the choice of bandwidth,

polynomial order and kernel function before presenthe results. Additionally, in the following si&m,

| will go over various robustness checks (Lee & e, 2010; Cattaneo, et al., 2018).

3.6.1 Choosing a bandwidth

Choosing a bandwidth within which one is comfortalalssuming both observable and unobservable
characteristics are randomly assigned is key ®ri@thod. A general rule is that the larger thedaim,

the higher the probability that co-variates migfieet or be driving the outcome. The window must be
sufficiently small so that randomization is a ressade assumption and a sufficiently large so that t
sample size is large enough to assume the hypsthesti will have adequate power to reject the null
hypothesis when it is false (Cattaneo, et al., 2018

In order to select an appropriate window | use v@®taneo et al. (2018) refer to as the data-drinvetihod
where the information provided by relevant pre-teteed co-variates is taken as an indicator for
exogeneity. In this section two exogeneity testgomesented. The first simply involves selectingsstable
characteristics that would be otherwise correlatéd S; everywhere except near the cut-off. The second

is a probit model testing for observable differenbetween treatment and control groups.
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In relation to the former, one variable which shibioé correlated witS; might be weight. As; increases,
the weight of the child also increases. Model Irable 3.3 has a strong correlation wShwhen the
assignment variable has no bandwidth (also seegd-§)6). In Model 2 in Table 3.3 there is no sigaint
relationship between weight and age when a 30 da¥®andwidth is used around the assignment \ariab

(see Figure 3.7).

In relation to the latter, 5 probit models usingrohny treat as the dependent variable are used (Bad)e
This way, the significance of various observablarahteristics on selection into treatment can beete
for. In Table 3.4 it is shown that age is signifitavhen using the 30 day bandwidth, which is exgect
given it is one of the two variable which is use@onstruct the outcome variable height-for-ageweéicr,
with the 15 day bandwidth the results are optinsat@ne of the covariates are significant. Neveetf®lit

is worth noticing that there are 87 observatiorth@15 day model (1), while in the 30 day modgkiére

are 172 observations. | believe this may be a atdiattor given a small sample may not have suffici
power to reject a null hypothesis when it is ngh#ficant. Additionally, the 30 day model (4) alsesents

a highly exognenous probit model, given the agébée is expected to be significant. In any caseur
results both the 30 and the 15 day bandwidth modeisn both seem to be robust to observable

characteristics influencing selection into treatt{€attaneo, et al., 2018).
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Table 3.3 Correlation betweenS; and weight of child

Running \ Model 1 Model 2 ' Model 3 .
o Bandwidth 15 day Bandwidth 30 day Bandwidth
-186.641** 0.031 -0.005
weight (0.58) (0.07) (0.13)
6038.381*** -0.628 -1.061
_cons (31.44) (3.63) (6.26)
r2 0.633 0.002 0.000
N 60058 101 196

*0.1*0.05**0.01 **0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey

Table 3.4 Probit model of relevant observables faselection into treatment for various bandwidths

Model 1 Model 2 Model 3 Model 4 Model 5
1Jan 1999 15 days 20 days 25 days 30 days 35 days
Ln(income pc) 0.0490 -0.0351 -0.0946 -0.0634 -0.0756

(0.195) 0.171) (0.151) (0.136) (0.127)
D health 0.485 0.0719 0.138 -0.335 -0.306

(0.932) (0.767) (0.736) (0.616) (0.611)
Age in months -0.00270 -0.00534* -0.00843*** -0.00882*** -0.0101***

(0.00373) (0.00319) (0.00264) (0.00243) (0.00236)
Mother’s schooling -0.0157 -0.0191 -0.000929 -0.00967 0.00419

(0.0448) (0.0405) (0.0345) (0.0309) (0.0289)
D female -0.0258 -0.0240 -0.190 -0.306 -0.364*

(0.291) (0.250) (0.223) (0.207) (0.196)
D indigenous -0.502 -0.313 0.0411 0.201 0.190

(0.569) (0.556) (0.436) (0.414) (0.412)
D afro-ecuadorian -0.0558 -0.383 -0.399 -0.237 -0.250

(0.996) (0.969) (1.015) (0.616) (0.624)
D montubio 0.428 0.611 0.950 0.987 0.414

(0.802) (0.791) (0.790) (0.787) (0.655)
D Quito -0.192 -0.833 -0.618 -0.473 -0.616

(0.901) (0.638) (0.514) (0.503) (0.454)
D Rural 0.140 -0.0704 -0.0519 0.0723 0.0834

(0.373) (0.305) (0.265) (0.238) (0.225)
D food 0.489 0.285 0.272 0.527 0.520

(0.955) (0.732) (0.699) (0.698) (0.695)
D malnutrition -1.102* -0.957** -1.178%* -1.119%* -0.979**

(0.545) (0.475) (0.427) (0.400) (0.379)
Z-score -0.278 -0.297 -0.349* -0.313* -0.307*

(0.200) (0.186) (0.158) (0.143) (0.138)
N 87 112 146 172 193

*0.1*0.05**0.01 ***0.001
Source: Author’'s computation using 2012 NutritiorH&alth Survey



Figure 3.6 Scatter and local polynomial with confignce intervals relation between running variable ad weight

bandwidth of 5000 days

150
Il

100
Il
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Figure 3.7 Scatter and local polynomial with confience intervals relation between running variable ad weight
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Source: Author’'s computation using 2012 NutritiorH&alth Survey

3.6.2 Choosing the correct functional form
A polynomial of order one, i.e. a linear functioi@atm may, theoretically, lead to an inaccurate puah

the cut-off given its lack of flexibility. A higheorder polynomial can increase accuracy by incnegsi

flexibility however it may also increase the vaildp of the treatment effect estimator. Cattanéala
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(2018) recommend the linear estimation becausetitd best trade-off between simplicity, precisiowl
stability. Linear, quadratic and cubic models arespnted because, in finite samples, the rankihgdem
different local polynomial estimators may diffeoffin the asymptotic characteristics obtained in Venye
samples (Cattaneo, et al., 2018).

In this section, two formal tests are applied taguhe choice of polynomial order, as recommertued
Lee and Lemieux (2010). The first is the Akaikeoimfiation criterion (AIC¥ seen in Table 3.5. The AIC
for linear, quadratic and cubic models is presefdedur two selected bandwidths: 15 and 30 dape T
results seem to indicate that the cubic modeleés¢ésommended functional form for the 30 day badtwi

and the quadratic form is recommended for the }5wadel (see Appendix 5 for the AIC test over vasio

bandwidths) (Lee & Lemieux, 2010).

8 AIC = —ZIogL(lTJ) + 2n where L(lTJ) is the maximum value of the likelihood function and 2n is the number of parameters in
the model.
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Table 3.5 AIC for various bandwidths and polynomialorders

Bw Order Beta dtreat AIC

15 1 -0.82* 298.7
15 2 1,94+ 293.7
15 3 -1.6% 29741

30 1 -0.103 599.37
30 2 -0.895** 595.34
30 3 -1.68** 594.30

*0.1**0.05**0.01 ** 0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey

The second test consists in including a seriesroflbmmies in the linear and non-linear modelsriheo
to see if there are significant jumps outside ef¢ht-off. Any significance in a bin dummy wouldjsal a
lack of flexibility of the polynomial order in tersnof describing the behavior of the data. If thare
significant dummies the polynomial order is incehsintil all bin dummies are not significant (Lee &
Lemieux, 2010).

Bin dummies are created separately for each sideeobandwidth. Thegen xtilecommand is used to
create a variable which categorizes the runningalbbe by its quantiles. Various bin numbers ar¢etbs
(see discussion in Appendix 6) from 4 to 16 binsefach bandwidth. In every model, be it one in Wwhic
there are 4, 8 or 16 bins, be it one with a 1500d&y bandwidth, the first bin is taken as a refeeeand
last bin is dropped from the model due to colliftgat find that, in all the specifications (lineajuadratic
or cubic) none of the bin dummies are significamtother words, the number of bins, and thereftire,
number of observation in the bins, do not seemateran effect on the results: the bin dummies ate n
significant, therefore, the models seem to be lflexenough to capture the behavior of the obsemati
around the cut-off.

We decided to present the 8 bin model for the Abldandwidth as it seems to be the intermediatd leve
between number of bins and number of observatidtiénieach bin (see Appendix 6). | present the ib6 b
model for the 30 day bandwidth as there are mosermiations and therefore can increase the number of
bins. Table 3.6 presents descriptive statistiecaiobin dummies in relation ;. For the 15 day bandwidth
there are approximately 10 observations in eacl{except in bin 5), and for the 30 day bandwid#réeh

are just over 10. Figure 3.8 and 3.9 shows thedpiaghically.

Table 3.8 and 3.9 have the RD models with the himmies for the 15 day and 30 day bandwidth

respectively. As mentioned above, none of the bimmies are significant (see Appendix 6 for addaion
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models) in either the 15 or the 30 day bandwidtidifionally, the treatment effect is not signifitamany
of the models. | suppose that the dummies are wagshivay the effect of the cut-off. In any cases thi
indicates that there are no jumps outside of th@ffuwhich may be affecting the ability of the gobmial
specification to capture the behavior of the daterefore, taking both the AIC and the bin dumnni¢és
account | conclude that the quadratic model is @ibbbthe better fit for the 15 day model and thbicu
model is probably the best fit for the 30 day model

Table 3.6 Number of observations (15 day bandwidttg bin)

Bins Obs Min Max
1 12 -15 -9
2 12 8 -6
3 9 5 -3
4 10 2 -1
5 20 0 3
6 12 4 5
7 13 7 10
8 13 11 15

Source: Author’s computation using 2012 NutritiorH&alth Survey

Table 3.7 Number of observations (30 day bandwidtH,6 bins)

Bins Obs Min Max
1 15 -30 27
2 10 -26 25
3 13 24 -22
4 15 -21 17
5 8 -16 -1
6 14 -10 -7
7 10 -6 -4
8 12 -3 -1
9 14 0 2
10 12 3 4
1 13 5 7
12 11 8 13
13 13 14 17
14 14 18 21
15 11 22 25
16 11 26 30

Source: Author’s computation using 2012 NutritiorH&alth Survey
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Figure 3.8 4 bins before and after cut-off for 15 dy bandwidth
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Figure 3.9 16 bins before and after cut-off for 3@ay bandwidth
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Table 3.8 Regression discontinuity (15 day bandwiblt various polynomial forms, OLS regression) 8 bimummies

OLS1 OLS2 OLS3
b/se blse blse
DTreat 2.155 -0.240 -0.293
(2.17) (3.15) (3.40)
Running -0.144 0.332 0.650
(0.12) (0.47) (0.90)
DTreat*Running 0.153 -0.248 -0.547
(0.17) (0.51) (0.94)
Running? 0.022 0.074
(0.02) (0.13)
DTreat*Running? -0.028 -0.084
(0.02) (0.14)
Running? 0.002
(0.01)
DTreat*Running® -0.002
(0.01)
1bn.cbin . . .
2.chin 0.686 0.506 0.776
(0.73) (0.75) (0.99)
3.cbin 1.876 1.081 1.490
(1.03) (1.28) (1.62)
4.cbin 2.930* 1.129 1.299
(1.35) (2.19) (2.25)
5.cbin -0.153 -0.229 -0.340
(1.47) (1.49) (1.93)
6.cbin -0.144 -0.366 -0.467
(1.14) (1.23) (1.65)
7.cbin 0.283 0.041 0.001
(0.77) (0.92) (1.03)
8.cbin . . .
_cons -3.307* -0.916 -0.760
(1.46) (2.71) (2.77)
r2 0.160 0.173 0.174
N 100 100 100

*0.1*0.05**0.01 ** 0.001
Source: Author’s computation using 2012 NutritiorH&alth Survey



Table 3.9 Regression discontinuity (30 day bandwiblt various polynomial forms, OLS regression) 16 bimlummies

OLS1 OLS2 OLS3
b/se b/se b/se
DTreat -2.154 -3.635 -3.070
(4.26) (4.28) (4.29)
Running 0.084 0.572* 0.327
(0.11) (0.24) (0.40)
DTreat Running -0.103 -0.681* -0.085
(0.15) (0.32) (0.51)
Running? 0.015* -0.005
(0.01) (0.03)
DTreat Running? -0.012 -0.025
(0.01) (0.04)
Running? -0.000
(0.00)
DTreat Running® 0.001
(0.00)
1bn.cbin .
2.chin -0.971 0.118 0.370
(0.56) (0.73) (0.80)
3.cbin -0.049 1.604 1.859
(0.73) (1.02) (1.07)
4.cbin -1.230 1.011 1.043
(1.14) (1.50) (1.50)
5.cbin -1.466 0.769 0.437
(1.65) (1.90) (1.95)
6.cbin -2.701 -1.369 -1.949
(2.23) (2.28) (2.40)
7.cbin -1.856 -1.388 -1.869
(2.55) (2.53) (2.60)
8.chin -1.600 -2.436 -2.495
(2.90) (2.90) (2.89)
9.cbin -0.537 -0.592 -1.050
(2.93) (2.90) (2.91)
10.cbin -0.563 -0.387 -1.520
(2.63) (2.63) (2.73)
11.cbin 0.019 0.351 -0.979
(2.36) (2.43) (2.59)
12.cbin 0.027 0.530 -0.576
(1.92) (2.14) (2.27)
13.cbin 0.092 0.656 0.252
(1.41) (1.79) (1.81)
14.cbin -0.238 0.251 0.470
(0.99) (1.38) (1.38)
15.cbin 0.410 0.742 1.215
(0.68) (0.94) (0.99)
16.cbin . . .
_cons 1.390 2.975 2.698
(3.06) (3.11) (3.12)
r2 0.136 0.162 0.175
N 195 195 195

*0.1*0.05**0.01 **0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey



3.6.3 Choosing a Kernel Function
The kernel function assigns weights to each obsiervdbased on its distance to the cut-off point as

expressed b's;. The triangular kernel function assigns zero wisidgio all observations outside of the
selected bandwidth, and positive weights to alleobetion inside it. This makes the weight reach its
maximum at the cut-off point and decrease progveisias it moves further away from it. The uniform
kernel would give equal weights to all observatianhin the bandwidth and the Epanechnikov kernel
would give quadratic decaying weights to observetiwithin the bandwidth. In practice, (Table 3.2Qj
estimations are not sensitive to the choice of édeweights as they are all significant in a simiheay
within bandwidth and function forms and across kéfanctions. For example, the quadratic model$ wit
a 15 day bandwidth are significant and have a ntag@iof approximately 1.8 across all kernel funttio
while the linear model with a 30 day bandwidth @ significant no matter what kernel specificatien
used. The regressions using the triangle kernadtifum are presented simply because it is the defaul
(Cattaneo, et al., 2018).

Table 3.10 Average treatment effect with 15 day batwidth & various choices of kernel functions

Kemel function Bw Linear Quadratic Cubic
Uniform 15 -0.82* -1.94% -1.60
Triangle 15 -1.6* -1.79%* -1.39**
Epanechnikov 15 -1.3 -1.84 -1.59*
Uniform 30 0.10 -0.89* -1.68™*
Triangle 30 0.40 -1.27 -1.94%
Epanechnikov 30 0.28 -1.15 -1.95*

*0.1*0.06**0.01**0.001

Source: Author’'s computation using 2012 NutritiorH&alth Survey

3.6.4 Average Treatment Effect
The Average Treatment Effect (ATE) is negative aigmhificant for all bandwidths (between 15 and 30

days) and functional forms (polynomial of orderaztr two) except one: the 30 day linear model {sd#e
3.11). It is recommended (Cattaneo, et al., 20&8;& Lemieux, 2010) to present various functionaifs
and bandwidths, and in this case, the significanfcéhe effect across all but one specification iis a
indication of a robust effect. It is worth mentingithat the variability in the ATE seems to inceeasth

the bandwidth and decreases with polynomial orBiggufe 3.9). The 15 day bandwidth produces lowest
variability in the ATE (-1.3 to -1.6) while the 3y bandwidth produces the highest (-0.41 to -1.Ddg
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linear model produce the highest variability (bedwel.3 to -0.41) while the cubic model produces th

lowest variability (-1.6 to -1.9).

Importantly, the results indicate that the datarseéo have an imbalance in the sample on the &ft a
compared (control) to the right (treated) of thé-affi (left: 40 obs., right: 52 obs.). | discussstlissue

further in the next section.

Table 3.11 Average Treatment Effect by Bandwidth ad Functional Form

Characteristics of model Estimation effect of treat
Bandwidth n left of c.o. n right of c.o. Linear Quadratic Cubic
15 40 52 1.3 -1.79%* -1.65*
20 55 68 -0.94** -1.76** -1.83**
25 71 86 -0.57* -1.62** -1.89**
30 93 97 -0.41 -1.27 -1.94%**

*0.1*0.05**0.01 ***0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey

Figure 3.10 Local polynomial on each side of jumpl Jan 1999 (bw=30, polynomial order=0, kernel= Epasthnikov)

-2.5

Source: Author’s computation using 2012 NutritiorH&alth Survey
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3.7 Robustness checks
We have tackled (1) predetermined covariates,h@)choice of bandwidth, (3) the choice of functiona

form, and (4) the choice of kernel function. Hereview 4 robustness checks, as proposed by Catttne
al. (2018) and Lee and Lemieux (2010): (1) the igms the running variable (manipulation of thet-cu
off), (2) the sensitivity of observations near the-off, (3) placebo effects or anticipation biasd (4)

covariates with the same cut-off.

3.7.1 Density of the running variable (manipulation of the cut-off)
A basic principal of the RD model is that individsiare unable to determine which side of the citbafy

fall into, that is, they are unable to manipulstevhich determines treatment. If this is true thenbar of
observations just above/below the cut-off shouldib@lar. In the case of the 30 day bandwidth trase
sizes are relatively equal (treat: 99, control.. 3Qwever, in the case of the 15 day bandwidthetlaee
slightly more observations just above the cut-68)(than just below (43). This is a concern because
reduces the credibility of a random assignmenteatiment. The condition of equal sample size is not
necessary or sufficient to an RD model (Cattanea).e2018), however, it does lead to the questibn
whether it was possible for individuals to manipe’s;. Figure 3.11 shows the distribution of the sample
acrosss;. There is a notable increase in observationsdifituals born on the day of the crisis i.e. on 1
Jan 1999.

In order to tackle this issue the individuals wherevborn on 1 Jan 1999 are excluded and the distib
of S; isre-graphed. In the case of the 15 days bandwidthyeh more uniform sample is found (Figure
3.12) with a more balanced assignment to treat(ieatt:49, control: 43) while the sample seemgtoain
relatively equal in the case of the 30 day bandwftteat: 90, control: 97) (see Table 3.12 forl®cross

groups and dates).
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Figure 3.11 Density of the running variable days ba before/after 1 Jan 1999

A. 15 day bandwidth

B. 30 day bandwidth

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Figure 3.12 Density of running variable i.e. daysdrn before/after 1 Jan 1999 excluding O

A. 15 day bandwidth

.02
I

B. 30 day bandwidth

Density
.02
L

Source: Author’s computation using 2012 NutritiorH&alth Survey

Table 3.12 Tabulation of dummy treatment with and vithout 1 Jan 1999

Sample bw Control ~ Treatment  Total
Entire sample 15 43 58 101
Sample excluding 1 Jan 1999 15 43 49 92
Entire sample 30 97 99 196
Sample excluding 1 Jan 1999 30 97 90 187

Source: Author’'s computation using 2012 NutritiorH&alth Survey
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In order to see if there is a discontinuity in frequency or density of the assignment variabled o
methods. Firstly, the method proposed by Lee & leami(2010) and, originally, by McCrary (2008) is
used, and, secondly, RD models where the deperdgable is the frequency of the assignment végiab
is run for various specifications of bandwidth dmdctional forms (Lee & Lemieux, 2010; McCrary, 3)0

The McCrary (2008) method involves a two-step pssaghere, firstly, the assignment variable freqyenc
count by day is estimated in a variar|ghenr is imputed as a dependent variable in a localmmotyial
regression and represented graphically. By doiiggl thm looking for evidence of a jump in the freqay
count of the observations around the cut-off pdiigure 3.13 shows the McCrary smoothened histogram
using a 15 day bandwidth firstly (a) including abiservations and, secondly (b) excluding obsematio
born on 1 Jan 1999. In Figure 3.14 the procesgpeated for the 30 day bandwidth. When every
observation is included, the histogram (of 15 addi®y bandwidth) are discontinuous at the cut-offip
however, not in a way which causes a jump outsidthe confidence interval. When the 1 Jan 1999

observations are excluded, the histograms presedisaontinuity (McCrary, 2008).

The results of the RD models are found in Table3.3The results indicate that, with or without the
observations born on 1 Jan 1999, there are vaspasification which find a significant jump in the
frequency of the assignment variable at the cutidfése results seem contradictory to the McCi2098)
method results presented above, given the RD madeksignificant for some specifications while libreal
polynomial graphs do not show a jump in any spesaifon. The jumps illustrated in Table 3.13 are not
consistent across the different specifications, év@x, they seem to presenting some partial evidehae
jump in frequency. In order to tackle this issuethe next section | present a second robustnessk ch
where the sensitivity of the outcome and resulth¢oobservations near the cut-off is tested.
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Table 3.13 Regression discontinuity model of frequrey (density) of assignment variable using day ofisis as cut-off

(Kernel=triangle)

Dependent variable frequency count of assignment variable

Sample Bw Left Right Linear Quadratic Cubic
Whole Sample 15 41 52 234 239 0.72
Sample excluding 1 Jan 1999 15 41 43 0.107 -3.97* 9.31%
Whole Sample 30 94 97 233" 2.07* 221
Sample excluding 1 Jan 1999 30 94 88 1.07* -0.105 -1.73

*0.1**0.05**0.01 ** 0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey

Figure 3.13 McCrary smoothened histogram of frequecy counts inS; with a 15 day bandwidth

A. Including all observations

Source: Author’s computation using 2012 NutritiorH&alth Survey

B. ExcludingJan 1999
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Figure 3.14 McCrary smoothened histogram of frequecy counts inS; with a 30 day bandwidth
A. Including all observations B. ExcludingJan 1999
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Source: Author’'s computation using 2012 NutritiorH&alth Survey

3.7.2 Sensitivity of observations near the cut-off
It is difficult to explain how or why an individuatould want to wait until 1 Jan to give birth or yhan

individual would mislead the survey taker regarding date of birth of their children. Perhaps indiials
who gave birth in difficult, isolated conditionsurd down the birthdate of their children in ordecomply
with the 30 day registration limit of newly borrfamts. This is unlikely because registration ofimtt is
free for all children even after this date has pdsmd all the way up to the age of 18 (years ef#d do
not find any evidence of financial rewards giventhe first born children of the year or of any nzedi
attention provided to these children. In any catgkle this potential problem by measuring thesgtévity
of the model to the observations around the cut-off

The idea of this method, found in Cattaneo et24118), is to exclude individuals near the cut-oféldo
repeat the estimation with the remaining sampl@alole 3.14 | present the two models for each béafttw
and polynomial order (1) without exclusion, and é2rluding observations from 1 Jan 1999. Table 3.14
shows the ATEs are significant in similar ways asreamples. For example, the quadratic 15 day model
is negative and significant for both the whole skngmd that which excludes children born on 1 2891
Additionally, the linear 30 day model is not sigecgint for any of the two samples. The only differeris
found in the cubic 15 day models where it is sigaift with the whole sample and not significantwiiat
excluding children born on 1 Jan 1999. This leaxitowbelieve the effect of the observations neauctit-

off is important when the sample size is small,inehe 15 day model. Therefore, this might baument

84 https://www.registrocivil.gob.ec/nacimientos/
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in favor of a larger sample size. As a final remaidan also highlight that the “preferred” functad form
was the quadratic for the 15 day bandwidth andtiéc for the 30 day bandwidth. As Table 3.14 iaths,
the results for the quadratic model in the 15 daydwidth are very similar for both samples, astlhose
of the cubic model in the 30 day bandwidth (Cattar al., 2018).

Table 3.14 Sensitivity of RD model to observationsear the cut-off (15 and 30 day bandwidths, and tengle kernel

function)
Sample Bw Left Right Linear Quadratic Cubic
Sample 15 40 52 -1.39%* 179 -1.65*
Sample excluding 1 Jan 1999 15 40 43 -1.33** A7 0.86
Sample 30 93 97 0.41 -1.27 -1.94%
Sample excluding 1 Jan 1999 30 93 88 -0.29 1.2+ -1.96**

*0.1**0.06**0.01**0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey
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3.7.3 Placebo effects and anticipation bias
We have four placebo effect tests. (1) Anticipatidas, (2) placebo effects after the crisis; (3pviNéar’s

Day effect; and (4) a sub-sample of individualshwib access to financial services and who should no
have been affected by the bank run. The first threeplacebo effects based on alternative cutedfthe
assignment variablS;. The last placebo effect is a group of childrembiato the treatment group who

should, theoretically, not have been affected leydtfisis. A sort of post-crisis control group.

3.7.3.1 Measuring placebo effects by changifg

The three placebo effects are described in Talile There are no placebo effects except on twatisdl
models: 1 Feb 1999 cubic model, and, 1 Apr 1996alinmodel (note four different bandwidths are
presented for every model in order to establislustiess).

3.7.3.2 Anticipation bias & placebo effects after the sisi

Firstly, no significant effects on the outcome aate in the months running up to the crisis arafb his

is important because it excludes any anticipatias bf the crisis. Given the context described abdv
would have been difficult for individuals to anpieite the collapse of the financial system. Thelsesmess
checks are an important piece of empirical evidandavor of this hypothesis. Two significant effec
after the crisis are found on 1 Feb and 1 April9,9@presented in Figure 3.15. Separate local patyal
regressions are plot on each side of the placeboftand find that in neither case is the jumpside of
the confidence interval. | argue that the effegts faund only when using a specific bandwidth and
polynomial order which is insufficient to prove exogenous effect. This is why there is no visilskgpdic

representation of an effect in Figure 3.15.A 056381
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Table 3.15 Placebo effects before and after the sis

Year Day/Month bw Linear Quadratic Cubic nleftofc.o.  nright of c.o.
1998 1-Dec 15 0.04 0.33 -0.72 37 56
1998 1-Dec 20 012 0.28 0.33 49 63
1998 1-Dec 25 013 0.008 0.46 61 78
1998 1-Dec 30 -0.15 -0.01 0.2 68 93
1998 1-Nov 15 0.92 1.26 0.28 43 29
1998 1-Nov 20 0.69 1.2 1.18 62 45
1998 1-Nov 25 0.46 1.08 13 80 60
1998 1-Nov 30 0.36 0.89 1.2 98 70
1998 1-Oct 15 -0.61 -0.83 -0.81 46 55
1998 1-Oct 20 -0.63 -0.61 -1.0 65 75
1998 1-Oct 25 -0.63 -0.68 -0.59 87 95
1998 1-Oct 30 -0.59 0.7 -0.6 104 105
1998 1-Sep 15 -0.38 -0.24 0.8 57 55
1998 1-Sep 20 -0.36 -0.39 0.10 79 71
1998 1-Sep 25 -0.26 -0.26 -1.18 103 83
1998 1-Sep 30 -0.15 -0.51 -0.46 125 106
1998 1-Aug 15 -0.21 0.22 0.02 53 65
1998 1-Aug 20 012 -0.25 -0.12 75 99
1998 1-Aug 25 012 0.22 -0.27 98 112
1998 1-Aug 30 -0.13 -0.15 -0.22 117 131
1999 1-Feb 15 -0.26 -0.32 -1.19* 39 57
1999 1-Feb 20 -0.28 0.27 -0.55 53 75
1999 1-Feb 25 -0.31 -0.26 -0.34 67 92
1999 1-Feb 30 -0.34 -0.23 -0.34 88 106
1999 1-Mar 15 0.21 0.80 0.53 49 42
1999 1-Mar 20 0.18 0.44 0.90 7 65
1999 1-Mar 25 0.12 0.34 0.77 87 80
1999 1-Mar 30 0.11 0.20 0.60 105 91
1999 1-Apr 15 0.28 0.34 15 39 77
1999 1-Apr 20 0.35 0.20 0.70 60 96
1999 1-Apr 25 0.37 0.25 0.28 76 112
1999 1-Apr 30 0.42* 0.26 0.26 89 139
1999 1-May 15 0.33 0.39 0.05 61 60
1999 1-May 20 0.32 0.34 0.34 85 78
1999 1-May 25 0.35 0.29 0.36 109 93
1999 1-May 30 0.41 0.25 0.32 134 113
1999 1-Jun 15 0.22 0.21 0.37 56 80
1999 1-Jun 20 0.23 0.29 0.12 75 99
1999 1-Jun 25 0.19 0.28 0.20 92 119
1999 1-Jun 30 0.15 0.28 0.28 112 139

*0.1*0.05**0.01 **0.001
Source: Author’s computation using 2012 NutritiorH&alth Survey
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Figure 3.15 Local kernel on each side of placebonup (bw=30, polynomial order=0, kernel= Epanechnikoy
A. 1Feb 1999 B. 1 April 1999

Source: Author’'s computation using 2012 NutritiorH&alth Survey

We run a probit model to measure the observabferdifces between the placebo treatment and control
groups in both the placebo effect for 1 Feb 1999 lapr 1999. As above, this will help us determine
the samples are similar in their observable charitics. Table 3.16 and 3.17 show, neither 1 B&9 ho

1 Apr 1999 effects are driven exclusively by theatment. In the former, the schooling of the motker
significantly higher among the treated, and in ldger, the proportion of children living in Quils
significantly lower among the treated. Taking thek of a consistent effect across polynomial foimbs
consideration, along with the lack of a visible juin the local polynomial regressions, as well fees t
significant difference in observable charactersstic all bandwidths, leads us to suggest thatplaisebo

effect does not hold up to robustness checks.
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Table 3.16 Probit dummy treatment using 1 Feb 1998s placebo cut-off, measuring effect of observables

15 days 20 days 25 days 30 days

1 Feb 1999 P1 P2 P3 P4

Ln(income pc) -0.00992 -0.0146 0.0223 -0.0167
(0.213) (0.194) (0.177) (0.152)

D health . 0.620 0.683 0.850
. (0.933) (0.920) (0.914)

Age in months -0.00668 -0.00866** -0.0112+* -0.0142+*
(0.00430) (0.00364) (0.00336) (0.00295)

Mother’s schooling 0.0849** 0.0875** 0.0763** 0.0850***
(0.0416) (0.0386) (0.0337) (0.0326)

D female 0.225 0.202 0.0878 -0.0543
(0.315) (0.279) (0.252) (0.220)

D indigenous 0.0166 -0.0211 0.0307 0.0127
(0.516) (0.476) (0.445) (0.422)

D afro-ecuadorian . . -1.006 -1.062

(0.908) (0.920)

D montubio 1.323** 1.511**
. . (0.672) (0.680)

D Quito -0.642 -0.782 -0.520 -0.451
(0.652) (0.630) (0.558) (0.467)

D Rural -0.136 -0.128 -0.180 -0.103
(0.343) (0.305) (0.283) (0.255)

D food 0.0368 -0.366 -0.188 -0.0797
(0.891) (0.751) (0.703) (0.706)

D malnutrition 0.700 1.036* 0.455 0.0189
(0.659) (0.589) (0.524) (0.456)

Z-score -0.168 -0.0327 -0.271 -0.393*
(0.280) (0.236) (0.206) (0.184)

N 80 103 133 167

*0.1*0.05**0.01 **0.001

Source: Author’'s computation using 2012 NutritiorH&alth Survey
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Table 3.17 Probit dummy treatment using 1 Apr 199%s placebo cut-off, measuring effect of observables

15 days 20 days 25 days 30 days
1 Apr 1999 P1 P2 P3 P4
Ln(income pc) 0.313 0.121 0.198 0.237*
(0.194) (0.167) (0.157) (0.143)
D health -0.396 -0.170 -0.308 0.0745
(0.660) (0.648) (0.536) (0.425)
Age in months -0.0140** -0.0135** -0.0155*** -0.0159**
(0.00401) (0.00314) (0.00289) (0.00270)
Mother’s schooling -0.0180 -0.000944 -0.0205 -0.0190
(0.0411) (0.0370) (0.0346) (0.0320)
D female 0.110 0.123 0.0441 0.142
(0.295) (0.246) (0.222) (0.203)
D indigenous -0.299 0.0412 -0.0510 0.0974
(0.437) (0.390) (0.384) (0.360)
D afro-ecuadorian -0.123 -0.149 -0.0276 0.212
(0.658) (0.636) (0.621) (0.575)
D montubio 0.657 0.456 0.115 -0.0179
(1.010) (0.648) (0.550) (0.519)
D Quito -1.706** -1.185% -1.439** -1.514***
(0.758) (0.639) (0.530) (0.479)
D Rural 0.373 0.0374 0.118 0.0965
(0.325) (0.269) (0.248) (0.224)
D food . . . .
D malnutrition 0.448 0.376 -0.0616 -0.100
(0.585) (0.468) (0.396) (0.368)
Z-score 0.188 0.0997 -0.0959 -0.146
(0.268) (0.215) (0.169) (0.155)
N 102 141 169 200

*0.1*0.05**0.01 **0.001

Source: Author’'s computation using 2012 NutritiorH&alth Survey

3.7.3.3 New Year’s Day effect

We measure the effect on New Year's Day in theg/pagceding the crisis (1994-1998) in Table 3.18. N
significant effect except for in the 25 day bandWwidubic model in 1995 is found. Figure 3.16 représ
this placebo effect graphically. There is no clganp in the outcome variable outside of the confike
interval on 1 Jan 1995. This indicates there igabmst evidence of an unobservable “New Year Day”

effect which might affect our outcomes.
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Table 3.18 Placebo New Year's Day effect

Year Day/Month bw Linear Quadratic Cubic n left of c.o. n right of c.o.
1998 1-Jan 15 -0.26 -0.09 0.17 45 52
1998 1-Jan 20 -0.25 -0.22 0.01 57 65
1998 1-Jan 25 -0.30 -0.19 012 72 78
1998 1-Jan 30 -0.11 -0.19 -0.56 56 61
1997 1-Jan 15 -0.37 -0.38 -0.92 36 36
1997 1-Jan 20 -0.37 -0.42 -0.39 46 49
1997 1-Jan 25 -0.28 -0.47 -0.40 54 63
1997 1-Jan 30 0.01 -0.14 -0.93 66 55
1996 1-Jan 15 0.08 0.55 0.65 43 22
1996 1-Jan 20 -0.02 0.32 0.58 60 22
1996 1-Jan 25 -0.07 0.14 0.51 70 43
1996 1-Jan 30 -0.11 0.10 0.33 79 56
1995 1-Jan 15 -0.37 -1.08 -0.56 35 24
1995 1-Jan 20 -0.08 -0.79 -0.97 44 35
1995 1-Jan 25 0.03 -0.48 -1.08* 56 45
1995 1-Jan 30 0.22 -0.44 -0.46 69 72
1994 1-Jan 15 -0.30 -0.54 -0.34 27 34
1994 1-Jan 20 0.14 -0.51 047 39 48
1994 1-Jan 25 -0.11 -0.32 -0.69 47 53
1994 1-Jan 30 -0.26 -0.31 -0.07 83 96

*0.1*0.05**0.01 **0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey

Figure 3.16 Local polynomial on both sides of plat® cut off: 1 Jan 1995 (bw=30, polynomial=0, kerneEpanechnikov)
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-1.6
|
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Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table 3.19 presents various probit models of thardy treatment using 1 Jan 1995 as a cut-off point.
There are no observable characteristics that gmfisantly different between treatment and control
groups. However, it is important to highlight thenmber of observations for a 15 day bandwidth etietly
small (40 for both treatment and control groupsjsBample may be too small to have sufficient tiypsis
testing power. Additionally, most of the controlriegdles are dropped. Once the sample starts to

approximate a similar size (79 for the 30 day badthy to those used in our main model (87 for 1§ da
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bandwidth and 172 for the 30 day bandwidth) thegeassignificantly higher amount of indigenous dréh
in the treatment group. The relatively small sangite coupled with the lack of a consistent effaar
other sample sizes and polynomial forms leads asriolude that there is insufficient evidence pfecebo
effect on this date. Furthermore, the lack of daatfacross various New Year’'s Days leads us tieve|
there is no unobservable driver on New Year’'s pcotythe effect of the crisis in 1999.

Table 3.19 Probit dummy treatment using 1 Jan 199&s placebo cut-off, measuring effect of observables

15 days 20 days 25 days 30 days
1 Jan 1995 P1 P2 P3 P4
Ln(income pc) 0.234 -0.00412 -0.0219 -0.0771
(0.537) (0.410) (0.267) (0.242)
D health 0.802 0.574 0418 0.295
(1.994) (1.658) (1.141) (1.139)
Age in months -0.0289*** -0.0248*** -0.0177** -0.0187***
(0.00915) (0.00709) (0.00467) (0.00433)
Mother's schooling -0.260 -0.158 -0.0608 -0.0377
(0.182) (0.115) (0.0631) (0.0558)
D female -0.192 0.257 -0.0384 -0.117
(0.796) (0.569) (0.420) (0.401)
D indigenous . . . 1.776*
(0.959)
D afro-ecuadorian .
D montubio
D Quito -1.472 -0.510 -0.711 -1.025
(1.608) (0.988) (0.772) (0.754)
D Rural -0.211 0.167 0.469 0.315
(0.765) (0.650) (0.445) (0.401)
D food . . . .
D malnutrition 1.552 0.606 0.435 0.485
(1.056) (0.758) (0.580) (0.542)
z-score 0.339 0.103 0.0830 0.0413
(0.714) (0.470) (0.314) (0.293)
N 40 54 70 79

*0.1*0.05**0.01 ***0.001
Source: Author’'s computation using 2012 NutritiorH&alth Survey

3.7.3.4 Individuals with no access to banking serviceslasgbo

The effect of a bank run on individuals who haveanoess to financial services would be indicatifza o
non-observable driving the effect. The survey dossave information on whether the parents hadsscc
to banking services. However, it is possible tatifg the parents who belong to the lower end @& th
income distribution. | define this as the first diecthat is, which corresponds to households \&itber
capita income between $5.5 and $30 a month. The ineame in the first decile is $21.4 per capita pe
month when using a 90 day bandwidth (see Appentbx descriptive statistics on the income distribnu}.

| argue that they are less likely to have accedmtiking and financial services and test the efiéthe

bank run on this subgroup. Table 3.20 presentsséimeple sizes for treatment and control groups for
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different bandwidths. The 90 day bandwidth alrebdy a relatively small sample (Treat: 37, Con28).
which is why it is not possible to reduce the baiditwfurther. Table 3.21 presents the ATE for thegile
and shows there is no significant effect of theisron the sample of children in the first decilbis is
probably not because they did not have accessdadial services, as, when the distribution is dgmused
into deciles and the ATE is estimated within eaebilé (see Table 3.22) there are no effects wismiyn
decile. This implies that the effect is driven b tvariation between the deciles rather than thiati@n

within them.

Table 3.20 Sample size of first quantile of incomeistribution by bandwidth

Bandwidth Control ~ Treatment Total
365 153 170 323
180 67 73 140
90 29 37 66

Source: Author’s computation using 2012 NutritiorH&alth Survey

Table 3.21 RD model for first decile of income disbution with various bandwidths and functional forms

bw N Control N Treat Linear Quadratic Cubic
365 161 166 0.07 -0.17 0.12
180 77 77 -0.01 0.38 0.38
90 32 34 0.22 0.39 -0.10

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table 3.22 RD models for 1 Jan 99 by deciles andiantiles 180 days bandwidths

Decile N left n right Linear Quadratic Cubic
1 77 77 -0.01 0.38 0.38
2 82 87 -0.48 0.75 -0.69
3 57 54 -0.12 -0.46 -0.71
4 56 70 0.08 0.15 0.11
5 61 71 0.34 0.40 0.001
6 68 71 0.27 0.4 0.5
7 42 70 0.2 0.74 0.07
8 54 66 -0.36 -0.1 0.4
9 61 64 0.04 0.1 -0.09
10 67 54 0.5 -0.51 0.8

*0.1**0.05**0.01 ***0.001

Source: Author’'s computation using 2012 NutritiorH&alth Survey
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Does this mean there are no differentiated effectsoorest and richest? Not exactly. The sampiévisled
into “poor” and “non-poor” by using the 2012 poweline defined by INEC of $77 per capita per month.
Table 3.23 shows that there is a strongly negaiiekesignificant effect on the “poor” in all bandwid and
functional forms except one while Table 3.24 shthese are some models which are significant among
the non-poor. Of course, this exercise does natgpddferentiated effects, firstly, because the gl@nsizes
are very small when dividing the group into pood aon-poor, and secondly, because there is nostensi
effect among the non-poor which makes it diffidaltstate what is actually happening within that-sub
group. Obviously, demonstrating differentiated effeis not the objective of the paper, howevers thi
subsection is here to demonstrate that withoutipéaformation on the household’s access to bagki
services during the crisis, it is not possibledtireate the effect of the crisis on this sub-grdupould be
interesting to explore this option if this inforriwat ever is recoded in the future.

Table 3.23 RD models for individuals under povertyine ($77 per capita per month) using 1 Jan 99 cutff and various

bandwidths and functional forms

Poor=$77pc N left N right Linear Quadratic Cubic
15 day 39 43 -2.04** 2127 -1.6
30 day 54 54 -1.42% -1.94* 2417

*0.1*0.05***0.01 *** 0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey

Table 3.24 RD models for individuals over povertyihe ($77 per capita per month) using 1 Jan 99 cutfoand various

bandwidths and functional forms

Non-poor N left N right Linear Quadratic Cubic
15 day 39 43 -1.20 -1.93* -1.8
30 day 54 54 0.1 -0.91 -2.07*

*0.1*0.05**0.01 *** 0.001
Source: Author’s computation using 2012 NutritiorH&alth Survey

3.7.4 Covariates with the same cut-off
It was also suggested that other baseline covariatght have experienced a jump on 1 Jan 1999. One

particularly important variable would be the prieeel or inflation. During months running up to ttrésis
there was a non-negligible increase in prices whiaht also have created a shock through a redugtio
the access to adequate nutrition. Figure 13.7 shimsve was an inflation shock in August 1998 (it
hike in prices) and another in March 1999 (withaalditional 14% hike in prices). None of these slsock
happen simultaneously with the 1% tax or the bamk and there does not seem to be a price shoahwhi

109



happened simultaneously, that is, which had theesartoff as the bank run. This allows us to artipae,
at least for the sample of children taken into @eration (those born 30 days before/after thas)rs

price shock was not driving the effect.

Figure 3.17 CPI and inflation 1998 - 1999

500 16,0%
13,5% o
450 9
354,3 14,0%
400 2
350 12,0%
300 295,8 10,0%
250 8,0%
200 6,0%
150 o
100 4,0%
50 2,0%
0 0,0%
b el Qo) o) > Q) ) %) %) ) %) 9
A’o) k{_),% r},\g N & \\9 ) "9) &’\9 O O \\,o)

. R .
RS RN g . N O R 9
& & < ¥ @& & o & <& DS AN

«=@==CP| base year=1995 «=@==|nflation
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Graphic representation: Author

3.8 Conclusion and discussion
| find a significant deleterious effect of the outhk of the 1999 Ecuadorian financial crisis (Jago2004;

Cantos Bonilla, 2006; Martinez, 2006) on the 20&2ares of height for age of children born jusobefl
Jan 1999 as compared to those born just after.rdtigral experiment finds an exogenous cut-off Wwhic
allows us to measure the causal effects of théesaisthe health outcomes of children in the lomg oy

using a sharp RD model.

The unanticipated financial crash is understoodrasbjective stress shock exposing unborn chiltiven
pre-natal maternal stress. The resulting changjeeifietal environment can cause alterations irriasef
“switches” which determine whether parts of a gea@re expressed or not, such that, the healthtefiéc
an intra-uterine shock may remain latent thougHifaecycle (Almond & Currie, 2011; Gluckman, et,al
2005; Couzin, 2002; Rice, et al., 2010; Rice & TdraR010; Zijimans, et al., 2015; Bussiéres, et2815;
Hobel, et al., 2008; Schetter & Tanner, 2012; @u&i Rossin-Slater, 2013) (Dancause, et al., 2011;
Hilmert, et al., 2016; Tong, et al., 2011; HarvifldDo, 2016; Leppold, et al., 2017; Lederman, et2004;
Eskenazi, et al., 2007; Maslow, et al., 2016; Waicis et al., 2013; Camacho, 2008) (Novak, et28l1,7;
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Eiriksdottir, et al., 2013; Stein, et al., 1975;aipet al., 1998; St Clair, et al., 2005; Kannistoal., 1997;
Barker, 1990; Holzman, et al., 2001; Barker & OsthatP86; Barker, 1995) (Beydoun & Saftlas, 2008;
Mansour & Rees, 2011; Camacho, 2008; Class, ef@ll; Zhu, et al., 2013; Gunnlaugsson, 2016;
Eiriksdaéttir, et al., 2015; Stanner, et al., 1997).

Throughout this paper | provide evidence of a rblbuanticipated effect. | justify the exogeneitytioé
effect by demonstrating that relevant observabégadtteristics are not significant determinantsetéction
into treatment. Data-driven methods are used tcsah appropriate bandwidth: (1) the AIC, and,&?2)
dummy variable test in order to select the polyradrairder. Furthermore, the sensitivity of the resto
kernel functional forms is tested (Cattaneo, e24l18; Lee & Lemieux, 2010). In addition, placelffects
are tested in the months and years predating dloving the crisis; and the effect of the densifytloe
running variable and the observations near theffudn the outcome is analyzed. Finally, other obakles

are tested to see if they have the same cut-off.

This study contributes to the literature in thremysi (1) | measure the effects of a financial srigihe
literature on the contextual variables affectintaffelevelopment are usually limited to famine, naitu
disasters and terrorist attacks. (2) | measuresftfa the long term which not only helps bettetdrmublic
policy but paints a more comprehensive picturehef tonsequences of prenatal maternal stress. (3) |
provide a method that attempts to identify cauffeices while most studies are correlational. Indgs
where there is an exogenous shock there are miosfistical regression methods which compare the
outcome variable before to after the treatment auittproviding an appropriate counter-factual (cointr
group). Additionally, | have not found studies whigse RD models or which analyze the long termtheal

effects of pre-natal exposure the 1999 Ecuadoriiaisc

Notwithstanding, there are various challenges #hhattackled with the evidence presented in thispap
Firstly, despite testing and not finding any amp@tion effects in the months before the crisisidl fahd
isolated significant placebo effects in the mordfier the crisis and on New Year’'s Day 1995, algiou
they do not hold up to robustness checks. Secotiddye is a slight imbalance in the size of thedam)
however, | find no evidence the density of therihistion or the observations near the cut-off haneffect
on the outcome. Finally, despite our attemptss itdt possible to test whether individuals withacoess
to financial services were effectively sheltereohirthe crisis, however, this is not the objectifehe

chapter.
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| assume the cut-off is deterministic in increasitigss levels. There is an argument to be maddhba
relationship should be probabilistic, in that, stre€an be caused by other unobservables whichnbtan
control for. | argue that there is always a cerf@ncentage of mothers who suffer from prenatabmat
stress, and that this percentage would have otberagen similar in the treatment and control graine.

only change in the percentage would be that caogélde financial crisis.

In this Chapter (3), | argue there are other meishas(aside from a deficiency in micornutrientgttimay
determine malnutrition at an individual level irettong run. | measure an acute maternal stresk.shmoc
Chapter 4, | wish to assess how strict social hibias may affect individual health. | measure effect

of a chronic level of stress brought on by incomejuality on stunting and | use the mechanism digce

in this Chapter (3) to construct the argument thatisadvantageous social context may also have a

deleterious effect on children’s growth patterns.
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Appendix 1: Jacome 2004 Figures on Ecuadorian Crisi

Figure Al.1 Financial assistance to banks (Billionef Sucres)
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Source: Jacome, 2004; Source of data cites in Jac@d04: Central Bank of Ecuador

Figure A1.2 Open Market Operations (Billions of Suces and annual rate)
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Figure A1.3 Net international reserves and interestate (Millions of US dollars and annual rate)
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Figure A1.4 Net international reserve and nominal gchange rate (Millions of US dollars and Sucres pebollar)
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Appendix 2: Chronology of Crisis

Figure A2.1 Chronology of Ecuador's 1999 FinanciaCrisis
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Appendix 3: Mechanism connecting pre-natal maternasétress to
deleterious birth outcomes.

Figure A3.1 Prenatal maternal stress pathway
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Source: C. Holzman, et al., 2001, Pregnancy outsand community health: the POUCH study of pretaefivery, Paediatric
and perinatal Epidemiology, 15(2), pp. 138
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Appendix 4: Box plot of cut-off on 1 Jan 1999
In Figure A4.1 the x-axis represents the runningaide where zero is the cut-off day (1 Jan 19¢%3,

negative numbers on the left of the cut-off arertbimber of days the individual was born beforedtigs
and the positive numbers represents the numbeays ldorn after the crisis. In this case | am usireg
optimal bandwidth calculated in the article, i.6.days. Therefore, the average values of z-scaedgy
as they are for children born 15 days before/dlftercrisis are seen.

Figure A4.1 Box-plot z-score height for age by dagf birth for sample of children born just before/after crisis
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Source: Author’'s computation using 2012 NutritiorH&alth Survey

In Figure A4.2 the x-axis is also the running vialéawhere zero is equal to the cut-off point (1 1889).
However, in this figure the variable is measurednionths, therefore, the negative values represhats
number of months born before the crisis, whileghsitive numbers represents the number of montirs bo
after the crisis. This implies that the bandwidtlome year wide, that is to say, the average vaeesonth

a year before and after the crisis are shown.
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Figure A4.2 Box plot z-score height for age by mdh of birth for 12 months before/after cut-off
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Appendix 5: Choosing a polynomial form: AIC for various

bandwidths
Table A5.1 AIC for various bandwidths and polynomid orders

Bw Order Beta dtreat AIC

30 1 -0.103 599.37
30 2 -0.895* 595.34
30 3 -1.68** 594.30
25 1 -0.23 522.3
25 2 -1.05% 506.9
25 3 214 501.7
20 1 -0.35 392.07
20 2 B Y 379.9
20 3 1.7 383.8
15 1 -0.82* 298.7
15 2 1,94 293.7
15 3 -1.6** 2971

*0.1*0.05**0.01 ** 0.001
Source: Author’s computation using 2012 NutritiorH&alth Survey
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Appendix 6: Creating bin dummies for 15 and 30 daypandwidths.
Creating bin dummies for 15 day bandwidth

We created bin dummies separately for each sidbheobandwidth. Figure A6.1 shows the frequency
distribution of the running variable before andeathe cut-off separately (we set the bins in tiseolgram

to be the equivalent of a day each).

We use theegen xtilecommand which creates a variable which categotizesunning variable by its
quantiles. The default value is 2 quantiles whiffeatively estimates the median. In the case of the
observations before the cut-off, the median isFér those after the cut-off the median is 5. If the
observations were equally distributed the medianlvbe 7.5 on both sides. The fact that both median
are smaller demonstrates that there are more @ig®rs closer to the cut-off as on both sidesjqaérly

after the cut-off.

Figure A6.1 Median of observations before and aftecut-off for 15 day bandwidth
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Source: Author’'s computation using 2012 NutritiorH&alth Survey

When the RD model (using OLS) using bin dummieta(té by taking the two on each side) is run, bin 1
is used as a reference bin. Therefore, the coefiisiof bin 3 to 4 are the difference between thathbin

1. For example, bin 2 has a positive significargfficient which implies that the z-score is higihebin 2

in relation to bin 1. It also implies that the lamemodel does not capture this behavior. Additilgnah
every model bin 4 is dropped due to collinearitiyislis probably due to the fact that the treatnvanible

is a dummy dividing the sample into two groups wttthe bin dummies are dividing the sample into 4
groups. Therefore, the bin dummies are almost iclrtb the treatment dummy when they are categdriz

into a small number of groups.
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Table A6.1 Regression discontinuity model (15 daydmdwidth, various polynomial forms, OLS regressiony bin dummies

OLS1 OLS2 OLS3
b/se b/se b/se
DTreat 1.003 0.713 -0.633
(0.90) (1.22) (1.31)
Running -0.010 0.362 0.272
(0.07) (0.20) (0.40)
DTreat*Running -0.008 -0.310 -0.196
(0.08) (0.24) (0.46)
Running? 0.021 0.003
(0.01) (0.07)
DTreat*Running? -0.025 -0.013
(0.01) (0.08)
Running? -0.001
(0.00)
DTreat*Running® 0.001
(0.00)
1bn.cbin . . .
2.chin 1.181* 0.508 0.428
(0.54) (0.64) (0.71)
3.cbin -0.523 -0.434 -0.499
(0.53) (0.54) (0.75)
4.cbin . . .
_cons -1.713* -0.218 -0.245
(0.65) (1.00) (1.02)
r2 0.129 0.167 0.168
N 100 100 100

*0.1**0.05**0.01 ** 0.001

Source: Author’'s computation using 2012 NutritiorH&alth Survey

In conclusion, firstly, the decision about the refece bin must be made carefully. Is it the obyectd
compare the behavior of the z-score in relatiothéofirst bin of observations which is always gotode
composed of those born the earliest before thes@ridecondly, the appropriate number of bins a¢saln

to be decided carefully given a small number véiamble the treatment dummy and a large number will

probably not have many observations within eacegual.

In relation to the former, our objective is to ma&sbumpiness in the running variable outside efjtimp
in the cut-off (which should be captured by thetmeent dummy). Therefore, the reference bin shbeld
irrelevant. Perhaps the only rule should be thattauld not be at the cut-off point given the jumexpected

there.

In relation to the latter, | increase the numbegio$ to the point where no bin is dropped duestlinearity,

then | measure how many observations are in each siart with 4 bins on each side.
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Figure A6.2 4 bins before and after cut-off for 15lay bandwidth
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The RD model using 8 bin dummies uses the firstasirihe reference and also drops i@ due to
collinearity. None of the bin dummies are significawhich suggests that there are no bumps or jumps
outside of the cut-off. Notwithstanding, the intdfan between treatment dummy and the running bleria

(our treatment effect) is not significant.
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Table A6.2 Regression discontinuity (15 day bandwill, various polynomial forms, OLS regression) 8 birdummies

OLS1 OLS2 OLS3
b/se b/se b/se
DTreat 2.155 -0.240 -0.293
(2.17) (3.15) (3.40)
Running -0.144 0.332 0.650
0.12) (0.47) (0.90)
DTreat*Running 0.153 -0.248 -0.547
0.17) (0.51) (0.94)
Running? 0.022 0.074
(0.02) (0.13)
DTreat*Running? -0.028 -0.084
(0.02) (0.14)
Running? 0.002
(0.01)
DTreat*Running® -0.002
(0.01)
1bn.cbin . . .
2.chin 0.686 0.506 0.776
(0.73) (0.75) (0.99)
3.cbin 1.876 1.081 1.490
(1.03) (1.28) (1.62)
4.cbin 2.930* 1129 1.299
(1.35) (2.19) (2.25)
5.cbin -0.153 -0.229 -0.340
(1.47) (1.49) (1.93)
6.cbin -0.144 -0.366 -0.467
(1.14) (1.23) (1.65)
7.cbin 0.283 0.041 0.001
0.77) (0.92) (1.03)
8.cbin . . .
_cons -3.307* -0.916 -0.760
(1.46) (2.711) (2.77)
r2 0.160 0.173 0.174
N 100 100 100

*0.1% 005 0.01 ** 0.001
Source: Author’s computation using 2012 NutritiorH&alth Survey
We repeat the exercise with 8 bins on each sida fotal of 16 bin dummies in the model. Again, finst
bin is used as a reference and the last)(b is dropped due to collinearity. There arebitodummies
which are significant and the treatment has naceffewould seem that the subdivision of the samty# it

into 4 or be it into washes away the effect ofjtiap on the day of the crisis.
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Figure A6.3 8 bins before and after cut-off for 15lay bandwidth
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Table A6.3 Regression discontinuity (15 day bandwtl, various polynomial forms, OLS regression) 16 i dummies

OLS1 OLS2 OLS3
b/se b/se b/se
DTreat 5.031 1.974 3.814
(5.67) (6.02) (6.56)
Running -0.192 0.723 1.420
(0.30) (0.66) (1.01)
DTreat*Running 0.049 -0.957 -1.426
(0.39) (0.83) (1.35)
Running? 0.049 0.182
(0.03) (0.15)
DTreat*Running? -0.044 -0.234
(0.04) (0.24)
Running? 0.005
(0.01)
DTreat*Running® -0.003
(0.01)
1bn.cbin . . .
2.chin 0.182 1.227 1.706
(1.38) (1.53) (1.63)
3.cbin 0.803 1.675 3.026
(2.04) (2.11) (2.58)
4.cbin 1.621 2.182 3.948
(2.44) (2.46) (3.13)
5.cbin 2513 2.704 4.733
(2.711) (2.70) (3.49)
6.cbin 2179 1.673 3.877
(3.10) (3.11) (3.93)
7.cbin 3.520 1.494 3.353
(3.75) (3.96) (4.46)
9.cbin -2.494 -2.583 -3.246
(3.90) (3.92) (4.50)
10.cbin -1.919 -1.827 -2.720
(3.30) (3.32) (4.44)
11.cbin -2.032 -1.847 -2.671
(2.90) (3.02) (4.07)
12.cbin -1.328 -1.102 -1.797
(2.65) (2.84) (3.66)
13.cbin -0.832 -0.560 -0.903
(2.14) (2.48) (2.74)
14.cbin -0.588 -0.320 -0.270
(1.62) (2.04) (2.06)
15.cbin -0.249 -0.096 0.203
(0.86) (1.12) (1.49)
16.cbin . . .
_cons -3.961 -0.815 -1.992
(4.12) (4.59) (4.79)
r2 0.188 0.212 0.221
N 100 100 100

*0.1**0.05***0.01 ***0.001
Source: Author’'s computation using 2012 NutritiorH&alth Survey

In order to get a better idea of what the bins @ontl present a series of tables with the numbier o
observations in each bin. With 4 bins there are@pmately 20 observations in each bin. With 8 lihere
are around 10 in each bin (with the exception nfbivith 20). With 16 bins there are around 6 oletgons

in each bin (with two exceptions near the cut-off).
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Table A6.4 Number of observations (15 day bandwidtd bins)

bins Obs Min Max
1 24 15 6
2 19 5 1
3 32 0 5
4 26 7 15

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table A6.5 Number of observations (15 day bandwidtf8 bin)

bins Obs Min Max
1 12 -15 -9
2 12 -8 -6
3 9 -5 -3
4 10 2 -1
5 20 0 3
6 12 4 5
7 13 7 10
8 13 11 15

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table A6.7 Number of observations (15 day bandwidthl6 bins)

bins Obs Min Max
1 6 -15 -13
2 6 -1 -9
3 9 -8 -7
4 3 -6 -6
5 4 -5 -5
6 5 -4 -3
7 10 -2 -1
8
9 9 0 0
10 11 1 3
11 6 4 4
12 6 5 5
13 7 7 7
14 6 8 10
15 7 11 14
16 6 15 15

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Creating bin dummies for 30 day bandwidth

| use the same method to find the appropriate nurobbins for the 30 day model. | find very similar
results in that, for 4, 8 & 16 bins, the first lisrtaken as a reference and last bin is droppex the model
due to collinearity. Additionally, the treatmenfeaft is not significant in all models, much like evhthe

15 day bandwidth is used. | suppose that the dumanie also washing away the effect of the cutioff.
terms of number of observations, when 4 bins areedaout there are approximately 40 observations in
each bin, with 8 there are about 20 and with 16ethee around 10 (with some exceptions).
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Figure A6.4 4 bins before and after cut-off for 3@ay bandwidth
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Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table A6.8 Regression discontinuity (30 day bandwill, various polynomial forms, OLS regression) 4 birdummies

OLS1 OLS2 OLS3
b/se b/se b/se
DTreat -1.088 -2.202* -1.755
(0.89) (0.97) (1.03)
Running 0.038 0.188* 0.364*
(0.03) (0.06) (0.15)
DTreat*Running -0.029 -0.132 -0.232
(0.04) (0.08) (0.18)
Running? 0.005* 0.021
(0.00) (0.01)
DTreat*Running? -0.006** -0.031
(0.00) (0.02)
Running? 0.000
(0.00)
DTreat*Running? -0.000
(0.00)
1bn.cbin . . .
2.chin -0.678 -0.795 -0.204
(0.52) (0.51) (0.69)
3.cbin 0.143 0.257 -0.101
(0.49) (0.49) (0.66)
4.cbin . . .
_cons -0.231 0.597 0.397
(0.67) (0.72) (0.74)
r2 0.011 0.056 0.067
N 195 195 195

*0.1*0.05**0.01 **0.001
Source: Author’s computation using 2012 NutritiorH&alth Survey
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Figure A6.5 8 bins before and after cut-off for 3@ay bandwidth
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Table A6.9 Regression discontinuity (30 day bandwtt, various polynomial forms, OLS regression) 8 birdummies

OLS1 OLS2 OLS3
blse b/se b/se
DTreat 3.938" 3.016 3.114
(1.79) (1.82) (1.85)
Running -0.080 0.165 0.254
(0.05) (0.10) (0.19)
DTreat*Running 0.022 -0.189 -0.187
(0.07) (0.14) (0.24)
Running? 0.008** 0.016
(0.00) (0.01)
DTreat*Running? -0.009* -0.026
(0.00) (0.02)
Running? 0.000
(0.00)
DTreat*Running® 0.000
(0.00)
1bn.cbin . . .
2.chin 0.808 1.675* 1.629**
(0.43) (0.54) (0.55)
3.cbin 0.960 1.767 1.952*
(0.87) (0.91) (0.96)
4.cbin 2.616 2.509* 2.622*
(1.17) (1.16) (1.18)
5.cbin -1.696 -1.622 -1.924
(1.17) (1.17) (1.23)
6.cbin -0.883 -0.944 -1.350
(0.90) (0.90) (1.04)
7.cbin -0.608 -0.723 -0.801
(0.50) (0.57) (0.58)
8.cbin . . .
_cons -3.479* -2.688" -2.608
(1.30) (1.32) (1.33)
r2 0.093 0.127 0.131
N 195 195 195

*0.1*0.05**0.01 ** 0.001
Source: Author’s computation using 2012 NutritiorH&alth Survey
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Figure A6.6 16 bins before and after cut-off for 3@ay bandwidth

o ® . ° ]
1 .
. ° . e | e e o
° . ° ° . o: ) -
4 )
<o M . . 0
t\.lf' . . .
o L]
. .
O
Bin 12 Bin 14

Source: Author’'s computation using 2012 NutritiorH&alth Survey

134



Table A6.10 Regression discontinuity (30 day banddih, various polynomial forms, OLS regression) 16 im dummies

OLS1 OLS2 OLS3
b/se b/se b/se
DTreat -2.154 -3.635 -3.070
(4.26) (4.28) (4.29)
Running 0.084 0.572* 0.327
0.11) (0.24) (0.40)
DTreat*Running -0.103 -0.681* -0.085
(0.15) (0.32) (0.51)
Running? 0.015* -0.005
(0.01) (0.03)
DTreat*Running? -0.012 -0.025
(0.01) (0.04)
Running? -0.000
(0.00)
DTreat*Running® 0.001
(0.00)
1bn.cbin .
2.chin -0.971 0.118 0.370
(0.56) (0.73) (0.80)
3.cbin -0.049 1.604 1.859
(0.73) (1.02) (1.07)
4.cbin -1.230 1.011 1.043
(1.14) (1.50) (1.50)
5.cbin -1.466 0.769 0.437
(1.65) (1.90) (1.95)
6.cbin -2.701 -1.369 -1.949
(2.23) (2.28) (2.40)
7.cbin -1.856 -1.388 -1.869
(2.55) (2.53) (2.60)
8.chin -1.600 -2.436 -2.495
(2.90) (2.90) (2.89)
9.cbin -0.537 -0.592 -1.050
(2.93) (2.90) (2.91)
10.cbin -0.563 -0.387 -1.520
(2.63) (2.63) (2.73)
11.cbin 0.019 0.351 -0.979
(2.36) (2.43) (2.59)
12.cbin 0.027 0.530 -0.576
(1.92) (2.14) (2.27)
13.cbin 0.092 0.656 0.252
(1.41) (1.79) (1.81)
14.cbin -0.238 0.251 0.470
(0.99) (1.38) (1.38)
15.cbin 0.410 0.742 1.215
(0.68) (0.94) (0.99)
16.cbin . . .
_cons 1.390 2.975 2.698
(3.06) (3.11) (3.12)
r2 0.136 0.162 0.175
N 195 195 195

*0.1*0.05**0.01 **0.001

Source: Author’s computation using 2012 NutritiorH&alth Survey
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Table A6.11 Number of observations (30 day bandwitlt 4 bins)

bins Obs Min Max
1 53 -30 17
2 44 -16 -1
3 50 0 13
4 49 14 30

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table A6.12 Number of observations (30 day bandwitlt 8 bins)

bins Obs Min Max
1 25 -30 25
2 28 24 17
3 22 -16 -7

4 22 -6 -1

5 26 0 4

6 24 5 13
7 27 14 21

8 22 22 30

Source: Author’'s computation using 2012 NutritiorH&alth Survey

Table A6.13 Number of observations (30 day bandwitlt 16 bins)

bins Obs Min Max
1 15 -30 27
2 10 -26 25
3 13 24 -22
4 15 -21 17
5 8 -16 -1
6 14 -10 -7
7 10 -6 -4
8 12 -3 -1
9 14 0 2
10 12 3 4
1 13 5 7
12 11 8 13
13 13 14 17
14 14 18 21
15 11 22 25
16 11 26 30

Source: Author’'s computation using 2012 NutritiorH&alth Survey
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Appendix 7: Descriptive statistics of the income diribution
Table A7.1, shows the mean household income péac&igure A7.1 shows the histogram for income per

capita, and Table 27 shows the sample sizes ffarelift bandwidths.

Table A7.1 Descriptive statistics of income per cadja and the natural log of income per capita

Variable Obs Mean Std. Dev. Min Max
Income per capita 60471 136.2 191.9 0 7500
Ln(income per capita) 57428 45 0.9 -0.35 8.9

Source: Author’s computation using 2012 NutritiorH&alth Survey

Figure A7.1 Histogram of income per capita and th@atural log of income per capita
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Table A7.2 Observations in deciles of the incomestribution for various bandwidths

Deciles No bandwidth 365 days 180 days 90 days
n % n % n % n %
1 5639 10% 323 13% 140 11% 66 12%
2 4844 8% 274 11% 136 11% 55 10%
3 6454 11% 302 12% 152 12% 76 14%
4 4273 7% 164 6% 81 7% 35 7%
5 5948 10% 284 11% 143 12% 55 10%
6 5557 10% 230 9% 113 9% 39 7%
7 6008 10% 269 11% 118 10% 43 8%
8 5987 10% 230 9% 115 9% 52 10%
9 6136 11% 233 9% 116 9% 52 10%
10 6505 11% 238 9% 122 10% 56 11%

Total 57351 100% 2,547 100% 1,236 100% 529 100%

Source: Author’s computation using 2012 NutritiorH&alth Survey

The distribution of income across deciles is faimhjform in the sample with no bandwidth. This beba

is somewhat lost within the 90 day bandwidth arid tbndency intensifies with the 30 day bandwidth.
There is a higher percentage of observations ifitsieand second decile and a lower percentadbken
middle of the distribution. Also, the number of ebstions decreases, as expected, as the bandwidth

decreases.
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Table A7.3 shows the mean income per capita idainm 90 days bandwidth as compared to the sample
with no bandwidth in all deciles except on the 1030 days bandwidth the maximum income per eapit
in the tenth decile $867, in the 90 day bandwitlth $1400 while in the whole sample it is $7500.

Table A7.3 mean income per capita in deciles for dfay bandwidth as compared to no bandwidth

Deciles No bqndwidth 36f5 days 18Q days 90 days
Y ypc min ypc  max ypc Y ypc min ypc max ypc M ypc min ypc max ypc M ypc min ypc max ypc
1 $19.8 $0 $30 $20.3 $1 $30 $20.5 $2.2 $30 $21.4 $5.5 $30
2 $38.8 $30.5 $46.6 $38.6 $31 $46.6 $38.7 $31 $46.6 $38.2 $31 $46.2
3 $54.1 $47 $60 $54.2 $41.6 $60 $54.4 $48 $60 $54.7 $48 $60
4 $68 $60.5 §73.5 $67.3 $60.5 $73.5 $67.5 $60.5 $73.5 $67.8 $60.5 $73.3
5 $81.6 $73.6 $90 $81.3 $73.6 $90 $81.4 §73.7 $90 $81.2 §73.7 $90
6 $99.2 $90.2 $107.1 $98.9 $91.4 $107.1 $98.7 $91.6 $106.6 $98.1 $91.6 $102.8
7 $1219 $107.3 $136.6 $1216 $107.5 $136 $121.7 $1075 $136 $1224 $108.3 $135.7
8 $155.4 $136.8 $176 $155.1 $137.1 $176 $154.3 $137.1 $176 $153.7 $137.1 $175
9 $216.5 $176.5 $266.6 $214.2 $176.5 $266.6 $215.2 $1765 $266.6 $2123 $176.5 $266.6
10 $502.4 $267 $7,500 $481.1 $270 $2375 $458.5 $270 $1400 $444.1 $272.6 $1400
Total $136.2 $0 $7,500 $118.7 $0 $2375 $119.1 $0 $1400 $1188 $0 $1400

Source: Author’s computation using 2012 NutritiorH&alth Survey
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Chapter 4

Malnutrition and Inequality in Ecuador

4.1 Introduction
Chronic malnutrition affects 1 in 4 children in thwerld (De Onis, et al., 2012), and is the rootseaof just

under half (45%) of child (age<5 years) deaths {dto& Lo, 2013). It is an important public health
problem in many Latin American countries, particilamong indigenous populations in countries with
strong socioeconomic disparities such as BolivieruP Ecuador, Guatemala and Honduras (Larrea &
Freire, 2002; Farrow, et al., 2005).

There is considerable evidence that reduced preta@ngy malnutrition is associated with deficits in
cognition and school achievements (Grantham-McGregal., 2000). Grantham-MacGregor, et al. (2007)
find®® that stuntinéf is related to literacy, numeracy, grade repetjtibnpouts and intelligent quotient later
in life. They argue that children who do not redlskir developmental potentfalhave fewer years of
education and learn less per year of schodfiffdneir results support the conclusion that growestriction
has long-term functional consequences (Grantharn@vigor, et al., 2007; Grantham-McGregor, et al.,
2000; Walker, et al., 2000; Walker, et al., 200fgrefore potentially playing a key role in the

intergenerational transmission of poverty.

There are two immediate causes of chronic malitritfirstly, insufficient access to nutrients and
secondly, high disease exposure (Larrea & Fre@i@2p Biological mechanisms determine malnutritdn

an individual level, however, the lifestyles andhégours that lead to both a reduced nutritiontaka and

a high level of disease exposure may, in fact,Hagped and constrained by socioeconomic context and
regional disparities at the aggregate level (La&daeire, 2002; Diez-Roux, 1998).

85 In their study on developmental potential in treveloping world, that children who were currenttyrged (chronically
malnourished) were less likely to be enrolled ihagd, more likely to enroll late, attain lower aehément levels or grades and
have poorer cognitive abilities.

86 predicted age of walking, later cognition andirel progress

87 Are less likely to become productive adults

88 They estimate that the loss in adult yearly incdmm being stunted (chronically malnourished)2s2%6, assuming an increase
in yearly income of 9% per year of schooling (Ghemt-MacGregor, et al., 2007). Other authors hase fdund that growth-
restricted children have significantly poorer pemfiance than non-growth-restricted children on gdaange of cognitive tests.
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Angus Deaton argues that inequality is relevanabse income is relevant (Deaton, 2003) while others
argue it is only relevant when income cannot expthée variance in health (Preston, 1975; Lynclal.et
2004). | argue that inequality has inherent effe@tslependently of income, due to the intrinsic
characteristics of unequal societies (Wilkinsorg@Qsuch that, the experience of having a lownmeoin
societies with high levels of inequality is diffatehan it would be in societies with low levelsméquality.

In this study, | measure the effect of inequalityahronic child malnutrition (stunting) in Ecuadsing

the 2006 and 2014 LSMS. The dependent variableeiziscore of height for age which is zero among
healthy children and is under -2 (i.e. two stand#gdiations below the mean) for children with chicon
malnutrition (World Health Organization, 2013; WibrHealth Organization, 1997). The independent
variable is the Gini coefficient of consumption reei@d over three geographic areas (the provinee, th

county and the parish - a small administration esjant to a village or a neighborhood).

A simple OLS model would produce biased betas esrtbdel is not able to control for the unobserable
which might affect the growth patterns of childr&or example, in the 2006 model, the survey doés no
have information on the height or BMI of the paseiiit genetics affect the growth patterns of claildthen
the OLS model will produce biased betas. This atsurs in the 2014 model, as this model is lackiireg
indicator for geographic isolatidfi.If this indicator of isolation has an effect orethealth outcomes of
children then the betas in this OLS model will aigobiased.

Therefore, in order to clean the betas of the Gadfficients from the bias produced by omitted vate
variables the IV methodology is used. In the 20@&lets, the instrument is the proportion of housaol
which suffered from a draught in the last yeartHa 2014 models, the instrument is the proportibn o
households who suffered a natural disaster inasteylear. | believe this instrument is exogenousiagn
unanticipated meteorological event. In every moteye are controls for household consumption per
capita, as well as, for the individual charactarsof the child, the parents, the household, athéro
contextual variables and include fixed effects énnicity. By including the household consumption
variable, the effect of income on stunting is coléd for. The models on the 2006 LSMS and, or20i4
LSMS are run separately it is not possible to gheltwo survey data because our instrument istbligh

different in each survey.

Our results show that the Gini coefficient hasgmidicant deleterious effect on the z-score of hefgr-
age in 2006 but not in 2014. This may be due toaage in the severity of the Gini coefficients (pnae,
county, parish) between 2006 and 2014. Other sswbmomic indicators have also improved over this
period: between 2007 and 2015 the incidence ofiypdeopped by 14% from 37% to 23%, the incidence

89 mean distance of properties in the parish to aighway variable
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of extreme poverty halved from 16% to 8% and thigonal Gini coefficient dropped from 0.55 to 0.47
(Instituto Nacional de Estadistica y Censos, 20P&yhaps the improvements between these two periods
are conducive to an erosion of the effect of indiguan individual health. Notwithstanding, the wye

Gini coefficients change and how this affects theywtunting changes is not the topic of this paper,
although it is related and would be interestingftwther research.

The results are therefore not conclusive; howetes; do give us partial evidence of an effects ligued
that inequality erodes social cohesion, increagisgchosocial stress and ultimately affects indialdu
health (Wilkinson, 1996; Ellison, 2002; Macinko, at, 2003). A highly unequal context may lead to
increased chronic stress due to feelings of anxetglusion, shame and mistrust which may arisenamo
those least advantaged (Lynch, et al., 2004; Wslkm 2000; Davey Smith & Egger, 1996; Lynch, et al.
2000; Lynch, et al., 2000; Lynch, et al., 2001haltgh | do not test this directly. In order to eiplhow
this might affect children | propose a pathway \his based on the effects of chronic stress during
pregnancy. Chronic stress increases the levelsatfoBtrophin-Releasing Hormone (CRH), a hormone
which regulates fetal maturation, increasing tek af LBW which is an important determinant of afio
child malnutrition (Beydoun & Saftlas, 2008; CamacB008; Mansour & Rees, 2011; Marins & Almeida,
2002; Willey, et al., 2009; Aerts, et al., 2004;T&guri, et al., 2009; Adair & David, 1997). Thisynbe
due to a change in epigenetics brought on by agehamthe fetal environment, as discussed in Ché&ote
(Long term effects of pre-natal exposure to matestiass: Evidence from the financial crisis in &dar)
(Almond & Currie, 2011; Gluckman, et al., 2005; @y 2002; Rice, et al., 2010; Rice & Thapar, 2010;
Zijlmans, et al., 2015; Bussieres, et al., 201%élpet al., 2008; Schetter & Tanner, 2012; Cl&riRossin-
Slater, 2013) (Dancause, et al., 2011; Hilmew).e2016; Tong, et al., 2011; Harville & Do, 201&ppold,

et al., 2017; Lederman, et al., 2004; Eskenaa).e2007; Maslow, et al., 2016; Wainstock, et 2013;
Camacho, 2008) (Novak, et al., 2017; Eiriksddétral., 2013; Stein, et al., 1975; Hoek, et al98 %t
Clair, et al., 2005; Kannisto, et al., 1997; BarkiE990; Holzman, et al., 2001; Barker & Osmond, 698
Barker, 1995) (Beydoun & Saftlas, 2008; Mansour &R, 2011; Camacho, 2008; Class, et al., 2011; Zhu,
et al., 2013; Gunnlaugsson, 2016; Eiriksdottialgt2015; Stanner, et al., 1997).

The main limitation of this Chapter is the way lasare the Gini coefficient over small areas. Th®ES
that includes measures of income and consumptiontisepresentative at the local level and censts d

in Ecuador does not have information on income amsamption. Therefore, we estimate the Gini
coefficients over small areas using the method gse@ by Elbers et al. (2003). Using the LSMS they
estimate the joint distribution of consumption amsk the fitted model parameters to generate the

distribution of consumption for any subpopulatidritee census. They rely on this simulation of hdiode:
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consumption to calculate the conditional distribaotiof the Gini coefficient, its point estimate aitsl

prediction error (Elbers, et al., 2003).

The small area estimate@vhich | refer to as SAE) model depends heavilyaattegree of heterogeneity
which cannot be controlled for methodologically arahnot be guaranteed empirically using the method
proposed by Elbers et al (2003). In this paperakena focused effort (in the 2010-2014 model) eiddig

the country into homogeneous regions so as to eethaceffect of heterogeneity, however, | am untble
generate Gini coefficient which are not systemdtiander-estimated. | suspect the model overtéitthe
conditions of the middle and lower income earnesuliting in a prediction model which is not theref
generalizable to other samples outside of thosedduthe LSMS. When it is simulated onto the cerisu

reproduces the systematic bias (Tarozzi & Deatb69p

Notwithstanding, it is worth saying there are vémited options in terms of alternatives for Ecuado
Given there is no income or consumption data inctvesus, it is otherwise, not possible to measwee t
Gini coefficient over small areas. Alternative nadh, particularly deep neural networks based oor err
backpropagation are more powerful in terms of mtésh error. These models are validated by meagurin
the mean squared error on a separate (MSE) sataftldowever, the MSE is only a proxy of the trurere

as the validation dataset may differ statisticalhyn the true distribution. Additionally, these medls yield
black box “hidden” layers where the parametersrétation coefficients) are not explicit, it is ddflt to
render deep learning models interpretable. Soméadstexist, however, the methods are fairly new
(Montavon, et al., 2018). Despite the various latidns of the Elbers et al. (2003) model, the metiso
explicit and computationally accessible, which &y chose it (Elbers, et al., 2003).

The contributions of this study are threefold.Ha Lynch et al. (2004) review of 98 studies onitiegjuality
health relation there is only a small percentagstudies which focus on children’s health (23.78dst
of these studies measure infant mortality, whidikemutrition, does not play a role in the intemgeational
transmission of poverty (Lynch, et al., 2001). Seltp, only 10.2% of the studies include Latin Ancan
countries which is a shortfall given it is one bétmost unequal regions of the world (Inter-America
Development Bank, 2000) and perhaps the ideahtgstiound for the effect of inequality. Finally,lgn
9.2% of the studies measure the Gini coefficientifeerent levels. In this study, | find that theagnitude
of the effect of the Gini coefficient is smaller & areas over which it is measured decreaseizen s
Therefore, in order to fully assess the impactr@quality it is important to take different leved$
aggregation as | have done. This Chapter expantseavidence first put forward by Larrea and Kawac
(2005).

143



4.2 Literary review
In this section | will attempt to give the readec@nprehensive understanding of the health-ineyuali

relation. Firstly, in order to provide a conceptfr@imework, the theorized functional relation betwe
income, inequality and health is reviewed. Secgratiyas to provide the context into which this gt
fall and how it contributes, the empirical evideddhe effect of inequality is reviewed. Thirdlg, order
to present an understanding of the inherit effettaequality, the pathways through which it isweed the

nutrition-inequality relation runs is outlined.

4.2.1 The functional relation
| will focus on two of the hypotheses presentedMagstaff and Van Doorslaer’'s (2000) review of the

relation between income and health: the Absoluterme Hypothesis (AIH) and the Income Inequality
Hypothesis (IIH) (Wafstaff & Van Doorslaer, 2000)he AlH is the notion that individual health is a
positive function of individual income and the taaship between health and income is concave.
Therefore, at the individual level, each additioellar of income raises individual health by preggively
smaller amounts. Theoretically, a concave assocdidtetween income and health at the individualtlesve
sufficient to produce and aggregate-level assacriabietween income inequality and average health
(Rodgers, 1979 In other words, a one dollar income increment imilprove the health of an individual
on the top of the distribution by less than it whié health of an individual on the bottom of theribution.
Therefore, redistribution will improve average hieal

The AIH argues that the only way income-inequadiffects health is the health-purchasing-power of
individual-level income, and therefore, the eff@dtinequality is actually an income driven effect.
Notwithstanding, this hypothesis does not explai dignificance of inequality on health outcomeseon
income is controlled for (Wilkinson, 2000). Thisatks us to the second hypothesis, the IIH, where
individual health is a decreasing function of inemequality (Wilkinson, 2000). In this Chapter the
dependent variable is measured at the individwall lend the effect that income has on individualltine

is controlled for with the per-capita household suomption variable. This allows for the isolationtlé
effect inequality has on individual health indepemidof any income driven effect.

4.2.2 The empirical evidence
Wagstaff and Van Doorslaer (2000) find ample anohgt empirical support for the AIH and some evidenc

for the IIH. They observe that the strength of éfffect of inequality depends crucially on how watter

%0 Why does this happen? The idea is that, giveintteme-health relation is concave, if x incomeaieen from one
person and give it to another, the former beconeesgr and the latter becomes richer. In this casguality will
increase, however average income will stay the s#m®e consequence, the health of the former vetedorate
more, in magnitude, than the improvement in thdthed the latter. Therefore, average health witbase even as
average income is constant.
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influences on health are controlled for, especimtividual income and those which vary systemditica

over geographical areas and time (Wafstaff & VawiBlaer, 2000).

Macinko et al. (2003) present a review of 45 stsidiere they find 33 (73%) have a significant iredify
health relation, and 12 (27%) have a non-significafation (Macinko, et al., 2003). Lynch et al0(2)
presented a review of 98 studies on inequality leealth of which 40 (41%) found that all measures of
association showed statistically significant relaships between smaller income difference and rbette
health, another 25 (25%) were partially supporséind 33 (34%) provided no support (Lynch, et alg80
Wilkinson & Pickett (2006) reviewed 155 studies dadnd that 83 (53%) had supportive evidence, 41
(27%) had partially supportive evidence and 31 (Rfisvind no evidence of the association betweemieco
inequality and health (Wilkinson & Pickett, 2006).

Subramanian and Kawachi (2004) propose that tHe dd@ssociation between income inequality and
health in wealthy countries is due to a threshdfelcé Studies conducted outside the United States
generally failed to find an inequality-health asation. However, almost all the non-US countrisgeld in
these studies are considerably more egalitariéimein distribution of income than the United Sta#lso,
when there are cases of relatively more unequaitdes there is some support for the relation. &foee,
there might be a threshold beyond which inequasityoo low to have a significant effect on health
(Subramanian & Kawachi, 2004).

This Chapter is based on Larrea and Kawachi (20@syever, it has various original contributiongsHy,

| use an IV model where our endogenous variabthesGini coefficient and our instrument is arguably
exogenous. Secondly, | run the model twice on ymasate LSMS collected in 2006 and 2014. This shows
how the effect evolved from one decade to anothdradlows us access to larger sample sizes (1998 ha
2723 children while 2006 has 6003 and 2014 has 3 Xehildren). Thirdly, | provide a theoretical
framework which explains the pathways through whicbquality may be affecting individual child
nutrition based on the psychosocial effects of iradity (Wilkinson, 2000; Larrea & Kawachi, 2005).

4.2.3 The pathway

In Chapter 3 (Long term effects of pre-natal expesa maternal stress: Evidence from the finararials

in Ecuador) | demonstrate empirically how an ur@péted intra-uterine stress shock affect a child’s
growth pattern. | argue it may be due to a chahgeepigenetic make of the fetus brought on by agha
in the fetal environment (Almond & Currie, 2011luGkman, et al., 2005; Couzin, 2002; Rice, et2410;
Rice & Thapar, 2010; Zijlmans, et al., 2015; Bussseet al., 2015; Hobel, et al., 2008; Schettdiafner,
2012; Currie & Rossin-Slater, 2013) (Dancause,l.et2@811; Hilmert, et al., 2016; Tong, et al., 2011
Harville & Do, 2016; Leppold, et al., 2017; Ledemmat al., 2004; Eskenazi, et al., 2007; Maslovalet
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2016; Wainstock, et al., 2013; Camacho, 2008) (Kpetal., 2017; Eiriksdottir, et al., 2013; Stadhal.,
1975; Hoek, et al., 1998; St Clair, et al., 200&nKisto, et al., 1997; Barker, 1990; Holzman, t24l01;
Barker & Osmond, 1986; Barker, 1995) (Beydoun &tlaaf 2008; Mansour & Rees, 2011; Camacho,
2008; Class, et al., 2011; Zhu, et al., 2013; Gamgsson, 2016; Eiriksddéttir, et al., 2015; Stanees|.,
1997).

The implications of this finding are important toderstanding the effects of inequality on individhealth
given, inequality may be conducive to psychologiadl psychosomatic stress. A social context where
there are strict social hierarchies that generateoag perception of place and station, commaalatively
unequal societies, may alienate some people, isesean individual's perceptions of injustice and
exclusion and produce feelings of shame or distAdditionally, inequality fosters inter-personablence
reducing social cohesion, and reflects a socidpalisystem with inadequate redistributive policéesl
depleted public health services (Lynch, 2000; Wikin, 1996; Kawachi, et al., 1997; Ellison, 2002;
Macinko, et al., 2003}

When feelings of exclusion are translated intoremease in stress, there is a risk of a chandeeirfietal
environment. Not only can this cause a changedreffigenetic make of the fetus, as discussed ipt€ha
3 (Long term effects of pre-natal exposure to nmatkestress: Evidence from the financial crisis éué&dor),
but additionally, the medical literature indicatisat PNM stress can cause levels of GRHwhich
regulates the duration of pregnancy and fetal rasitur - to increase, augmenting the risk of advbidh
outcomes (Almond & Currie, 2011; Gluckman, et2005; Couzin, 2002; Rice, et al., 2010; Rice & Tdrap
2010; Zijimans, et al., 2015; Bussiéres, et alLl®2Mobel, et al., 2008; Schetter & Tanner, 2012yi€ &
Rossin-Slater, 2013) (Dancause, et al., 2011; Hilmeeal., 2016; Tong, et al., 2011; Harville & [RD16;
Leppold, et al., 2017; Lederman, et al., 2004; Bake et al., 2007; Maslow, et al., 2016; Wainstastk
al., 2013; Camacho, 2008) (Novak, et al., 2017ikEdlottir, et al., 2013; Stein, et al., 1975; Hoekal.,
1998; St Clair, et al., 2005; Kannisto, et al., Z9Barker, 1990; Holzman, et al., 2001; Barker &r@sd,

%1 The unequal distribution of income seems to baralfgl phenomenon to the unequal distributionoafa services
relevant to individual health and nutrition (Ellis02002). Lynch et al. (2000) argue that incomequadity is

symptomatic of a lack of resources at the publielleeflecting an under-investment in health antlaanfrastructure
given it is the result of a historical, politicaldheconomic process which has influenced the natudeavailability of
health supportive infrastructure. This process shdpe structural matrix of contemporary life whiilely influences
individual health, particularly of those who haesver resources (Davey Smith & Egger, 1996; Lyntlal.e 2000;

Lynch, et al., 2001; Lynch, et al., 2004). Howeuhis does not imply that income inequality is tteuse of an
inadequate redistribution system but rather anatherof its outcomes. Therefore, there is not away by which
one (income inequality) causes the other (depletdtic health services) as is found at the indialdand community
levels.

92 Croticotrophin-Releasing Hormone

146



1986; Barker, 1995) (Beydoun & Saftlas, 2008; MamsbRees, 2011; Camacho, 2008; Class, et al.,;2011
Zhu, et al., 2013; Gunnlaugsson, 2016; Eiriksddttial., 2015; Stanner, et al., 1997).

Beydoun and Saftlas (2008), in their review of litexature on the effect of PNM stress on fetalvgig
find that 9 out of 10 studies report significarfeefs of PNM stress on birth weight, LBW or fetabgth
restriction (Beydoun & Saftlas, 2008)Couzin (2002) summarizes how endocrinologist HafxatSeckl,

of Western General Hospital in Edinburgh, U.K. ides that excess levels of stress hormones ifeths
“reset” an important arbitrator of stress in theljaanaking it hypersensitive to even banal eve@taigin,
2002)** Almond and Currie (2011) find numerous studiesvjsiog evidence of the long-term
consequences of a wide variety of intra-uterineekbdAlmond & Currie, 2011; Camacho, 2008; Eskenazi
et al., 2007). Camacho (2008) finds that the intgred random landmine explosions during a woman'’s

first trimester of pregnancy has a significant riegampact on child birth weigft(Camacho, 2008).

So far | have argued inequality is associated stitbss and pre-natal maternal stress with LBW. &apt

al. (1996) demonstrate the link is measurable andyze evidence that income inequality in the White
States was significantly associated with rates B\ Figure (4.1) by Holzman et al. (2001) shows the
various ways in which social context and stress begonducive to a preterm delivery where babies ar
generally underweight. In this layout stress ndy affects CRH levels but also may increase infecand

vascular disease (Holzman, et al., 2001).

98 However, they also find that the evidence was @madantly derived from animal studies. Neverthelemsd despite
methodological study limitations, the overall evide is revealing of an independent association detwPNM stress and
numerous physical and mental health outcomes (Bey&oSaftlas, 2008).

9 In other words, the body secretes glucose, corasal other stress-related elements when theydmiube normally needed —
a result now observed in LBW humans.

% This finding persists when mother fixed effectsiaduded, suggesting that neither observable nobservable characteristics
of the mother are driving the results.
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Figure 4.1 Prenatal maternal stress pathway
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There are various studies which find that childvdth LBW are at higher risk of suffering chronic
malnutrition. Marins and Almeida (2002) fitidhat LBW’ could be characterized as important under-
nutrition risk factors® and that, birth weight deficits appear to haveetf on a child’s growth that extend
for years after birth (Marins & Almeida, 2002). W&y et al. (2009) fouril an increased likelihood of
stunting (chronic malnutrition) was seen in LBWIdhen (Willey, et al., 2009). Aerts, et al. (2004find
that one of the main determinants of growth ret@wdavas LBW (Aerts, et al., 2004). Taguri et 2009),
who studied’* predictors of stunting in children under fi% found LBW to be of the main risk factors (El
Taguri, et al., 2009). Adair and David (2007) sedth® the likelihood of becoming stunted in each two

% in Niterdi, Brazil

97 and low family income

98 both for the “0-12 months” and for the “above 18nths” age ranges

9%in Johannesburg and Soweto

100 perform a cross-sectional population-based stfidgtrminants of growth retardation (chronic matfition) in children under
five in Porto Alegre, Brazil

101 ysed a multivariate analysis

102in Libya

103 ysed a multivariate discrete time hazard model
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month intervals and found a significant associatitth LBW which was strongest in the first y&4(Adair
& David, 1997).

The medical literature cited here allow us to folatel a chain of effects that connect high levels of
inequality with PNM stress, which in turn has thfee of reducing birth weight, which is a signdiat

determinant of malnutrition during infancy.

4.3 Data

There are two phases of data processing. Thefieste consists of calculating the z-score of héagltage
using anthropometric data from the LSMS of 2006 26d4 along with other control variables. In the
second phase | estimate the Gini coeffi¢f@nising a SAE® methodology proposed by Elbers, et al.
(2003). The Gini estimation | use in the 2006 medetre estimated by the Universidad Andina Simon
Bolivar with the participation of the author andbpshed by the Ecuadorian government (Secretaria
Nacional de Planificacion y Desarrollo, 2013) usthg 2006 LSMS and the 2010 census. The Gini
estimations used in the 2014 model were estimatdladbauthor using the same Elbers et al. (2008)ade

the 2014 LSMS and the 2010 census. In this settigh explain the data and in the following sectibd

will explain the SAE methodology (Elbers, et aD03).

4.3.1 The Living Standards Measurement Survey
The 2006 LSMS has national coverage, 55 666 obigengaover 16 414 households. The 2014 LSMS has

national coverage of 109 694 observations over7ZBHbuseholds. Ecuador is divided into 25 provinces
224 counties and 1024 parishes; the 2006 LSMS s@&provinces, 186 counties and 443 parishes while
the 2014 LSMS covers 24 provinces, 213 countiesé@7dparishes. The questionnaire goes over various
topics such as living conditions, education, healine, employment, food consumption and non-food
consumption, income, access to credit, migratiow, @onomic activities such as entrepreneurship and
agriculture. This survey includes anthropometri@suges for 6 003 children under five in 2006 ardi7BL
children under 5 in 2014 (Larrea & Kawachi, 2005able 4.1 presents descriptive statistics for the
variables used in the 2006 model and Table 4.2ptseshe same for the 2014 model. The Gini coeffits

are obtained by simulation using the 2006 or 2034 M and the 2010 census. The Gini coefficients from
the 2006-2010 simulations were estimated by theréfsidad Andina Simon Bolivar (Secretaria Nacional
de Planificacion y Desarrollo, 2013), and the 2Q040 simulation were estimated by the author. Ad! t
other determinants in both 2006 and 2014 were gestkby the author. The list of variables betwesvler

104 They argue that breast-feeding, preventive healtie and taller maternal stature significantly deseel the likelihood of
stunting.

105for every province, county and parish

106 Small area estimates.
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4.1 (2006 LSTM) and Table 4.2 (2014 LSTM) are d#fet. The decisions of which variables to include i

each model were done as a function of the relevandesignificance of each determinant.
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Table 4.1 Descriptive statistics LSTM 2006

Variable Obs Mean Std. Dev. Min Max
z-score height_age 6003 -1.32 1.23 -5.53 4,05
Gini province 6003 0.40 0.05 0.31 0.56
Gini county 6003 0.39 0.05 0.29 0.56
Gini parish 6003 0.39 0.05 0.28 0.58
D.LBW 6003 0.03 0.16 0 1

D. Female 6003 0.49 0.50 0 1

Age in months 6003 30.13 17.15 0.07 59.96
Age in months*2 6003 1201.8 1066.2 0 3595.1
Age in months*3 6003 53941.5 60639.6 0 215556.8
Vaccines 6003 0.75 0.23 0 1

D. N. Supplement 5744 0.14 0.35 0 1

D. Diarrhea 6003 0.26 0.44 0 1

D. Daycare 5744 0.14 0.34 0 1

N. month breastfed 5638 4.57 2.57 0 24,00
Age mother 5940 28.29 7.38 12.00 64.00
Schooling mother 5909 8.09 417 0.00 22.00
Height mother

BMI mother

Height father

BMI father

Fertility mother 5847 0.16 0.08 0 0.67
D. C-section 6003 0.30 0.46 0 1

D. ObGyn 6003 0.74 0.44 0 1

D. Mother underemployed 6003 0.36 0.48 0 1

D. N. Supplement mother 6003 0.29 0.45 0 1

Ln hh consumption per capita 5986 3.97 0.75 0.75 6.48
D. welfare 6003 0.39 0.49 0 1

sqrt n children<12 in hh 6003 1.59 0.43 1 3.16
Index living conditions 6003 -0.29 1.02 -2.50 1.21
Work experience head hh 5984 24.74 14.27 0 55.00
Mean size agri. Land 5840 11.02 12.36 1.08 52.50
Mean rent/ha. ag. Land 5840 97.58 56.84 6.10 220.62
Rate attendence secondary school 6003 0.13 0.20 0 1

D. rural 6003 0.51 0.50 0 1
Ln(GDP prov) 5840 2129 1.28 18.71 23.30
Poverty prov 6003 0.44 0.21 0.09 0.77
Mean consumption prov. 6003 105.17 4455 50.34 197.81
Poverty county 6003 0.44 0.22 0.08 0.93
Mean consumption count. 6003 105.14 46.55 2540 203.46
Poverty parish 6003 0.44 0.23 0.08 0.96
Mean consumption parish 6003 105.07 48.02 19.99 254.09
Index food consumption 5850 -0.18 1.64 -4.93 6.98
N. MD/10000 ppl. 5999 6.50 16.74 0 130.43
Mean distance highway 5792 1.66 0.57 1 4.00
Mestizo.ethnic 6003 0.75 0.43 0 1
Indigena.ethnic 6003 0.18 0.38 0 1
Afro.ethnic 6003 0.07 0.26 0 1

D. Rural Amazon 6003 0.07 0.26 0 1
Highlands.region 6003 0.44 0.50 0 1
Coast.region 6003 0.45 0.50 0 1
Amazon.region 6003 0.11 0.31 0 1
Galapagos.region

Instrument 5840 0.18 0.15 0 0.53

Source: Author’'s computation using 2006 LSMS

Gini coefficient simulation was done by Unidad dédmacion Socio Ambiental, Universidad Andina Smigolivar
(Secretaria Nacional de Planificacion y Desarrd@al3). All other determinants and table was preegdy author.

*It is not possible to take the average of a Gogféicient given it is not decomposable. This figis not the Gini coefficient of
the country it is here simply to provide the reaaleidea of the range of the data.
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Table 4.2 Descriptive statistics LSTM 2014

Variable Obs Mean Std. Dev. Min Max
z-score height_age 11199 -1.14 1.38 -5.82 5.83
Gini province 11199 0.36 0.04 0.28 0.42
Gini county 11165 0.34 0.05 0.23 0.46
Gini parish 11165 0.32 0.05 0.18 0.48
D.LBW 11199 0.14 0.34 0 1
D. Female 11199 0.48 0.50 0 1
Age in months 11199 30.63 16.96 0 59.00
Age in months*2 11199 1226.0 1049.5 0 3481.0
Age in months*3 11199 54777.7 59677.7 0 205379.0
Vaccines 11199 0.94 0.15 0 1.89
D. N. Supplement 11199 0.52 0.50 0 1
D. Diarrhea 11199 0.19 0.39 0 1
D. Daycare

N. month breastfed 11199 3.38 2.71 -1.03 12.00
Age mother 11199 5.17 7.07 0 80.00
Schooling mother 3698 458 3.51 0 17.00
Height mother 10867 151.97 6.35 83.65 204.00
BMI mother 10867 26.49 4.75 11.12 81.01
Height father 8157 163.80 6.88 132.95 191.50
BMI father 8157 26.09 3.93 13.81 60.40
Fertility mother

D. C-section

D. ObGyn

D. Mother underemployed
D. N. Supplement mother

Ln hh consumption per capita 11165 447 0.68 1.96 7.07
D. welfare 11199 0.39 0.49 0 1
sqrt n children<12 in hh 11199 1.52 042 1 3.46
Index living conditions 8430 -0.48 1.65 -7.49 3.54
Work experience head hh 10786 23.39 13.95 0 90.00
Mean size agri. Land 11199 20.55 53.69 0.70 228.80
Mean rent/ha. ag. Land 11199 194.39 130.60 8.68 497.60
Rate attendence secondary school 11030 0.12 0.20 0 1
D. rural 11199 0.53 0.50 0 1
Ln(GDP prov) 11199 15.38 1.39 12.74 17.65
Poverty prov 11199 0.24 0.12 0.06 0.46
Mean consumption prov. 11199 182.33 43.52 128.48 288.17
Poverty county

Mean consumption count.

Poverty parish

Mean consumption parish
Index food consumption
N. MD/10000 ppl.

Mean distance highway

Mestizo.ethnic 11199 0.74 0.44 0 1
Indigena.ethnic 11199 0.20 0.40 0 1
Afro.ethnic 11199 0.04 0.20 0 1
D. Rural Amazon

Highlands.region 11199 0.42 0.49 0 1
Coast.region 11199 0.34 047 0 1
Amazon.region 11199 0.23 0.42 0 1
Galapagos.region 11199 0.01 0.12 0 1
Instrument 11199 0.03 0.03 0 0

Source: Author’s computation using 2014 LSMS
Data processing: author. *It is not possible teettie average of a Gini coefficient given it is detomposable. This figure is
not the Gini coefficient of the country it is hesienply to provide the reader an idea of the rarfghedata.
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4.3.2 Dependent variable: Chronic child malnutrition
We estimate thz-score of height for age using the methodology higesl and distributed freely by the

World Health Organization (2013). The normalizestpre (4.1) establishes the growth standard adicil
by defining a normal growth curve (World Health @nigation, 2013; World Health Organization, 1997).

7 score = (xi - xmedian)/o_x (4.1)

Wherex; is the height of child ix,,,.4;4n IS the median height from the reference populabibthe same
age and gender aig”* is the standard deviation xfof the same reference population (Imai, et al1420
World Health Organization, 1997). | use anthropaioetata available in the LSMS (2006 and 2014) to
calculate the normalizezdscore for each child below the age of five. Thszare ranges fror=co to 0 as

it is measured in standard deviations from the nveainh is zero. If a child’s z-score is under {#attis to
say, under two standard deviations below the ntbarghild is chronically malnourished or stuntecof\t
Health Organization, 1997). Figure 4.2 and 4.3 shio& z-score average in every sub-region and its
distribution. The national average z-score was tawe2006 (-1.22) (Figure 4.3.A) than in 2014 (4).1
(Figure 4.3.B). However, the distribution is simiia that it is skewed to the left. The box-plobsls little
change across regions between 2006 and 2014. ¥ l¢zel rural highlands and rural amazon have the

lowest averages in both years.

Figure 4.2 Box plot z-score of height for age over sub-regions
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Figure 4.3 Distribution of z-score of height for ag

A. LSTM 2006 B. LSTM 2014
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4.3.3 Independent variable: The Gini Coefficient
The Gini coefficient is measured at the parishptpand provincial level using SAE. As mentioned\ad

the estimation on the 2006-2010 SAE was taken fiata published by the government of Ecuador and
measured by the Universidad Andina Simon Bolivac(8taria Nacional de Planificacion y Desarrollo,
2013). The author was part of the research prdgsding to this publication and contributed to the
construction of the model along with many othenteaembers. The estimation on the 2014-2010 SAE

was done exclusively by the author by replicatimgmethod used in 2006.

Household surveys that include measures of incordecansumption are rarely representative at tha loc
level because they are of insufficient size tod/igtatistically reliable estimates of poverty cedquality.
Similarly, census data in Ecuador, which is gememail sufficient size to allow for reliability atnsall
geographic scales, does not have information ooniecor consumption. Elbers, et al. (2003) estimate
consumption, poverty and the Gini coefficient ugimg method on Ecuadorian data. They report tieit t
results have levels of precision comparable todlusurvey-based estimates. The combination afun
and survey data allows for reliable estimationthefGini coefficient in subpopulations one hundnettie
size of the subpopulations in the survey data atdlgtain very similar prediction errors (Elbersak,
2003).

In order to explain the methodology, | will sumnzarithe Elbers et al. (2003) article in the next few

paragraphs. LeW be an indicator of welfare (the Gini coefficiehBsed on the distribution of household-
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level consumptionyy,. Using the sample from the LSMSthe joint distribution 0§, and its covariates
xp can be estimated. The fitted model parametersbeamsed to generate the distributiorypffor any

subpopulation of the censtisif the set of explanatory variables are restridtethose which can also be
found in this census. Once a simulation of housebohsumptiory,, is made, the conditional distribution

of W (the Gini coefficient), its point estimate andptediction error can be estimated (Elbers, eRab3).

Consider (2), a linear approximation of the comdhiéil distribution o¥;,, wherec is a sample cluster and
h is household, where the vector of disturbancu ~ F(0,X). To allow for a within-cluster-correlation
in disturbances the (4.3) specification whnjrende are independent of each other and uncorrelatdd wit

Xy, is used (Elbers, et al., 2003).

Inyc, = E[ln J’ch|chh] +Ucp = X pB + Uen (4.2)

Ucp = N + Ecn (4.3)

Basically, an initial estimation (3'in (4.2) is obtained using OLS and the residuékhis regression are
denoted aii.,. With consistent estimates pPfthe residuale,, can be used to estimate the variance pf
(Elbers, et al., 2003).

~ o ~ ~ oA 4.4
Uep = U, + (uch - uc.) =T+ e (4.4)

Subsequently, this estimated distribution in (4d)used to generate the expected valuéwofn a
subpopulation of the census which is denctddr village. Thus it is writtenW (my, Xy, B, u,) wherem,,

is theM, -vector of household sizes in villageX, is the matrix of observable characteristics, uni the
vector of disturbances which is unknown and theeeéstimated as explained above. The expected value
of W is theny, = E[W|m,, X, {,] where( is the vector of model parameters which includes t
disturbances. In constructing an estimatcyi, 3, is replaced witll,. This gives ugl, = E[Wlmv, X, 2V]

which is often analytically intractable so simutatiis used to obtain the estimaji r(Elbers, et al., 2003).

The difference betweeji, and the actual level W has three components and can be written as follows
(Elbers, et al., 2003)

W-i=W-p+@u-0+@-p (@)

107 In our case of 2006, in the case of Elbers e2@0D3) of 1998.
108 |n our case of 2010, in the case of Elbers e2@0D3) of 2001.
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The idiosyncratic error (W — p): the difference between the actual value and xpeaed value oW
arises from the unobserved component of consumptichincreases as the size of the target population
shrinks which limits the degree of desegregatiossitibe (Elbers, et al., 2003).

The model error -(u — {i): given{, are consistent estimators,f fi is a consistent estimator 1f and

d

Vs(u—11) »N(0,%)) ass— o. However, given that this component of the préalicterror is
determined in (4.2), it does not change systemitivath changes in the size of the target popolati
(Elbers, et al., 2003).

The computation error (i — fi): when simulation is used as a method of computathis error has an

d

asymptotic distribution/R(fi — fi) = M (0,%.) asR — oo. WhereR is the number of independent random
draws used for the simulation and therefore thisreran be as small as the computational resoatt®s
(Elbers, et al., 2003). For a detailed explanatibstandard errors and population size refer toefyolix 1.

Tarozzi & Deaton (2009) argue that, in order tochaurvey and census data in the way which is [@egho
by Elbers et al. (2003), a degree of spatial homeigg is required for which the method has no basigy
propose that estimates based on those assumptiynsnderestimate the variance of the error in ptidj
W (estimated at the local level) and therefore detgsthe coverage of confidence intervals (Tar8zzi
Deaton, 2009). In response, Elbers, et al. (2008)pare their small area estimate welfare resulidimas
Gerais, Brasil, a notably heterogeneity area, Withtrue welfare values and find that the methagiplo
yielded welfare estimations which were close te¢hgue values and had confidence interval estimsti
which were appropriate. This demonstrates théieifmhethodology is applied with careful control otrex

conditional distribution of income, the estimatiaa be reliable (Elbers, et al., 2003).

In the 2006-2010 simulation Ecuador is divided iatght sub-regions (see Appendix 1 for comparative
results). Firstly, three general geographic regiaosst, highlands and Amazon basin which are éurth
divided into rural and urban areas excluding the targest cities (Quito and Guayaquil) which are
considered their own sub-regions. A separate copgammodel for each one of these eight sub-regions
was built. Therefore, a household in the rural afea given province will have a predicted consuopt
resulting from the model fitted using only obseias in the rural part of that province. Likewise,
household in an urban area of the same provindehaile a predicted consumption resulting from the
model fitted using only observations from the urpart of that province. Given there can be botalrand
urban areas within the same province, county dslpaseparating them increases the level of horeien
within each sub-region and within easmall area estimatenodel (see Appendix 2 for detailed on
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consumption models per sub-region). Once each wden (household) has a predicted consumption on

the census, it is possible to estimate Gini coieffitcs over every province, county and parish.

For the 2014-2010 simulation | divide the countripithese eight sub-regions and then further dithde
data into groups of provinces within the either tinban or rural, coast, highlands, and, amazoronsgi
which are similar to each other. | define similatiaose groups where the model yielded the smaltests
(through iteration) between true (2014 LSMS) anddmted values (2014-2010 SAE). | estimate 16

different consumption models for 16 different sui-segions.

In Table 4.3 the 2006-2010 simulation results aesgnted and compared to the Gini coefficientsnegéd
directly from the LSMS (2006) over the sub-regiolmsTable 4.4 the 2014-2010 simulations results are
presented and compared to the Gini coefficientm ft&MS (2014) over the provinces. In both cases the
SAE estimations consistently underestimate the Giefficients as measured by the LSMS'’s. This may b
due to the fact that the SAE simulation models tendnderestimate the household consumption of high
income homes given that the variables used in theteon (Appendix 2) estimations are generally

measuring lack of resources.

Notwithstanding, the results have a certain geddcagonsistency. In the case of the 2006 LSTM, Quit
and Guayaquil have the highest levels of inequétitpwed by the rural amazon and rural highlandthb
in the simulated and non-simulated estimationsle€Tdlsl presents the Gini coefficients in ascendirtgr

to show how, in general, the highest simulatedesltoincide with the highest true values.

The most important limitation of the way this meathie applied is that, in both cases, the 2010 ceissu
used. Basically a consumption model on 2006 houddiehavior is built and simulate it onto the 2010
census. Similarly, a consumption model on 2014 éloolsl behavior is built and simulate that onto the
same 2010 census. This might be methodologicakyesting as - given there is no difference incéresus
population - the only difference in the Gini coefint results would be the product of the change in
household behaviors between 2006 and 2014. Howthisris paradoxical because, in order to use the
2006 estimated parameters (correlation coeffic)ets simulate consumption using the population
characteristics of 2010, it must be assumed tiserery little change in behaviours between 2006241d.
This same assumption must be made when the 20a#ptars are used to simulate consumption on the
2010 census. However, this cannot be true as #udtiregy Gini coefficients are fundamentally diffate
Obviously, it is very improbable to have a LSMS antensus on the same year, and in the case ofl@cua
there is a census only once every 10 years. Thetdfbave chosen to use the 2010 census for lasisc
However, once the Ecuadorian 2020 census is ldlteleased it would be best to repeat the methimdju
the 2014 LSMS and the 2020 census.
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Table 4.3 Comparison of estimations of the Gini coefficient from the LSMS (2006) and using SAE (2006-2010)

Regional Gini
Region LSMS (2006) SAE (2006-2010)
Quito 0.463 0.403
Guayaquil 0.416 0.386
Urban Coast 0.409 0.358
Rural Coast 0.357 0.281
Urban Highlands 0.411 0.346
Rural Highlands 0.454 0.387
Urban Amazon 0.416 0.355
Rural Amazon 0.47 0.454
National Total 0.466 0.419

Source: Small Area Estimates using Living StandMdasurement Survey, Ecuadro 2006 (Encuesta dei€ones de Vida,
2006) and Ecuadorian Census of 2010. Institutadwat de Encuestas y Censos, Ecuador. Data pracednidad de
Infromacién Socio Ambiental, Universidad Andina $imBolivar.

Table 4.4 Comparing provincial Gini coefficients flom LSTM (2014) to SAE (2014-2010)

Gini province

Province ID LSMS (2014) SAE (2014-2010)
20 0.319 0.308
7 0.357 0.291
12 0.363 0.28
9 0.365 0.36
3 0.368 0.327
8 0.376 0.376
23 0.376 0.303
13 0.377 0.301
2 0.379 0.365
21 0.382 0.385
24 0.382 0.305
4 0.384 0.339
5 0.385 0.344
11 0.399 0.363
1 0.401 0.388
19 0.402 0.362
18 0.404 0.355
6 0.411 0.404
17 0.429 0.418
10 0.43 0.363
14 0.446 0.397
22 0.446 0.425
16 0.473 0.368
15 0.495 0.381

Authros computation using 2014 LSMS and 2010 EcriaddCensus.

4.3.4 Other regressors
The control variables include what the previousréiture on the social determinants of malnutritias

shown influential (Larrea, et al., 2001; LarreaQ20Marins & Almeida, 2002; Willey, et al., 2009eAs,
et al., 2004; El Taguri, et al., 2009; Adair & Ddyil997). These variables are measured eithereat th
individual level or are aggregated at a geograpdiel and can be grouped into 4 categories: the
characteristics of child, the characteristics & garents, the characteristics of the household, e
characteristics of region. This last one is defiae#larious levels of aggregation depending omttare

of the information that is available.
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There are various regressors which only exist ie 8006 model (daycare, maternal fertility,
underemployment, and nutritional supplements, bivith c-section, access to ObGyn, index of food
consumption, number of M.D.s/10000 ppl/, and mdatadce to highway) because these variables either
had no significant effect in 2014 or did not existhe 2014 survey. There are many regressors vdrityh
exist in the 2014 model (parental BMI and heighgpacification for Galapagos in geographic region)
because they did not exist in the 2006 survey.rtfeoto demonstrate that the inclusion or exclusibn
certain regressors has no impact on the final tespresent two specifications for each year ierg¥ype

of model (OLS and IV): the first with the bestfiitr each year, and the second with the variablestwh
exist in both surveys.

In the first category, various individual level cheteristics which may affect the z-score of thiddcare
controlled for: a dummy variable which discernghié child was born with a LBW? the gender and age
of the child (in months), dummy nutritional suppkmts, dummy diarrhea, dummy access to public

daycare, the number of months of breastfeedingttamgroportion of required vaccines by atfe.

Various characteristics of the pre-natal, natal post-natal health services the mother has acoesset
age and years of education of the mother is includs well as the fertility of the mothét* A dummy
variable discerning whether she had a caesaridiosemnd if there was a physician or obstetriciegspnt
while giving birth. A dummy of maternal under-emyatoent is also includett? and, in the 2014 model the
maternal and paternal BMI and height are includeddntrol for genetic traits which might affect the

growth patterns of children.

The characteristics of the household include véagtvhich may affect the child during the pregnaocy
after birth. The per capita household consumptidog form is included so as to capture the conedfest
that income has on health. A dummy cash transteessquare root of the number of children undeatie

of twelve living in the household, an index of helsld living conditions obtained using principal
components analysis (see Appendix 4 for detailsdlts)}** and, the years of work experience of the head

of the household are included as well.

109 | BW is typically defined as children weighing leksin 2500g. In some cases, the mothers did netderthe exact weight of
the child at birth; however, the survey does askmnever the mother was told by her doctor or piaott that the child was
“underweight.”

110 BCG for tuberculosis, Pentavalente which is DTPdiphtheria, tetanus and pertussis, Hb for hepaitand HIB for type b
Haemophilus influenzae, poliomyelitis, and finaligeasles.

11The number of live births a woman has had is dididg her age since adolescence.

112 Underemployed is defined as a person who falts amte of any three categories. Firstly, an emplgy@don who works less
than 40 hours a week and is willing to work morersp secondly, an employed person who makes less®h56.21 per month
and works more than 40 hours a week, and finatlygraployed person who works less than 40 hoursek Wwewever makes less
than $156.21/h of work.

113 This methodology allows us to avoid using housiagables which may be highly correlated in our esgion model in order
to circumvent high levels of multicollinearity (sé@pendix 4 for detailed results).
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Finally, the contextual variables, apart from oariable of interest which has been explained alfiredy,

the mean size and rent of agricultural land inghgsh, the rate of attendance to secondary educati

the census sectdY, dummy rural, the natural log of provincial GBPand the head count for poverty in
the geographic area of interest are inclutiedThe last variable is included because of the effeat
poverty may have on neighborhood environments othensocial fabric of subpopulations. This is an
aggregated variable therefore it does not meafi@esame phenomenon as the household per capita
consumption. Additionally, the mean consumptionhaf specified geographical at¥as included given
there is some evidence that having wealthier neighlonay create positive externalities in access to
healthcare and individual health (Miller & Paxs@006), the number of M.D.’s per every 10 000 people
and the mean distance of agricultural plots ingiesh to a main highway - which is taken from 2081

agricultural census.

Finally, a food consumption index which identifibe average carbohydrates, fat and protein consirmed
each parish is built and added (Programa AlimeriEatexdor, Ministerio de Inclusién Econdémica y Shcia
Ecuador, 2009). The index gives high scores taspas with high carbohydrate consumption, indicasing
severe protein deficiency and a lack of micronutri@take from fruits'® (see Appendix 5 for details)
(Larrea & Kawachi, 2005). This index gives us ageidf the social and institutional barriers pregeiiie
access to proper nourishment and food securitys ifldiex is rendered insignificant in the IV modetia
therefore, | decided to not include it in the 2@iddels as the BMI of the parents is included aimlicates
the health patterns of the household level. Weidenshe household level more accurate than thistpar

level.

4.3.5 Fixed effects

Fixed effects to control for the effect of ethnjcéire used. Given this is a cross-section analfisisal
effects amount to a dummy variable for each categdrthe following three categories: mestizo
indigenou$® and afro-Ecuadorian (Larrea & Kawachi, 2005) sbahclude fixed effect for larger regions
(highlands, coast, amazon, Galapagos). In patahelude a dummy variable for the amazon regioit as

is considerably different historically and econoatlig to the rest of the country. It is the homevafious

1141t is assumed living in a more educated communidy fmave positive externalities on the health arildl dare behaviours of
individuals.

115 In order to capture the effect of aggregate prddods this may increase the access to specifithhasad welfare services.

116 Be it province, county or parish.

117 Province, county or parish, depending on the model.

118 Essentially a potato based diet

119 Defined as a mix between Caucasian and Indigenous.

120 |ndigenous people are usually fluent in one ofote indigenous languages as well as Spanish, a&étés rare for non-
indigenous peoples to be fluent in such languabestefore, it may be suggested that the fluendhése indigenous languages
be used as a proxy for ethnicity. Specifically,rdividual is found to be indigenous if she or lither states it directly, or if she
or he states that the spoken language in the holasihan indigenous one. This is done in ordeavoid an underestimation of
the indigenous population.
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relatively isolated first nations or indigenous gpe such as the Waorani (Finer, et al., 20093. Where
extensive oil extraction activities and importantieonmental impacts of these activities take pldtrer,
et al., 2009). The patrticular lifestyles of theseups along with the oil extraction activities ntegve an
impact on human health which it is, otherwise,idlifft to control for.

4.4 Methodology
OLS models (Table 4.5) and IV models (Table 4.8)mesented along with the first-stage resulthef t

IV models (Table 4.6). There are two separate slatiaces, as mentioned above, LSMS 2006 and 2014. |
have put both years in the same results Tables §& 4.7) in order to demonstrate that the same
specifications in terms of regressors have beeteimgnted. An additional specification for each yisar
appended at the beginning (2006 models) and erigt(@®dels) of each Table (4.5, 4.6, 4.7).

4.4.1 Ordinary least squares model
The OLS model is included as a baseline. The fomuel is presented below. In (47 is the z-score

for each individual childi in each province/county/parisjj Gini; is the Gini coefficient for each

province/county/parisj, Xg is a vector of control variables, are;; is a vector of residuals.

Yij = Bo + B1Ginij + XB + e;; (4.6)

eij~N(0,02) (4.7)

4.4.2 Instrumental variable model
In the 2006 OLS model there is omitted variableslgjaven it is not possible to control for the haighthe

parents. That is to say, if the height of the peréias an effect on the growth patterns of thelddnil, and
the height of the parents is excluded from the mdten, the effect will be absorbed by the ersymt.
This produces a bias in all the correlation cogdfits of the model, including the beta of the dffec
inequality on the z-score of height for age aastwell as all other beta coefficients, are equahé true
beta coefficient plus the effect of the unobsergairhitted variable in the following way:

yi = Bo + P1(gini;) + XB +u; (4.8)

up=¢e tvy; (4.9)

Wheree; is the error any; is the effect of the unobservable. If this is ttlen our beta will be as follows:
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Bos =B+ X X)) Xu= B+ XX)"X(e; +7)) (4.10)

If it is assumed that the effect of the unobselalariables are positive(negative), tH3o, s would
over(under)-estimate the effect of the Gini coédfit. In the case of the 2006 models, it can belgaf
assumed that the height of the parents has a\gositirrelation with the z-score of height for aghis
would mean taller parents have taller childrentiedefore children with a higher z-score on averabes

is the case in the 2014 OLS model (Table 4.5) antlé 2014 IV model (Table 4.6) where the height an
BMI of both parents are included. In every modehbmaternal BMI and paternal height and BMI have a
positive significant effect on the outcome variable

Therefore, omitting the height and BMI of the pasemplies this positive effect is absorbed by éher
term and increases tlfo s of the Gini coefficient. Given thfg s of the Gini coefficient is negative,
omitting these variables would augment it makinesis negative. This means that S, sof the Gini
coefficient should be larger in the 2006 OLS mddelble 4.5: province: -1.8 / -0.9, county: -1.3/7,
parish: -0.8 / -0.2) than in the 2006 IV model (lEad.6: province: -11.4 / -15.6, county: -9.9 /.€ arish:
-21.9 / -30.6) which seems to be the case.

In the 2014 model | believe a similar effect iswrting. For example, in the 2006 model, the meatadce
(of all plots of land in a parish) to the main higty was initially included - which was taken froh@t2000
agricultural census. This variable is included desimere being 5 years between 2000 and 2006ubeca
it was possible to assume the highway system rexdaielatively unchanged immediately after the
financial crisis of 1999. However, it is not podsibo include this variable in the 2014 model,lees¢ had
not been another agricultural census since 200Cttendrariable does not exist in the other accesssibl
datasets. Additionally, it is no longer possibleatgue that the highway system has remained unelang
over a 14 year period, especially between 2007 20t¥ given, as mentioned above, there were
considerable changes in the social investment yp(@listituto Nacional de Estadistica y Censos, 2635
Notwithstanding, the effect of the distance to liighway was positive and significant in both thé&@0
OLS and 2006 IV models. This indicates that théatsmn of the parish in which the child lives has a
deleterious effect on the z-score of the child.réfae, when this measure of isolation is omitteaif the
2006 and 2014 models the effect is absorbed berioe term and is added to all the beta coefficiént
the model including the beta of the Gini coeffitgerif this is true, then the 20,35, s for the Gini (Table

121 Between 2007 and 2015 the incidence of povertyedaad from 37% to 23%; the incidence of extremepg\from 16% to
8% and the Gini coefficient from 0.55 to 0.47.
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4.5: province: -1.9/ -1.28, county: -1.3 / -0.p8&rish: -0.4 / 0.096) should and are larger thar2B1.43,,
for the Gini (Table 4.6: province: -1.5/-6.8, oty -1.2 / -4.6, parish: -1.6 / - 7.1).

Therefore, our models suffer from omitted varidtibes. | attempt to tackle this problem using ammvdel.
The purpose of the model is to clean the endogemsaitiusively in the beta of the Gini coefficient.
Therefore, a variable which is highly correlate@afically with the Gini coefficient must be found.
propose the proportion of households who have mdférom draught as an instrument. If this instroime
is exogenous to the error term of the model i.e.f@influence on the outcome, then the endogetieity
omitted variables have on the beta of the Ginificeft can be cleaned out. The same instrumeboih
years was attempted, however, the question isonotulated with the same wording. In 2014 the qoesti
inquires whether the household suffered from artyrahdisaster, including draught but also flooding
storms, etc., while in 2006 the question inquirpdcHfically about draught. This is one of the intpot

reasons why it is not possible to pool the data.

We argue both iterations of the ‘natural disastestrument is a strong exogenous instrument given i
complies with both parts of the exclusion restoictivhich | outline here:

(1) The instrument must be correlated with the gedous explanatory variable. In 2006, in the 8tage
regressions of our models (Table 4.7) the t-vahfethe instrument are high except in the parish ehod
(province: 11.4, county: 9.8, parish: 4.9 / proend.4, county: 4.06, parish: 2.5). The F-statisfithe
instrument in the models are high except in thesécpecification of the parish model (province0,13
county: 97, parish: 24 / province: 27.4, county:4]1arish: 6.6). In 2014, the t-value of the instent
(Table 4.7) are also high (province: -12.7, courdyl, parish: -4.9 / province: -10.9, county: ;p@rish:
-4.15). The F-statistics of the instrument are aigih (province: 161.4, county: 67, parish: 24dyince:
119, county: 60, parish: 17.4).

(2) The instrument cannot be correlated with thergerm in the explanatory equation, conditionabther
covariates. There is no way of measuring this tirebowever, | argue that a draught and other nadtu

disasters are unexpected exogenous meteorologieabmenon.

The formal model is presented in (4.11) and (4wf2¢rey;; is the z-score for each individual chilan
each province/county/parighGini; is the Gini coefficient of each province/countyiphj, andDaughS.

is the proportion of household who had sufferedaaught in province.
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Yij = Bo + B1Gini; + XB + +e;; (4.12)

Gini; = @y + @;Daught; + v; (4.12)
cov(Gini;, Daught;) # 0 (4.13)
cov(Daughtj,el-j) =0 (4.14)

4.5 Main Findings
We report the results in three tables: Table 4%tha OLS results for both years, Table 4.6 had\the

results for both years, and Table 4.7 presentéirgtestage IV model results for both years. | disz the
findings below.
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Table 4.5 OLS models

Gini province
Gini county

Gini parish

D.LBW

D. Female

Age in months

Age in months"2

Age in months"3
Vaccines

D. N. Supplement

D. Diarrhea

D. Daycare

N. month breastfed

Age mother

Schooling mother
Fertility mother

D. C-section

D. ObGyn

D. Mother underemployed
D. N. Supplement mother
Height mother

BMI mother

Height father

BMI father

Ln hh consumption per capita
D. welfare

sqrt n children<12 in hh

Index living conditions

OLS1
b/(se)
-1.808%**
(0.667)

-0.598 %%
(0.102)
0.148%*
(0.033)
0.136*+*
(0.016)
0.003%+*
(0.001)
0.00%**
(0.000)
0.145
(0.104)
0.0190
(0.047)
0.0361
(0.040)
0.0670
(0.047)
-0.004356
(0.007)
0.00983**
(0.003)
0.0259%+*
(0.006)
0.920%*
(0.315)
0.105%*
(0.039)
0.0872*
(0.053)
-0.0642*
(0.035)
0.0712*
(0.042)

0.164%*
(0.039)
0.0606
(0.041)

0.151%%
(0.056)

0.0652**

(0.031)

OLS2
b/(se)

-1.308%*
0.619)

£0.594%%%
(0.102)
0.146%+*
(0.033)
0.136*%*
(0.016)
0.00351%%*
(0.001)
0.00%**
(0.000)
0.141
(0.104)
20.0178
(0.047)
-0.0357
(0.040)
-0.0557
(0.047)
0.00463
(0.007)
0.00982%**
(0.003)
0.0258***
(0.006)
0.930%%*
(0.316)
0.113%%%
(0.039)
00738
(0.053)
0.0721%*
(0.035)
0.0730*
(0.042)

0.164%%*
(0.039)
-0.0568
(0.041)

0154 %%
(0.056)
00513
(0.031)

2006 full model
OLS3
b/(se)

-0.848
(0.604)
-0.598#%*
(0.101)
0.145%%%
(0.033)
0.136+%*
(0.016)
0.003%%*
(0.001)
-0.00%**
(0.000)
0.140
(0.104)
0.0227
(0.047)
0.0351
(0.040)
-0.0598
(0.047)
-0.00428
(0.007)
0.00991%**
(0.003)
0.0262%**
(0.006)
0.928#%*
0315)
0.113%%%
(0.039)
0.0835
(0.054)
-0.0746%*
(0.035)
-0.0675
(0.042)

0.166%**
(0.039)
-0.0604
(0.041)
0.156***
(0.056)
00494
(0.031)

OLS4
b/(se)
-0.924
(0.639)

0.627#%*
(0.108)
0.167*+*
(0.036)
-0.0683%**
(0.006)
0.00%*+
(0.000)

00553
(0.100)
0.0712
(0.049)
0,101+
(0.042)

0.000951
(0.008)
0.008*+*
(0.003)
0.03%++
(0.006)

0.187*+*
(0.039)
-0.0805*
(0.043)
0.253%+*
(0.049)
0.100%**
(0.033)

2006 model (same regressors as 2014)

OLS5
b/(se)

-0.785
(0.655)

0.626%%*
(0.108)
0.165%**
(0.036)
-0.0682%**
(0.006)
0.00%*+
(0.000)

00537
(0.100)
0.0706
(0.049)

0101+

(0.042)

0.000810
(0.008)
0.00847%+*
(0.003)
0.0348*+*
(0.006)

0.189%+*
(0.040)
-0.0798*
(0.043)
0.252%%*
(0.049)
0.0985%**
(0.033)

OLS6
b/(se)

-0.219
(0.632)
0.630%%*
(0.108)
0.165%**
(0.036)
0.0679%**
(0.006)
0.001%+*
(0.000)

00522
(0.100)
-0.0702
(0.049)
0.101%
(0.042)

0.000469
(0.008)
0.00845%**
(0.003)
0.0345%%*
(0.006)

0.193%%*
(0.040)
0.0797*
(0.043)
0.251%%*
(0.049)
0.0961%**
(0.033)

2014 model (same regressors as 2006)

OLS7
b/(se)
-1.989
(1.656)

-0.485%+*
(0.097)
0.176*+*
(0.059)
0.0764%**
(0.009)
0.001%+*
(0.000)

0371
(0.290)
-0.0902
(0.061)
0.117
(0.086)

0.0132
(0.012)
0.00145
(0.004)
0.0168**
(0.009)

0.388*+*
(0.066)
-0.00887
(0.076)
0.0761
(0.095)
0.0705%*
(0.028)

OLS8
b/(se)

-1.335
(0.864)

0.480%%*
(0.098)
0.176*+*
(0.059)
0.0767%+*
(0.009)
0.001%+*
(0.000)

0355
(0.293)
0.0976
(0.062)

0.117
(0.086)

00137
(0.012)
0.00154
(0.004)
0.0166*
(0.009)

0.390%+*
(0.067)
-0.00724
(0.077)
0.0794
(0.096)
0.0755%**
(0.028)

OLS9
b/(se)

-0.298
(0.729)
0.483%%*
(0.097)
0.178*+*
(0.059)
0.0768%**
(0.009)
0.001%+*
(0.000)

0369
(0.292)
0.0903
(0.062)

0.117
(0.086)

0.0143
(0.012)
000156
(0.004)
0.0167*
(0.009)

0.388*+*
(0.066)
20.0121
(0.077)
0.0852
(0.095)
00713%*
(0.028)

OLS10
b/(se)
-2.366
(1.797)

0.409%*
(0.110)
0.181%*
(0.063)
0.0769%**
(0.010)
0.001%*
(0.000)

0419
(0.333)
0.0769
(0.061)
0.0831
(0.082)

0.0251%*
(0.012)
-0.000890
(0.007)
0.0269%+*
(0.009)

0.0488*+*
(0.006)
000142
(0.007)
0.0352%%*
(0.004)
0.0279%+*
(0.008)
0.174%*
(0.076)
0.0346
(0.070)
0.0157
(0.109)
0.0657+*
(0.029)

OLSI11
b/(se)

-0.499
0.938)

-0.406%**
(0.110)
0.182%%%
(0.063)
0.0772%%=
(0.010)
0.001%%*
(0.000)

0426
(0337)
0.0800
(0.061)
0.0873
(0.082)

-0.0259**
0.012)
-0.000925
(0.007)
0.0270%**
(0.010)

0.0486***
(0.006)
0.000905
(0.007)
0.0356%**
(0.004)
0.0281%%*
(0.008)
0.178**
0.077)
0.0326
(0.070)
20.0167
(0.110)
0.0658**
(0.029)

2014 full model
OLSI12
b/(se)

0.0640
(0.769)
0.407%%*
(0.110)
0.184%%%
(0.063)
0.0772%%+
(0.010)
0.00103%*
(0.000)

0433
(0.334)
0.0761
(0.061)
-0.0864
(0.082)

-0.0262%*
(0.012)
-0.000995
(0.007)
0.0272%%*
(0.009)

0.0487%%*
(0.006)
0.000969
(0.007)
0.0355%+*
(0.004)
0.0282%%*
(0.008)
0.177%+
(0.077)
00309
(0.070)
0.0199
(0.109)
0.0637%*
(0.029)
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Work experience head hh

Mean size agri. Land

Mean rent/ha. ag. Land

Rate attendence secondary school

D. rural

Ln(GDP prov)

Poverty prov

Mean consumption prov.
Poverty county

Mean consumption count.
Poverty parish

Mean consumption parish
Index food consumption
N. MD/10000 ppl.

Mean distance highway
Mestizo.ethnic
Indigena.ethnic
Afro.ethnic

D. Rural Amazon
Highlands.region
Coast.region
‘Amazon.region
Galapagos.region

_cons

R-sq
N

0.00271%*
(0.001)
0.00484%*
(0.002)
0.000727*
(0.000)
0.287%*
(0.098)
0.309%+*
(0.084)
0.112%%
(0.016)
0.0990
(0.517)
-0.0055%*
(0.002)

0.0577%*=
(0.015)
0.000626
(0.001)
0.203%+*
(0.038)

0.153**
(0.060)
0217%%
(0.077)
0.476%*
(0.115)

2.312%%*
(0.603)
0.2814
5038

0.00284%*
(0.001)
0.00454%*
(0.002)
0.000790*
(0.000)
0319%#%
(0.098)
-0.126*
0.075)
0.0992%**
(0.016)

-0.941%*
(0.390)
-0.00689%***
(0.002)

0.0697%%*
(0.014)
0000797
(0.001)
0217%%%
(0.038)

0.150%*
(0.061)
0235%*
0.077)
0.456%+*
(0.110)

-1.840%**
(0.552)
0.2804
5038

0.00279**
(0.001)
0.00343*
(0.002)
0.000829**
(0.000)
0314%%%
(0.098)
20.113
(0.070)
0.0961%**
0.016)

0.730%*
(0342)
-0.006*%*
(0.002)
-0.08%**
0.014)
0.000895
(0.001)
0219%%
(0.038)

-0.154%*
(0.062)
0230%*
(0.078)
0.394%%%
(0.109)

2.178% %%
(0.551)
0.2801
5038

0.00515%+*
(0.001)
000345
(0.003)
00000558
(0.000)
0277+
(0.108)
-0.185*
(0.094)
0.0942%%*
(0.020)
1.431%%
(0.559)
0.003
(0.002)

0.230%%*
(0.061)
0.234%%*
(0.079)

0.478*+*
(0.064)
0.456%+*
(0.082)

-4.182%%*
(0.745)
0.2819
4475

0.00522%%*
(0.001)
0.00309
(0.003)
00000338
(0.000)
0.284%+*
(0.108)
0.157*
(0.092)
0.0907***
(0.020)
1.344%%
(0.544)
00031
(0.002)

0.234%%%
(0.061)
0.239%+*
(0.079)

0.490%+*
(0.062)
0.453%%*
(0.083)

4.148%%*
0.777)
0.2818
4475

0.00526%**
(0.001)
000231
(0.002)
0.0000301
(0.000)
0278**
(0.108)
0.114
(0.090)
0.0926***
(0.020)
1287+
(0.541)
0.003
(0.002)

02447
(0.061)
0.239%++
(0.079)

0.520%+*
(0.060)
0435%%
(0.086)

-4.455% %%
(0.776)
0.2815
4475

0.00180
(0.003)
0.000488
(0.001)
-0.000155
(0.000)
0.201
(0.132)
00745
(0.068)
0213%%*
(0.052)
0.154
(0.416)
-0.0058%**
(0.001)

-0.220%*
(0.110)
00966
(0.133)

0.183*
(0.109)
0.446%+*
(0.119)
0.818*+*
(0.283)
3.648%%*
(0.738)
0.2167

2559

0.00160
(0.003)
0.000566
(0.001)
-0.000160
(0.000)
0212
(0.133)
00621
(0.070)
0.195%+*
(0.046)
-0.360
(0.340)
0.006***
(0.001)

0.223%*
(0.111)
00980
(0.132)

0.208**
(0.099)
0.417%%*
(0.110)
0.839%+*
(0.281)
3.469%%*
(0.758)
0.2178

2548

000177
(0.003)
0000700
(0.001)
-0.000108
(0.000)
0204
(0.133)
00713
(0.073)
0.182%+*
(0.046)
0.538
(0.330)
-0.0065%**
(0.001)

0.223*+
(0.110)
0.0790
(0.132)

0251%%*
(0.095)
0.366%+*
(0.109)
0.884%+*
(0.279)
3551
(0.767)
0.2168

2548

0.00388
(0.003)
0000323
(0.001)
-0.000111
(0.000)
0.181
(0.148)
0.122*
(0.073)
0.153%%
(0.055)
0.0897
(0.457)
-0.004**
(0.002)

0.0126
(0.120)

-0.139
(0.130)

0.0240
(0.121)
0.441%+%
(0.132)
0577*
(0.299)
-16.15%*
(1.286)
0.3132

1917

0.00394
(0.003)
0.000557
(0.001)
-0.0000692
(0.000)
0.179
(0.149)
0.118
(0.074)
0.124%*
(0.049)
-0.567
(0.376)
-0.005%**
(0.002)

0.0154
(0.120)

0.157
(0.132)

0.0311
(0.110)
0.342%%%
(0.122)
0.664**
(0.297)
-16.10%%*
(1308)
0.3137

1908

0.00400
(0.003)
0.000633
(0.001)
-0.0000436
(0.000)
0.175
(0.149)
0.129
(0.079)
0.117%+
(0.048)
0.653*
(0.366)
-0.005%%*
(0.001)

0.0161
(0.120)

20.171
(0.132)

00513
(0.106)
0313%*
(0.122)
0.684%*
(0.295)
-16.17%%*
(1.302)
0.3136

1908

Source:

Author’s computation using 2006 /2014 LSMS

166



Table 4.6 IV models

2006 full model 2006 model (same regressors as 2014) 2014 model (same regressors as 2006) 2014 full model
V1 V2 V3 V4 IV5 IV6 V7 V8 V9 IV10 V11 V12
b/(se) b/(se) b/(se) b/(se) b/(se) b/(se) b/(se) b/(se) b/(se) b/(se) b/(se) b/(se)
Gini province -11.46%** -15.60** -1.451 -6.230
(3.673) (7.305) (5.791) (6.143)
Gini county -9.903** -19.67** -1.105 -4.331
(3.976) (9.680) (4.661) (4.618)
Gini parish -21.98** -30.69* -1.507 -6.602
(8.707) (17.678) (6.367) (7.204)
D.LBW -0.555%** 0.546*** -0.503%** 0.480*** 0.433%** -0.407%* -0.385%** -0.381%** -0.380*** -0.336*** -0.318*** -0.306%**
(0.093) (0.096) (0.112) (0.112) (0.132) (0.164) (0.078) (0.077) (0.077) (0.083) (0.082) (0.085)
D. Female 0.155%** 0.148%** 0.150%** 0.150%** 0.133%** 0.141%** 0.0905* 0.0918* 0.0941* 0.0859* 0.0840 0.0937*
(0.029) (0.029) (0.033) (0.032) (0.036) (0.041) (0.048) (0.048) (0.048) (0.052) (0.052) (0.053)
Age in months -0.158*** 0.156*** -0.172%%* 0.069*** 0.068*** 0.068*** 0.09%** -0.09%** -0.09%** -0.09%** -0.09%** 0.09%**
(0.013) (0.013) (0.017) (0.006) (0.006) (0.007) (0.006) (0.006) (0.006) (0.007) (0.007) (0.007)
Age in monthsA2 0.004%** 0.004%** 0.004*** 0.00%** 0.00%** 0.00%** 0.001%** 0.001%** 0.001%** 0.001*** 0.001%** 0.001***
(0.000) (0.000) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Age in months”3 -0.00%** -0.00%** -0.00%**
(0.000) (0.000) (0.000)
Vaccines 0.228%** 0.224%* 0.273** 0.138 0.128 0.115 0.100 0.0860 0.0892 0.142 0.107 0.141
(0.088) (0.089) (0.106) (0.108) (0.110) (0.125) (0.189) (0.201) (0.197) (0.199) (0.209) (0.206)
D. N. Supplement -0.0383 -0.0295 -0.0362 -0.0745* -0.0701 -0.0725 -0.0627 -0.0670 -0.0669 -0.0263 -0.0425 -0.0439
(0.042) (0.042) (0.047) (0.043) (0.045) (0.053) (0.052) (0.056) (0.056) (0.056) (0.061) (0.063)
D. Diarrhea -0.0310 -0.0329 0.00184 -0.0645* -0.0618 -0.0352 0.152*%* -0.152%* 0.152*%* -0.123* -0.127* -0.116*
(0.035) (0.035) (0.043) (0.038) (0.041) (0.056) (0.065) (0.065) (0.065) (0.069) (0.069) (0.070)
D. Daycare -0.0432 -0.0179 -0.0646
(0.043) (0.043) (0.050)
N. month breastfed -0.00292 -0.00348 -0.00122 -0.00664 -0.00764 -0.00383 -0.00911 -0.00959 -0.00963 -0.0200* -0.0208* -0.0209*
(0.006) (0.006) (0.007) (0.006) (0.007) (0.008) (0.010) (0.010) (0.010) (0.011) (0.011) (0.011)
Age mother 0.009%** 0.009%** 0.01%** 0.01%** 0.01%** 0.01%** 0.001 0.001 0.001 -0.00 -0.00 -0.00
(0.002) (0.002) (0.003) (0.003) (0.003) (0.005) (0.003) (0.003) (0.003) (0.005) (0.005) (0.006)
Schooling mother 0.0316%** 0.0323*** 0.0394*** 0.0453%** 0.0500%** 0.0593*** 0.00903 0.00903 0.00909 0.0200%* 0.0192** 0.0191%*
(0.005) (0.005) (0.007) (0.007) (0.009) (0.016) (0.007) (0.007) (0.007) (0.008) (0.008) (0.009)
Fertility mother -0.933*** -0.907*** -1.037***
(0.284) (0.285) (0.334)
D. C-section 0.0864** 0.101%** 0.127%**
(0.036) (0.036) (0.042)
D. ObGyn 0.105** 0.0804* 0.0800
(0.045) (0.047) (0.053)
D. Mother underemployed -0.0437 -0.0703** -0.0779**
(0.034) (0.032) (0.035)
D. N. Supplement mother -0.0635* -0.0751*%* -0.0500
(0.037) (0.037) (0.043)
Height mother 0.0501*** 0.0490*** 0.0493***
(0.005) (0.005) (0.005)
BMI mother 0.00136 0.000509 -0.00120
(0.006) (0.006) (0.006)
Height father 0.0406%** 0.0410%** 0.0420%**
(0.004) (0.004) (0.004)
BMI father 0.0299%** 0.0294%** 0.0310%**
(0.007) (0.007) (0.007)
Ln hh consumption per
capita 0.110%** 0.112%** 0.00651 0.0453 0.00812 0.124 0.364%** 0.365%** 0.367*** 0.113* 0.127** 0.127*
(0.037) (0.038) (0.071) (0.073) (0.094) (0.182) (0.058) (0.058) (0.059) (0.064) (0.064) (0.065)
D. welfare -0.0465 -0.0359 -0.0666 -0.0664* -0.0441 -0.114%* 0.116%* -0.116%* 0.122*%* -0.0163 -0.0103 -0.0455
(0.036) (0.037) (0.041) (0.038) (0.039) (0.058) (0.058) (0.059) (0.060) (0.063) (0.064) (0.070)
sqrt n children<12 in hh 0.152%** 0.152%** -0.166%** 0.224*** 0.207*** 0.228*** -0.104 -0.112 -0.107 -0.120 -0.124 -0.103
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Index living conditions
Work experience head hh
Mean size agri. Land
Mean rent/ha. ag. Land

Rate attendence secondary
school

D. rural

Ln(GDP prov)

Poverty prov

Mean consumption prov.
Poverty county

Mean consumption count.
Poverty parish

Mean consumption parish
Index food consumption
N. MD/10000 ppl.

Mean distance highway
Mestizo.ethnic
Indigena.ethnic
Afro.ethnic

D. Rural Amazon
Highlands.region
Coast.region
Amazon.region
Galapagos.region

_cons

R-sq
N

Source: Author’'s computation using 2006 /2014 LSMS

(0.052)
0.146%**
(0.036)
0.00245**
(0.001)
0.00952***
(0.003)
0.000364
(0.000)

0.177**
(0.088)
-0.805%**
(0.215)
0.0957***
(0.016)
1.764%*
(0.743)
-0.00142
(0.002)

0.0220
(0.035)
-0.000199
(0.001)
0.194%**
(0.035)

-0.0254
(0.074)
0.204%**
(0.064)
1.482%**
(0.421)

1.138
(1.227)
0.2540
5038

(0.052)
0.134%%*
(0.038)
0.00309%**
(0.001)
0.00916***
(0.003)
0.000646*
(0.000)

0.249%**
(0.087)
-0.453%**
(0.149)
0.0791%**
(0.014)

0.127
(0.491)
-0.00431%*
(0.002)

-0.00250
(0.033)
0.000273
(0.001)
0.231%%*
(0.036)

-0.0658
(0.070)
0.276%**
(0.061)
1.332%%*
(0.453)

1.547
(1.422)
0.2572
5038

(0.058)
0.207***
(0.064)
0.00279**
(0.001)
0.0144%**
(0.005)
0.00100%*
(0.000)

0.148
(0.105)
-0.821%**
(0.300)
0.0659***
(0.016)

0.965
(0.746)
0.000983
(0.003)
0.0506
(0.054)
0.000211
(0.001)

0.360%**
(0.067)

0.115
(0.131)
0.310%**
(0.070)
2.703%**
(0.986)

5.691*
(3.035)
0.0589
5038

(0.044)
0.219%**
(0.056)
0.00331**
(0.001)
0.0134*
(0.007)
0.00132
(0.001)

0.408%**
(0.103)
-1.230%*
(0.544)
0.136%**
(0.038)
5.507**
(2.240)
0.0087**
(0.004)

0.0123
(0.135)
0.160*
(0.086)

1255k
(0.386)
-1.289%*
(0.648)

0.444
(1.730)
0.1660
5281

(0.045)
0.254%%*
(0.075)
0.00400%**
(0.001)
0.0175*
(0.010)
0.00190*
(0.001)

0.498***
(0.136)
-1.306**
(0.609)
0.141%**
(0.043)
6.084%*
(2.633)
0.011**
(0.005)

0.0658
(0.167)
0.233%**
(0.071)

146475
(0.507)
-1.571%
(0.819)

1.492
(2.314)
0.0790
5281

(0.054)
0.343**
(0.136)
0.00410%**
(0.001)
0.0235
(0.015)
0.00272
(0.002)

0.619%**
(0.215)
-1.962*
(1.090)
0.162%**
(0.061)
8.436*
(4.422)
0.018*
(0.010)

0.270
(0.309)
0.261%**
(0.080)

-2.362*%*
(1.108)
-2.505*
(1.495)

4.742
(4.550)
-0.2623
5281

(0.081)
0.0498**
(0.022)
0.00139
(0.002)
0.000676
(0.001)
-0.000494
(0.000)

0.217*
(0.122)
0.0594
(0.063)
0.164*
(0.095)
-0.103
(0.946)
-0.004**
(0.002)

-0.266***
(0.081)
0.191
(0.140)

-0.537*
(0.325)
-0.388
(0.281)
-0.199
(0.505)

-1.957%**
(0.595)
0.2265
2605

(0.079)
0.0520%*
(0.025)
0.00125
(0.002)
0.000777
(0.001)
-0.000491
(0.000)

0.228
(0.142)
0.0520
(0.077)

0.153%**
(0.055)
-0.206
(0.627)

-0.005%**

(0.002)

-0.264%**
(0.082)
0.194
(0.148)

-0.550*
(0.315)
-0.394
(0.283)
-0.229
(0.454)

-1.802**
(0.842)
0.2285
2594

(0.084)
0.0529%*
(0.027)
0.00131
(0.002)
0.000697
(0.001)
-0.000497
(0.000)

0.237
(0.164)
0.0196
(0.193)

0.147%**
(0.040)
-0.216
(0.590)

-0.004%**
(0.002)

-0.259%**
(0.087)
0.206
(0.186)

-0.539
(0.345)
-0.366
(0.313)
-0.203
(0.549)

-1.627
(1.466)
0.2260
2594

(0.088)
0.0528**
(0.024)
0.00414
(0.003)
-0.000413
(0.001)
-0.000641
(0.000)

0.153
(0.130)
0.0385
(0.068)
0.196*
(0.103)

0.678
(1.015)
-0.001
(0.002)

-0.0177
(0.087)
-0.0120
(0.163)

-0.156
(0.337)
0375
(0.292)

0.327
(0.531)

-15.86%**
(1.052)
0.3259
1947

(0.088)
0.0603**
(0.026)
0.00392
(0.003)
0.0000352
(0.001)
-0.000611
(0.000)

0.189
(0.148)
-0.00392
(0.083)
0.149%*
(0.062)
0.141

-0.00997
(0.088)
0.00725
(0.179)

-0.236
(0.311)
-0.413
(0.295)

0.161
(0.450)

-15.26%**
(1.304)
0.3258
1938

(0.095)
0.0673**
(0.031)
0.00474*
(0.003)
-0.000409
(0.001)
-0.000678
(0.000)

0.235
(0.181)
-0.151
(0.220)
0.127%**
(0.047)
0.161
(0.654)
-0.002
(0.002)

0.00570
(0.093)
0.0841
(0.246)

0174
(0.358)
-0.304
(0.322)

0.300
(0.584)

-14.63%**
(1.826)
0.2938
1938
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Table 4.7 First stage IV models

D.LBW

D. Female

Age in months

Age in months/2

Age in months”3
Vaccines

D. N. Supplement

D. Diarrhea

D. Daycare

N. month breastfed

Age mother

Schooling mother
Fertility mother

D. C-section

D. ObGyn

D. Mother underemployed
D. N. Supplement mother
Height mother

BMI mother

Height father

BMI father

Ln hh consumption per capita
D. welfare

sqrt n children<12 in hh
Index living conditions
Work experience head hh
Mean size agri. Land

Mean rent/ha. ag. Land

FSGiniProv
b/(se)

0.00664***
(3.10)
-0.00
(-0.08)
0.001%**
(-3.46)
0.000%**
(3.12)
-0.000%**
(-2.72)
0.00440**
(2.14)
-0.000101
(-0.10)
0.00118
(1.44)
0.00001
(0.02)
0.0002
(1.60)
0.00003
(0.62)
0.0003***
(2.62)
0.0176***
(-2.68)
-0.000929
(-1.08)
-0.000849
(-0.80)
0.00355***
(4.88)
0.00154*
(1.77)

-0.005%**
(-6.26)
0.00131
(1.53)
0.00116
(0.95)
0.007***
(12.35)
-0.00%**
(-2.72)
0.0008***
(17.44)
-0.000%**
(-4.78)

FSGiniCount
b/(se)

0.00833***
(3.65)
-0.00
(-0.99)
-0.001%**
(-3.28)
0.00%**
(2.87)
-0.000**
(-2.53)
0.00493**
(2.24)
0.000511
(0.48)
0.00112
(1.28)
0.001
(1.60)
0.0002
(1.29)
0.000009
(0.17)
0.0004%**
(3.34)
-0.0170**
(-2.42)
-0.000121
(-0.13)
-0.00288**
(-2.52)
0.00183**
(2.36)
0.000689
(0.74)

-0.005%**
(-6.20)
0.00249%**
(2.72)
0.00150
(1.16)
0.007***
(11.87)
-0.00
(-0.87)
0.0008**
(16.33)
-0.000
(-0.92)

2006 full model
FSGiniParr

b/(se)
0.00553**
(2.35)
-0.00
(-0.37)
0.001%**
(-3.63)
0.00%**
(3.58)
-0.000%**
(-3.40)
0.00458**
(2.02)
0.000125
(0.11)
0.00207**
(2.30)
-0.00131
(-1.16)
0.0001
(1.18)
0.00008
(1.46)
0.0005***
(3.75)
-0.0135*
(-1.86)
0.00114
(1.21)
-0.00128
(-1.08)
0.000521
(0.65)
0.00130
(1.36)

0.007***
(-8.27)
-0.000300
(-0.32)
0.0000960
(0.07)
0.007***
(10.16)
-0.00
(-0.79)
0.0006***
(12.40)
0.000
(1.14)

2006 regressors equal to 2014
FSGiniProv  FSGiniCount FSGiniParr

b/(se) b/(se) b/(se)
0.00859*** 0.00923*** 0.00675***
(3.54) (3.71) (2.69)
-0.001 -0.001** -0.001
(-1.35) (-2.10) (-1.04)
-0.0004*** -0.0003*** -0.0001
(-3.79) (-2.62) (-1.52)
0.000%** 0.000%* 0.000
(3.68) (2.38) (1.40)
0.00882*** 0.00649*** 0.00376*
(3.99) (2.87) (1.65)
-0.000557 -0.000218 -0.000216
(-0.49) (-0.19) (-0.19)
0.00198** 0.00171* 0.00196**
(2.16) (1.82) (2.07)
0.0001 0.00008 0.0001
(1.07) (0.52) (1.07)
0.0001*** 0.0001*** 0.0002***
(3.05) (2.95) (3.43)
0.0006*** 0.0007*** 0.0008***
(5.27) (5.84) (5.92)
-0.009*** -0.009*** 0.01%**
(-10.74) (-10.43) (-11.39)
-0.000901 0.000418 -0.00202**
(-0.93) (0.42) (-2.03)
-0.00134 -0.000217 -0.000797
(-1.19) (-0.19) (-0.69)
0.007*** 0.007*** 0.007***
(10.50) (10.59) (10.68)
-0.00%** -0.00%* -0.00
(-4.04) (-1.97) (-1.14)
0.001%** 0.001%** 0.0008***
(20.74) (20.07) (16.45)
0.00009*** 0.0001*** 0.00009***
(9.34) (10.04) (8.91)

2014 regressors equal to 2006
FSGiniProv  FSGiniCount FSGiniParr

b/(se) b/(se) b/(se)
-0.00202* 0.00166 0.00141
(-1.94) (0.83) (0.57)
-0.00 -0.00 0.001
(-0.38) (-0.34) (0.79)
-0.000 0.000 -0.000
(-0.02) (1.03) (-0.29)
-1.84e-08 -0.000 0.000
(-0.01) (-1.22) (0.32)
-0.00137 -0.0143%** -0.00836
(-0.54) (-2.89) (-1.38)
-0.000823 -0.00459*** -0.00332**
(-1.18) (-3.38) (-2.00)
-0.000803 0.000205 0.000408
(-0.92) (0.12) (0.20)
0.0005*** 0.0007*** 0.0005*
(4.34) (2.90) (1.66)
-0.00007* -0.00008 -0.00004
(-1.84) (-1.13) (-0.45)
0.00007 -0.0001 -0.00004
(0.77) (-0.63) (-0.21)
-0.001* 0.0007 0.001
(-1.82) (0.51) (1.07)
0.000566 0.00251 -0.00193
(0.72) (1.64) (-1.04)
0.00336*** 0.00232 0.00454*
(3.18) (1.13) (1.81)
0.0007** 0.002%** 0.002%**
(2.47) (4.28) (3.37)
-0.00 -0.00 -0.00
(-0.15) (-1.49) (-0.24)
-0.0001*** -0.0001%** -0.0001%**
(-24.75) (-10.52) (-9.17)
-0.00004*** -0.00005*** -0.00004***
(-12.74) (-7.88) (-5.23)

FSGiniProv

b/(se)
-0.00184
(-1.53)
-0.001
(-1.41)
0.000

-0.00123
(-0.42)
-0.00113
(-1.37)
-0.00108
(-1.08)

0.0006***
(3.92)
-0.00002
(-0.36)
-0.00001
(-0.10)

0.000
(0.75)
-0.000
(-0.04)
-0.00%*
(-2.03)
0.00
(1.11)
-0.001
(-1.45)
0.0006
(0.67)
0.00211
(1.64)
0.0004
(1.15)
-0.000
(-0.13)
-0.0001***
(-19.56)
-0.00004***
(-9.74)

2014 full model
FSGiniCount FSGiniParr

b/(se) b/(se)
0.00212 0.00312
(0.92) (1.11)
-0.001 0.000485
(-1.04) (0.28)
0.000 -0.0000622
(1.07) (-0.27)
-0.000 0.00000132
(-1.17) (0.37)
-0.0128** -0.00335
(-2.29) (-0.49)
-0.00473*** -0.00333*
(-3.02) (-1.73)
-0.00144 0.000618
(-0.75) (0.26)
0.0007** 0.000463
(2.48) (1.28)
-0.00002 0.0000236
(-0.18) (0.13)
-0.0002 -0.000191
(-1.08) (-0.67)
-0.000166 -0.0000636
(-1.31) (-0.41)
-0.000 -0.000311
(-0.49) (-1.56)
0.00 0.0000420
(-1.48) (0.30)
-0.00 0.000174
(-0.51) (0.75)
0.001 0.00103
(0.89) (0.47)
0.002 -0.00373*
(1.37) (-1.72)
0.002 0.00451
(0.84) (1.50)
0.002%** 0.00269***
(3.72) (3.29)
-0.00 0.0000750
(-0.96) (0.80)
-0.0001%** -0.000170***
(-8.91) (-7.88)
-0.00005***  -0.0000456***
(-6.51) (-4.49)
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Rate attendence secondary
school

D. rural

Ln(GDP prov)

Poverty prov

Mean consumption prov.
Poverty county

Mean consumption count.
Poverty parish

Mean consumption parish
Index food consumption
N. MD/10000 ppl.

Mean distance highway

Mestizo.ethnic
Indigena.ethnic

Afro.ethnic

D. Rural Amazon
Highlands.region
Coast.region
Amazon.region
Galapagos.region
Instrument
_cons

R-sq

N

F( 1, 5001)
F( 1, 5253)
F( 1, 2575)
F( 1, 2564)

F(1, 1913)
F(1, 1904)

-0.0064***
(-3.10)
-0.0554***
(-35.14)
0.00388***
(9.94)
0.129%**
(11.98)
0.00005
(1.24)

0.00808***
(26.51)
-0.0000373*
(-1.65)
-0.000459
(-0.55)

0.0148***
(12.61)
-0.00468***
(-3.19)
0.122%**
(57.82)

0.0447***

(11.43)
0.284***
(23.19)
0.7008
5038

130.54

-0.002
(-1.30)
-0.0353***
(-23.21)
0.00247***
(6.02)

0.0699***
(7.97)
0.0001%*
(2.24)

0.00685***
(21.12)
-0.0000138
(-0.57)
0.00269%**
(2.96)

0.0124%%*
(9.79)
0.000540
(0.35)
0.120%***
(55.20)

0.0407***

(9.86)
0.311%**
(25.89)
0.6333
5038

97.27

-0.00**
(-2.39)
-0.0342%**
(-23.24)
0.000753*
(1.81)

0.0715%**
(9.08)
0.000265***
(7.31)
0.00550%**
(16.45)
-0.0000112
(-0.45)
0.00661%**
(7.16)

0.0135%**
(10.15)
0.00181
(1.12)
0.117%%*
(52.60)

0.0204***

(4.91)
0.326***
(26.31)
0.6092
5038

24.15

0.00673***
(2.87)
-0.0736***
(-39.25)
0.00589***
(12.02)
0.291%**
(24.62)
0.0004***
(7.44)

0.0168%**
(13.28)
-0.00740%**
(-4.42)

-0.0575%**
(27.72)
-0.0916%**
(-42.71)

0.0236%**
(5.24)
0.210***
(15.07)
0.6624

5281

27.45

0.009***
(4.13)
-0.0622%**
(-32.44)
0.00493***
(9.83)
0.260%**
(21.49)
0.0004%**
(7.99)

0.0160***
(12.38)
-0.00215
(-1.25)

-0.0562%**
(-26.48)
-0.0870%**
(-39.63)

0.0187%**
(4.06)
0.220***
(15.41)
0.6193

5281

16.48

0.010%**
(4.26)
-0.0613***
(-31.69)
0.00385***
(7.62)
0.244%%*
(19.95)
0.0005***
(9.25)

0.0169***
(12.97)
-0.000464
(-0.27)

-0.0653***
(-30.52)
-0.0862%**
(-38.96)

0.0120%***
(2.58)
0.247***
(17.16)
0.6019

5281

6.67

0.00321*
(1.94)
0.0000177
(0.02)
0.0155%**
(30.46)
0.185%**
(42.78)
0.0002***
(18.32)

0.000546
(0.50)
0.0115%**
(7.24)

0.0420%**
(12.06)
0.00653*
(1.72)
0.0764***
(20.31)

-0.220%**

(-12.78)
0.00766
(0.96)
0.8461
2605

161.41

0.017***
(5.51)
-0.00795***
(-4.78)
0.00927***
(9.36)
0.156%**
(18.48)
0.0001***
(5.91)

0.00163
(0.76)
0.0174%**
(5.63)

0.0483%**
(7.13)
0.0110
(1.47)
0.0812%**
(11.09)

-0.274***
(-8.19)
0.120***
(7.77)

0.5557

2594

67.03

0.0189***
(4.80)
-0.0274%**
(-13.47)
0.00244**
(2.02)
0.108***
(10.45)
0.0001%**
(4.74)

0.00430*
(1.65)
0.0211%%*
(5.60)

0.0428***
(5.17)
0.0262***
(2.89)
0.0773%**
(8.64)

-0.201%**
(-4.91)
0.204%**
(10.80)
0.3638

2594

24.05

0.00499***
(2.62)
0.000183
(0.18)
0.0160%**
(26.88)
0.188%**
(36.61)
0.0002%**
(15.00)

-0.000143
(-0.11)
0.0121%**
(5.93)

0.0412%**
(10.41)
0.00406
(0.94)
0.0755%**
(17.57)

-0.222%**

(-11.04)
0.0121
(0.78)
0.8461
1947

119.64

0.0179%**
(4.95)
-0.00852***
(-4.45)
0.0109%**
(9.57)
0.157%**
(15.99)
0.0001%**
(4.29)

0.00130
(0.53)
0.0221%**
(5.70)

0.0442%**
(5.85)
0.00516
(0.62)
0.0777***
(9.46)

-0.297***
(-7.74)
0.160***
(5.42)
0.5748

1938

60.3

0.0186***
(4.19)
-0.0278***
(-11.86)
0.00372***
(2.67)
0.106***
(8.82)
0.0001***
(3.59)

0.00322
(1.08)
0.0261***
(5.51)

0.0384%**
(4.16)
0.0198*
(1.95)
0.0720***
(7.16)

-0.195%***
(-4.14)
0.200%**
(5.54)
0.3818

1938

17.24

Source: Author’'s computation using 2006 /2014 LSMS

170



4.5.1 The effect of inequality
When discussing the results | will focus on theniddels of the best fit for each year, that is IWB-ffor

2006 and IV10-1V12 for 2014. If | refer to the IVadels where | use the same variables for both years
(IV4-1V9) or if | refer to the OLS results | say saplicitly.

The Gini coefficient is significant and has a defietus effect in every model in 2006, however sit i
negative but not significant in 2014. The effecsisaller in the OLS models than it is in the IV ratd
which | believe is due to the omitted variablesisldifficult to define a “one unit” change in tl@&ni
coefficient, however, the z-score of height for agmeasured in standard errors. Therefore, in 2006e
unit increase in the Gini coefficient decreasesztiseore by -11.4 (province), -9.9 (county), -2(p8rish)

standard errors, and, that it had no effect in 2014

In the first stage models, the F-statistics araladive 10 and all the t-values are above 4. Teetistics
are much lower for models 1V4-IV6 (where there thiee same variables as the 2014 model). The Fistatis
for model 1V6 is under 10 and the t-value is unddicating that the instrument is weak in this mode

In 2014 there is a similar tendency with relatiorthe magnitude and sign of the coefficients in@hes
with relation to the IV models, however, they am significant. The model measures the effect ef th
variance in the Gini coefficient across provincesiinties and parishes on the variance of z-scores i
children living in these provinces, counties andgtees. Therefore, it is likely that the varialyildaf Gini's
across provinces, counties and parishes changed2@06 to 2014 in such a way that it no longercisfe

the individual health outcomes of children.

Additionally, there may be changes in the behavafurouseholds between 2010 and 2014 which are not
captured in our small area estimations of the Gomifficient. As mentioned above, in order to uge2614
estimated parameters (correlation coefficients)rtalate consumption using the population charesties

of 2010, it must be assumed there is very littienge in behaviours between 2010 and 2014. Howshisr,
cannot be true as the resulting 2006 Gini coefiitsieare fundamentally different from the resultk@i4

Gini coefficients. Therefore, the 2014 estimatioighm differ significantly if they are projected anthe

(not yet constructed or released) 2020 censusréutgearch should focus on replicating the 201then
2020 census and identifying which census is bsttiéed to create the simulation. That is to sasniidying

which time period (between LSMS and census) savetist changes in living conditions.

Larrea and Kawachi (2006) do no find a significegiationship between consumption inequality and
chronic child malnutrition at the county or at ffeish level, in spite of using multilevel modeisaiddition
to multivariable regressions. This may be due ¢éodéta from the LSMS of 1998 had less variablegedls

as a smaller sample size. The LSMS of 1998 hampleaof 2723 children under the age of five whigh i
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just under half of the sample (6003) which is alai in the LSMS 2006 survey. They do, howeved fin
a deleterious significant relationship at the pnoial level providing partial evidence of the effdtarrea

& Kawachi, 2005). The 1998-2000 estimation modakisincluded in this paper as it would be a reglan

of the Larrea & Kawachi (2005) publication and objective was to study the more current situatidth w
alternative causal methods.

4.5.2 The effect of income
The natural log of per capita household consumptigrositive and significant in 2006 and 2014 medel

(Table 4.5). The concave effect that income habkeaith is captured in this variable as it is loggEue
magnitude of the effect is around 0.1 in 2006 ar&di® 2014. The effect of consumption has a larger
magnitude than other income related variables aadche mean consumption per province (around 0.01 i
2006 and around 0.003 in 2014), the natural logrofincial GDP (around 0.09 in 2006 and 0.1 in 2014
The effect of the incidence of poverty in the prma is the opposite: it is positive and significemthe
2006 (1.7) and not significant in the 2014 models.

We also incorporate the mean consumption of thpauidation (province, county or parish) of the mode
so as to capture the possible externalities ofrftawealthier neighbors on access to healthcarenor o
individual behaviours. This variable is significamtd has a positive effect in the second spedificaif

the 2006 IV models and in some 2014 IV models.

4.5.3 Other effects

4.5.3.1 Individual characteristic of the child

Children who are born with LBW have significantbmler z-scores in every model. This implies that the
pathway between psychosocial stress, prenatal natsress and LBW may be in action although iios
tested it directly here, providing evidence to aadé that there may be long-term effects of LBWirbny
female is positive and significant in the 2006 20d4 models. Age is also significant in every mdgel
2006 a cubed model is presented and in 2014 guared). It would seem that the z-score decreaghs w
age but by less and less as age increases. Chiltheare younger tend to still be breastfeedingtvinnay
help maintain their growth patterns within the natmange, however, as they get older they stop
breastfeeding and perhaps at this moment they beowone vulnerable to fall outside of the normakgio
range. This is probably the reason the number aithsoof breastfeeding is not a significant variablany
model; this effect might be absorbed by the agékbe. The proportion of vaccines is significantfie
2006 but not in the 2014 models, the effect of rtéritional supplement is negative and mainly not
significant due to selection-bias, and the effécaress to daycare is not significant. Dummy tiearis
negative and significant in 2014 but not in 2006.
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4.5.3.2 Characteristics of the mother and father

The maternal age is only significant (positive006, however, the schooling of the mother hassitipe
significant effect on the outcome in every moddie Tertility (number of children) of the mother has
negative significant effect, as does dummy matesnder-employment, while having access to a cessari
section and to a MD during birth is positive angn#ficant in 2006. Maternal access to nutritional
supplements has a negative significant effect diselection bias. | did not find these variabldsvant in
2014. On the other hand, in the 2014 model the BMhe father and height of the mother and father a

positive and significant both years demonstratiog important they are in the outcome.

4.5.3.3 Characteristics of the household, region and figéécts

The index of living (housing) conditions is poséiand significant in every model. The square réohe
number of children under 12 is significant and riegan 2006 but not in 2014. Finally, the yearsaafrk
experience of the head of household is signifiGar2006 but not in 2014. It seems that most of the
household conditions are absorbed by the house&lolsimption per capita.

The regional characteristics (mean size and reago€ultural land, dummy rural, the rate of att@mcke to
secondary education) are significant in the 2006 @ind IV models but lose all significance in 2014.
Indicating a reduction in the importance of thealocontext on individual health outcomes. In 2006 t
mean distance to the highway which is positive sigdificant, and the number of MD per every 10000

people is not significant.

In the ethnicity fixed effect, mestizo is the refiece group. In 2006 afro-Ecuadorians have a pesitiv
significant effect while in the 2014 model dummgigenous has a negative significant effect. In teofn
regions, in 2006, the fixed effect for Galapagasnca be measured, as it was not included in thesgur
therefore, here the reference group is rural amanoR014, Galapagos is the reference group. | fiod
significant differences between the regions in 20d4he 2006 model rural amazon dummy is posive
significant. This dummy basically captures the saphenomenon as the fixed effects for regions.
Obviously the purpose of the fixed effects is tamee the effect within regions and ethnicitiekeathan
between them, not to see whether the effect isfgigntly different.

4.6 Conclusion
In this paper our objective is to measure the effieinequality on stunting in children under thgeaof 5.

| regress the z-score of height-for-&#gesing IV model regressions against the provingalnty and
parish Gini coefficients while controlling for inddual, maternal, household and contextual charatites.

122 The normalizec-score establishes the growth standard of childyedefining a normal growth curve, see page 16domal
definition.
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| run two iterations of the model, one using th@@0SMS and a second using the 2014 LSMS. Ourtgesul
show that, the Gini coefficient has a significaatederious correlation on malnutrition in 2006 hot in
2014.

The effect is still negative, however, loses sigaifice in 2014. This may be due to the recent tamum
inequality at a national and sub-national levet, tost probably due to a shift in the distribut@iGini
coefficient between 2006 and 2014. It is difficiatpin-point the exact cause of the erosion ofeffiect,
however, the change in the distribution of the Gmefficient and its effect on its relationshipstonting

is not the topic of this paper. Notwithstandingsitelated and is a potential field of furthereaxh.

The main limitation is the way | measure the Gingfficient over small areas. Tlsenall area estimates
model depends heavily on a degree of heterogewkitsh cannot be controlled for methodologically and
cannot be guaranteed empirically. The efforts ntaddivide the country into homogeneous regions may
abate this limitation, however, it was not posstblgenerate Gini coefficient which are not systecady
under-estimated. This may in part be due to a coption model which measures the conditions of the
middle and lower income earners. Therefore, whes simulated onto the census it under-estimates th

consumption of the rich and under-estimates thé ¢diefficient (Tarozzi & Deaton, 2009).

Other simulations methods, particularly newer regangrneural networks based on artificial intelligerare
more powerful in terms of prediction error, howeuwbese methods are black box methods with “hidden”
layers where the parameters (correlation coeffisjesre not explicit (Montavon, et al., 2018). Agpfaom
machine/deep learning, there are limited altereatto thesmall area estimatdas terms of methods which

address the issues raised by Deaton and TaroZ#).20

This study contributes to the larger literatureareling the health-inequality relation on three IsvEirstly,
| focus on the nutritional health of children whibkas an effect on their educational achievements an
income in adulthood, potentially playing a roletlie intergenerational transmission of poverty. ymdh
at al. (2004) empirical review of the inequalityatth relation there is only a small percentagetudiss
(23.7%) which focus on child health. Most of thessedies measure infant mortalt§y which unlike
nutrition, does not play a role in the intergeneral transition of poverty. Secondly, | focus oatih
America. In Lynch at al. (2004) empirical reviewlypA0.2% of the studies 125 include Latin American
countries despite the fact that it is the most uaégegion in the world (Inter-American DevelopmBaink,
2000) and perhaps therefore an ideal testing gréarttie effect of inequality. Finally, | measuletGini

coefficient across different geographical scaled.yinch at al. (2004) empirical review only 9.2%toé

123 Studies where the information was specified.
124 Infant mortality
12> Studies where the information was specified.
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studie$?® measure the Gini coefficients at different lev&lsien the effects of the Gini may vary depending

on the how it is measur&d this exercise allows a more profound analysiseduality on health (Lynch,

et al., 2004).

126 Studies where the information was specified.

127 1n the Wilkinson and Pickett review (2006) there 45 international, 58 state levels, 25 countgllend 40 small area level
studies. There are relatively less studies perfdraighe county level while mostly studies focustom state level. Additionally,
the distribution of the supportive, mixed and urgrtive evidence favors the supportive at the deatel (S: 51.7%, M: 25.8%,
U: 22.4%) while it is fairly balanced at the smelea level (S: 30%, M: 35%, U: 35%). In this stuldfjind that the magnitude of
the Gini coefficient is smaller as the areas oveictvit is measured decreases in size. Thereforder to fully assess the impact
of inequality it is important to take different kedg of aggregation as | have done.
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Appendix 1 Detailed explanation of our small area #imates

methodology based on Elbers et al (2003)
In 2003, Elbers et al. use the LSMS of 1994, akd teousehold per-capita expenditure as their inalica

of wellbeing. They construct populations of inciegssizes from a constant distributiG,(x, m) by
randomly drawing households from the census houdglmone particular region of the country, theatu
coast. For each population size the table showseélfare estimations, the standard errors of tediptions
and the share of total variance due to the idiastitccomponent of the error. The idiosyncratioeis
important given that it is the component of thelt@rror which increases with a reduction in thgda
population. Elbers, et al. (2003), demonstratelable Al.1, that for a sample of 15000 househdids t
idiosyncratic componenVy, is small and there is little to gain from incriegsthe sample size or moving

to higher levels of aggregation (Elbers, et al030

Table A1.1 Simulation Results

Number of Household

Measure Estimated Values 100 1000 15000 100000

Headcount u 0.46 0.5 0.51 0.51
Total Standard Error 0.067 0.039 0.024 0.024
V,/Total Variance 0.75 0.24 0.04 0.02

General Entropy (0.5) U 0.26 0.28 0.28 0.28
Total Standard Error 0.048 0.029 0.022 0.022
V,/ Total Variance 0.79 0.28 0.03 0.01

Source: Redrawn from Elbers, et al., 2003

As they have shown, when combining census and gdiata, de-aggregating to sub-regions and estimatin
poverty, in our case, the Gini coefficient, and plee-capita household consumption, for specifiatimns
becomes possible. When they estimate their wellfaieators by parishes they demonstrate, in Appendi
Table Al.2, that one can estimate the Gini coeffitiusing combined data for subpopulations one
hundredth the size of those one can estimate wegulata and obtain very similar prediction er(&ibers,

et al., 2003).

Table A1.2 Improvement using combined data

Sample Data Only (region) Combined Data (suregions)
3) (4) (5)

(2) Population S.E. of Estimate Population
Region S.E. of Estimate (1000s) Median Median (1000s)
Rural Highlands 0.027 2509 0.038 3.3
Rural Cost 0.042 1985 0.046 4.6
Rural Amazon 0.054 298 0.043 1.2
Urban Highland 0.026 1139 0.026 10
Urban Cost 0.03 1895 0.031 11
Urban Amazon 0.05 55 0.027 8
Quito 0.033 1193 0.048 5.8
Guayaquil 0.027 1718 0.039 6.5

Source: Redrawn from Elbers, et al., 2003
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Table Al1.3 presents the median standard error,latigo and number of households in the parishesimvit
each of these sub-regions. The number of househiolésery parish is well below the 15000 mark
established in Elbers, et al. (2003) which indisdltet the total variance due to the idiosynciaimponent
of the error might be somewhat above the ideall [Ex24). Nevertheless, the median standard einors
this study tend to be smaller than those presdntdtlbers et al. (2003) and the population sizgrslar

or larger than those found in Elbers et al. (2003).

Table A1.3 Population size and standard errors ahe Gini coefficient

Median #households parish (1000s) Median Standard Error (parish) Median Population (parish) (1000s)
Region This study This study Elbers et al. (2003) This study Elbers et al. (2003)
Quito 4.2 0.0075 0.048 14.4 5.8
Guayaquil 53 0.0081 0.039 15.1 6.5
Urban Coast 3.6 0.0102 0.031 9.2 11
Rural Coast 1.1 0.0127 0.046 4.3 4.6
Urban Highlands 2.6 0.0066 0.026 8.2 10
Rural Highlands 0.8 0.0144 0.038 2.8 3.3
Urban Amazon 3.2 0.011 0.027 9.3 8
Rural Amazon 0.4 0.022 0.043 1.4 1.2
National Total 1 0.014 3.6

Source: Redrawn from Elbers, et al., 2003
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Appendix 2 Consumption prediction models using SmaArea Estimates

Table A2.1 Consumption prediction model for Small Area Estimates 2006-2010

Dependent Variable: LNCONPCM Weighted by: FEXP Quito Guayaquil Urban Coast Rural Coast Urban Highlands Rural Highlands Urban Amazon Rural Amazon
_intercept_ 3.9244*** 4.69609*** 4.95897*** 4.24822%** 4.66441%** 3.81323*** 4.21719*** 5.12909***
(0.54644) (0.32232) (0.17108) (0.16086) (0.23849) (0.17533) (0.33065) (0.2845)
Access to higher education 0.90309***
(0.09756)
Average proportion of household with cement walls in statistical area -0.14443*** 0.13408***
(0.04016) (0.03017)
Average proportion of houses with connection to public water disposal service -0.16132** -0.12525%*
(0.05754) (0.03788)
Average proportion of housing with exclusive toilets in statistical area -0.11827 -0.11533 0.22179**
(0.14344) (0.06497) (0.07307)
Average proportion of houses with garbage truck service in statistical area 1.231* -0.12598*
(0.5303) (0.05113)
Average proportion of houses with publicly provided drinking water in statistical area 0.05851 -0.32875%*
(0.03787) (0.11025)
Average proportion of persons per room in statistical area -0.20641 -0.05895** -0.06983*** 0.04303 -0.20006***
(0.15818) (0.02121) (0.01585) (0.02425) (0.02644)
Average years of schooling in parish 0.04799**
(0.0176)
Dummy amplified nuclear family -0.08971** 0.05536*
(0.02868) (0.02572)
Dummy Cuenca 0.16585***
(0.02294)
Dummy bamboo flooring or similar -0.21931** -0.07458 -0.09438** -0.06947**
(0.07354) (0.0439) (0.03403) (0.02424)
Dummy for cement or brick flooring -0.1966*** -0.08137***
(0.04597) (0.02228)
Dummy for walls made of bamboo wood or similar -0.17853** -0.06676*
(0.0547) (0.0309)
Dummy head of household affiliated to social security 0.08396** 0.0631** 0.11415%* 0.1265***
(0.03172) (0.0237) (0.03546) (0.03291)
Dummy head of household construction worker -0.0573 0.32542%** -0.12684* 0.08557*** 0.12598*** 0.20716***
(0.04312) (0.06257) (0.04962) (0.02146) (0.02989) (0.05118)
Dummy head of household directive position 0.17944* 0.31372%** 0.27233* 0.31744%*
(0.07427) (0.067) (0.12508) (0.10396)
Dummy head of household employer 0.09348 0.15455*** 0.23413*** 0.19037*** 0.22634*** 0.16207*** 0.21176**
(0.05634) (0.04382) (0.02869) (0.02919) (0.03255) (0.03692) (0.06899)
Dummy head of household ethnic 0.07023 0.07685 -0.14128**
(0.05121) (0.04629) (0.04509)
Dummy head of household female -0.08383* -0.09081** 0.04279
(0.03465) (0.02807) (0.02744)
Dummy head of household in hotel industry 0.12719* 0.12641
(0.04931) (0.07932)
Dummy head of household in manufacturing 0.05821
(0.03067)
Dummy head of household in retail sale 0.10744*** 0.04692 0.0947** -0.0909 -0.39423***
(0.02441) (0.03929) (0.02895) (0.06048) (0.10429)
Dummy head of household inactive 0.09164* 0.04816 0.4985%**
(0.04158) (0.03294) (0.1199)
Dummy head of household marital status divorced/separated -0.05765* 0.00655
(0.02748) (0.03115)
Dummy head of household marital status single -0.13252%** -0.06892 -0.11749***
(0.03986) (0.04049) (0.03471)
Dummy head of household non-qualified agricultural worker 0.0731* -0.23459%**
(0.0363) (0.053)
Dummy head of household non-qualified worker -0.04806*
(0.02252)
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Dummy head of household other service position -0.15888 0.12451* -0.11051

(0.08409) (0.05073) (0.06869)
Dummy head of household over 65 years of age -0.15334** -0.07733* -0.158***
(0.04989) (0.03123) (0.02902)
Dummy head of household public sector 0.38836 0.15076*** 0.2044 -0.36949* 0.23886**
(0.22173) (0.03427) (0.11238) (0.16818) (0.0731)
Dummy head of household salary worker -0.08119* -0.0754* -0.08235** -0.08073** -0.14238**
(0.0359) (0.03323) (0.02572) (0.0247) (0.05453)
Dummy head of household speaks native language -0.03236 -0.10053*
(0.0292) (0.04922)
Dummy head of household speaks native language and Spanish 0.0881
(0.0559)
Dummy head of household transportation 0.09764* 0.11166** 0.15424*** 0.12366** 0.17751*
(0.04331) (0.03431) (0.03626) (0.04404)
Dummy head of household wholesale worker 0.10023* 0.09169* 0.24802*** 0.12789*** 0.19403***
(0.04689) (0.0401) (0.07271) (0.03801) (0.05837)
Dummy head of household widow/widower -0.05469 -0.01949
(0.05432) (0.03492)
Dummy head of household works in modern sector 0.05895** 0.09492*** 0.12742%
(0.02019) (0.01993) (0.05373)
Dummy household garbage is burnt or buried 0.06808*** 0.13293 0.11474*
(0.01873) (0.08065) (0.04524)
Dummy household garbage is thrown in empty lot 0.29669*
(0.11947)
Dummy household that share or do not have toilet 0.04359
(0.02267)
Dummy household water connection outside the building and the property -0.27689* -0.01256 -0.17965*** -0.38079**
(0.12968) (0.01809) (0.04664) (0.14088)
Dummy household with adobe walls -0.15419*
(0.06985)
Dummy household water connection outside the building but inside the property -0.07658* -0.0674* 0.1763**
(0.03296) (0.02751) (0.06746)
Dummy household with asbestos roof or similar -0.09016* 0.02289 0.00517 0.05291**
(0.03702) (0.03795) (0.02097) (0.02006)
Dummy household with electric stove 0.47731** 0.97216*
(0.15683) (0.42308)
Dummy household with palm/straw roof or similar -0.08914* -0.04628
(0.03572) (0.08125)
Dummy household with room for rent 0.0358
(0.03725)
Dummy household with wood walls -0.05554
(0.09368)
Dummy household wood/coal stove -0.10355*** -0.23951** -0.17803*** -0.61124** -0.28142%**
(0.02589) (0.08161) (0.02292) (0.19751) (0.05506)
Dummy housing with no electricity -0.67314 0.0689 -0.38417* -0.10891**
(0.38913) (0.0757) (0.17524) (0.03945)
Dummy housing with no telephone -0.22134*** -0.13318*** -0.23438*** -0.26983*** -0.19948*** -0.17905*** -0.19044 *** -0.28064***
(0.03785) (0.02912) (0.02075) (0.04135) (0.02135) (0.02539) (0.04837) (0.08092)
Dummy housing provided in exchange for services -0.07415%* -0.07281** -0.09788*** -0.04755* -0.12341*
(0.02395) (0.02215) (0.02516) (0.02301) (0.05236)
Dummy housing with exclusive room for cooking 0.18247** 0.1422% 0.36858** 0.40627***
(0.06259) (0.05986) (0.11203) (0.12162)
Dummy housing with latrine -0.95173*** -0.18963* -0.04757
(0.27272) (0.08365) (0.02945)
Dummy housing with no shower -0.20037*** -0.10793** -0.14549%** -0.01579 -0.11995*** -0.13628*
(0.04564) (0.03456) (0.02258) (0.03132) (0.02232) (0.05606)
Dummy housing with other stove -0.14827
(0.17555)
Dummy housing with toilet and septic tank 0.04789 0.03785 0.12972%*** 0.0763***
(0.0315) (0.02089) (0.02104) (0.02111)
Dummy incomplete nuclear family 0.04721 -0.01417 0.09195** 0.08409
(0.02525) (0.02866) (0.02787) (0.05071)
Dummy indigenous head of household 0.08425
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Dummy metal zinc roof

Dummy tile flooring or similar
Dummy precarious housing
Dummy rented housing

Dummy semi-precarious housing
Dummy tile flooring or similar

Elementary school attendance net rate

Head of household education * dummy head of household formal sector
Head of household education * dummy head of household public sector
Head of household education * dummy head of household house worker

Head of household education * dummy head of household public sector

Head of household education * head of household experience
Head of household experience

Head of household experience2

Head of household experience3

Head of household schooling

Head of household schooling2

High school attendance net rate in parish

Household water obtained from stream or similar

Household water obtained well

Household with room for family business

Household with toilet without septic tank, just dung up well
Ln(Income per-capita)

Percentages of houses in parish with parquet floors or similar
Rate of literacy in statistical area

Rooms per person

Square root of number of basic needs met

Square root of number of hours of work of head of household
Square root of number of people in household

Square root of number of people under 12 in household

University attendance net rate in parish

(0.09848)

-0.12113%**
(0.03102)

0.0108**
(0.00329)

0.00017
(0.00024)
0.00323
(0.00436)
0

(0)

0.01307
(0.01875)
0.00066

(0.00068)
0.15497*
(0.06223)

0.04942%**
(0.01444)

0.22059%**
(0.02652)
-0.08573%**
(0.02511)

-0.38042%**
(0.05296)
-0.08027**
(0.03088)
-0.05373
(0.07623)

-0.07327*
(0.0302)

0.41124%*
(0.15054)
-0.08006**
(0.0302)
0.13243**
(0.04624)
0.05854
(0.05148)

0.00409
(0.00289)
-0.02849**
(0.00974)
0.02311
(0.0149)
0.00078***
(0.00022)

-0.00036*
(0.00014)
o*

(0)
-0.03468*
(0.01688)
0.0012
(0.00064)
-0.05731
(0.0506)

0.17483%**
(0.02635)
0.39243
(0.24413)

0.25524%**
(0.03094)
-0.06066
(0.03152)
-0.02393**
(0.00832)
0.28734%**
(0.04401)
-0.03039
(0.02715)
0.20962**
(0.06353)

0.07646%*
(0.02409)
0.08558*
(0.0334)
0.19685***
(0.02308)

0.00498*
(0.00227)

0.00027**
(0.0001)
-0.00072
(0.00214)

0.00081***
(0.0002)
0.05553
(0.04261)
-0.13784%**
(0.03786)
-0.13309%**
(0.03445)
0.03804
(0.03129)
-0.02735

0.37477*
(0.14607)
0.21138%**
(0.01879)
-0.05829%*
(0.01799)
0.02043%**
(0.0048)
-0.33855%**
(0.03044)
-0.11979%**
(0.01808)
-0.0629
(0.03785)

0.04575
(0.03728)
0.23252%**
(0.04915)

0.00065***
(0.00012)
0.01974*
(0.00993)
-0.00093*
(0.00036)
0.000011198**
(0)

0.0004
(0.00027)
0.09346**
(0.03176)

0.03924*
(0.01996)

0.14104%**
(0.01217)
0.08402
(0.07599)

0.16251%**
(0.01775)
-0.13819%**
(0.0273)

-0.33752%**
(0.03138)
-0.11686***
(0.02152)

0.0561
(0.03515)
0.08308***
(0.02116)

0.01024%**
(0.00183)

0.00046***
(0.000074955)

0.03081%**
(0.00305)

-0.1627*
(0.07835)

-0.26581
(0.20628)
0.40517
(0.2192)
0.21087***
(0.01513)
-0.11805***
(0.02079)
-0.00328
(0.00457)
-0.2499%**
(0.03465)
-0.1102%**
(0.01927)
0.18251%**
(0.03706)

-0.12429
(0.07863)
-0.08938*
(0.04269)
-0.12763%**
(0.03208)
0.11607*
(0.04679)

-0.02533*
(0.01004)

0.0009
(0.00104)

0.00616
(0.00684)
0.00168***
(0.00043)
-0.07176*
(0.03481)
0.09818**
(0.03553)
0.18506**
(0.064)

0.14508***
(0.01589)

0.21459**
(0.07405)
0.18977%**
(0.01748)
-0.08635**
(0.02689)

-0.30488%**
(0.03308)
-0.04395*
(0.02126)
0.17734%*
(0.05998)

0.0607
(0.04587)

-0.12164*
(0.04872)

0.14214%*
(0.05326)
0.23752
(0.16138)

0.01864
(0.01284)

0.00078*
(0.00033)

0.17614
(0.10576)

0.11786***
(0.0289)

0.14312%*
(0.04331)
0.21112%**
(0.04291)
0.03463**
(0.013)
-0.34108***
(0.0697)
-0.14246**
(0.04559)
0.47892%*
(0.18259)

-0.54376%*
(0.18509)

-0.07134*
(0.03342)

0.02007***
(0.00584)

0.2489%**
(0.07349)
0.09123
(0.05648)
0.17597***
(0.03269)

0.09979**
(0.03445)
-0.1249%**
(0.03662)
0.02253
(0.01175)
-0.43351%**
(0.05541)
-0.10295*
(0.04293)
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Water provision by water truck 0.17168*** 0.20028***

(0.04711) (0.05823)
R2 0.77657 0.75135 0.69353 0.62719 0.69593 0.63059 0.8007 0.80229
N 878 1010 2566 2154 2314 3008 388 592

Source: Author’s computation using 2006 LSMS
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Table A2.2 Consumption prediction model for Small Area Estimates 2014-2010

RA UA(1) UA(2) RC(3) RC (4) uc G Q RH(5) RH(6) RH(7) RH(8) RH(9) UH(10) UH(11) UH(12)
b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.) b(s.e.)
Intercept 4.7 5.23 4.76 5.1 4.61 5.1938 6.77 6.29 5.05 4.16 493 5.2 8.19 5.52 5.25 5.06
(0.24) (0.2) (0.4) 0.2) (0.32) (0.18) (0.34) (0.64) (0.22) (0.39) (0.24) (0.44) (1.57) (0.63) (1.04) (0.35)
Access to higher education 0.42 0.44 1.25 0.2397 0.39 0.34 -0.65 0.3 -1.18 0.68 0.32
(0.13) (0.14) (0.31) (0.07) (0.15) (0.15) (0.23) (0.17) (0.41) (0.15) (0.09)
Number of rooms per person 0.22 0.15 0.24 0.15 0.1203 0.23 0.24 0.27 0.16 0.23 0.19 0.13 0.13 0.23 0.18
(0.03) (0.04) (0.04) (0.02) (0.01) (0.03) (0.03) (0.05) (0.03) (0.04) (0.04) (0.04) (0.06) (0.03) (0.02)
D. drinking water from distribution truck 0.66 -0.13 0.22 0.0447
(0.39) (0.04) (0.07) (0.02)
D. drinking water from well 0.04 0.66 -0.0395 -0.2 -0.44 0.32
(0.02) (0.28) (0.02) (0.13) (0.28) (0.13)
D. drinking water from public works 0.53 -0.51 -0.1023
(0.27) (0.2) (0.05)
D. driking water from public works connected outside building -0.1 -0.13 -0.08 -0.0713 -0.1 -0.13 -0.06 -0.06
(0.04) (0.04) (0.05) (0.01) (0.03) (0.03) (0.04) (0.02)
D. driking water from river or thelike -0.19 -0.1 -0.1087 -0.41 -0.1 -0.11
(0.09) (0.07) (0.03) (0.13) (0.05) (0.06)
D. nuclear family plus extended 0.07 -0.07 0.04 0.0258 -0.09 0.08 0.07 0.03
(0.02) (0.04) (0.02) (0.01) (0.05) (0.03) (0.03) (0.02)
D. renting loggings or anthicresis 0.2011 -0.06
(0.2) (0.03)
D. renting loggings -0.2456
(0.2)
D. dispose garbage in own land -0.11 -0.23 -0.13 -0.13 -0.12
(0.02) (0.09) (0.05) (0.06) (0.06)
D. dispose garbage by burning 0.07 0.05
(0.02) (0.04)
D. homeowener 0.07 0.0624 0.03 0.09 0.03 0.16 0.11
(0.03) (0.01) (0.02) (0.03) (0.02) (0.02) (0.01)
D. hut 0.79 0.39 -0.2434 0.81
(0.28) (0.16) (0.16) (0.38)
D. electric stove -0.38 0.17 0.27
(0.26) (0.13) (0.16)
D. wood stove -0.11 -0.22 -0.05 -0.15 -0.115 -0.13 -0.12 -0.09 -0.13 -0.2
(0.02) (0.09) (0.03) (0.06) (0.06) (0.04) (0.04) (0.04) (0.04) (0.05)
D. house with exclusive kitchen area 0.03 0.07 0.07 0.0519 0.07 0.03 0.05 0.07 0.05 0.13 0.06 0.05
(0.01) (0.01) (0.03) (0.01) (0.03) (0.02) (0.03) (0.03) (0.02) (0.06) (0.02) (0.01)
D. Cuenca 0.17
(0.03)
D. household with room for family business 0.09 0.22 0.09 -0.08 -0.05
(0.04) (0.1) (0.04) (0.03) (0.03)
D. outhouse toilet -0.06 -0.17
(0.02) (0.05)
D. toilet with septic tank 0.04 0.07 0.06 0.0283 -0.11 0.02
(0.02) (0.03) (0.03) (0.01) (0.06) (0.03)
D. head speaks Spanish and native language -0.18 -0.11 0.19 -0.24 -0.18 -0.08
(0.02) (0.05) (0.12) (0.11) (0.05) (0.04)
D. head agricutural worker 0.11 -0.11 0.2
(0.09) (0.04) (0.08)
D. head wage employee -0.09 -0.07 -0.06 -0.15
(0.03) (0.03) (0.02) (0.03)
D. head of hh employed in retail industry 0.1 0.05 0.08 0.17
(0.05) (0.03) (0.06) (0.06)
D. head of hh employed in wholesale industry -0.2 0.2 0.08 0.15 0.39 0.2
(0.13) (0.07) (0.03) (0.06) (0.16) (0.13)
D. head of hh works in construction industry -0.13 -0.0298 0.17 -0.06 0.09 -0.08
(0.09) (0.02) (0.07) (0.03) (0.03) (0.03)
D. head of hh self-employed 0.13 0.0484 0.1 0.22 0.14 0.12 -0.07 -0.05
(0.04) (0.01) (0.03) (0.09) (0.03) (0.04) (0.04) (0.03)
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o

. head of hh employed in directing role
. head employed in hotel-restaurant industry
. head access to social security
. head of hh not in labour force

. head in hh works in manufacturing industry

head of hh female

head of hh native american

. head of hh unskilled
. head of hh in service industry
. head of hh in fishing industry

. head of hh business owner and chief

head of hh domestic worker

head in formal economic sector

. head of hh single
. head of hh works in public sector

. head of hh separated/divorced

head of hh in transportation industry

. head of hh widow(er)
. head o hh over 65 years of age
. toilet is letrine

. house basic prefabricated structure

house has no shower

. house has no landline telephone

. house has no electricity connection
. nuclear family incomplete

. house adobe walls

. house with precarious walls

. house ceramic, vinyl or tile flooring
. househ with precarious floors

. house with cement or brick flooring

. house with shared bathroom

house with asbestos roof

0.17
(0.09)

0.22
(0.02)

0.1
(0.05)

017
(0.14)

0.14
(0.1)
0.18

(0.12)
0.45

(0.08)
0.13
(0.1)

(0.03)
0.14
(0.04)

0.18

(0.1)
-0.08
(0.04)

-0.09
(0.04)
-0.09
(0.05)

0.1
(0.02)

(002)

0.06
(0.03)

0.01

-0.08
(0.06)

012
(0.07)

-0.08
(0.04)

0.18
(0.07)

013
(0.05)

-0.08
(0.04)

0.2
(0.1)

017

(0.03)
-0.11

(0.05)

0.1
(0.04)

0.28
(0.06)

0.18
(0.06)

01
(0.05)

-0.29
(0.17)

0.26
(0.03)

-0.11
(0.03)

0.07
(0.02)

-0.06
(0.02)

0.19
(0.04)

0.1
(0.02)

(002)
-0.13
(0.05)

0.19
(0.05)

0.15
(0.02)
-0.06
(0.03)

0.1
(0.05)

-0.12
(0.09)

0.46
(0.12)

0.1
(0.07)

0.12
(0.05)

0.23
(0.05)

0.2
(0.11)

0.2

0.2834
(0.04)

0.1082
(0.01)
0.0596
(0.02)
-0.0415
(0.02)
-0.0392
(0.01)

-0.0606
(0.01)

0.2755
(0.02)
-0.0019
(0.04)

-0.0872
(0.02)

-0.053
(0.02)

-0.0586
(0.02)

-0.051
(0.03)

-0.0699
(0.01)
0.194
(0.01)

0.0546
(0.02)

0.18
(0.1)

0.12
(0.02)

0.1
(0.03)

0.04
(0.03)

0.18
(0.07)
013
(0.07)

0.14
(0.03)

0.14
(0.02)

0.04
(0.02)

0.13
(0.05)

031
(0.05)

(0.03)

0.08
(0.04)
0.12
(0.05)

0.14
(0.08)

0.14
(0.03)

-0.06
(0.03)

-0.17
(0.04)

-0.07

0.15
(0.08)
0.14
(0.06)

(0.07)

0.16
(0.09)

-0.12
(0.05)

0.25
(0.12)

0.26
(0.16)

0.14 0.09
(0.03)  (0.06)

0.1
(0.05)

-0.35

(0.14)

036
(0.1)

0.1 0.09
(0.04)  (0.07)
-0.09 -0.13

-0.08
(0.05)

0.1

(0.05)

0.1 -0.06

0.2
(0.1)
-0.08 0

(0.03)  (0.09)

0.14
(0.03)

0.22
(0.08)

0.1
(0.05)

0.09
(0.07)

0.13
(0.03)
0.19
(0.12)

0.07
(0.04)

0.07
(0.04)

-0.2
(0.03)

0.19
(0.09)

0.04
(0.03)

0.28
(0.07)

(0.15)

0.13
(0.06)

011
(0.05)
-0.05
(0.05)

(0.19)

-0.15
(0.04)

-0.14
(0.03)

-0.03

-0.39
(0.14)
01
(0.07)
0.15
(0.11)

0.53
(0.16)

0.12
(0.07)
-0.54
(0.18)
0.1
(0.07)

-0.14
(0.08)

0.11

0.17
(007)

0.06
(0.02)

-0.08
(0.03)
(003)

-0.03
(0.03)

031
(0.05)

0.07
(0.03)
0.08
(0.04)

(0.06)

-0.08

015
(0.05)

0.09
(0.02)

0.07
(0.04)

(0.02)

(0.1)

(0.02)
0.12
(0.04)

0.22
(0.04)

0.08
(0.02)
-0.09
(0.03)

0.04
(0.02)
-0.05
(0.03)

0.02
(0.02)

0.16
(0.02)
-0.06
(0.03)
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(0.05)
D. house with precarious roof -0.14
(0.05)
D. house with zinc roof -0.05
(0.03)
D. house with wooden roof
D. housing in exchange for service or other non conventional agreement
Schooling of head * D. head of hh domestic worker
Schooling of head * D. head of hh domestic worker_00
Schooling of head * D. head of hh domestic worker_02
Schooling of head * D. head of hh domestic worker_05
Schooling of head * D. head of hh domestic worker_08
Schooling of head * D. head of hh domestic worker_09
Schooling of head * D. head of hh domestic worker_12
Schooling of head*Work experience 0
(0)
Schooling of head*D. formal sector
Schooling of head * D. head of hh in public sector -0.01
(0)
Schooling of head of hh -0.01
(0.01)
Schooling of head *2 0
(0)
Average schooling in census sector
Years of work experience of head of hh 0

Years of work experience of head of hhA2

Years of work experience of head of hh"3

Proportion in census sector of houses with water connected to public works

Proportion in census sector of houses with water disposal connected to public works

Proportion in census sector of houses with garbage collection service

Mean number of people per rooms in census sector

Proportion in census sector of houses with electricity

Proportion in census sector of houses with concrete, bloque, brick walls

Proportion in census sector of houses with wooden, tile, vilyn flooring 0.05
(0.04)

Proportion in census sector of houses with exclusive bathroom

Proportion of members of household in workforce 0.27
(0.04)

Square-root of number of children<12 in hh

Square-root of number of people in hh -0.54
(0.02)

S o

0.13
(0.05)

(0.06)
-0.15
(0.12)

0.05
(0.03)

02
(0.1)
03

(0.07)

-0.62
(0.04)

(0.08)
-0.08
(0.12)
0.11 -0.05 011  -0.0972
(0.04)  (0.02)  (0.06) (0.01)
-0.057
(0.05)
0.7
(0.35)
-0.55
(0.38)
0 0 00001
) (0) (0)
0 0.0074
(0) (0)
0.02
(0)
0.01 0.04
(0) (0.01)
-0.15 0 0.0009
(0.07) (0) (0)
0 00213
(0.02) (0)
2001 00109
(0) (0)
0 0 -0.0003
(0) (0) (0)
0 0 0
) (0) (0)
048  -0.1048
(0.13) (0.02)
-0.0295
(0.02)
0.16 03
(0.07) (0.07)
-0.09 0.04 005  -0.0289
(0.03)  (0.02)  (0.04) (0.01)
0.66 0.3621
(0.33) (0.13)
0.07 016  -0.1268
(0.05)  (0.11) (0.02)
0.1
(0.04)
-0.19
(0.06)
0.23 0.1 0.34 0.226
(0.08)  (0.04)  (0.08) (0.03)
-0.05 013 0.0114
(0.04)  (0.02) (0.01)
-0.43 0.42 055  -0.5122

(0.05)  (0.03)  (0.05) (0.02)

0.04
(0.01)

(0)
0.03
(0.01)

S

0.12
(0.06)

-0.46
(0.03)

(0.04)

011
(0.04)

0.19
(0.11)

0.16
(0.06)

-0.42
(0.04)

0.21
(0.09)

0.17
(0.07)

-0.08
(0.02)

-0.62
(0.29)

0.19
(0.06)

-0.51
(0.03)

0.67

(0.41)
0.08
(0.03)
037
(0.36)

0 0

(0) (0)
0.01
(0)
0.01
(0)

0.04

(0.01)

0 0

(0) (0)

0.04

(0.02)

0 0

(0) (0)

0.19 0.1

(0.11)  (0.06)

0.21

(0.04)

0.07

(0.03)

0.86

(0.35)
0.04
(0.07)

0.19

(0.06)
0.1
(0.03)

-0.44 -0.5

(005)  (0.04)

(0.02)

S

-0.02
(0.02)
0

(0)

032
(0.12)
0.23
(0.06)
-0.01
(0.03)
-0.54
(0.04)

(0.06)

(0)
0.01
(0)

0.02
(0)

0
(0.04)

0.34
(0.2)

0.24
(0.06)
-0.74
(0.4)

(0.02)

-0.09
(0.05)
011
(0.08)
0.22
(0.15)

0.41
(0.26)
-0.49
(0.22)

0
(0)

(0.01)

(0)
0.17
(0.07)

0.26
(0.08)

1.53
(0.54)

-0.48
(0.1)

-0.06
(0.03)

0.1
(0.07)

-0.03
(0.01)

(0)
0.01
(0.01)

0.46
(0.32)
-0.16
(0.05)
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Square-root of number of laking basic needs in hh -0.06 0.01 -0.1 -0.08 -0.0684 -0.05 -0.07 -0.06 -0.03 -0.05 0.03 -0.07 -0.02 0

(0.02) (0.03) (0.03) (0.02) (0.01) (0.02) (0.03) (0.05) (0.02) (0.04) (0.01) (0.03) (0.05) (0.02)
Square-root of number of work hours of head of hh 0.02 0.04 0.02 0.03 0.04 0.0231 0.02 0.01 0.01 0.02 0.04 0.02 0.02
0) (0.01) (0.01) (0) (0.01) (0) (0.01) (0) (0.01) (0.01) (0.01) (0.01) (0)
Literacy rate in census sector 0.28 0.56 0.28 -0.92 -1.1 0.27 0.62
(0.17) (0.15) (0.26) (0.3) (0.57) (0.17) (0.22)
Primary school attendance rate in census sector 0.37 0.1631 0.58 0.39 -2.41 -0.97
(0.14) (0.07) (0.29) (0.24) (1.52) (0.85)
Secondary school attendance rate in census sector 0.23 -0.2 0.15 -0.21 -0.1 0.1 0.1 0.33
(0.11) (0.04) (0.07) (0.08) (0.12) (0.05) (0.06) (0.17)
Univserity attendance rate in census sector 0.59 0.14 -0.0476 -0.06 0.05 -0.2 0.14 -0.14
(0.17) (0.05) (0.03) (0.05) (0.04) (0.15) (0.09) (0.08)
N 2482 825 663 2041 655 6196 1300 1032 357 1442 534 903 1135 248 1089 2775
R2 06779  0.7548  0.7123  0.5838  0.7356 065 0.7035 0.6729 0.6058 05938  0.6302 0.6016  0.6359 0.7764 0.7159 0.7066

Source: Author’'s computation using 2014 LSMS
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Appendix 3 Point estimation and standard errors ofGini coefficients

Table A3.1 2006 Point estimation and standard errors of Gini coefficients estimations for provinces

Region Provincial code Gini coefficient Standard error Population Number of HH
Quito (county) 1701 0.422 0.005 1933579 566115
Guayaquil (county) 901 0.401 0.007 1584401 589778
Urban Coast (excluding Guayaquil) 2 0.393 0.009 8766 3465
Urban Coast (excluding Guayaquil) 3 0.391 0.010 25560 8795
Urban Coast (excluding Guayaquil) 5 0.381 0.011 18015 6524
Urban Coast (excluding Guayaquil) 6 0.367 0.009 6220 2308
Urban Coast (excluding Guayaquil) 7 0.389 0.007 327899 119633
Urban Coast (excluding Guayaquil) 8 0.428 0.008 181985 69939
Urban Coast (excluding Guayaquil) 9 0.416 0.008 560022 214528
Urban Coast (excluding Guayaquil) 11 0.385 0.012 8329 3113
Urban Coast (excluding Guayaquil) 12 0.394 0.007 309347 114847
Urban Coast (excluding Guayaquil) 13 0.403 0.007 526870 193795
Urban Coast (excluding Guayaquil) 17 0.368 0.011 4552 1465
Urban Coast (excluding Guayaquil) 20 0.370 0.009 14601 5447
Urban Coast (excluding Guayaquil) 23 0.401 0.007 200708 69863
Urban Coast (excluding Guayaquil) 24 0.403 0.010 144331 49525
Rural Coast 2 0.353 0.009 31831 8387
Rural Coast 3 0.358 0.009 19543 4969
Rural Coast 4 0.370 0.015 6056 1351
Rural Coast 5 0.335 0.008 32110 8105
Rural Coast 6 0.339 0.017 4212 1118
Rural Coast 7 0.332 0.006 141682 39381
Rural Coast 8 0.342 0.006 240296 58969
Rural Coast 9 0.314 0.006 494855 136403
Rural Coast 10 0.345 0.012 8207 1928
Rural Coast 11 0.369 0.009 55279 14722
Rural Coast 12 0.313 0.005 318389 85089
Rural Coast 13 0.330 0.006 562389 144174
Rural Coast 17 0.344 0.007 47164 11460
Rural Coast 20 0.361 0.017 5720 1714
Rural Coast 23 0.337 0.007 85842 21646
Rural Coast 24 0.328 0.007 99719 24786
Rural Coast 90 0.319 0.006 31066 7834
Urban Highlands (excluding Quito) 1 0.371 0.004 273644 95965
Urban Highlands (excluding Quito) 2 0.375 0.005 21967 8391
Urban Highlands (excluding Quito) 3 0.370 0.004 38131 12784
Urban Highlands (excluding Quito) 4 0.362 0.004 58635 19304
Urban Highlands (excluding Quito) 5 0.366 0.004 74060 24665
Urban Highlands (excluding Quito) 6 0.361 0.004 116097 41975
Urban Highlands (excluding Quito) 10 0.380 0.004 187589 62345
Urban Highlands (excluding Quito) 11 0.377 0.004 157668 53480
Urban Highlands (excluding Quito) 17 0.381 0.004 133364 42489
Urban Highlands (excluding Quito) 18 0.356 0.003 163239 55994
Rural Highlands 1 0.400 0.007 306371 87950
Rural Highlands 2 0.444 0.010 96118 26867
Rural Highlands 3 0.401 0.007 100620 30827
Rural Highlands 4 0.386 0.009 76723 22245
Rural Highlands 5 0.426 0.009 235744 62505
Rural Highlands 6 0.421 0.008 256464 77644
Rural Highlands 10 0.420 0.008 136546 36813
Rural Highlands 11 0.403 0.009 141291 42390
Rural Highlands 17 0.435 0.008 358677 99396
Rural Highlands 18 0.385 0.006 278716 81438
Rural Highlands 23 0.382 0.009 8945 2514
Urban Amazon 14 0.397 0.009 26169 8657
Urban Amazon 15 0.397 0.007 22670 7428
Urban Amazon 16 0.391 0.008 30185 10249
Urban Amazon 19 0.378 0.007 16458 5275
Urban Amazon 21 0.379 0.007 49623 17991
Urban Amazon 22 0.394 0.009 38886 13992
Rural Amazon 14 0.560 0.010 81415 24128
Rural Amazon 15 0.524 0.010 59677 14910
Rural Amazon 16 0.540 0.010 33408 9212
Rural Amazon 19 0.491 0.012 53595 15710
Rural Amazon 21 0.485 0.013 83056 24791
Rural Amazon 22 0.511 0.012 64842 17385

Source: Author’s computation using 2006 /LSMS
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Appendix 4 2006 Housing conditions index

We use the first component as our housing conditindex. The index increases as the living conaktio

improve.

Table A4.1 Component Matrix Principal Components Analysis

Component
1 2

Dummy houses with a sewage connection 784 -228
Dummy houses with public garbage collection services .765 -.081
Dummy houses with exclusive washroom 726 -211
Dummy houses with electricity 465 536
Dummy houses with viable walls 622 368
Dummy houses with viable floors .694 207
Dummy houses with a water connection .770 -.097
Dummy houses with viable roof 232 605
Dummy houses with phone connection 657 -.287
Dummy houses with overcrowding -.302 349

Source: Author’'s computation using 2006 LSMS
Table A4.2 Total Variance Explained

Initial Eigenvalues Extraction Sums of Squared Loadings

Component Total % of Variance Cumulative % Total % of Variance Cumulative %

1 3.980 39.803 39.803 3.980 39.803 39.803
2 1.149 11.489 51.293 1.149 11.489 51.293
3 .935 9.352 60.645

4 .875 8.748 69.393

5 .766 7.656 77.049

6 673 6.726 83.775

7 482 4.821 88.596

8 448 4.484 93.080

9 371 3.713 96.792

10 321 3.208 100.000

Source: Author’s computation using 2006 LSMS

Table A4.3 Results of principal component analysis of housing conditions

Sub-region Mean N Std. Deviation
Quito 0.9154 496527 .38313230
Guayaquil 0.4493 541943 70698084
Sierra Urbana sin Quito 0.7367 437262 .56331707
Sierra Rural -0.4467 585807 81424722
Costa Urbana sin Guayaquil 0.2085 632177 75130373
Costa Rural -1.0964 434422 69612512
Amazonia Urbana 0.2571 44380 .80840630
Amazonia Rural -1.0525 92347 1.05149895
Total 0.1005 3264866 96987113

Source: Author’s computation using 2006 LSMS
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Appendix 5 2006 Food consumption index

We use the second factor component of this anadgséscontrol variable in our models. This facksigns

high values to households with high consumptiocasbohydrates such as tubers.

Table A5.1 Component Matrix Principal Components Analysis

Component

1 2 3 4 5 6
Total calories consumed on average (parish) .658 -.256 252 .363 -.132 130
Carbohydrates from cereal: gr per day consumed on average in every parish 403 -.350 463 422 -.149 362
Carbohydrates from fruit: gr per day consumed on average in every parish 628 .240 -.225 -121 -.619 -.129
Carbohyd.rates from milk and derivatives: gr or ml per day consumed on average in 665 - 005 465 302 152 314
every parish
Carbohydrates from legumes: gr per day consumed on average in every parish 462 131 701 -.502 .056 -.093
Total carbohydrates: gr or ml per day consumed on average in every parish 714 -.071 412 342 -.230 263
Carbohydrates from tubers: gr per day consumed on average in every parish 124 .908 .054 189 .107 .183
Carbohydrates from vegetables: gr per day consumed on average in every parish .766 .025 -.032 297 341 -.369
Fat from meats and derivatives: gr per day consumed on average in every parish 779 -.029 -.143 .005 .061 -.003
Fat from fruit: gr per day consumed on average in every parish 746 .160 -.314 -.046 -.420 -.152
Fat from milk and derivatives: gr per day consumed on average in every parish 691 -.109 -.390 -.406 207 333
Fat from fats and oils: gr per day consumed on average in every parish 268 -.337 531 156 -.029 101
Fat from legumes: gr per day consumed on average in every parish 431 225 702 -.469 .015 -117
Fat from tubers: gr per day consumed on average in every parish .061 937 .042 223 112 .188
Fat from vegetables: gr per day consumed on average in every parish .808 .049 -117 247 312 -.342
E;c;itserln from meats and derivatives: gr per day consumed on average in every 79 024 163 030 092 - 008
Protein from fruit: gr per day consumed on average in every parish 725 .209 -.282 -.088 -.551 -.152
E;?itj:n from milk and derivatives: gr or ml per day consumed on average in every 686 135 366 a1 509 395
Protein from legumes: gr per day consumed on average in every parish 453 205 715 -.459 .065 -.088
Protein from fish and seafood: gr per day consumed on average in every parish .385 -.551 -.002 .100 147 .060
Total protein: gr per day consumed on average in every parish 915 -112 101 183 .015 135
Protein from tubers: gr per day consumed on average in every parish .042 928 .037 226 .110 184
Protein from vegetables: gr per day consumed on average in every parish .832 .001 -.091 215 .293 -.349
Source: Author’s computation using 2006 LSMS

Table A5.2 Total Variance Explained
Initial Eigenvalues Extraction Sums of Squared Loadings

Component Total % of Variance Cumulative % Total % of Variance Cumulative %
1 8.797 38.248 38.248 8.797 38.248 38.248
2 3.458 15.035 53.283 3.458 15.035 53.283
3 3.041 13.220 66.504 3.041 13.220 66.504
4 1.960 8.524 75.028 1.960 8.524 75.028
5 1.443 6.275 81.303 1.443 6.275 81.303
6 1.134 4.932 86.235 1.134 4.932 86.235

Source: Author’s computation using 2006 LSMS
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Table A5.3 Results of principal component analysis of food consumption

Sub-region Mean N Std. Deviation

Quito 0.5279 424982 .0000000
Guayaquil -1.0238 541943 .0000000
Urban highlands 0.4880 594103 1.0451720
Rural highlands 1.1804 489298 1.8296341
Urban coast -1.4320 759663 4421891
Rural coast -1.8843 306937 7794456
Urban Amazon -0.3765 56187 .6162099
Rural Amazon -0.3728 67627 7688065
Total National -0.3627 3240740 1.4087608

Source: Author’'s computation using 2006 LSMS

Table A5.4 List of food items and their food groups

Food staple
Rice

Barley rice
Oatmeal

Pasta

Cookies

Bean flower
Corn flower
Banana flower
Wheat flower
Machica

Corn y morocho
Mote

Bread

Quinua

Lamb meat
Pork

Beef

Cow entrails
Chicken
Chicken piece
Chicken entrails
Sausage

Ham

Mortadela
Wiener

Fresh fish

Tuna or sardines
Shrimp

Clam

Chicken egg
Powder milk
Liquid milk
Formula (baby milk)
Cheese

Yogurt
Vegetable oil
Pig fat
Vegetable butter
Margarine
Butter

Avocado
Banana

Lemon
Mandarin
Apple

Passion fruit
Melon

Category

Cereals

Cereals

Cereals

Cereals

Cereals

Legumes

Cereals

Fruits

Cereals

Cereals

Cereals

Cereals

Cereals

Cereals

Meats and derivatives
Meats and derivatives
Meats and derivatives
Meats and derivatives
Meats and derivatives
Meats and derivatives
Meats and derivatives
Meats and derivatives
Meats and derivatives
Meats and derivatives
Meats and derivatives
Fish and seafood

Fish and seafood

Fish and seafood

Fish and seafood

Eggs and derivatives
Milk and derivatives
Milk and derivatives
Milk and derivatives
Milk and derivatives
Milk and derivatives
Fats and oils

Fats and oils

Fats and oils

Fats and oils

Fats and oils

Fats and oils

Fruits

Fruits

Fruits

Fruits

Fruits

Fruits
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Blackberry
Orange
Naranjilla
Food staple
Papaya
Pineapple
Sweet plantain
Plantain
Watermelon
Tomate de arbol
Grape
Melloco/olluco
Potato

Beet

Yucca

Carrot

Chard

Garlic

Fresh pea
Celery
Broccoli
White onion
Red onion
Corn in grain
Cabbage
Cauliflower

Cilantro and parsley

Red beans
Brown beans
Lettuce

Pickle

Pepper
Radish
Tomato
Pepper

Dry pea

Corn on cob
Dry red beans
Dry chickpea
Dry brown bean
Lentil

Sugar

Cocoa
Chocolate
Brown sugar
Breakfast cereal
Condiments
Salt

Coffee

Water
Mineral water
Powder juice

Juice from concentrate

Soft drinks

Fruits

Fruits

Fruits
Category
Fruits
Fruits
Fruits
Fruits
Fruits
Fruits
Fruits
Tubers
Tubers
Vegetables
Tubers
Vegetables
Vegetables
Vegetables
Legumes
Vegetables
Vegetables
Vegetables
Vegetables
Cereals
Vegetables
Vegetables
Vegetables
Legumes
Legumes
Vegetables
Vegetables
Vegetables
Vegetables
Vegetables
Vegetables
Legumes
Legumes
Legumes
Legumes
Legumes
Legumes
Sugars
Sugars
Fats and oils
Sugars
Cereals
Miscellaneous
Miscellaneous
Miscellaneous
Miscellaneous
Miscellaneous
Sugars
Sugars
Sugars

Source: Author’s computation using 2006 LSMS
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Chapter 5

Concluding remarks

Childhood chronic malnutrition affects cognitiveveéopment, schooling achievements, potential fifieti
income steam, and it has been a persistent comditiiong Ecuadorian children (Grantham-McGregor, et
al., 2000; Granthan-MacGregor, et al., 2007; Walkerl., 2000; Walker, et al., 2007; Martinezakt
2009) (Larrea, 2002; Larrea & Freire, 2002; Fregeal., 1988). Currently, the Ecuadorian governmen
distributes nutritional supplements to childrenem®l (yeas of age) treating the immediate bioldgiaase

of malnutrition but with limited success. | propgae-natal maternal stress affects the post-birbhvth
trajectory of the child through the effect it has the intra-uterine environment and, consequetttiy,
epigenetic make of the child (Chapter 2). As a eqnence, a social context which enables long peobdd
chronic stress during pregnancy can have an effébe growth trajectory of the child (Chapter 4).

In Chapter 2 (An evaluation of Ecuador’s publicipplto reduce iron-deficiency anemia in children) |
evaluate the effect of iron supplements on childré6-59 months) Hb levels in Ecuador. The policy
stipulates that children up to the age of 59 moatkseligible for the treatment. Children over thige are
no longer eligible. | use the 2012 cross-sectidional health and nutritional survey (HNS) and gp(l)

a fuzzy RD model where age is the cut-off, andaf2)V model where the age cut-off is the instrument
The survey lacks data on dose compliance, thergfmeenitial randomization of assignment is effeely
being used to estimate the effect of the intertiiotneat (ITT). In this way the causal effect o gholicy is
identified. | propose the long term effects of pegal stress shocks as a possible root cause ofitrieibn.

Despite specifying various bandwidths and functidoems, | find no significant effect of the chanie
the treatment policy in any of the RD or IV moddtawever, when including heterogeneous effects by
guantile of Hb in the IV model, a negative sigrafit effect in the first quantile and a positivendigant
effect in the second quantile is found. | suspleat these two opposing effects cancel each othextoen

the average effect is measured. However, this easenith the important question of how to explhie
negative significant effect. The only explanatioraeh give is that the treatment can cause constipat
diarrhea, particularly among younger children whagennever had “sprinkles” before (Ministerio deusial
Publica, World Food Program, 2011), which can diteause a deterioration of the outcome, if theeibs

is not addressed and continues or if the treatimémtierrupted. Therefore, the effect of the trestitrpolicy

might actually reduce Hb if the children becomé sind stop receiving doses.
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Unfortunately, it is not possible to measure hajereous effect in the fuzzy RD model as this would
reduce the sample size significantly. Additionalhgcreasing the bandwidth of the fuzzy RD modehi®
point where the sample size would be acceptableldvouply not having a bandwidth which is
methodologically equivalent to using an IV modehi@ico, et al., 2014).

Despite its limitations, this study is an importaontribution to the literature on the nutritioredalth of
children. Most of the literature on the nutritiommaltcomes of children in Ecuador evaluate caststean
programs (Ponce & Bedi, 2010; Leon & Younger, 200&tnald & Hidrobo, 2011; Schady, 2012) or the
effects of the Ecuadorian 1999 financial crisisobrexclusive breastfeeding practices (Hidrobo, 2014
Carranza Baron & Mendez Sayago, 2014). Additignatiost of the studies mentioned above use the z-
score of height for age as the outcome variablés Bhthe only study, to our knowledge, to evaluate

nutritional supplement transfer program in Ecueaatat to use Hb as the outcome variable.

In Chapter 3 (Long term effects of pre-natal expeta maternal stress: Evidence from the finarmials

in Ecuador) | measure the effect of the 1999 Ectiaddinancial crisis on the z-score of height &ge in
2012. A tax on all financial transactions was dgetbon 1 Jan 1999 creating a liquidity, currencg an
inflationary crisis. Individuals born after thisatk were exposed to pre-natal maternal stressireutuse

a sharp RD model to estimate the average treatfiect by measuring the difference in outcomes betw
individuals born days before and those born dater #tie crisis. This allows us to create an appatgr
counter-factual in terms of (un)observable charéttes as the cut-off point is an exogenous uncigrdated

shock.

We find a significant deleterious effect of thisosk on the z-scores of height-for-age in 2012. The
unanticipated financial crash is understood ashjective stress shock exposing unborn childrenré p
natal maternal stress. The resulting change ifeta environment can cause alterations in theeseof
“switches” which determine whether parts of a gea@re expressed or not, such that, the healthtefiéc
an intra-uterine shock may remain latent throughlifie cycle (Almond & Currie, 2011; Gluckman, ¢t a
2005; Couzin, 2002; Rice, et al., 2010; Rice & TdraR010; Zijimans, et al., 2015; Bussiéres, et28l15;
Hobel, et al., 2008; Schetter & Tanner, 2012; @u&i Rossin-Slater, 2013) (Dancause, et al., 2011;
Hilmert, et al., 2016; Tong, et al., 2011; HarvifldDo, 2016; Leppold, et al., 2017; Lederman, et2004;
Eskenazi, et al., 2007; Maslow, et al., 2016; Waicis et al., 2013; Camacho, 2008) (Novak, et28l1,7;
Eiriksdottir, et al., 2013; Stein, et al., 1975;ekpet al., 1998; St Clair, et al., 2005; Kannistioal., 1997;
Barker, 1990; Holzman, et al., 2001; Barker & OsthotR86; Barker, 1995) (Beydoun & Saftlas, 2008;
Mansour & Rees, 2011; Camacho, 2008; Class, ef@ll; Zhu, et al., 2013; Gunnlaugsson, 2016;
Eiriksdaéttir, et al., 2015; Stanner, et al., 1997).
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Throughout Chapter 3 | provide evidence of a rolursinticipated effect. | demonstrate that relevant
observables do not determine selection into treatmeaise data-driven methods to select an apmtepri
bandwidth and polynomial order, and, | test ressksasitivity to kernel functional forms (Cattanebal.,
2018; Lee & Lemieux, 2010). Additionally, | testrfplacebo effects; examine how the density of the
running variable affects the outcome, and, sethémobservables have the same cut-off.

This Chapter (3) contributes to the literaturehiree ways: (1) | measure the effects of a finarmiais,
while the literature on the contextual variableeeting fetal development are usually limited tanfae,
natural disasters and terrorist attacks. (2) | messffects in the long term which not only helgstér
mold public policy but paints a more comprehengieture of the consequences of prenatal matenressst
(3) I provide a method that attempts to identifugal effects and provide a theoretical biologiahway

between the treatment and the outcome.

Notwithstanding, there are various challengesweat tackled with the evidence presented in thiepa
Mainly, | assume the cut-off is deterministic ircieasing stress levels while, if stress can beethby
other unobservables which are not possible to obfur, the relationship should be probabilisti@rgue
that there is always a certain percentage of methvbp suffer from prenatal maternal stress, andtkis
percentage would have otherwise been similar inrdement and control group. The only change én th
percentage would be that caused by the financisiscrSecondly, despite testing and not finding any
anticipation effects, | do find isolated signifi¢guacebo effects although they do not hold uptustness
checks. Thirdly, there is an imbalance in the sizhe samples, however, this does not seem totédfie
outcome. Finally, despite our attempts, | am un&btest whether individuals with no access torfiial

services were effectively sheltered from the crisis

This Chapter (3), in testing of the effect of pagal maternal stress, is the axis on which the oktte
thesis rotates both theoretically and empiricallje results from this chapter provide an explamatiy
the mixed effects of the treatment in Chapter 2 éaluation of Ecuador’s public policy to reduceni
deficiency anemia in children) and an empiricadisted theoretical framework for the pathway coringct

inequality to individual child health in Chaptefldequality and Malnutrition in Ecuador).

In Chapter 4 | measure the effect of inequalitystumting in children (age<5 years) by regressirg th
provincial, county and parish Gini coefficients exga both the z-score of height-for-age using |Vdeis
where the proportion of households who sufferedaught or natural disaster in the last year is the
instrument for the Gini coefficient. | present titerations of the models: (1) using the 2006 LSNES,
using the 2014 LSMS. | find the Gini coefficientstesignificant deleterious effect in 2006 butind014.

| argue inequality affects pre-natal maternal stoesising stunting later in life and | believe éfffect might
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be eroded in 2014 because the variance of thed@gfficients in 2014 might have shifted in a way in

which is it no longer having an effect. Therefdhe results are unconclusive.

Inequality can affect child growth patterns throtigé effect it might have on pre-natal maternasstr As
stated in Chapter 3 (Long term effects of pre-natalbsure to maternal stress: Evidence from trenial
crisis in Ecuador) chronic amounts of stress swicthase fostered by a relatively unequal socidtie
the potential to change the fetal environment &rdcepigenetic make of the child. However, the ¢ffieay
be found, only beyond a threshold level of “high&quality and may be eroded once inequality iscedu
below this threshold (Subramanian & Kawachi, 20@4jmond & Currie, 2011; Gluckman, et al., 2005;
Couzin, 2002; Rice, et al., 2010; Rice & Thapad @Zijlmans, et al., 2015; Bussiéres, et al., 2bidbel,
et al., 2008; Schetter & Tanner, 2012; Currie & &wesSlater, 2013) (Dancause, et al., 2011; Hilnedrt,
al., 2016; Tong, et al., 2011; Harville & Do, 201&ppold, et al., 2017; Lederman, et al., 2004 eiski,
etal., 2007; Maslow, et al., 2016; Wainstock,|e2®13; Camacho, 2008) (Novak, et al., 2017 ksibttir,

et al., 2013; Stein, et al., 1975; Hoek, et al98 %t Clair, et al., 2005; Kannisto, et al., 19Bd@rker, 1990;
Holzman, et al., 2001; Barker & Osmond, 1986; Bgrk895) (Beydoun & Saftlas, 2008; Mansour & Rees,
2011; Camacho, 2008; Class, et al., 2011; Zhd,,e2@13; Gunnlaugsson, 2016; Eiriksdottir, et 2015;
Stanner, et al., 1997).

The main limitation is the way | measure the Gingfficient over small areas. Tlsenall area estimates
model depends heavily on a degree of heterogewkitsh cannot be controlled for methodologically and
cannot be guaranteed empirically. The efforts ntaddivide the country into homogeneous regions may
abate this limitation, however, it was not posstblgenerate Gini coefficients which are not systecally

under-estimated (Tarozzi & Deaton, 2009).

Additionally, | build a consumption model on 2006usehold behavior and simulate it onto the 2010
census, as well as, a consumption model on 201<ehold behavior and simulate that onto the samé 201
census. This might be limiting as, in order to thee2006 estimated parameters (correlation coeffts)

to simulate consumption using the population chtarestics of 2010, it must be assumed there is Nitley
change in behaviours between 2006 and 2010. Thie sssumption must be made when the 2014
parameters are used to simulate consumption 02athé census. However, this cannot be true as the
resulting Gini coefficients are fundamentally diéfat. Therefore, there may be changes in household
behaviours which are not reflected in either sirtiofa Obviously, it is impossible to use the 2020isus

to simulate the 2014 data as it has not been eanstt or released yet, however, it might be intergshe
replicate the study once it does in order to oles#drg changes in the outcome and how they affectisg.
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This thesis is an original contribution to the diaf development economics and to the understanafing
the persistence of chronic malnutrition in Ecuadagrovide evidence of the link between consumption
inequality and individual health, | test the propodsepigenetic mechanism directly identifying itsisa
effect and finally use it to explain the possiblays in which the public policy to reduce malnunitiis
failing.
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