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Abstract

One of the fundamental problems of computer vision is to represent images with
compact semantically relevant embeddings. These embeddings could then be used
in a wide variety of applications, such as image retrieval, object detection, and video
search. The main objective of this thesis is to study image embeddings from two
aspects: color embeddings and deep embeddings.

In the first part of the thesis we start from hand-crafted color embeddings. We
propose a method to order the additional color names according to their com-
plementary nature with the basic eleven color names. This allows us to compute
color name representations with high discriminative power of arbitrary length. Psy-
chophysical experiments confirm that our proposed method outperforms baseline
approaches. Secondly, we learn deep color embeddings from weakly labeled data
by adding an attention strategy. The attention branch is able to correctly identify
the relevant regions for each class. The advantage of our approach is that it can
learn color names for specific domains for which no pixel-wise labels exists.

In the second part of the thesis, we focus on deep embeddings. Firstly, we ad-
dress the problem of compressing large embedding networks into small networks,
while maintaining similar performance. We propose to distillate the metrics from a
teacher network to a student network. Two new losses are introduced to model the
communication of a deep teacher network to a small student network: one based
on an absolute teacher, where the student aims to produce the same embeddings
as the teacher, and one based on a relative teacher, where the distances between
pairs of data points is communicated from the teacher to the student. In addition,
various aspects of distillation have been investigated for embeddings, including
hint and attention layers, semi-supervised learning and cross quality distillation.
Finally, another aspect of deep metric learning, namely lifelong learning, is studied.
We observed some drift occurs during training of new tasks for metric learning. A
method to estimate the semantic drift based on the drift which is experienced by
data of the current task during its training is introduced. Having this estimation,
previous tasks can be compensated for this drift, thereby improving their perfor-
mance. Furthermore, we show that embedding networks suffer significantly less
from catastrophic forgetting compared to classification networks when learning
new tasks.
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Resumen

Uno de los problemas fundamentales de la visión por computador es representar
imágenes con descripciones compactas semánticamente relevantes. Estas des-
cripciones podrían utilizarse en una amplia variedad de aplicaciones, como la
comparación de imágenes, la detección de objetos y la búsqueda de vídeos. El
objetivo principal de esta tesis es estudiar las representaciones de imágenes desde
dos aspectos: las descripciones de color y las descripciones profundas con redes
neuronales.

En la primera parte de la tesis partimos de descripciones de color modeladas
a mano. Existen nombres comunes en varias lenguas para los colores básicos,
y proponemos un método para extender los nombres de colores adicionales de
acuerdo con su naturaleza complementaria a los básicos. Esto nos permite calcular
representaciones de nombres de colores de longitud arbitraria con un alto poder
discriminatorio. Los experimentos psicofísicos confirman que el método propuesto
supera a los marcos de referencia existentes. En segundo lugar, al agregar estrategias
de atención, aprendemos descripciones de colores profundos con redes neuronales
a partir de datos con anotaciones para la imagen en vez de para cada uno de
los píxeles. La estrategia de atención logra identificar correctamente las regiones
relevantes para cada clase que queremos evaluar. La ventaja del enfoque propuesto
es que los nombres de colores a usar se pueden aprender específicamente para
dominios de los que no existen anotaciones a nivel de píxel.

En la segunda parte de la tesis, nos centramos en las descripciones profundas
con redes neuronales. En primer lugar, abordamos el problema de comprimir gran-
des redes de descriptores en redes más pequeñas, manteniendo un rendimiento
similar. Proponemos destilar las métricas de una red maestro a una red estudiante.
Se introducen dos nuevas funciones de coste para modelar la comunicación de la
red maestro a una red estudiante más pequeña: una basada en un maestro absoluto,
donde el estudiante pretende producir los mismos descriptores que el maestro, y
otra basada en un maestro relativo, donde las distancias entre pares de puntos de
datos son comunicadas del maestro al alumno. Además, se han investigado diversos
aspectos de la destilación para las representaciones, incluidas las capas de atención,
el aprendizaje semi-supervisado y la destilación de calidad cruzada.
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Finalmente, se estudia otro aspecto del aprendizaje por métrica profundo, el
aprendizaje continuado. Observamos que se produce una variación del conocimien-
to aprendido durante el entrenamiento de nuevas tareas. En esta tesis se presenta
un método para estimar la variación semántica en función de la variación que ex-
perimentan los datos de la tarea actual durante su aprendizaje. Teniendo en cuenta
esta estimación, las tareas anteriores pueden ser compensadas, mejorando así su
rendimiento. Además, mostramos que las redes de descripciones profundas sufren
significativamente menos olvidos catastróficos en comparación con las redes de
clasificación cuando aprenden nuevas tareas.

Palabras clave: visión por computador, representación del color, aprendizaje
semi-supervisado, redes neuronales, destilación de redes neuronales, aprendizaje
continuado.
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Resum

Un dels problemes fonamentals de la visió per computador és representar imatges
amb descripcions compactes semànticament rellevants. Aquestes descripcions
podrien utilitzar-se en una àmplia varietat d’aplicacions, com la comparació d’i-
matges, la detecció d’objectes i la cerca de vídeos. L’objectiu principal d’aquesta
tesi és estudiar les representacions d’imatges des de dos aspectes: les descripcions
de color i les descripcions profundes amb xarxes neuronals.

A la primera part de la tesi partim de descripcions de color modelades a mà.
Existeixen noms comuns en diverses llengües per als colors bàsics, i proposem un
mètode per estendre els noms de colors addicionals d’acord amb la seva naturalesa
complementària als bàsics. Això ens permet calcular representacions de noms
de colors de longitud arbitrària amb un alt poder discriminatori. Els experiments
psicofísics confirmen que el mètode proposat supera els marcs de referència exis-
tents. En segon lloc, en agregar estratègies d’atenció, aprenem descripcions de
colors profundes amb xarxes neuronals a partir de dades amb anotacions per a la
imatge, en comptes de per a cada un dels píxels. L’estratègia d’atenció aconsegueix
identificar correctament les regions rellevants per a cada classe que volem avaluar.
L’avantatge de l’enfocament proposat és que els noms de colors a utilitzar es poden
aprendre específicament per a dominis dels que no existeixen anotacions a nivell
de píxel.

A la segona part de la tesi, ens centrem en les descripcions profundes amb
xarxes neuronals. En primer lloc, abordem el problema de comprimir grans xarxes
de descriptors en xarxes més petites, mantenint un rendiment similar. Proposem
destil·lar les mètriques d’una xarxa mestre a una xarxa estudiant. S’introdueixen
dues noves funcions de cost per a modelar la comunicació de la xarxa mestre a
una xarxa estudiant més petita: una basada en un mestre absolut, on l’estudiant
pretén produir els mateixos descriptors que el mestre, i una altra basada en un
mestre relatiu, on les distàncies entre parells de punts de dades són comunicades
del mestre a l’alumne. A més, s’han investigat diversos aspectes de la destil·lació per
a les representacions, incloses les capes d’atenció, l’aprenentatge semi-supervisat i
la destil·lació de qualitat creuada.

Finalment, s’estudia un altre aspecte de l’aprenentatge per mètrica profund,
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l’aprenentatge continuat. Observem que es produeix una variació del coneixe-
ment après durant l’entrenament de noves tasques. En aquesta tesi es presenta
un mètode per estimar la variació semàntica en funció de la variació que experi-
menten les dades de la tasca actual durant el seu aprenentatge. Tenint en compte
aquesta estimació, les tasques anteriors poden ser compensades, millorant així el
seu rendiment. A més, mostrem que les xarxes de descripcions profundes patei-
xen significativament menys oblits catastròfics en comparació amb les xarxes de
classificació quan aprenen noves tasques.

Paraules clau: visió per computador, representació del color, aprenentatge semi-
supervisat, xarxes neuronals, destil·lació de xarxes neuronals, aprenentatge continu-
at.
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1 Introduction

For humans, vision is one of the major senses for interacting with our environ-
ment. Understanding how the brain recognizes objects is a central challenge for
understanding human vision, and for designing artificial vision systems. For a
three-year-old child, his understanding of the world is already impressive. He is
able to easily distinguish cats from dogs, hamburgers from stones, family members
from others. Regardless of the change of the pose, the variance of the illumiance,
the difference of the environment around, which produce a different pattern on
the retina, he still recognizes the object without much effort. Objects in the real
world usually do not suddenly change their identity, thus we acquire this ability to
recognize an object, despite these variations.

Color is an fundamental aspect of understanding and describing the world
around us. As such it is one of the important features for computer vision systems
to understand visual data. Humans use color names to communicate colors in
language routinely and seemingly without effort. Examples of color names are
’black’, ’turquoise’ and ’light blue’. Inspired by the usage of color names for humans,
one methodology based on color names to color description has been studied.

To understand the visual world the human visual system uses 100 billion of
neurons. In recent years deep learning has revolutionized computer vision with a
methodology called deep learning, which is motivated on the human brain; similarly
as the brain data is processed in several layers. During this process the incoming
data is analyzed from low-level features to high-level features. Learning low-level
features (like color) is not designed explicitly but now is implicitly done by training
these algorithms in an end-to-end sense.

1.1 Image embeddings

1.1.1 Definition

Machine learning problems occur when a task is defined by a series of cases or
examples rather than by predefined rules. Such problems are found in a wide variety
of application domains, ranging from engineering applications in robotics and pat-
tern recognition (speech, handwriting, face recognition), to Internet applications
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cat
dog

sofa

Embedding space

Model

Figure 1.1 – Illustration of input images projecting to the embedding space. The
similar inputs stay closer and dissimilar ones stay further in the embedding space.

(text categorization, recommendation system) and medical applications (diagno-
sis) [46]. Feature extraction is a key step in most machine learning mechanisms.
It is a process of dimensionality reduction by which an initial set of raw data is
reduced to high-level representations defined as embedding. Ideally, an embedding
is able to capture some of the semantics of the input by placing semantically similar
inputs close together despite significant visual differences such as point of view,
illumination, or image quality in the embedding space [38, 177, 187]. Fig.1.1 shows
that the input data are projected into the embedding space. The embeddings of
cat and dog are placed relatively closer than that of sofa and dog. This is consistent
with the visual similarity of the objects.

Finding a good data representation is very domain specific and related to avail-
able measurements. How the representations are organized largely conditions the
success of the machine vision tasks. One can divide embedding methods into two
groups:

1. handcrafted embeddings: Prior to deep neural networks for vision, computer
vision systems relied on handcrafted features to create a bag-of-words-based
vector representation for images and videos. One typical type is used to
describe the distributions of the attributes like shape, color, texture, etc. An-
other type is transferred descriptor such as scale invariant feature transform
(SIFT) [107], histogram of oriented gradients (HoG) [30], etc. The computa-
tion of handcrafted features, is normally a two-step process. First, the features
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of an image x are extracted by the feature extractor φ(x), then the final hand-
crafted embeddings f (φ(x)) are learned due to a classifier such as Support
Vector Machine(SVM) [28].

2. end-to-end deep embeddings: The deep learning paradigm enables the cre-
ation of complex networks for extracting the deep embeddings, where deep
layers act as a set of feature extractors which are quite generic. In other word,
deep learning is able to obtain the end-to-end deep embedings f (x) directly
from the input images x.

This thesis starts by investigating low-level embeddings and progressively shifts
towards high-level semantic embeddings. It starts with hand-crafted embeddings
for color naming, and proceeds to investigate deep color embeddings.

1.1.2 Deep image embeddings

One important class of deep networks learns feature embeddings which must
preserve semantic similarity. These distance-based networks solve the task of
Distance Metric Learning. Items deemed similar by users are supposed to be close
in the embedding space. For example, face verification [17, 81, 126] is a problem
of comparing two face images and determining whether or not they depict the
same person, despite the differences in various attributes such as age, illumination,
expression, and ethnicity. Fig.1.2 shows the example of faces in the embedding
space. Pairs or triplets of similar and dissimilar items are used to teach the network
how to organize the output embedding space. Embedding networks are essential
for many computer vision fields, including image classification [113, 174], object
recognition [45, 93], domain adaptation [44, 143].

An early success of metric learning using deep networks has been in the task of
face verification [24]. In this work the authors introduce a Siamese architecture with
a contrastive loss. Similar and dissimilar pairs of images are fed into the network,
and a low dimension feature space is learned to map samples closer or further
depending on their semantic relation (left of Fig.1.3). One limitation of this loss is
that a single collapsing point is enforced for all images of the same class, which may
be fine in certain cases (e.g. if the target is classification), but less so in others, where
we may require a more nuanced embedding space. Triplet networks were proposed
to address this limitation. They learn from triplets instead of pairs [58, 169]. An
anchor image, a positive image and a negative image were passed through the
network at the same time, and the aim of the network is to learn an embedding for
which distance between positive pairs is smaller than distance between negative
pairs (right of Fig.1.3). This allows more local modifications of the embedding space,
and does not require that all the observations of the same class collapse to the same
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Figure 1.2 – Illustration of metric learning applied to a face recognition task. The
faces of the same person stay closer than the others’. In the left image, red lines
indicate the negative pairs (the different persons) and green ones indicate the
positive pairs (the same person). This figure is copied from [5].

Triple Loss

Minimize Maxmize

Contrastive Loss

Postive Pairs Negative Pairs

Figure 1.3 – Comparison of contrastive loss and triple loss (based on the figure
from [140]).

point.

1.1.3 Applications

Embeddings have been intensively studied and gained significant interest in many
fields. From the word embeddings [12, 87, 92],speech embedding [56, 66] to image
embedding [1, 182], from low-level embedding [160, 196] to deep embedding [158,
195]. We list two most common applications for embeddings in computer vision
fields as follows:

• Image retrieval: it aims to find similar images as the given query image from
a large database of images. The candidate images are ranked according to
the similarity distance (such as Euclidean distance) between the embeddings
of test image and the query image. It can work in an unsupervised way
with no need of the label of the query. The origins of the technique have
been attributed to the early experiments conducted by Kato [69] into the
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Query image Similar images

Figure 1.4 – Example of image retrieval results.

Class 1

Class 2

Class 3

To be classified

Figure 1.5 – The illustration of K-nearest neighbour (KNN).

automatic retrieval of images by colour and shape feature [34]. In the early
stage of image retrieve, the three most common image matching features
are colour, shape and texture. As the success of deep neural networks, richer
semantic representations are learned for more accurate description of the
object. Fig. 1.4 demonstrates an example of image retrieval results with
embeddings, where a dog image is given as the query on the left, and the five
most similar dog images are shown on right.

• Image classification: classification of objects is an important area of research
and of practical applications in a variety of fields. Embeddings have played
an important role for image classification problems with different types of
discriminative classifiers, such as Support Vector Machine (SVM) [26], K-
nearest neighbour (KNN) [191], decision tree, knowledge-based classifier and
neural network. Fig. 1.5 illustrate how KNN works for image classification as
an example: The test sample is classified to the closest class depending on the
distance to the nearest k embeddings. This method significantly improves
the performance for large scale datasets for which the problem of unbalanced
data exists, fine-grained dataset where the task boundary is soft, and zero/few
shot learning where the labeled training set is limited.
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Figure 1.6 – Example image to show that color descriptor is affected by illuminance
(red circle), specularities (blue rectangle) and shadow (black triangle).

1.2 Color embeddings and Deep embeddings

In this section we zoom into the aspects of embeddings which are the focus of this
thesis: color embeddings and deep embeddings.

1.2.1 Color embeddings

In the Part I of the thesis, discriminative color embeddings are studied. Color is one
of the important characteristics of materials in the world around us. It is one of the
fundamental attributes in computer vision systems for image understanding. It has
been explored in many applications, ranging from object recognition [43] to visual
tracking [98] and object detection [73].

However, the challenge of color descriptions is that they are easily to be influ-
enced by many factors in the real world such as unknown illuminance, shadows,
specularities, image compression and unknown acquisition system. For example,
in Fig.1.6, the visual colors we see are changed from the intrinsic colors due to
different factors. Illuminance influence leads to the change of the pepper from
yellow to white (marked in red circle), specularities influence causes the surface
changing from while to light yellow and light red respectively (in blue rectangle) and
shadow influence makes the surface chang from white to black (in black triangle).

In previous works, there exist two main methodologies to address this color
description problem. One approach is by means of photometric invariants derived
from reflectance models which describes the interaction of light, material and
sensors [40, 43, 54, 65]. Given certain assumptions, these descriptors are invariant
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             (a) Red car                            (b) Beige sofa           (c) orange T-shirt
Figure 1.7 – Example of images by searching the query of ’color name + object’ in
Google Image.

with respect to scene accidental events such as shadows, illuminant changes etc [36].
Some of these assumptions might be unrealistic in computer vision applications,
such as known acquisition device, the requirement of high-quality images without
any compression [161]. The main advantage of these methods is that there is no
need of training data. The main drawback of these methods is that the certain
assumptions limit their applications. It is not applicable for most of the computer
vision systems where the data sets are collected from the Internet.

The second methodology to color description is based on color names. Color
names are linguistic words which human use to describe colors in the world. such
as terms of ’red’, ’beige’ and ’fuchsia’. Computational color names provide a map-
ping from color values to corresponding color names. Color name is found to
be more robust and discriminative compared to physics-based approaches for
a wide variety of computer vision fields, especially for image classification [163],
texture classification [74], object recognition [75], visual tracking [32] and person
re-identification [190]. The basic color name terms have been studied by Berlin
and Kay in [11]. They are defined ad the the color names which are not subsumable
under one of the other basic color terms. The number of basic color names varies
in different languages. Most computer vision works consider the elevenbasic color
terms of the English language: black, blue, brown, grey, green, orange, pink, purple,
red, white, and yellow. Fig. 1.7 shows example of an image search from Google
Image by the query of ’red car’, ’beige sofa’ and ’orange T-shirt’.

We have identified two research directions in color embeddings which we ex-
plore in this embedding.

Extend the Basic Color Name Set: One of Vincent van Gogh’s famous painting
’sunflower’ actually is the yellow flowers on a yellow background (see the left one
in Fig.1.8). He called this ‘light on light’. Due to the high similarity between the

7



Chapter 1. Introduction

Figure 1.8 – (The left)sunflower drawn by Vincent van Gogh, (the right)the pixel-
wise color name annotation by eleven basic color names. The color names are
represented by their corresponding color.

majority of foreground (dark yellow) and background (light yellow), to recognize
the object in this image using the basic eleven color names for computer vision
system is challenging. Color naming result with the eleven color names is shown in
Fig.1.8(right). The sunflowers, the wall and the table are all described in ’yellow’ due
to the coarse and limited color names. Some work on other color representations
found that extending the set to more than eleven dimensions might be benefi-
cial [77]. On one side, mapping with more color names is supposed to improve the
performance for image understanding. On the other side, extending the color name
set is to break the inclusive basic eleven names space to exclusive space. In this
exclusive space,color distribution can overlap, which has the possibility to confuse
the computer vision system. For example, the subtle difference between ’cyan’ and
’turquoise’. These resulted in the research questions: how do we order the color name
set and does image understanding benefit from a larger color name set.

Weakly Supervised Domain-Specific Color Naming: As we know, the develop-
ment of computer vision benefits from the amount of data. While labeling the
data is always a time-consuming and laborious problem in practice. Supervised
methods for color name learning are based either on labeled color patches [8, 117]
or on pixel ground-truth masks, providing the color names for all the relevant items
in the image [23, 99]. Van de Weijer et al. propose several variants of the PLSA
model to learn color names from images retrieved from Google [165] in a semi-
supervised manner, where the provided label describes the color of the principal
object in the image, but no information on each pixel is provided by the given label.
Semi-supervised learning decreases the effort significantly. Although the existing
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Figure 1.9 – Examples and corresponding masks from EBAY dataset.

semi-supervised methods [23, 99, 165, 173, 197] don’t need the pixel-wise labels
during training phase, it still requires pixel masks at the testing phase. Fig.1.9 shows
some examples and corresponding masks from EBAY dataset which is a manually
labeled small dataset. While in many applications, different sets of color names
are needed for the accurate description of objects. For example, the color names
of lipsticks, hair, jewelry and so on, eleven basic color names are inadequate to
describe them. Labeling data to learn these domain-specific color names is an ex-
pensive and laborious task. Hence, more efficient methods are required to address the
drawback of pixel-wise labeling problem for color naming for these specific domains
in computer vision applications.

1.2.2 Deep embeddings

In Part II of the thesis, we investigated the deep metric embeddings from two aspects.
Recent works have pointed out serious shortcomings of discriminatively trained
networks (attributed to the cross-entropy loss). Embedding networks were found to
be more robust to the exposure of adversarial examples, better in the detection of
out-of-distributionexamples, superior for transfer learning and obtained improved
results for incremental learning [111, 142, 188], which leads us to think that the
importance of embedding networks will further increase.

In this thesis, we identify two problems for metric learning: network distilla-
tion and lifelong learning for deep metric embeddings, which have been hardly
investigated in previous works.

Compact Networks for Metric Learning: As the development of deep learning
technology, large networks are known to provide excellent performance [140, 157].
While for many real-world applications, such as portable devices, the networks used
to compute embeddings must be highly efficient, and therefore these applications
cannot take advantage of the latest state-of-the-art deep networks. Research of
network compression and network distillation have been proposed to address this
problem. Network compression [48, 108] mainly focus on making the network
lighter by reducing the parameters. While network distillation is defined with a
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Figure 1.10 – Illustrations of network distillation for classification networks. Figure
is from [203].

teacher-student setup. Typically the small student network is guided by the large
teacher network by minimizing the cross-entropy loss between the outputs of theses
two networks for softmax-based classification task [16, 57, 96, 137], as shown in
Fig.1.10.

Bucilua et al. [16] first proposed to ′compress′ a large, complex neural network to
a smaller, faster model without significant loss in performance. The student network
tries to mimic the ensemble networks by using the predicted labels obtained from
the teacher networks training from the unlabeled data. It is further improved by
Hinton et al. [57] by minimizing the loss of the signal from the logits (just before
the softmax) to the probabilities (after the softmax), and introducing temperature
scaling to increase the influence of small probabilities. Both of the works were to
distill the function approximated by a powerful model/ensemble teacher into a
single neural network student. Ba and Caruana study to compress deep and wide
networks into shallower but even wider ones in [4]. Later Fitnet [137] introduces
the distillation not only on the final probability but also the outputs of intermediate
layers which further improving the performance on the small student networks.
Different from these one-way transfer between a predefined teacher and a student
in model distillation, Y. Zhang et al. [200] propose to use an ensemble of students to
learn collaboratively and teach each other throughout the training process. Most of
the literature works focus on classification problems. Recently, network distillation
is further leveraged to more applications such as image super-resolution [64], Depth
Estimation [132, 184], transfer learning [193] and adversary defense [125].

To our knowledge, Only two works have previously addressed knowledge distil-
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Figure 1.11 – Illustration of class-incremental learning, figure is from [135].

lation for embeddings. Chen et al. [21] study the network compression for metric
learning by learning to rank. The drawback of their method is the limited batch
size due to the product operation in the formula. PKT [129] models the interactions
between the data samples in the feature space as a probability distribution. Thus a
more simple and efficient method is needed to be investigated to improve the existing
works on learning metric from the teacher network.

Lifelong Learning for Metric Learning: Most neural networks are evaluated in a
somewhat unrealistic setting, where data of all classes are accessible all the time.
While the exposure of data in real-world is sequential, and humans learn the world
in a continual manner without forgetting of the old tasks. Artificial intelligence sys-
tem should be able to incrementally learn new classes like humans, when training
data for them becomes available. The illustration of incremental learning is shown
in Fig.1.11 from the work [135].

Lifelong learning in deep neural networks is defined to learning a sequence
of tasks in a continual fashion, which is more realistic in the real world. At each
moment, the model has only access to the data of the current task. However,
catastrophic forgetting happens when training in this sequential manner, which is
described by McCloskey and Cohen [112]. It refers to a significant drop in perfor-
mance of previous tasks due. This is caused because the parameters are optimal for
the current task, which results in a shift for the features of the previous tasks.

Lifelong learning has explored a variety of strategies to prevent the forgetting
of the previous tasks for softmax-based classification networks. It can be roughly
divided into three main categories as follows:

1. Using exemplars/synthetic data of old tasks: Keeping exemplars of the old
data is a popular way to prevent forgetting. The model saves a small subset of
the real training data from previously learned tasks to prevent the network
from forgetting previous tasks during the training of new task. These saved
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exemplars are combined with the data of the current task, and the network
parameters are jointly optimized. A distillation loss such as KL-divergence
is typically used to transfer knowledge from one network to another to pre-
vent forgetting information [18, 106, 135]. One of the drawback of saving
exemplars is caused by the data imbalance between the old and new classes,
especially for a large amount of classes. In [181], they found that the last fully
connected layer has a strong bias towards the new classes, and presented to
correct this bias with two bias parameters by a linear model. Hou et al. [61]
propose to incorporate three components, cosine normalization, less-forget
constraint, and inter-class separation, to mitigate the adverse effects of the
imbalance.

An alternative is to learn a generative model of previous tasks, and generate
synthetic samples (i.e. pseudo-rehearsal) that are combined with samples of
new task instead of using the real samples [148, 179].

2. Without using old data: These works prevent forgetting by optimizing net-
work parameters on the current task while preventing the drift of already
consolidated weights. Only data of the current task are used to train, without
having access to previous data. The first work is proposed by Learning with-
out forgetting (LwF) [96]. It adds an additional loss as a regularization term
on probabilities by retaining the knowledge gained earlier to improve per-
formance for both tasks. EWC [80] and R-EWC [101] include a regularization
term on the weights that forces parameters of the current network to remain
close to the parameters of the network trained for the previous tasks. Zenke
et al. [199] propose to compute the consolidation strength of synapses in an
online manner, and extends them with a memory to accumulate task-relevant
information. Aljundi et al. [2] accumulates the importance for each parame-
ter of the network, based on how sensitive the predicted output function is
to a change in this parameter. Dhar et al.[33] propose to use the attention
distillation loss to retain information of the previous classes when new classes
are added.

Another way to prevent catastrophic forgetting without saving any old data
is by dynamic network expansion mechanism. HAT [144] presents a task-
based hard attention mask that maintains the information from previous
tasks to reduce catastrophic forgetting. PackNet [110] and Piggyback [109]
learn task-specific masks to preserve the information from previous tasks.
Expert gate [3] learns networks which are selected based on the outcome of a
set of gated auto-encoders.

In [63, 94, 124], authors propose a dynamic network expansion mechanism
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that ensures sufficient model capacity to accommodate for continually in-
coming tasks.

As we mentioned, the previous works focus on classification networks. To our knowl-
edge, lifelong learning for metric learning has not been investigated.

1.3 Objectives and Approach

In this thesis, we aim to improve the two main types of embeddings discussed
above: color embeddings and deep embeddings. For each type of the embeddings,
we investigate two aspects of them.

1.3.1 Color embeddings

From the above discussion we arrive at the following two objectives for color em-
beddings:

Beyond Eleven Color Names for Image Understanding: Studies on other color
representations found that extending the set to more than eleven dimensions might
be beneficial [77]. Inspired by this observation, we proposed to extend the basic
color name set to learn more discriminative color descriptors. There are many
possible color names which could be added to the eleven basic color terms. Several
studies investigate the color names which are widely used [120]. The problem we
need to address is how to augment the color name set and what is the ordering for
new color terms to be included.

In Chapter 2, we propose a method which can augment the basic color terms
with additional color names according to their complementary nature with the
basic color names. Specifically, given a set of color names, we add color name which
is less represented by the color names in the set, according to the correlation matrix
between the color set combined with basic color names and selected color names
and the set of not selected color names. This procedure is iterated to produce a
ranking of color names to add to the initial basic color terms. As a result we can
compute new color name descriptors of arbitrary length.

Weakly Supervised Domain-Specific Color Naming Based on Attention: The ma-
jority of existing color naming methods focuses on the eleven basic color terms
of the English language. Because of the limitation of eleven basic color names for
specific domains, specific color name set is needed for more accurate description.
While labelingfor these domains is time-consuming. To address the drawback of
the deep learning approaches for color naming, we propose a weakly-supervised
deep learning framework based on attention.

13



Chapter 1. Introduction

In Chapter 3, a new two-branch network design for color naming based on at-
tention is proposed, which is capable of automatically discovering relevant regions
related to weak image labels, and simultaneously learn a mapping between color
values and color names. In addition, a large-scale dataset is collected by using
a Web image search engine, which contains 11 basic color naming images for 4
categories, and a dataset for domain-specific color naming which includes color
names for horses, eye colors, lip colors, and the tomato growing stages.

1.3.2 Deep embeddings

Based on the analysis of deep embeddings, we define two objectives which are
listed as follows:

Learning Metrics from Teachers: Compact Networks for Image Embedding: We
address the problem of the inability of large network to be deployed on mobile
device. Network distillation has been successfully applied to improve image clas-
sification for small networks learning from large networks, but has hardly been
explored for metric learning. We focus on network distillation techniques for the
efficient computation of feature embeddings with small networks in our thesis.
In Chapter 4, we propose to use network distillation to efficiently compute image
embeddings with small networks. To do so, we propose two new loss functions
that guide a small student network form a large teacher network: one based on
an absolute teacher, where the student aims to produce the same embeddings
as the teacher, and one based on a relative teacher, where the distances between
pairs of data points is communicated from the teacher to the student. In addition,
we investigate various aspects of distillation for embeddings, including hint and
attention layers, semi-supervised learning and cross quality distillation.

Semantic Drift Compensation for Lifelong Learning of Embeddings: The vast
majority of methods in lifelong learning have focused on softmax-based classifica-
tion networks. In contrast to previous work, we study lifelong learning in embedding
networks and not on classification networks. In addition, instead of preventing the
drift of features, we aim to estimate the drift and compensate for it.

In Chapter 5, we propose an approximation of this semantic drift based on
the drift which is experienced by data of the current task during its training. Hav-
ing an estimate of the drift we show that previous tasks can be compensated for
this drift, thereby improving their performance. In addition, we show that embed-
ding networks suffer significantly less from catastrophic forgetting compared to
classification networks even when applying simple finetuning to learn new tasks.

14



Part IColor Embeddings

How do we use color embeddings beyond basic eleven color names?





2 Beyond Eleven Color Names for Image Un-
derstanding *

2.1 Introduction

The description of color is important for many computer vision applications. The
description of color is difficult because of the many factors that influence the color
value, such as shadows, specularities, image compression, image blur, etc. One
approach to address this problem is by means of photometric invariants [41, 42, 53]
which are derived from reflectance models. These are invariant with respect to
scene accidental events such as shadows, illuminant changes etc. However, these
color descriptors are based on assumptions which are often unrealistic in computer
vision applications, such as known gamma compression, and absence of image
compression. In addition, they suffer from a drop in discriminative power [164].

Color names are linguistic labels which humans use to communicate the colors
in the world. Examples of color names are ’red’, ’olive’ and ’beige’. Computational
color names provide a mapping from color values to corresponding color names [7,
116, 165]. Because of their high discriminative power and robustness to photometric
variations they were found to be an excellent color representation. In comparison
to other color descriptors, including descriptors based on photometric invariance
theory, the color name descriptors were found to obtain superior results in many
application, especially for image classification [76], image retrieval [104], object
recognition [73], person reidentification [202], and visual tracking [32].

Berlin and Kay [10] in an influential linguistic study defined the term ’basic color
term’ as being (among other characteristics) a color name which is not subsumable
under one of the other basic color terms. They then identified eleven such terms in
English language, namely: black, blue, brown, green, gray, orange, pink, purple, red,
white, and yellow. Most work on computational color names follow this convention
and compute mappings for the eleven basic color terms [7, 165]. Studies on other
color representations found that extending the set to more than eleven dimensions
might be beneficial [77]. That resulted in the research questions which is addressed
in this chapter, how do we extend the color name set and does image understanding
benefit from a larger color name set.

There are many possible color names which could be added to the eleven basic

*This chapter is based on a publication in the Journal of Machine Vision and Applications [196].
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Chapter 2. Beyond Eleven Color Names for Image Understanding

color terms [119]. However the problem is how to augment the color name set and
what is the ordering for new color terms to be included. Inspired by [77, 119, 165],
we propose a method which can augment the basic color terms with additional color
names. Given a set of color names, we add color name which is less represented by
the color names in the set. This procedure is iterated to produce a ranking of color
names to add to the initial basic color terms. As a result we can compute new color
name descriptors of arbitrary length (limited only by the size of our color name set).
In the experiments we will evaluate color name sets of 15 and 25 and show that they
outperform the color representations based on 11 color names. In conclusion the
contributions of this chapter are:

• We collect a new dataset of images to train an extended set of color names.
The set contains a total of 39 color name categories.

• We propose a method which allows us to rank the additional color names,
and therefore construct discriminative color name descriptors of arbitrary
size. We also show that a naive extension of the color name descriptor leads
to unsatisfying mapping of colors to color names, whereas our approach to
extend the color name descriptors obtains much more acceptable mappings.

• We evaluate the new color name descriptor on visual tracking, person re-
identification and image classification and show that the performance im-
proves over the standard eleven dimensional color name descriptor. In ad-
dition, we design two psychophysical experiments which show that our ap-
proach improves agreement to human users when labeling color patches
with color names.

In the next section we will explain the database collection, and show our ap-
proach to ranking the color names. In Section 2.4 we introduce our approach to
extending the color name set beyond eleven color names. In Section 2.5 we evaluate
the color name descriptor and we conclude in Section 2.6.

2.2 Related Work

Here we briefly summarize the related work on methods for color description in
computer vision.

We distinguish between two main methodologies to the color description prob-
lem. The first methodology is based on reflection models which describe the inter-
action of light, material and sensors [41, 42, 53, 65]. From these reflection models
photometric invariant descriptions of the material color can be derived. Given
certain assumptions these descriptors can overcome the dependence of the color
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description on scene accidental events. Examples are color descriptions which
are invariant to illuminant color, shadow-shading and specularities[37, 41, 159].
The main advantage of these methods is that they do not need training data and
therefore do not require a laborious and costly labeling phase. The main drawback
of these methods is that the assumptions on which they are based (for example
white illumination, known acquisition device, etc) limit their application. Typically
they require high-quality images without compression artifacts, and are not very
effective for the medium quality images which are currently used in the many large
scale data sets which have been collected from the Internet.

The second methodology to color description is based on color names. Humans
use color names routinely and seemingly without effort. They have been primarily
studied in the fields of visual psychology, anthropology and linguistics [49]. Basic
color terms have been studied in the influential work of Berlin and Kay [10]. They
are defined as those color names in a language which are applied to diverse classes
of objects, whose meaning is not subsumable under one of the other basic color
terms, and which are used consistently and with consensus by most speakers of
the language. Basic color names were found to be shared between languages. The
number of basic terms varies from two in some indigenous languages to twelve in
for example Russian.

Computational color naming [6, 116, 166] aims to learn a mapping from pixel
values to color name labels. A clear example in computer vision where color names
are desired is within the context of image retrieval, where a user might want to
query for images with "blue sofas". The system recognizes the color name "blue",
and orders the retrieved results on "sofa" based on their resemblance to the human
usage of "blue’. Later research showed that color names actually also constitute
an excellent color descriptor. They were found to be robust to photometric varia-
tions, while having in general higher discriminative power than the photometric
invariants.

In recent years, these two approaches to color description, namely, the physics-
based and the color name methods, have been compared on a wide variety of com-
puter vision applications. In an earlier conference work, we provided an overview of
applications where color names and photometric invariants were compared [162].
Constantly, color names were found to outperform the photometric invariance
approaches by a significant margin. Color names have been extensively tested in
image classification tasks [71, 76], object recognition [73], person re-identification
[189] and action recognition [72]. The main reason for the success of color names is
the high discriminative power which they possess, while being robust to photomet-
ric variations in images. It motivates us to investigate extending the color name set,
with the aim to further improve the performance.

There have also been several attempts to divide the color space into categories
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Chapter 2. Beyond Eleven Color Names for Image Understanding

Figure 2.1 – Example images for the color ochre from the augmented color name
dataset.

using psychophysics, either by focusing on the regions of consensus [14, 155] or the
categorical boundaries [127, 128]. All these models are based on a small subset of
agreed focal colors.

2.3 The augmented color name dataset

In this section we explain the collection of the augmented color name dataset. The
English language has hundreds of color names apart from the eleven basic color
terms. To select a limited set we make use of two recent studies of color names in
the English language [118, 119]. These studies investigated which color name words
were widely used, had a shared meaning among the speaker population, be salient
and therefore identifiable in an array of colors, and can be reliably distinguished in
color space. They investigated a total of 28 candidates including beige, burgundy,
cyan, fuchsia, lavender, lilac, magenta, maroon, mauve, ochre, olive, peach, plum,
rose, salmon, tan, teal, turquoise, violet, burgundy, lilac, lime green, light green,
dark green, dark purple, light blue, mustard, olive green, pale yellow and mint green.

The choice of training data to infer the mapping from RGB values to color names
should be dictated by its application objective. In this chapter we are interested
in color name mappings which can be used for image understanding applications
which in general are uncalibrated. We therefore also resort to learning the mapping
from uncallibrated data crawled from Google similar as [165]. We collect images
from Google by using the search query ’colorname + objects’, e.g. ’mauve objects’.
An example of six images for ’ochre objects’ is provided in Fig. 2.1. The term ’objects’
has been added to diversify the query results. A direct query for only the color term
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(a) red (b) olive (c) fuchsia

Figure 2.2 – Comparisons of the top 36 retrieved Munsell patches given a color
name. We compare results of our method and the naive method to extend the color
name set. Results clearly show that the naive approach fails to retrieve all relevant
Munsell patches.

leads to color patches which do not represent colors in real-world situations. In
total we collect 250 Google image per color name.

All images are considered to be in sRGB and they are gamma corrected ac-
cordingly. Even though these images come from a wide range of cameras, the
lighting settings are unknown, and image compression is most likely applied. It has
been shown that color names learned from such images provide better results in
computer vision applications. This is caused by the fact that in computer vision ap-
plications also often the lighting is unknown, image or video compression has been
applied, etc. For a further discussion on the differences on learning color names
from calibrated and uncalibrated images we refer to [9]. To infer the color name
from this dataset we transfer the images to histograms in Lab space. Pixels are repre-
sented by assigning their Lab space values into a finite vocabulary by assigning each
value to a regular 10×20×20 grid. †.The dataset and the newly computer color name
mappings are available at https://github.com/yulu0724/ColorNamesExtension.

2.4 Ranking of Additional Color Names

In this section we outline our approach to estimating the color name distribution
from this data. We start by explaining the method from Van de Weijer et al. [165]
for color name estimation and then we propose our approach to use correlation to
rank color names.

†Because the Lab-space is perceptually uniform we discretize it into equal volume bins. Different
quantization levels per channel are chosen because of the different ranges: the intensity axis ranges
from 0 to 100, and the chromatic axes range from -100 to 100.
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2.4.1 Computation of color name mappings

The objective of computational color naming is to find p (c|w) which is the prob-
ability of a color name c, given a color value w , to which we also refer as a color
name mapping. For the computation of p (c|w) we will use the algorithm proposed
in [165]. However it requires some adaptation to be used for color name sets which
include non basic color names.

We apply probabilistic latent semantic analysis (PLSA) [59] to estimate the
probability of color values when given a color name. PLSA is a generative model,
in this case on how images are generated: the model assumes that images consist
of a number of topics (in our case color names) which generate words (in our case
RGB values). This model allows us to learn from noisy data such as the data set we
collected from Google.

We model the distribution of RGB values w in an image i to be a mixture of color
name topics c. In PLSA the conditioned distribution p (w |i ) is modeled by

p (w |i ) =
∑
c∈C

p (w |c) p (c|i ), (2.1)

where C is the set of color names. Here p (w |i ) is the collection of color histograms
of the images and is known. Both p (w |c) and p (c|i ) are unknown and need to be
estimated. This can be done by minimizing the following loss

L =∑
i

∑
w

n (i , w) log p (i , w), (2.2)

with the EM algorithm. Here the joint distribution p (i , w) = p (i ) p (w |i ) where p (i )
is considered uniform; n (i , w) is the term frequency and can be directly computed
from the training set.

Similar as [165] we introduce an additional term which enforces the color name
mappings to be unimodal in L space. It enforces the distribution p (w |c) to have a
single mode and to decrease monotonically. Enforcing this is appropriate since we
consider this to be a property of real color names. It can be obtained by adding a
regularization term to the log likelihood:

L =∑
i

∑
w

n (i , w) log p (i , w)−γ
∑

c

∑
w

(
p (c|w)−ρc (w)

)2, (2.3)

here ρc is computed from the estimated distribution p (c|w) with a grey scale recon-
struction (for more details on this procedure we refer to [165]). The second term
which is weighted according to γ enforces the estimated distribution to be close to
the unimodal distribution by penalizing their difference.

As a second change to standard PLSA, an adjustment was proposed to allow for
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2.4. Ranking of Additional Color Names

the usage of the weak label of the image (the labelling identifying the color name of
the image) [165]. This can be done by assuming that p (c|i ) is drawn from a Dirichlet
distribution of parameterαli . Here αli (c) = t ≥ 1 for c = li , andαli (c) = 1 otherwise.
Here li is the label of image i . This leads to the following equation

p (c|i ) ∝ (
αli −1

)+∑
w

n (i , w) p (c|w, i ). (2.4)

The computation of the distributions p (w |c) and p (c|i ) is done by iteratively apply-
ing an EM-like algorithm, where we iterate until convergence between

• minimize Eq. 2.3 as a function of p (w |c) with a conjugate gradient method,

• compute p (c|i ) according to Eq. 2.4.

This provides us with the color name mappings p (w |c) which we were aiming for.
We use t = 2 and γ= 200 in our experiments.

2.4.2 Extending the color names set

One of the hurdles to extending the basic color term set with other color names
is that the resulting color name set can no longer be interpreted as a probability
distribution, i.e. for C larger than eleven the

∑
c∈C

p (c|w) ≥ 1. For example there are

colors which can be described as being clearly ’violet’, ’plum’, ’purple’ at the same
time. This does not happen with the eleven basic color terms, because one of their
main characteristics is that they are not subsumable under one of the other basic
color terms. As a consequence the PLSA algorithm cannot be applied to color name
sets which are larger than eleven because it is only valid when

∑
c∈C

p (c|w) = 1. The

violation of this equality increases with the number of additional color names.
To stress the fact that we are no longer working with probabilities we write

q (c|w) to be the membership of the color name c to the color word w . We al-
low

∑
c∈C

q (c|w) ≥ 1 and enforce 0 ≤ q (c|w) ≤ 1. For example a color could have a

membership of 1 to ’green’, and 0.8 to ’lime’.
As mentioned above the violation is smallest in case we only add a single color

name to the color name set. We therefore propose the following procedure for
the estimation of q (w |c): (1) for the eleven basic color terms we use the PLSA
algorithm, and set q

(
w |c{1,...,11}

) = p
(
w |c{1,...,11}

)
, (2) for additional color names

we compute q
(
w |c{12,...,39}

)
by adding a single color name at the time to the basic

color terms and apply the PLSA algorithm. E.g. we add color name n to the basic
color name set (yielding a total of 12 color names), estimate p

(
w |c{1,...,11,n}

)
and

set q
(
w |c{n}

)= p
(
w |c{n}

)
, and repeat this procedure for all color names not in the
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Chapter 2. Beyond Eleven Color Names for Image Understanding

basic color name set. As a result of this procedure we have the q (w |c) for the 11
basic color terms and the 28 additional color names. Finally, we obtain q (c|w) by
applying the Bayes theorem:

q
(
c j |w

)= q
(
w |c j

)
11∑

i=1
q (w |ci )

, (2.5)

where we assume a uniform prior over the color names.
In Fig. 2.2 we illustrate the importance of the iterative construction of the q (c|w)

which we propose here. If we would apply a naive extension of the method proposed
in [165] the additional color names will compete with the basic color names, and
we enforce

∑
c∈C

p (c|w) = 1 to be true. As a result the borders of color names will

move around when adding additional color names. This can be considered an
undesired effect since colors which would previously considered to be ’red’ with a
high probability would suddenly be only considered ’burgundy’. In Fig. 2.2 we show
the top 36 retrieved Munsell [70] patches given three color names (we consider
a total of 329 Munsell patches). The retrieval shows the patches with the highest
probability given the color name. Similar results were obtained for the other color
names. We never observed the naive results to obtain a better selection of color
names. Whereas our iterative scheme to compute q (c|w) provides a relevant set
of color patches, the naive approach only manages to return part of the relevant
Munsell patches. As a consequence, in a retrieval application where a user looks for
’fuchsia’ shoes she would only retrieval part of the relevant shoes from the dataset
when based on the naive approach.

2.4.3 Ranking additional color names

In the previous section we have proposed to add 28 new color names to the basic
color name set. In this section, we address the question how to rank these new color
names. The ranking is of importance for the construction of compact color name
representations. For example, if we would like a 15 dimensional color descriptor
we would add the first four color names from the ranking to the eleven basic color
terms.

When adding color names we would like them to be as different as possible to the
ones which have already been selected. A color name which is significantly different
from the existing set would increase the discriminative power of the combined color
name set, and therefore improve its application to image understanding.

Consider you would like to select the best color name from a color name set C2

to add to a set of color names C1. For brevity we will use the notation B = q (w |c)
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2.4. Ranking of Additional Color Names

Figure 2.3 – (top row) The eleven basic color terms. (second and third row) proposed
order in which to add 28 additional color names to the basic color term set.

(a matrix of 4000×39) where we use bi = q (w |ci ) and hence B = [b1, ...b39]. We
write B̂ = [b̂1, ...b̂39] to indicate the L2 normalized column vectors, and B̂C to be the
matrix B which contains the columns of the indexes included in set C . Given a color
name set C1 we will add the color name j∗ from C2 according to

j∗ =argmin
j∈C2

(
max

((
B̂C1

)T
b̂ j

))
. (2.6)

This equation considers for each of the potential color names the correlation
with all the color names in set C1. It then selects the color name which has the
lowest maximum correlation and could therefore be considered the most different
from the existing ones‡. We initialize the process with C1 = {1, . . . .11} containing the
basic color terms and C2 all other color names. Next Eq. 2.6 is applied N times, at
each step increasing the color name set C1 with j∗ and removing it from C2.

In Fig. 2.3 the results are shown when applying Eq. 2.6 until all color names have
been selected. For example, as a set of 15 color names we would add ’turquoise’,’olive
green’, ’mint green’ and ’burgundy’ to the basic eleven color terms. Note that our
approach selects ’turquoise’ to be the 12th color name, which is interesting since
there are some linguistic studies which suggest that ’turquoise’ could be considered
as a twelfth basic color term [204].

To illustrate the learned mappings we apply them to the challenging synthetic
image with 11, 15 and 25 color names. The results are shown in Fig. 2.4. Here we
only show the color name with the maximum probability for each pixel. Especially
on the green-blue border and in the purple-pink-red region new color names are

‡We also experimented with selecting the color name with the lowest mean correlation but results
were inferior.
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(a) (b)

(c) (d)

Figure 2.4 – (a) the original image and the assignment based on (b) the 11 color
names mapping; (c) the 15 ranked color name mapping; and the (d) the 25 ranked
color name mapping.

introduced to allow for more precise color descriptions.

2.5 Experimental results

The eleven basic color names are popular color descriptors and have been shown to
obtain excellent results on a large variety of image understanding fields, including
image classification [76], action recognition [72], image retrieval [104], person re-
identification [202], and visual tracking [32]. In these papers, which compared
the color name descriptor against a large variety of color presentations, the color
name descriptor came out with superior results. Therefore, in these experiments
we will compare our new extended color name descriptor against the standard
color name descriptor based on the eleven basic color terms. We will evaluate the
descriptor on three relevant computer vision applications namely visual tracking,
person re-identification and image classification and we perform an additional user
preference experiment.
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Table 2.1 – Percentage of correctly classified pixels in the Ebay dataset for various
classifiers.

PLSA SVM KNN

Accuracy 72.2% 69.30% 67.66%

2.5.1 Color Naming

In a first experiment we compare the PLSA pipeline we use for color naming against
two baselines, namely SVM and k-nearest neighbors. To do so we perform the
color name experiment from [166] where the task is to classify pixels from Ebay
dataset images into the eleven basic color terms. The dataset contains a total of
440 images, consisting of ten images for the eleven color names for four different
categories (cars, shoes, dresses, and pottery). All images come with a mask image
which identifies the pixels which belong to the named object. Evaluation is only
performed for the pixels in the mask. One example of an image and its ground truth
mask is given in Fig. 3.6.

All three methods are trained on the L*a*b-histograms of Google images. For
the PLSA we use the setup as explained in Section 2.3. For SVM we use linear kernel
§ where we cross validate for optimal c value. For k-nearest neighbor we optimize
for k on the validation set and found 25 to be optimal.

The results of this experiment are provided in Table 2.1. We can see that the PLSA
algorithm obtains superior results compared to both SVM and k-nearest neighbors.
In addition we have applied the three methods to a synthetic image and results
are provided in Fig. 2.6. We can see that PLSA manages to obtain smoother edges
than k-nearest neighbor and SVM, and that SVM makes many errors for the highly
saturated colors (along the borders of the image). These are colors which are less
frequent in real images, and therefore have fewer training examples. In conclusion,
PLSA based color naming outperforms other popular classifiers for the task of color
naming and we will perform the remaining experiments based on the color names
which are computed with PLSA.

2.5.2 Image classification

For image classification we perform experiments on the Flower102 dataset [121]
which contains 8189 images of 102 different kinds of flower (see Fig. 2.7). It has been

§We found that more complex kernels such as for example intersection did not improve results.
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(a) (b)

Figure 2.5 – (a) example image from Ebay labeled with the color name ’green’ and
(b) the ground truth mask of the image identifying the pixels which are related with
the color name. The results in Table 2.1 show the percentage of pixels on the mask
which are labeled in agreement with the ground truth label.

selected because of the importance of color for flower classification and the real-
world challenges such as significant scale and illumination changes. We follow the
standard bag-of-words (BOW) [29] approach. In BOW an image is firstly represented
by a collection of local image features, and then each local feature is discretized
into a visual vocabulary from the represented cues such as color and shape. Then
images are represented as a histogram over visual words. For classification we apply
an SVM with intersection kernel.

In a first experiment we compare our proposed method for ranking color names
(see Section 2.4.3) to two baseline methods:

• RANDOM: a color name set with more than eleven color names is constructed
by choosing the eleven basic color terms and randomly adding additional
color names until the desired number is reached.

• LABCN: this method is derived from the mean LAB values of the color names.
Following the notation of Section 2.4 the mean of each color name is com-
puted according to:

µL AB
j =∑

i
L AB (wi ) p

(
wi |c j

)
, (2.7)

which is a weighted mean which is computed by multiply the LAB value of
the color value w given by L AB (wi ) with the probability of the color value
w belonging to the color name c j . The ranking is then obtained by replacing
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(a) (b)

(c) (d)

Figure 2.6 – (a) the original image and the assignment based on (b) PLSA; (c) SVM;
and the (d) k-nearest neighbors on the 11 color name mapping.

the selection of Eq. 2.6 by:

j∗ = argmax
j∈C2

di st
(
C1,µL AB

j

)
, (2.8)

where the distance between the set of color names C1 and the color name

j given by di st
(
C1,µL AB

j

)
is defined to be equal to the minimum distance

of color name j to any of the member of C1. Thus, the algorithm computes
the LAB color name centers, and starting from the eleven color names, adds
iteratively that color name which is furthers away from any of the already
selected color names.

We test the three different rankings with 15 and 25 color names on flower classi-
fication application. Results are shown in Table. 2.2. As can be seen increasing the
set of color names increases the performance, and results improve with 2.1% for
our method. A larger number of color terms can enhance the discriminative power
but also weaken the photometric invariance. We found that increasing color names
beyond 25 color terms did not further improve results.

Next we compare to the two other baselines for ranking the color names. For
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Table 2.2 – Classification accuracy on Oxford Flower102 with different methods.

Accuracy Ours LABCN RANDOM

11 37.23% 37.23% 37.23%
15 37.73% 37.58% 37.60%
25 39.34% 38.61% 38.84%

Figure 2.7 – Example images from Flower102 dataset.

eleven color names the methods are equal because they all consider the same
eleven basic color names. The results show that our method is slightly better than
the RANDOM and LABCN baselines when using 15 color names. The difference
gets larger when considering 25 color names. When considering the performance
gain with respect to eleven color names our method obtains a gain of 2.1% whereas
the baseline methods only improve by around 1.4%. The fact the LABCN does not
outperform the RANDOM method could be caused by the fact that even though it
is selecting color names which describe colors currently not well described by the
color name set, it does not take into account the frequency of these colors occurring.

In a second experiment on the Oxford Flower102 dataset we compare the color
name descriptor to the discriminative color descriptors (DD) proposed in [77].
These descriptors are not semantic, which are not linked to human color names, but
were found to obtain state-of-the-art results. They proposed two sorts of discrimina-
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Figure 2.8 – Classification accuracy on Oxford Flower102 comparing color names
with discriminative color descriptors.

tive descriptors: database specific color name descriptors which are optimized for
a specific classification problem and need to be learned from labeled training data,
and universal color name descriptors which are learned from several databases and
can then be applied without adapting them to the specific dataset. The color names
which we propose in this chapter are universal color descriptors since they do need
to be relearned for new datasets.

The results of classification are provided in Fig. 2.8. The results show that the
descriptor based on the 25 color name set outperforms the universal discriminative
descriptor with the same dimension. The dataset specific color descriptor only
slightly outperforms this results. Given that the difference is very small, for many
applications it might be preferable to apply the 25 color name descriptor which
does not require dataset specific training.

2.5.3 Color naming for tracking

Visual tracking is a challenging problem in computer vision. Recent work has shown
that color names provide superior performance when compared to other color
representations for visual tracking [32]. Their tracker is based on the CSK tracker [55]
which is a correlation filter based tracker which only considers the luminance
channel. In [32] they show that extending the tracker with color names provides
a significant performance improvement. We will apply the same tracker in our
experiments, but we will replace the eleven color name mapping with the mappings
we have derived here. Results are provided for color name representations with 15
and 25 color names, where the selection is performed with Eq. 2.6. An additional
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Figure 2.9 – Success plots for (top) various different color name mappings, and
(bottom) various compressed color name mappings.

weighting term λ was introduced to balance the luminance and color channels¶.
Since the introduction of color names in tracking [32], they have been applied in
several state-of-the-art trackers [31, 60, 95] showing that color names are among
the preferred color representations.

The experiments are performed on an Intel(R) Xeon(R) CPU E5-1620 v3 @
3.50GHz CPU with 32 GB RAM with a native Matlab implementation. In our ap-
proach, we use the same parameter values as suggested by Danelljan et al. [32] for
the ACT tracker. We also employ the same dataset, including 35 color sequences
used in the evaluation of tracking methods [180] and 6 other color sequences
namely: Kitesurf, Shirt, Surfer, Board, Stone and Panda. The sequences used in our
experiments pose challenging situations such as motion blur, illumination changes,
heavy occlusions, low resolution, fast motion, in-plane and out-of-plane rotations,
scale variation, out of view and background clutter. To validate the performance of
our approach, we follow the protocol used in [180].

In the first experiment we compare the tracker using three different color name
mappings: with the original 11 and with the two new color mappings of 15 and 25.
Fig. 2.9(top) shows the success plots. The success plot contains the overlap precision
(OP) over a range of thresholds. OP is defined as the percentage of frames where
the bounding box overlap exceeds a threshold th ∈ [0,1]. The trackers are ranked
using the area under the curve (AUC). As the channels of the color name mappings
increase, the performance of the color tracker improves. The 25 dimensional color
mapping obtains a 28% relative gain over the original CSK tracker which obtains
35% OPE score.

¶We found for optimal results were obtained with a λ= 1 for 11 color names, a λ= 0.9 for 15 color,
and a λ= 0.8 for 25 color.
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Figure 2.10 – Comparison of 3 different color name representations for trackers in
challenging situations such as illumination variation, occlusion, motion blur and
in-plane rotation. The example frames are from the Jogging, Soccer and Shaking
sequences respectively. The results of 11D, 15D, and 25D are represented by blue,
green and red boxes respectively.

Danelljan et al. [32] pointed out that the speed of the tracker decreases with the
number of channels and therefore the color name based trackers are significantly
slower. However, they proposed to dynamically map the color representation to a
lower dimensional representation (they show that 2 dimensions is enough). When
we apply the same dynamic dimensionality reduction to our trackers we obtain
the results which are presented in Fig. 2.9(bottom). The results slightly deteriorate
with respect to the full representation but the speed increases from 89 to 128 fps for
15 dimensions and from 66 to 110 fps for 25 dimensions. In Fig. 2.10, we illustrate
the results of the trackers on three sequences. Note for example, in the Jogging
sequence, occlusion appears in frame #81, and the traditional low dimensional
color name representation used in ACT [32] fails to track the woman, but the tracker
using high dimensional color names can re-detect the position of the woman after
occlusion.

Finally, we show the performance of the three trackers for several attributes as
proposed by Yi et al. [180]. The 25 dimensional color name mapping improves over
the standard 11 dimensional color mapping for all the eleven attributes. In Fig. 2.11
the results for four of them are shown. It can be seen that with increasing dimen-
sionality of the color name mapping the performance for illumination variation,
low resolution, motion blur and occlusion improves. Especially the performance
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Figure 2.11 – Success plots for several attributes, including illumination variation,
low resolution, motion blur and occlusion. The increased color name representation
outperforms the original color name representation for these attributes.

gains for low resolution (relative gain of 21%) and illumination variation (relative
gain of 12%) are noteworthy.

2.5.4 Color naming for re-identification

In several recent studies [103, 189, 202], color names have been extensively used to
encode color information for person re-identification. To validate our approach,
we perform the experiments on the challenging Market-1501 dataset [202] for the
person re-identification task. The dataset comprises of 32668 annotated bounding
boxes of 1501 identities. We follow the bag-of-words pipeline as described in [202].
A visual vocabulary is constructed using the standard K-means algorithm on the
training bounding boxes. For fair comparison, we fixed the size of visual vocabulary
to 350 words for all color descriptors. For each local color feature, a Multiple As-
signment (MA) strategy is employed to locate its nearest neighbor under Euclidean
distance. The MA parameter is fixed to 10 visual word indices. The performance is
measured by using a cumulative matching characteristic (CMC) curve which plots
the probability of correct identification compared to the candidates returned by
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Figure 2.12 – Examples for top 3 ranking with 11 and 25 color terms. Note that some
of the errors which occur when using 11 color names are resolved when using 25
color names.

the method. A rank-1 score is then computed which denotes the expectation of the
correct match.

Table 2.3 shows the performance comparison using different color descriptors
on the Market-1501 dataset. The color descriptor with 11 dimensions achieves the
mAP score of 12.02% and rank-1 score of 31.80%. The performance improves by
increasing the number of color names bins. The best results are obtained using
25 color names with a mAP score of 13.45% and rank-1 score of 34.65%. We have
also run the same experiment with the 16 dimensional color name representation
proposed in [189] for the task of person re-identification. We found the results to
be inferior to ours. In Fig. 2.12 an example of queries with 11 and 25 color names
are provided. The 11 color name representation fails to distinguish between several
color tones which are better described in the 25 dimensional representation.

2.5.5 User preference experiment

In Fig. 2.2 we illustrated the importance of our proposed method for the compu-
tation of extended color name sets when compared to the naive approach, which
directly applies PLSA to the extended color name set. We have designed two psy-
chophysical experiments to quantify the difference between our method and the
naive approach and the difference between our method and the two baselines
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Table 2.3 – Re-id performance comparison of different color descriptors on the
Mart-1501 dataset. The best results are obtained using 25 color names.1 Yangyang’s
16-d color features for re_identification with our experiment settings [189].

11 15 161 25

mAP 12.02 12.85 10.93 13.45
r = 1 31.80 33.46 30.34 34.65

Figure 2.13 – Setup for our psychophysical experiment. Color patches and color
names were presented on a calibrated CRT monitor and the observer pressed
buttons on a gamepad to decide whether the color patch was well described by the
name or not. The background was mid-grey and a reference white was provided by
a D65-colored frame.

LABCN and RANDOM. In the experiment we focus on the color names where the
two methods do not agree.

We performed the forced choice psychophysical experiment where observers
had to decide whether a given color patch was described by a given color name
(shown in writing at the top) or not. The stimuli were presented on a calibrated
CRT monitor (Sony GDM F500-R) run by a Visage Mk1 stimulus generator. The
screen boundary consisted of a 5cm wide frame that acted as reference white
(D56, 64 Cd/m2). The experimental setup was as follows: after 2 minutes of dark
adaptation, observers were presented with an image patch centered on a mid-gray
screen, and a color name written on top. Their task was to press the left or right
buttons of a gamepad to decide whether the name described the color of the patch
correctly (yes-no choice). Once observers made their choices (there were no time
constraints), the screen was refreshed, the next patch and color name appeared and
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Table 2.4 – User communication results on Munsell patches of 39 color names.

Ours Naive

Accuracy 55.5% 45.5%

Table 2.5 – User communication results on Munsell patches of 25 color names.

Ours/LABCN Ours/RANDOM

Accuracy 57.7%/42.3% 53.0%/47.0%

the trial was repeated. Setup for our psychophysical experiment is shown in Fig.
2.13. The patches were randomly selected from a list of 162 samples where there
was disagreement between the two methods. The color names were obtained from
each of the two methods tested, ours and naive method. There were 10 subjects
(university students, eight male and two female) and they all had normal color
vision tested by the Ishihara color-blindness test. We also made sure all of them
were familiarized to the same color terms before the experiment by showing them a
series of cards with images of objects (obtained from Google images) categorized
under the same color name. We did two runs of the experiment per subject. The
first run was considered "training" and was discarded. The results of the second run
are presented in table 2.4, which shows the percentage of times subjects preferred
each method’s categorization. Our method’s solution was preferred 10% more than
that of naive method.

In the second psychophysical experiment we compare the ranking which is
computed with our method against the two baselines LABCN and RANDOM. Note
that the previous psychophysical experiment was based on 39 color names, but
since in that case the order is not significant (all methods will finally pick the same 39
color names) we have performed this experiment with 25 color names. Other than
that the setup is the same as in the previous experiment. Results as summarized in
table 2.5 show that agreement with our method is around 15.4% higher than the
LABCN baseline and 6.0% higher than RANDOM baseline.

2.6 Discussion and Conclusions

Color description is an important part of image understanding. It is a difficult
problem because colors vary due to accidental events such as shadow, shading,
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specularities, viewing angle, image compression, etc. The most popular approach to
address this problem is by means of photometric invariants derived from reflectance
models. However, it was found that descriptors based on color names often ob-
tained better results for computer vision applications. Color names are therefore
applied in many applications such as image classification, object detection, action
recognition, texture recognition, object tracking, and person re-identification.

Traditionally color name mappings are restricted to the eleven basic color name
terms. In this chapter, we proposed a method to compute the color name map-
pings for large color name sets. For this purpose we collected a new data set of 28
additional color names. We have shown that a naive extension of the color name
descriptor leads to unsatisfying mapping of colors to color names. To solve this
problem we propose an iterative scheme to extend the color name descriptor. In ad-
dition, we propose a method to rank the additional color names. Using the ranking
we can compute color name representations of arbitrary length. In our experiments
we evaluate the impact of increasing the number of color names to visual tracking,
person re-identification, and image classification. In all cases adding color names
was found to improve the results significantly. In addition, two psychophysical
experiments show that our approach has a larger agreement to human users of
labeling patches with color names.

The recent advances of Deep Learning have influenced computer vision re-
search greatly. Driven by the availability of large datasets and improved hardware
(GPU computation) these algorithms can jointly learn feature representations and
classifiers [84, 88]. They have been shown to be successful on many computer vision
application [145] and outperform hand crafted features. They have also been shown
to effectively learn attributes of objects, including color, and texture attributes
[105, 141, 172]. However, due to the absence of large color name datasets color
naming with deep networks has been limited to the eleven basic color names [173].
The dataset proposed in this chapter could be used to train networks for larger
color name sets. In that case the discussion on the difficulties of extending the
color name set beyond the basic color terms (see Section 2.4.3) should be taken into
account when designing the loss function of the network. A simple softmax loss
would enforce the probabilities over the color names to sum to one, and would most
probably demonstrate some of the shortcomings we have shown in this chapter
that ’naive’ approaches have.
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3 Weakly Supervised Domain-Specific Color
Naming Based on Attention*

3.1 Introduction

Color is a basic characteristic of visual objects in the world. As one of the important
features of visual data, colors are crucial in understanding the world, and they can
be used to distinguish one object from another in our daily life. Humans use color
names to refer to a specific color and to communicate color information with other
humans. Examples of color names are ’blue’, ’crimson’ and ’amber’. Computational
color naming aims to identify color names in images; this is usually done by learning
a mapping between color values and color names. Computational color naming
is important for applications in human computer interaction, including online
shopping, fashion analysis, image retrieval and person re-identification [23, 100]
and Chapter 2.

For the purpose of this chapter, we divide computational color naming models
in methods which are trained in a supervised or semi-supervised manner. Su-
pervised methods are based either on labeled color patches [9, 117] or on pixel
ground-truth masks, providing the color names for all the relevant items in the
image [23, 100]. The work of Van de Weijer et al. [165] proposed a method to learn
color names from images retrieved from Google in a semi-supervised manner. We
refer with semi-supervised to the fact that the provided label describes the color
of the principal object in the image, but no information on the exact pixels which
are described by the label is given. An advantage of semi-supervised methods is
that they reduce the label effort significantly. However, the existing unsupervised
methods [23, 100, 165, 173, 197] still require pixel masks at the testing phase. The
methods are therefore semi-supervised at training, but supervised at test time.

The vast majority of the existing color naming approaches use the eleven basic
color terms [117, 165, 197] which were defined in the seminal study of Berlin and
Kay [50]. Even though these color names are widely used, many applications apply
different domain-specific color names. In Fig. 3.1 several examples of color names
within various applications are provided: a ’champagne’ colored horse, ’almond’
colored hair and ’coral red’ lips. Because different application domains use different

*This chapter is based on a publication in the international Conference of Pattern Recognition (ICPR
2018) [194].
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(a) (b) (c)

Figure 3.1 – Example images of domain-specific color names: (a) ’champagne’
colored horse, (b) ’almond’ colored hair and (c) ’coral red’ lips.

sets of color names, the laborious labeling process would need to be performed
repeatedly. Therefore, in this chapter we aim for a method which can learn from
weakly labeled data, and which does not require any supervision at testing time.
Learning from weakly labeled data has been studied before for image classification
[115, 183], image segmentation [67, 131], saliency detection [170], object detection
[13, 20], and object recognition [35, 82, 122, 175].

To address the drawback of the deep learning approaches for color naming, we
propose a weakly-supervised deep learning framework based on attention. The
main contribution of this chapter is a new two-branch network design for color
naming based on attention, which is capable of automatically discovering relevant
regions related to weak image labels, and simultaneously learn a mapping between
color values and color names. In addition, we collect a large-scale dataset using a
Web image search engine, which contains 11 basic color naming images for 4 cate-
gories, and a dataset for domain-specific color naming which includes color names
for horses, eyes colors, lips colors, and the tomato growing stages. Experiments
show that our attention network correctly identifies the relevant image regions, and
at the same time learns a mapping from image values to color names.

3.2 Attention Modulation for Color Naming

The aim of this chapter is to predict the color name that best describes the principal
object in the image. The method is to be trained from weakly-labeled data, which
means a color name label is provided for the image, but that no segmentation mask
or bounding box is provided to identify the principal object. We assume that images
contain a single principal object which can be described by a single color name.

To train from the weakly-supervised data the method has to perform two tasks:
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Figure 3.2 – Overview of our proposed framework for weakly supervised color name
prediction. Our model is capable of automatically discovering correct regions of
interest for image-wise color label predicting and simultaneously providing an
end-to-end mapping between color values and color names.

identify the principal object in the scene and predict the color name which best
describes its color. In the design of the network, which is provided in Fig.4.1,
we have two parallel branches, one for each task. The first branch is a shallow
convolutional neural network which aims to predict a pixelwise color name map.
The second branch computes an attention map which identifies the regions which
contain the relevant color name information. The two branches are combined with
a modulation part which combines the automatically learned attention map with
each channel of the predicted color naming map.

3.2.1 Color Naming Network (CN-CNN)

The color naming network takes a color image I ∈RH×W ×3 as an input and produces
an estimate of the color name distribution Y ∈ RH×W ×C where C is the number
of color names. The structure of the CN-CNN is illustrated in Fig. 3.3 (see also
top row of Table 3.1). Specifically, first it passes through several convolutional and
pooling layers after which we apply deconvolution to arrive back at the original
image size. Then the features after one convolutional layer from the original input
are concatenated to the part after the deconvolution layer with a skip layer [146].
One soft-max layer is then added to normalize the distribution of all dimensions.

Before training the CN-CNN in an end-to-end fashion, we initialize the network
by using the weak-labels of the images. We train the CN-CNN by minimizing a
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Figure 3.3 – The structure of the color naming network (CN-CNN).

Table 3.1 – Details of our network

CN-CNN

Type Conv+BN+Relu Maxpool Deconv+BN+Relu Conv+BN+Relu Concat Conv Softmax
Filters 72 72 72 11

Stride or Upsample 1*1 3*3 / 2 3*3 / 2 1*1 1*1
Output 227*227 113*113 227*227 227*227 227*227

VA-CNN

Type FCN-8S (1-31) FC+Relu FC+Relu Deconv Modulation FCN-8S (36-43) Conv+Relu Modulation Avepool Softmax
Filters 512 512 1 1

Stride or Upsample 7*7 1*1 8*8 / 4 3*3 Global
Output 8*8 8*8 8*8 227*227 1*1

weighted cross entropy loss:

L =∑
i

∑
y

∑
x

mi
(
x, y

)
logYi

(
x, y, li

)
, (3.1)

where the summations are over the spatial coordinates x and y and image indexes
i , and li is the ground truth label of image i and mi is a mask. Since not all the
pixels in the image are correctly described by the weak-label of the image, we use a
mask which is computed with a standard saliency algorithm [51] that has a value
of one for the salient part of the image and zero otherwise. This mask provides a
very rough estimate of the important parts of the image, but we found this to be
sufficient to provide an initialization of the network. Note that this loss is not used
when training end-to-end with the whole two-branch network.

3.2.2 Visual Attention Network (VA-CNN)

Direct training on images with only the weak-labels is expected to lead to unsatis-
factory performance. To further improve the visual attention network (VA-CNN),
which should identify the relevant parts of the principal object in the image. To
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obtain this, we propose to use an attention network branch (in purple in Fig. 4.1).
This branch has a color image as input and aims to compute an attention map
A ∈RH×W ×1 as output. The architecture of the attention network is based on the
popular fully convolutional semantic segmentation network FCN-8s[146] followed
by one ReLu layer (see for details Table 3.1). The final output of the network provides
the importance of each pixel for the task of color naming.

One drawback of FCN is that it cannot learn the spatial prior. However, the
principal salient object in the image is most likely in the center of the image [68].
We therefore add a spatial prior layer into the visual attention network. This layer
exists of a single pixel input with value equal to one, followed by a deconvolution
layer which outputs the spatial prior. This spatial prior is then used to modulate
the downsampled features of the FCN network, in the same way as the modulation
layer which is explained in the following section. By backpropagating, the weights
of this deconvolutional layer learns the spatial prior of the dataset.

Attention model have been applied in various network architectures. They are
used to attend to the relevant region in the image related to text in captioning [186]
or visual question answer networks [185]. Also they have been studied in various
computer vision tasks, including image recognition [175], and saliency detection
[85].

3.2.3 Modulation Layer

In this weakly supervised learning system, neither the ground-truth color names
of each pixel nor the ground-truth of the confidence map is provided for directly
training the CN-CNN or VA-CNN. We therefore propose an indirect method to
jointly train both branches with only weak-labels. For this purpose the pixel wise
color name predictions Y and the visual attention map A with a modulation layer
to output the final color name prediction for the image Z ∈ RC . The modulation
layer does a channel wise multiplication of the feature maps of Y with the attention
map A according to

Ŷk
(
x, y, li

)= A
(
x, y

)
Yk

(
x, y, li

)
, (3.2)

where Yk denotes the k-th channel with k = {1, · · ·,C }; A is the attention map; Score
aggregation is then performed on Ŷ using average pooling to predict image-level
score ŷ for the k-th category.

The back propagation for the modulation layer is as follows:

∂(Ŷ )

∂(Yk )
= A, (3.3)
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Figure 3.4 – Examples of four categories (’car’,’dress’,’pottery’ and ’shoes’) in eleven
basic color are shown.

∂(Ŷ )

∂(A)
=

C∑
k=1

Yk . (3.4)

3.2.4 Network Training

Both CN-CNN and VA-CNN can be trained by minimizing the cross entropy loss
L

(
l , ŷ

)
, where l is the ground truth label. We found that it was difficult to train the

network jointly, and therefore propose an alternating training scheme. Specifically,
after the CN-CNN is trained, we fix this part and fine-tuning the VA-CNN to learn
attention map. After several epochs we stop training the VA-CNN branch and freeze
it, and change to train the CN-CNN part again, and we repeat this process till the
loss converges.

3.3 Color Naming Data Collection

For the purpose of this chapter we collect two datasets: one of domain-specific
color names, and one class-specific basic color term dataset. Both datasets are
weakly-labeled. Domain-specific color name dataset: we collect several domain-

specific datasets from Google search engine by using the query of ’color name
+ object’: 5 colors of eyes, 7 colors of lips, 9 colors of horses and tomatoes in 6
growing stages. Then, we manually removed the noisy images. Each class has 40
images for training, 10 for validation and 20 for testing. In total, 50 images for
each class of each group for domain-specific color naming learning. The dataset
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Figure 3.5 – Examples from domain-specific datasets. One example for each domain-
specific color name is shown.

is available at https://github.com/yulu0724/AttentionColorName. Examples are
shown in Fig. 3.5.

Class-specific basic color term dataset: Since existing methods report on the
eleven based color terms we also collect a class-specific dataset for these color
names. We collected 2200 images from Google Image on-line by using the query of
’color name’+’object’. We choose the 11 basic color names as the indicated in [11],
the difference is that four specific categories ’car’,’dress’,’pottery’ and ’shoes’ are
selected as our ’object’ class (the same categories as the EBAY color name dataset in
Section 3.4.2) to decrease the probability of false positives, and adapt to our method.
Hence for red, the query is ’red+car’, ’red+dress’, ’red+pottery’ and ’red+shoes’. Then,
we manually removed the noisy images. We retrieve 50 images for each color and
object, so 200 images in total for each color name. Four special categories examples
for the 11 color names are given in Fig.4.5.

3.4 Experiments

3.4.1 Implementation Details

We implemented our method with Matconvnet framework. The CN-CNN part is
first pre-trained using the saliency method [51] to get a rough mask of the principal
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Table 3.2 – Comparison of state-of-the-art methods, testing on the EBAY dataset,
training with class-agnostic dataset and new class-specific dataset. We indicate
with test type which methods are supervised (S) or unsupervised (U).

dataset
pixel_wise image_wise

Method test type car dress shoes pottery overall car dress shoes pottery overall

class-agnostic dataset

PLSA S 56.00 80.00 77.00 70.00 70.60 74.00 85.00 94.00 82.00 83.40
SS_net S - - - - 74.00 73.18 91.82 91.18 83.36 84.89
Ours S 51.38 80.27 77.64 71.03 71.83 71.32 86.36 88.18 80.91 81.82
Ours U - - - - - 63.64 79.07 81.82 74.55 74.77

class-specific dataset

PLSA S 54.52 82.75 75.37 71.98 71.15 69.09 93.64 89.09 87.27 84.77
Classification U - - - - - 66.36 78.18 70.91 72.73 72.05

Ours S 57.88 85.35 78.32 75.54 74.27 73.64 94.55 94.55 86.36 87.27
Ours U - - - - - 72.72 94.54 84.55 87.27 86.59

Human - - - - - - - - - - 88.98

(a) (b)

Figure 3.6 – (a) Example image from EBAY labeled with the color name ’green’ and
(b) the ground truth mask of the image identifying the pixels which are related with
the color name.

object as explained in Section 3.2.1. Next we perform alternating training of the two
branches using the weakly labeled data. The newly added layers in our network
are initialized with Xavier method. All the training images are resized to 227×227
in our experiments for both of the CN-CNN and VA-CNN. Both of the models are
optimized using Stochastic Gradient Descent (SGD) method with a batch size of 32
and 6 respectively, and a momentum of 0.9. The learning rate is set to 0.01 initially
and divided by 10 after 20 epochs.

3.4.2 Color Naming from Weakly Labeled Data

Most existing methods on color naming are trained with the eleven basic color
terms. We start with an ablation study to evaluate our method, and next compare it
to other methods.

We compare results on the EBAY dataset which contains a total of 440 images,
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Table 3.3 – Comparison of our model learned using different components on the
EBAY dataset. We abbreviate attention, centric information and alternating learning
as AM, C, AL.

Accuracy
Ours 55.45

Ours+AM 84.09
Ours+AM+C 84.77

Ours+AM+C+AL 86.59

Table 3.4 – Color naming results on Eye, Lip, Horses and Tomato dataset respectively
comparing to using classification network (pre-trained AlexNet).

Dataset Ours Classification
Eye blue brown gray green hazel overall overall

Accuracy 65.00 85.00 65.00 70.00 10.00 59.00 49.00
Lip classic_red sheer_peach coral_red mandarin nude plum wine overall overall

Accuracy 65.00 40.00 55.00 70.00 60.00 35.00 65.00 55.72 45.00
Horse black dark_brown bright_reddish dark_gray champagne chestnut dun white brown overall overall

Accuracy 80.00 45.00 15.00 85.00 80.00 70.00 30.00 90.00 45.00 60.00 58.89
Tomato green breakers tuning pink light red red overall overall

Accuracy 55.00 25.00 60.00 35.00 65.00 80.00 53.33 50.83

consisting of ten images for the eleven color names for four different categories
(cars, shoes, dresses, and pottery). All images come with a mask image which
identifies the pixels which belong to the named object. This Evaluation is only
performed for the pixels in the mask, see example in Fig. 3.6.

Ablation Study: We perform an ablative study to analyze the contribution of the
critical components of our proposed model. The results are on our class-specific
dataset and summarized in Table 3.3. They show a drop of about 2% without
applying alternating learning, 2.5% drop without further adding centric information,
and a significant drop when removing all of these, which demonstrates the relevance
of the components we propose.

Comparison with the State-of-the-art: In Table 3.2 we compare our results testing
on the EBAY dataset with previous related work: PLSA [165], SS_net [173] with
different training data. All methods train from weakly labeled data, however it is
important to stress that only our method can be applied unsupervised at test time,
while the other methods need a mask of the object (this is indicated with U and
S in Table 3.2). We provide results for pixel-wise accuracy which is defined as the
percentage of correctly classified pixels, and image-wise accuracy which is defined
as the percentage of images which is correctly labeled. For the pixel-wise accuracy
we only use the CN-CNN network.

When comparing the methods based on the class-agnostic data set, we see that
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Figure 3.7 – Examples of Attention map from Eye, Lip, Horse and Tomato datasets.

our method struggles to learn a good attention model. This is to be expected since
there are many possible objects in both the train and test dataset. However, when
we use the class-specific dataset with similar objects as in the EBAY dataset (cars,
shoes, dresses, and pottery) results improve significantly. Our pixel-wise accuracy
improves with 3% over PLSA. On the image-wise evaluation we obtain even 86.59%
which is higher than any of the other methods which require a mask at test time.
Our results of 87.27% are obtained when we use the ground-truth segmentation
mask as our attention map; note that all other methods (indicated with S) also
use this mask at test time. As a comparison we also provide results with an image
classification network; we use a pre-trained AlexNet and finetune on the training
dataset. The results are more than 10% lower than our method.

Finally, we compare our testing results with human evaluation on EBAY. Hu-
mans are asked to choose the main color label for the object in each image; eight
candidates without color blindness are asked to give one color label for each of 110
randomly chosen images from the EBAY dataset. We compute testing accuracy com-
paring to the ground truth of EBAY dataset and report the average accuracy (88.98%)
as the human evaluation baseline. This shows that our results have narrowed the
gap with humans from 4% to around 2%.

3.4.3 Domain-Specific Color Naming

The main objective of this chapter is to provide a method which can be applied
to new sets of domain-specific color names with only weakly labeled data. Here
we evaluate our method on the four groups from our domain-specific dataset. We
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compare to the previously discussed classification network; the other methods
cannot be applied in this setting.

Table 3.4 gives the results of color naming for the Eye, Lip and Horse color and
Tomato growing stage. Our method outperforms the classification network on all
groups. The attention network manages to identify the relevant objects as can be
seen from the attention maps of some testing images in Fig. 3.7, where highlighted
yellow regions indicate high-interest parts, and blue means low-interest parts. The
smaller gains on the Horse and Tomato groups can be explained by the fact that the
main object occupies most of the image and in that case the classification network
also manages to extract the relevant color name.

3.5 Conclusions

In this chapter we have proposed a new network for the learning of domain-specific
color names from weakly labeled data. This two-branch network learns, in an
end-to-end fashion, a color name probability map for each pixel and an attention
map. When joined, these maps result in a color name prediction for the image.
Our method is the first color name method which does not require hand-labeled
masks at testing time. Results show that the attention maps correctly identify the
relevant image regions and that the network successfully learns domain-specific
color names. In addition, we show that the pixel-wise and image-wise predictions
of the network obtain state-of-the-art results on the EBAY dataset.
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Part IIDeep Embeddings

How do we transfer knowledge for embedding networks?





4 Learning Metrics from Teachers: Compact
Networks for Image Embedding*

4.1 Introduction

Deep neural networks obtain impressive performance for many computer vision
applications, some of which have subsequently been turned into products for the
general population. However, the applicability of these techniques is often limited
by their high computational cost. To reduce network traffic and server costs, as well
as for scalability, it is desirable to place as much of the computation as possible on
the end-user side of the application. However, this is often a mobile device with
limited computing power and battery life, and thus cannot compute large networks
in real-time. This creates a strong demand for methods that transfer the knowledge
from large networks to smaller ones, but without a significant drop in performance.

One important class of deep networks learns feature embeddings. To be success-
ful, feature embeddings must preserve semantic similarity, i.e. items deemed similar
by users must be close in the embedding space, despite significant visual differences
such as point of view, illumination, or image quality. To bridge this gap between the
semantic and visual domains, pairs or triplets of related and unrelated items are
used to teach the network how to organize the output embedding space [24, 58, 169].
Embeddings were found efficient on the tasks of out-of-distribution detection [111]
and transfer learning [142]. Furthermore, embedding networks are essential for
computer vision, as evidenced by the large variety of tasks in which they are used,
including feature-based object retrieval [45], face recognition [140], feature match-
ing [25], domain adaptation [143], weakly supervised learning [171], ranking [169],
or zero-shot learning [154].

Large networks are known to provide excellent feature embeddings [134, 140],
but are often impractical for real-life applications, as mentioned before. To obtain
efficient neural networks, research has focused on two main research directions:
network compression and network distillation. Network compression reduces
the number of parameters in the network [47, 90], while network distillation uses
a teacher-student setup in which a, typically large, teacher network is used to
guide a small student network [16, 57]. This is done by using a loss function that

*This chapter is based on a publication in the International Conference of Computer Vision and
Pattern Recognition (CVPR 2019) [195].
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minimizes cross-entropy between the outputs of the student and teacher network
for classification. The main idea underlying network distillation is that uncertainty
in the estimates of the teacher network, e.g. about whether an image contains
a cat and dog, provides relevant information for the student. There are several
differences between network compression and knowledge distillation. First of
all, the underlying assumption of network compression is that the knowledge of
the network is in the weights, whereas knowledge distillation assumes that the
knowledge of the network is in the activations which arise from particular data. A
second important difference is that compression algorithms typically end up with a
similar network architecture than the initial large network but with less parameters
(i.e. same number of layers, and layer types). In contrast, network distillation puts
no restrictions on the student network design. Therefore, we focus on network
distillation techniques for the efficient computation of feature embeddings with
small networks.

In this chapter, we use network distillation to obtain efficient networks to learn
feature embeddings. We propose two different ways of teaching metrics to students:
one based on an absolute teacher, where the student aims to produce the same
embeddings as the teacher, and one based on a relative teacher, where the teacher
communicates only the distances between pairs of data points to the student. Using
the CUB-200-2011 (birds), Cars-196 and Stanford Online Products datasets, we show
that network distillation can significantly improve retrieval performance compared
to directly training the student network on the data. We also found that the relative
teacher consistently outperforms the absolute teacher. We evaluate various aspects
of knowledge distillation, namely the usage of hint and attention layers, and the
possibility to train from unlabelled data. We also show that a teacher with access
to high-quality images can be used to improve embeddings learned with a student
network with access to low-quality images.

4.2 Related work

There is a large number of works on metric learning, see for example the survey [86].
Here we focus on metric learning using deep networks.

Metric Learning Initially metric learning with deep networks was based on Siamese
architecture with contrastive loss [24]. Later Triplet networks were proposed which
allow more local modifications of the embedding space, and do not require that all
the observations of the same class collapse to the same point [58, 169]. The progress
of Siamese and Triplet networks has been hampered because of the pair (or triplet)
sampling problem which arises from the huge potential space from which pairs can
be sampled. For instance, in a dataset with N samples, N 2 pairs could be possibly
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sampled, and it is therefore unfeasible to consider all of them. Therefore, hard
negative mining was proposed to focus only on the pairs which induced the highest
loss [149], with the expectation that the network would learn the most from them.
Unfortunately, this led to severe overfitting in many cases, and semi-hard negative
mining was introduced as a solution [140]. However, both hard and semi-hard
negative mining have a high computational cost, which led several authors to limit
the hard negative mining process to the current mini-batch [102, 152, 154, 171].

Network Distillation Bucila et al. [16] compress a large network into a small one.
Their method aims to approximate a large teacher network with a single fast and
compact student network. This was further improved by Hinton et al. [57] by mov-
ing the teacher signal from the logits (just before the softmax) to the probabilities
(after the softmax), and introducing temperature scaling to increase the influence
of small probabilities. With these improvements, they achieved some surprising
results on MNIST, and also showed that the acoustic model of a heavily used com-
mercial system could be significantly improved by distilling the joint knowledge of
an ensemble of models into a single one. FitNet [138] introduced hint layers with
additional losses on intermediate layers of the network to communicate knowledge
of the teacher to the student. They show that this helps to train deep and thin
networks, which cannot be trained from scratch without teacher supervision. In ad-
dition, these students can outperform the teacher network while using less memory.
Zhang et al. [201] show that a group of students, without a teacher, which are jointly
trained with similar losses as between teacher and student, can outperform stan-
dard ensemble learning. Network distillation can also be used to compress multiple
teachers into a single student network [39]. Most literature on network distilla-
tion focuses on image classification, but recently several works have investigated
applying the theory to object detection [19] and pedestrian detection [147].

Only two works have previously addressed knowledge distillation for embed-
dings. Chen et al. [22] bring the ’learning to rank’ technique into deep metric
learning for knowledge transfer. It is formalized as a rank matching problem be-
tween teacher and student networks. Their list-wise loss can easily overflow due to
the product operation when computing the probability of the permutation, which
severely limits the batch size that can be used. PKT [129] applies a different ap-
proach where they model the interactions between the data samples in the feature
space as a probability distribution. In our experiments we show that our proposed
relative teacher outperforms the DarkRank and PKT significantly.
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Figure 4.1 – Graphical illustration of the two knowledge distillation losses we pro-
pose for metric learning. Labs

K D aims to minimize the distance between the student

and teacher embedding of the same image. Lr el
K D compares the distance in the

embedding of the teacher between two images, with the distance of the same two
images in the student embedding. It aims to make the two distances as similar as
possible.

4.3 Preliminaries

In this chapter, we will apply network distillation to metric learning networks. This
section will briefly introduce both.

4.3.1 Metric Learning

A fundamental step in most computer vision applications is transforming the initial
representation of the images (i.e. pixels) into another one with more desirable
properties. This process is often denoted as feature extraction, and projects the
images to a high-level representation that captures the semantic characteristics
relevant to the task. How images are organized in this high-level representation
is crucial to the success of many applications. For example, image retrieval, k-
NN or Nearest Class Mean classifiers are directly based on the distances between
these high-level image representations. Metric learning addresses this problem and
intends to map the input feature representations to an embedding space where
the L2 distance correlates with the desired notion of similarity. In this work we will
focus on deep, or end-to-end, metric learning, where the whole feature extraction
network is trained jointly to generate the best possible representation.

Siamese networks map data to an output space where distance represents the
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Figure 4.2 – Illustration of difference between absolute and relative teacher. (left)
Example of four data points in the embedding space of teacher. We consider two
samples from two classes (indicated by square and star). (middle and right) show
the absolute and relative loss for two student embeddings S1 and S2 (the teacher
location of the points is given in dashed lines). The (right) embedding is preferable
since it is exactly equal to the teacher (except for a translation). This is only appre-
ciated by the relative teacher, whereas the absolute teacher assigns equal loss to
both.

semantic dissimilarity between the images [15, 24]. Triplet networks were proposed
by Hoffer et al. [58] based on the work of Wang et al. [169]. In contrast to Siamese
networks, they use triplets formed by an anchor (xa), a positive instance (xp ) and a
negative instance (xn), as input. The anchor and the positive instances correspond
to the same category, while the negative instance is from a different one. The
objective is to guarantee that the negative instance is further away from the anchor
than the positive (plus a margin m). The Triplet loss is given by:

LT = max(0,d+−d−+m), (4.1)

where d+ and d− are the distances between the anchor and the positive and negative
instances respectively. The Triplet network imposes only local constraints on the
output embedding, which can simplify convergence when compared to the Siamese
network, reportedly harder to train. In the experiments we will show results of
network distillation for embeddings learned with triplet losses.

4.3.2 Network Distillation

Network distillation [57, 138] aims to transfer the knowledge of a large teacher
network T to a small student network S. The objective for network distillation for
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classification networks is defined as:

LK D = H(ytr ue ,P S
τ=1)+λH(P T

τ ,P S
τ ), (4.2)

where λ is used to balance the importance of two cross-entropy losses H : the first
one corresponds to the traditional loss between the predictions of the student net-
work and the ground-truth labels ytr ue , and the second one between the annealed
probability outputs of the student and teacher networks. This loss encourages the
student to make similar predictions as the teacher network. The information of
the teacher P T

τ could be more valuable than the ground truth ytr ue for the student
network, because it also contains information of which classes could possibly be
confused with the true label for a particular image. More precisely, P T

τ and P S
τ are:

P T
τ = softmax(

aT

τ
), P S

τ = softmax(
aS

τ
), (4.3)

where aS and aT are the (pre-softmax) activations of the student and teacher net-
works respectively, and temperature τ is a relaxation which is introduced to soften
the signal arising from the output of the networks. It was found that for complex
classification tasks τ= 1 obtained good results [19]. P S

τ=1 is equal to the output of
the standard student network without any temperature scaling.

4.4 Distillation for Metric Learning

Wide and deep networks with large amounts of parameters are known to obtain
excellent results [150], however they are very time consuming and memory demand-
ing. Network distillation is proven to be one of the solutions to handle this problem
in the classification field [57]. In this section we extend the theory of knowledge
distillation to networks that aims to project images into an embedding space. In
addition we will discuss the incorporation of hint and attention transfer between
student and teacher.

4.4.1 Knowledge distillation for embedding networks

Traditional network distillation has focused on networks which perform classifi-
cation, and are trained with a cross-entropy loss [57, 138]. During training the
output class distribution produced by the student is enforced to be close to that of
the teacher. This is shown to obtain much better results than directly training the
student on the available data; the main reason for this performance difference is
that confusions between classes of the teacher reveal relevant information to the
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student, thereby providing a richer training signal than ground truth labels would
provide [57].

Here we extend the technique of knowledge distillation to networks that are used
to project input data into an embedding (from now on called embedding networks).
These embeddings are then typically used to perform distance computation. For
example, to provide a ranked list of similar data (ordered according to the distance).
For knowledge distillation it is important to consider what is the knowledge that is
contained in the embedding network. One could consider the actual embedding
(meaning the coordinates of the embedding) to be the knowledge of the network.
Another point of view would be to consider the distances which are computed
based on the embedding network to be the actual knowledge, since this is actually
the main purpose of the embedding network. We will consider both these points of
view and design two different teachers: one teacher, called absolute teacher which
teaches the exact coordinates to the student and one teacher, called relative teacher
which only teaches the distance between data pairs to the student.

In the first approach, the absolute teacher, we directly minimize the distance
between the student (F S ) and teacher (F T ) embeddings. This is done by minimizing:

Labs
K D = ∥∥F S (xi )−F T (xi )

∥∥ , (4.4)

where ‖.‖ refers to the Frobenius norm.
As a second approach, we consider the relative teacher, which enforces the

student network to learn any embedding as long as it results in similar distances
between the data points. This is done by minimizing the following loss:

Lr el
K D = ∣∣d S −d T ∣∣ , (4.5)

where d S and d T are, respectively, the distances between the student and teacher
embeddings of images xi and x j :

d S = ∥∥F S (xi )−F S
(
x j

)∥∥ ,
d T = ∥∥F T (xi )−F T

(
x j

)∥∥ .
(4.6)

The minimization loss in Eq. 4.5 is equal to the loss used in the classical problem of
multidimensional scaling (MDS) [27]. There the dissimilarities between points is
known and the goal is to find coordinates for the points in some (low-dimensional)
space where the dissimilarities between the points is equal to their dissimilarity.

A graphical illustration which shows the relevant distances that are used by the
absolute and relative teacher is provided in Fig. 4.1. The teacher networks are frozen
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Figure 4.3 – Schematics of teacher-student hint/attention transfer.

during training of the student network. The absolute teacher minimizes the distance
between the student and teacher embedding for each training sample. In case of
the relative teacher, one should consider pairs of data points, since during training
the student network is optimized to obtain similar distances between instances of
data points.

As reported by several other authors [57, 201], we train the student network by
simultaneously considering the standard metric learning loss LML (see Eq. 5.3) and
the loss LT

K D imposed by the teacher, according to:

L = LML +λLT
K D , (4.7)

where T ∈ {abs,r el } and λ is a trade-off parameter between the different losses,
which is learned by cross validation.

In Fig. 4.2 an illustration of the two distillation losses is given for two different
student embeddings, indicated by S1 and S2. The embedding S2 is preferable
because it is equal to the teacher embedding except for a translation which does
not influence the ranking of data points. The S1 embedding actually changes the
relation between samples, and would not obtain similar results as the teacher
network. However, if we consider the absolute loss for these two scenarios we see
it assigns equal loss to both embeddings. The relative loss does correctly assign
a lower (zero) loss to the S2 embedding. By focusing on the relevant parameter
(namely the distance), we expected that relative teachers are able to better guide
the student to a similar embedding than the student network.

4.4.2 Learning from hints and attention

In this section we consider two techniques that have shown to improve results for
distillation of classification networks. The techniques we consider are: the intro-
duction of hint layers [138] and the usage of attention [198]. Both were proposed
to improve the learning of student networks. We are interested to know if these
techniques also generalize to knowledge distillation for embedding networks.
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Romero et al. [138] propose to improve knowledge distillation by introducing
an additional loss on intermediate representations learned by the teacher (called
hints). The loss which incorporates the hint layers is given by:

Lhi nt =
∥∥F S

hi nt (xi )−F T
hi nt (xi )

∥∥ , (4.8)

where F T
hi nt ∈ Rw×h×d where w , h and d are dimensions of the activation map of

the hint layer.
In this work [138], they first train the network until the hint loss, and then train

the whole network only based on the distillation loss. In contrast, we propose to
learn with both losses simultaneously, as was also done in [19, 147]. Combining
the knowledge distillation loss of either the absolute or relative teacher we would
obtain as a final objective function:

L = LML +λLT
K D +µLhi nt , (4.9)

where T ∈ {abs,r el } and µ is used to balance the relative weight of the hint loss.
Zagoruyko and Komodakis [198] improve the performance of student networks

by forcing them to mimic intermediate attention maps of a powerful teacher net-
work. Attention maps convey what spatial locations in the image are considered
relevant to the teacher network for its interpretation. Communicating this informa-
tion can therefore guide the student network in learning the task at hand.

They propose to compute activation-based spatial attention according to:

AT
sum(xi ) =

C k∑
l=1

∣∣F T
kl (xi )

∣∣2
, (4.10)

where F T
kl (xi ) ∈ Rw×h refers to the l-th map of the activation of the k-th layer for

image i . Here C k denotes the number of feature maps in the k-th layer of the teacher
net. We use |.| to refer to the pixel-wise absolute value, as a results AT

sum(xi ) ∈ Rw×h .
A similar equation is used to compute AS

sum(xi ) from the student activation maps
F S . The attention loss is then defined as:

L AT =
∥∥∥∥∥ AT

sum(xi )∥∥AT
sum(xi )

∥∥
2

− AS
sum(xi )∥∥AS

sum(xi )
∥∥

2

∥∥∥∥∥ . (4.11)

This enforces the student to assign its attention to the same locations which were
deemed important by the teacher.

The full objective function for the attention based metric learning network
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Table 4.1 – Retrieval Performance on the CUB-200-2011 and Cars-196 dataset.
’ML’:metric learning loss, ’hint’:hint loss; ’AT’: attention loss; KD (abs): absolute
teacher loss; KD (rel):relative teacher loss.

CUB-200-2011 Cars-196
Recall@K 1 2 4 8 16 1 2 4 8 16

Student (ResNet-18) 51.7 63.7 74.2 83.7 90.9 46.7 59.5 71.6 82.3 90.6
PKT [129] 53.1 64.2 75.4 84.6 91.6 46.9 59.9 72.1 82.8 90.8

DarkRank [22] 56.2 67.8 77.2 85.0 91.5 74.3 83.6 90.0 94.2 96.9
ML+KD (abs) 54.9 66.5 76.5 85.0 91.3 70.6 80.7 88.0 93.2 96.0
ML+KD (rel) 58.0 69.0 79.4 87.8 93.6 76.6 85.4 91.2 95.0 97.3

ML+KD (abs)+hint 55.0 66.5 76.6 84.9 91.1 71.3 81.2 88.1 92.7 95.9
ML+KD (rel)+hint 57.4 68.8 79.1 87.4 93.1 76.4 85.5 91.3 95.1 97.2
ML+KD (abs)+AT 55.0 66.3 76.9 85.3 91.8 71.1 81.3 88.3 93.1 96.0
ML+KD (rel)+AT 58.1 69.2 79.6 85.3 91.3 76.4 85.7 91.7 95.0 97.2

Teacher (ResNet-101) 58.9 70.4 80.7 88.2 93.5 74.8 83.6 89.9 93.8 96.5

becomes:

L = LML +λLT
K D +κL AT , (4.12)

where κ defines the relative weight of the attention loss.
In Fig. 4.3 we show how the hint and attention layers are incorporated between

a ResNet-101 teacher and a ResNet-18 student network. Both hint and attention
losses are applied on multiple layers†. Results for this scheme will be presented in
the experimental section.

4.5 Experimental Results

We show results on several benchmark datasets. Our method is implemented
with the PyTorch framework [130]. We will release a GitHub page with code upon
acceptation.

4.5.1 Retrieval on Fine-grained Datasets

Datasets: We evaluate our framework for the task of image retrieval on three fine-
grained datasets:

• CUB-200-2011: this dataset was introduced in [167]. It has 200 classes with

†For the student we take the output of each block, and compare it to the last but one layer for each
block of the teacher. The dimensionality of these layers is the same.
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Table 4.2 – Comparison on Stanford Online Products dataset.

Stanford Online Products
Recall@K 1 10 100 1000

Student (ResNet-18) 61.7 78.6 90.2 96.8
ML+KD (abs) 68.0 82.7 92.1 97.4
ML+KD (rel) 67.7 83.0 92.0 97.2

Teacher (ResNet-101) 69.5 84.4 93.1 97.9

11,788 images in total.

• Cars-196: this dataset contains 16,185 images of 196 cars classes and was
introduced in [83].

• Stanford Online Products: this dataset introduced in [154] contains 120,053
images of 22,634 products collected from eBay.com.

Example images of CUB-200-2011 and Cars-196 are shown in Fig. 4.5. We follow
the evaluation protocol proposed in [154]. By excluding some classes from the
training of the embedding, we can evaluate at testing time how good the embedding
generalizes to unseen classes. Therefore, the first half of classes are used for training
and the remaining half for testing. For instance, on CUB-200-2011 dataset, 100
classes (5,864 images) are for training and the remaining 100 classes (5,924 images)
are for testing. We divide the training set into 80% as training and 20% as validation.

Experimental Details: For these experiments, we use a ResNet-101 as the teacher
network and a ResNet-18 as the student network (see also Fig. 4.3). The comparison
of the number of parameters of these two networks is shown in Table 4.4. After the
average pooling layer, a linear 512-dimensional embedding layer is added and the
triplet loss is used for training both teacher and student networks. The Adam [79]
optimizer is used with a learning rate of 1e−5, and a mini-batch of 32 images. We
apply hard negative mining [149] on triplet loss. For preprocessing, we follow the
previous work [123], we resize all images to 256×256, and crop 224×224 patches
randomly. Horizontal flip is used for data augmentation. We fine-tune both student
and teacher networks from pre-trained ImageNet models with the same prepro-
cessing. During test time, we only use the 224×224 pixel center crop to predict the
final feature representation used for retrieval. The optimal parameters are selected
according to the performance on the validation set for all of the experiments. We
use the whole training set to retrain with optimal parameters for a fixed number of
epochs.

For evaluation, we use the Recall@K metric [154]: each image in the test set

63



Chapter 4. Learning Metrics from Teachers: Compact Networks for Image Embedding

is projected using the trained network, and if one of the K closest images in the
embedding space has the same label, it is considered as a positive result. The final
score is the fraction of positive results obtained on all the test images. Furthermore,
the reported results in all tables are the average over three repeated experiments.

Baselines: We start by considering the results of the student and teacher network
in Table 4.1 and Table 4.2. Not surprisingly, the teacher network is able to leverage
the additional capacity to learn better embeddings. On the CUB-200-2011 dataset,
we obtain a R@1 accuracy of 58.9% for the teacher and 51.7% for the student. This is
consistent for the other evaluated recall levels, although the gap narrows with higher
K . This shrinking performance gap is mirrored in the Car-196 dataset, with the
teacher net attaining a 28.1% better R@1, and a 5.9% better R@16. On the Stanford
Online Products dataset, the gap between the teacher and student network is 7.8%.

We also compare our method with the DarkRank method [22] and PKT [129]‡.
The experiments show that the relative teacher network significantly outperforms
DarkRank and PKT , obtaining 1.8% and 4.9% more on CUB-200-2011 and 2.3% and
29.7% on Cars-196.

Absolute and Relative Loss: Next we incorporate the additional knowledge distilla-
tion losses to the student metric learning objective (indicated by ML+KD). Table 4.1
shows that results improve for every dataset and recall level, regardless of the loss
used. The performance improvement at Recall@1 is 3.2% and 6.3% respectively for
the absolute and relative teacher on CUB-200-2011. On Cars-196 we see a similar
behavior, again the relative teacher is outperforming the absolute teacher. The
student trained with the relative teacher has an stunning performance gain of al-
most 30.0%. It is interesting to note that the relative teacher even outperforms the
teacher by 1.8% while having less parameters. On Stanford Online Product dataset,
both absolute and relative teacher obtain similar results, and outperform the direct
training of the student network with 6.0%. In conclusion, the proposed distillation
methods consistently manage to improve the performance of student network,
especially those trained with the relative teacher.

Hint and attention losses: Here we investigate if hint [138] and attention [198]
layers are beneficial for knowledge distillation of embedding networks (see also
Section 4.4.2). We combine them with our proposed absolute and relative losses
according to Eq. 4.9 and Eq. 4.12. The results are summarized in Table 4.1. We found
that adding a hint layer was not stable. This is probably because the hint layer is
similar as the absolute teacher forcing the network to learn the exact same embed-
ding as the teacher, and therefore only helps when combined with the absolute
teacher. Adding attention layers in general provided a small gain but the gain was

‡For these results we used the code made available by the authors.
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Figure 4.4 – R@1 as a function of λ on CUB-200-2011 dataset.

not as large as reported for classification networks [198].

Sensitivity toλ As shown in Figure 4.4, we compare R@1 performance as a function
of different λ values on the validation set of CUB-200-2011 for both absolute and
relative teachers. It is noteworthy that the relative teacher has a stable performance
on a large range of the trade-off parameter λ, while the absolute teacher only works
in a very narrow range. It suggests that in practice the selection of the λ parameter
is not that essential for the relative teacher.

4.5.2 Semi-Supervised Learning

One of the interesting properties of network distillation is that it allows for the
usage of unlabeled data. This was observed by [201] and we apply this idea here to
distillation for embedding networks. The knowledge distillation losses of Eqs. 4.4
and 4.5 do not require any labels. Knowing the estimation of the teacher network
for unlabeled data can help the student network to better approximate the teacher
network. In addition, the existing problems of pair sampling can be avoided in
semi-supervised learning for the student network because for the unlabeled images
we do not apply the triplet loss as it requires labels. In the experiments we evaluate
the benefit of adding unlabeled data to the student network for embedding learning
on the CUB-200-2011 dataset.

We randomly select half of the training images per class as labeled data, and
consider the rest as unlabeled data. Thus, here we have two teacher-student learn-
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Table 4.3 – Semi-supervised results on CUB-200-2011.

Recall@K 1 2 4

50% labeled
Student (ResNet-18) 51.0 63.0 74.0

ML+KD (abs) 51.7 63.2 73.9
ML+KD (rel) 56.0 66.7 77.6

Teacher (ResNet-101) 58.1 70.0 80.1
50% labeled (ML+KD (abs))/KD (abs) 53.9 65.2 75.8

+50% unlabeled (ML+KD (rel))/KD (rel) 57.2 68.0 78.2

50% unlabeled
only KD (abs) 49.8 60.8 71.0
only KD (rel) 55.5 67.0 77.4
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Figure 4.5 – Example images from two fine-grained datasets CUB-200-2011 and
Cars-196 used in our experiments. The top row shows examples of high-quality
images and the bottom row shows examples of the corresponding low-quality
images.

ing mechanisms, one is used on the labeled training set with both the ground truth
annotations and information transferred from the teacher, and the other one is
applied to the unlabeled training set with only information from the teacher by
means of a distillation loss. The results of this experiment can be seen in Table 4.3.
The first row (50% labeled) shows our approach using only the remaining labeled
data, with similar performance as in the previous experiments: the performance
obtained by the relative teacher is closer to teacher network and better than the
absolute teacher. In the second row we add the remaining 50% of unlabeled data.
This leads to improved Recall@K with both losses, but especially for the relative
teacher.

Finally, in the third row, we consider the case where we have access to a trained
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Table 4.4 – Parameter Comparison of Different Networks .

Network ResNet-101 ResNet-18 MobileNet-0.25
Parameters ∼48.1 M ∼11.3 M ∼0.3 M

Table 4.5 – Performance on CUB-200-2011 with MobileNet-0.25.

Recall@K 1 2 4 8 16
Student (MobileNet-0.25 ) 27.5 35.8 46.0 58.5 70.6

ML+KD (rel) 44.6 56.0 66.4 77.3 86.1
Teacher (ResNet-101) 58.9 70.4 80.7 88.2 93.5

teacher network, but no labelled data at all, to train the student network. Here
we would like to highlight the results of the relative teacher, since it manages to
increase performance by 4.5% compared to the student network trained with 50%
of labeled training data.

4.5.3 Very Small Student Networks

MobileNets [62] are efficient but light-weight networks that can be easily matched to
the design requirements for mobile and embedded vision applications. To show the
potential of our method on very small networks, we propose to use the MobileNet-
0.25 (0.25 is the width multiplier) network as our student network and use ResNet-
101 as the teacher network. The number of parameters per network is given in
Table 4.4. We can see that the number of parameters of MobileNet-0.25 is almost 40
times smaller than that of the previous student network (ResNet-18) and 160 times
smaller than that of the teacher network (ResNet-101).

Table 4.5 shows retrieval performance results on CUB-200-2011 with MobileNet-
0.25 as the student network. We can observe that the Recall@K for K = 1,2 of
the teacher network is almost 2 times higher than the student network. After our
relative teacher is applied, the performance gain is 17.1% at Recall@1 and 15.5% at
Recall@16 higher compared to the original student model.

4.5.4 Cross Quality Distillation

As an additional experiment we do the distillation of embeddings to transfer knowl-
edge between different domains. This was originally proposed in a classification
setting by Su et al. [156] who, in order to improve the recognition on low-quality
data, use distillation with a teacher trained with high-quality data. The student then
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Table 4.6 – Cross quality results on the CUB-200-2011 and Cars-196 datasets with
low resolution and unlocalized object degradations.

Low Resolution Unlocalized
Recall@K 1 2 4 1 2 4

CUB-200-2011

Student (ResNet-18) 44.4 54.7 65.3 43.6 54.5 66.9
ML+KD (abs) 45.7 56.8 68.3 43.0 54.5 66.1
ML+KD (rel) 46.2 57.4 68.6 45.9 57.9 69.3

Teacher (ResNet-18) 53.7 65.2 74.7 54.8 67.2 78.7

Cars-196

Student (ResNet-18) 37.5 50.0 62.6 54.0 67.3 78.2
ML+KD (abs) 58.6 70.7 80.7 57.7 70.4 80.6
ML+KD (rel) 58.9 71.0 81.1 61.9 74.4 84.2

Teacher (ResNet-18) 71.0 81.2 88.7 67.8 79.1 87.9

is trained with the low-quality data and the guidance from the teacher which has
access to the high-quality data. Here we will apply cross quality distillation with the
proposed losses for metric learning. Since in this experiment the objective is not
to reduce the number of parameters but to bridge a domain gap, we use the same
architecture (ResNet-18) for the teacher and the student. To train the embeddings
we use triplet loss and, as in the previous experiments, we train the students with
two teachers: relative and absolute.

We consider two cross quality distillation experiments on CUB-200-2011 and
Cars-196. The first experiment considers low and high-resolution images. To get the
low-resolution images, we downsample them to 50 x 50 and then upsample them
again to 224 x 224 (see examples in Fig. 4.5).

The second experiment considers unlocalized signal degradation, where the
input images are cropped according to the given bounding boxes for the teachers,
but not cropped for the students. The results can be seen in Table 4.6.

It can be seen that incorporating the additional knowledge distillation losses
improves the results for most settings, with the relative teachers consistently sur-
passing the absolute ones, as in the previous experiments.

The improvement by the distillation is more noticeable on the Cars-196 dataset
which is also observed in [156]. Since it is a more challenging dataset which has
cars with different colors belonging to the same category, the information provided
by the teacher becomes more crucial.
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4.6 Conclusions

We have investigated network distillation with the aim of computing efficient image
embedding networks. We have proposed two losses with the aim to communicate
the teacher network knowledge to the student network. We evaluate our approach
on several datasets, and report significant improvements: we obtain a 6.3% gain
on CUB-200-2011, a 29.9% gain on Cars-196 and a 6.3% gain on Stanford Online
Products for Recall@1 when compared to a student network of the exact same
capacity which was trained without a teacher network. Furthermore, we apply our
distillation loss to MobileNet-0.25. It greatly improves the Recall@1 by 17.1%. We
also verify the benefit of adding unlabeled data for embedding learning. In addition,
we demonstrate that an embedding learned on high-quality images can be used to
improve the student network which has only access to low quality images.
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5 Semantic Drift Compensation for Lifelong
Learning of Embeddings

5.1 Introduction

Future learning machines should be able to adapt to an ever-changing world. They
should be capable of continuously learning new tasks without forgetting previously
learned tasks. Other than the generally applied setup, where training data for all
tasks is simultaneously available to the machine learning algorithm, in lifelong
learning tasks are learned in a consecutive manner. At each moment the algorithm
has only access to the data of a single task. For deep neural networks, one could
consider finetuning the network on the data of the latest task. However in the ab-
sence of training data of previous tasks, the network will suffer from a phenomenon
called catastrophic forgetting [112]. This refers to a drastic drop in performance
on previous tasks. Lifelong learning studies strategies to mitigate the impact of
catastrophic forgetting for continual learning [80, 97, 135].

Lifelong learning has explored a variety of strategies to prevent deep neural
networks from forgetting previously learned tasks. Li et al. [97] propose a method
called learning-without-forgetting (LwF). They use the same data to supervise
learning of the new tasks and to provide unsupervised output guidance on the old
tasks to prevent forgetting. Elastic weight consolidation (EWC) [80] estimates the
Fisher matrix to weight a regularization term favouring changes to neurons which
were found to be less important in previous tasks, and which prevents the relevant
neurons from adapting to the new task. Further research on lifelong learning
includes research on different regularization terms [2, 101], various ways of selecting
sub-networks by learning masks [109, 110, 144], and the usage of exemplars [106,
135]. All these works study lifelong learning in classification networks.

In this chapter, we investigate lifelong learning for embedding networks. These
networks map data to embedding spaces in which distances correspond to se-
mantic dissimilarities between data points [24]. They are typically used for image
retrieval [168], face recognition [140], feature matching [25], etc. However, they
can also be used for classification when combined with, for example, a nearest
class mean classifier [114]. The advantages of embedding networks, when com-
pared to classification networks, is an ongoing discussion. Recent works have
pointed out serious shortcomings of classification networks, mostly attributed to
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Figure 5.1 – T-SNE visualization of embedding space on CUB dataset. A, B, C indicate
prototypes of task 1 after training task 1. The prototypes for six classes after training
task 2 are also provided (A’, B’, C’ for task 1 and D, E, F for task 2).

the cross-entropy loss (which is based on a softmax operation). Embedding net-
works were found to be more robust to the exposure of adversarial examples, and
better in the detection of out-of-distribution examples [111, 136]. Furthermore,
deep embeddings were reported to be superior to classification networks for trans-
fer learning [142] and preliminary results suggest that they might be less prone to
catastrophic forgetting than classification networks [188].

As discussed above, the focus of lifelong learning has been on preventing net-
works to forget by reducing the drift of features* which are important for previous
tasks when learning new tasks. In this chapter, we propose a new approach, where,
rather than preventing the drift, we aim at estimating the drift that occurs during the
training of new tasks (see Fig. 5.1). Having an estimate of the drift we show that pre-
vious tasks can be compensated for this drift, thereby improving their performance.
We investigate the estimation of drift for lifelong learning in embedding networks.
We will evaluate the networks for classification by using the nearest class mean
(NCM) classifier [114]. We will refer to the class mean with the term prototype. We
will show how the drift of prototypes learned in previous tasks can be approximated
while only having access to data of the current task. Furthermore, the proposed
method can easily be combined with existing methods that prevent forgetting, such
as EWC [80] and LwF [97], to further improve results. Finally, one of the important
observations of this chapter is that embedding networks are significantly less prone
to catastrophic forgetting than classification networks.

*We use features to refer to the activations along the feature directions.
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5.2 Related Work

5.2.1 Learning Embeddings

Siamese networks [24] were first proposed to learn embeddings for the task of face
verification. They use contrastive loss, which is used to ensure that pairs from the
same category are close and pairs from different categories are far. One limitation
of this loss is that a single collapsing point is enforced for all images of the same
class, which may be fine in certain cases (e.g. if the target is classification), but
less so in others, where we may require a more nuanced embedding space. Triplet
networks [58, 169] were proposed to address this limitation. The inputs are an
anchor image, a positive image and a negative image instead of pairs. The aim of a
triplet network is to learn embeddings for which the distance between the similar
pairs is smaller than the distance between the dissimilar pairs.

A primary issue when training deep metric learning models is the lack of infor-
mative pairs or triplets. This motivated the development of efficient hard negative
mining strategies [140, 149, 171]. For example, Simo-Serra et al. [149] proposed to
sample only the hardest positive and negative pairs in a very large mini-batch to do
the backward pass. Wang et al. [171] proposed to sample the hardest negative pairs
as part of triplets. To further reduce the redundancy of sampling, several works
propose fast backpropagation methods by considering all possible pairs or triplets
in the mini-batch [102, 152, 153]. Song et al. [153] proposed a lifted structured loss
to consider all the positive and negative pairs within a batch. Finally, Wu et al. [178]
proposed distance weighted sampling, which selects more informative and stable
examples than traditional approaches.

5.2.2 Lifelong Learning

Lifelong learning in deep neural networks considers learning a sequence of tasks in
a continual fashion, which is more similar to how biological systems learn in the
real world. However, networks trained in this manner suffer from a phenomenon
called catastrophic forgetting, which is described by McCloskey and Cohen [112] in
the late 1980s. The continual learning literature can be roughly divided into three
main categories as follows:

Rehearsal-based methods. The idea is to save a small subset of the training
data from previously learned tasks in order to prevent the network from forgetting
previous tasks during the training of new task. These saved exemplars are regularly
combined (i.e. rehearsed) with the data of the new task, and the network parameters
are jointly optimized. One way is to save real exemplars from previous tasks and to
use distillation loss to prevent information forgetting [18, 106, 135]. An alternative
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is to learn a generative model of previous tasks, and generate synthetic samples (i.e.
pseudo-rehearsal) that are combined with samples of new task [148, 179].

Regularization-based method These works focus on optimizing network parame-
ters on the current task while preventing the drift of already consolidated weights.
Only samples for the new task are used to train, without having access to previous
data. Learning without forgetting (LwF) [97] aims at adapting a learned model to
new tasks while retaining the knowledge gained earlier as a regularization term
on probabilities to improve performance for both tasks. EWC [80] and a variant
R-EWC [101] include a regularization term on the weights that forces parameters of
the current network to remain close to the parameters of the network trained for the
previous tasks. Zenke et al. [199] propose to compute the consolidation strength of
synapses (represented by the network weights) in an online manner, and extends
them with a memory to accumulate task-relevant information. Aljundi et al. [2]
compute the weight importance in a unsupervised manner.

Architecture-based method Another way to prevent catastrophic forgetting is by
growing a sub-network for each task, as done in [91, 109, 110, 139, 144]. In HAT [144],
the authors propose a task-based hard attention mechanism that maintains the
information from previous tasks without affecting the learning of a new task. Pack-
Net [110] learns a sparse masks per task as a result of pruning. Piggyback [109]
learns task-specific masks reusing the weights from models pre-trained on Ima-
geNet. Expert gate [3] learns a dedicated network for each task. These networks are
selected based on the outcome of a set of gated auto-encoders.

All of the methods discussed above focus on preventing forgetting during the
learning of new tasks. Our method does not focus on preventing the forgetting, but
instead proposes to estimate the drift of features that happens due to the learning
of new tasks. Having an approximation of the drift, we can then compensate
the prototypes of previous tasks. In experiments we show that our method can
be combined with methods which prevent forgetting. An additional difference
with existing literature is that we present the first work on lifelong learning for
embedding networks, whereas previous work focuses on classification networks.
Only memory aware synapses [2] also provides some experimental results on a
cross-modal embedding task.

5.3 Lifelong Learning for Embedding Networks

In this section, we consider a lifelong learning setup where a deep network has to
learn several tasks. We study this setup for the task of learning an embedding space.
This space should be semantically meaningful in that it maps data from the same
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class to nearby coordinates and data of different classes to coordinates which are at
least a margin away. During the training of task t we only have access to data D t

which contains pairs
(
xi , yi

)
where xi is an image of class yi ∈C t . For each task we

consider that there is data of a limited set of classes C t = {c t
1,c t

2...,c t
mt }, where mt

is the number of classes considered in task t . We consider the generally studied
case where there is no overlap between the classes of different tasks: C t ∩C s =∅
for t 6= s.

After training all n tasks we evaluate the learned embedding on all classes
C =⋂

i C i . For evaluation we consider a task-agnostic setting where the algorithm
has no access to the task label at test time, a setting which is also considered
in [3, 18, 101]. It should be noted that several algorithms assume a task-guided
setting where knowledge of the task label is required for the application of the
method [109, 110, 144], and thus these methods cannot be evaluated in the task-
agnostic setting considered here.

5.3.1 Embedding Networks

We start by explaining the training of an embedding network for a single task.
Embedding networks map data into a low-dimensional output where distance rep-
resents the semantic dissimilarity between the images [15, 24]. They simultaneously
perform feature extraction as well as metric learning. In the learned embedding
space it is possible to apply any simple metric, such as L2-distance, to determine
the similarity between the original images. Chopra et al. [24] proposed to use
Siamese networks with the contrastive loss as objective function. This objective
needs related and unrelated pairs of images, and ensures that the distance between
related pairs will be low, and the distance between unrelated pairs larger than a
threshold. The contrastive loss for a single pair is formulated as:

LC = 1

2
(1−τi j )d 2

i j +
1

2
τi j

{
max(0,m −di j )

}2 , (5.1)

where d is defined as the Euclidean distance between the outputs of the Siamese
networks

di j = dist
(
zi ,z j

)= ∥∥zi −z j
∥∥ , (5.2)

where zi = F (xi ) is the output embedding for image xi , τi j is 0 if the inputs are
from the same class (yi = y j ) and 1 otherwise (yi 6= y j ), and m > 0 is a margin value
above which negative pairs are not pushed further apart.

For some embeddings it is found that the contrastive loss is hard to train, and
other losses have been proposed. The triplet loss is proposed by Hoffer et al. [58]
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based on the work of Wang et al. [169].
The objective function forces the negative instance to be further away from the

anchor than the positive ones (plus a margin m). The Triplet loss is given by:

LT = max(0,d+−d−+m), (5.3)

where d+ and d− are the Euclidean distances between the embeddings of the anchor
za and the positive instance zp and the negative instance zn respectively.

Having trained an embedding network we can use the embedding space for
classification. Here we will use nearest class mean (NCM) classifier which is defined
as:

c∗j = argmin
c∈C

dist
(
z j ,µc

)
, (5.4)

µc = 1

nc

∑
i

[
yi = c

]
zi , (5.5)

where nc is the number of training images for class c and [P ] = 1 if P is true, and
0 otherwise. We will refer to µc as the prototype of class c. The termonology of
prototypes was also used in several works [151, 188] to refer to class representative
points in an embedding space.

5.3.2 Preventing Forgetting

Deep neural networks are known to suffer from the catastrophic forgetting problem,
tending to forget the knowledge from the previous tasks when sequentially learning
new tasks. This problem has been extensively studied for classification networks [18,
80, 97, 101, 135, 148, 179]. To our knowledge, there is no prior work to prevent
forgetting the knowledge from the previous tasks on embedding networks. In the
following, we adapt several existing techniques to embeddings. We will indicate the
variant for embeddings the following notation convention: we use LwF to indicate
the original method on a classification method, and E-LwF to indicate the adapted
method to an embedding network.

Finetuning (E-FT) After convergence on a task is reached, we continue training on
a new task with standard stochastic gradient descent, and repeat this until all tasks
are learned. We will report this as a baseline. It is reported to lead to catastrophic
levels of forgetting for classification networks, where performance on previous tasks
is often close to random [80, 97, 135].

Alignment Loss (E-LwF) [97] This method was proposed on classification net-
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works. It aims to match the softmax output of the network of previous models on
current data.

Instead, on embedding networks, we constrain the parameters drift by mini-
mizing the distance between the output embeddings of image xi during training
the current task (zt

i ) with respect to its embedding in the previous task (zt−1
i ). This

leads to the following loss:

LLwF = ∥∥zt
i −zt−1

i

∥∥ , (5.6)

where ‖.‖ refers to the Frobenius norm.

E-EWC [80] This method was proposed on classification networks to keep the
network parameters close to the optimal parameters for the previous task while
training the current task. This can also be leveraged on embedding networks. The
function that we minimize in EWC is:

LEW C =∑
p

1

2
F t−1

p (θt
p −θt−1

p )2, (5.7)

where F t−1 is the Fisher information matrix computed after the previous task t −1
was learned, and the summation goes over all parameters θp of the network.

E-MAS [2] This method was proposed to accumulate an importance measure for
each parameter of the network based on how sensitive the predicted output function
is to a change in this parameter, which can be directly applied to embeddings. The
function that we minimize in MAS is:

LM AS =∑
p

1

2
Ωp (θt

p −θt−1
p )2, (5.8)

where Ωp is estimated by the sensitivity of the squared l2 norm of the function
output to their changes.

These losses can be added to the metric learning loss to prevent forgetting while
training embeddings in a continual manner according to:

L =LML +γLC , (5.9)

where C ∈ {LwF,EW C , M AS}, γ is trade-off between the metric learning loss and
the other losses.
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δ
t−1→t
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△t−1→t

c1

Figure 5.2 – Illustration of semantic drift compensation. (a) Data and prototypes
of three classes of task 1 after training task 1. (b) Data of task 2 after training task
1. (c) Drift of data of task 2 while training task 2. (d) This vector field is used to
approximate the drift of the prototypes of task 1.

5.4 Semantic Drift Compensation

Embeddings suffer from drift when learned in a sequential manner. When the data
or exemplars from the previous tasks are not available, using the original prototype
in the nearest mean classifier usually results in a performance drop. We aim at
reducing the error that drift causes and propose a drift compensation method to
update previously computed prototypes. The main idea is to estimate the unknown
drift according to the known drift of the current date during the training of the
current task.

5.4.1 Computation of the Semantic Drift

In Section 5.3.1, we discussed how prototypes of the classes can be computed for
a single task. Here we extend this theory to the lifelong learning setting. We refer
to the prototype mean as µt

c s which is the mean for class c s after learning task t
computed with Eq. 5.5. Recall that class c s is learned during task s (we removed the
sub-index i from c s

i for conciseness). When t > s we have no access anymore to
data of task s and we cannot compute the true prototype mean (by applying Eq. 5.5
again). We call the difference between the true class mean and the estimate of the
class mean the semantic drift:

444s→t
c s =µt

c s −µs
c s . (5.10)

Since we cannot compute µt
c s directly we have to find alternative ways to ap-

proximate the semantic drift 4s→t
c s . We start by proposing a method to compute

444t−1→t
c s from which we can then derive 444s→t

c s .
When training task t we do not have access to the data of task s and therefore

we cannot observe how the embeddings zi , for which yi ∈C s , drift during training
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of task t . However, we can measure the drift of the current data during the training
of task t .

δt−1→t
i = zt

i −zt−1
i , yi ∈C t , (5.11)

here we use the notation zt
i to refer to the embedding of point i after training task t .

At the start of training task t we have access to zt−1
i which is the embedding of data

point i after training task t −1.
We propose to approximate the semantic drift 444t−1→t

c s from the sparse vector
field δt−1→t

i . We do this by interpolating this vector field at the prototype location
µt−1

c s using:

4̂44t−1→t
c s =

∑
i
[

yi ∈C t
]

wiδ
t−1→t
i∑

i
[

yi ∈C t
]

wi
(5.12)

with

wi = e−
∥∥∥zt−1

i −µt−1
cs

∥∥∥2

2σ2 , (5.13)

where σ is the standard deviation of the Gaussian kernel.
In summary, for all the data points in task t we can monitor the semantic drift

during the training of task t . Finally, this results in a set of drift vectors δt−1→t
i .

These vectors are used to compute the semantic drift of all the previously learned
prototypes µ̂t−1

c s . This is done by assigning a weight to the drift vectors according to
their distance to the prototypes, and compute the prototype drift as weighted mean
of the nearby drift vectors (with Eq. 5.12). The process is illustrated in Fig. 5.2.

We can now apply the semantic drift compensation (SDC) according to

µ̂t
c s =µs

c s +4̂44s→s+1
c s + ...+4̂44t−1→t

c s , (5.14)

where total compensation is the sum of the compensations which where measured
during all the previous steps. Normally a recursive scheme would be applied where
you update all previously learned prototypes at each new task:

µ̂t
c s = µ̂t−1

c s +4̂44t−1→t
c s . (5.15)

5.4.2 Combining preventing forgetting and drift compensation

Many approaches to lifelong learning have focused on preventing the network from
using parameters which were found to be relevant for previous tasks [2, 80, 97].
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(a) (b) (c)

(d) (e) (f)

Figure 5.3 – Examples of the drift vectors in the cases of E-FT (top) and E-EWC
(bottom). (a) and (d) represent the embedding of 5 classes of task 1 after training
task 1; (b) and (e) represent the embedding of another 5 classes of task 2 after
training task 1; (c) and (f) show the embeddings of 10 classes of two tasks together.
The saved prototypes of the previous task(indicated by round) are estimated to new
positions (indicated by triangle) by our proposed SDC in the new model which is
observed to be closer to the real mean (indicated by star). The dotted arrows are the
SDC vectors.

Our method is based on an entirely different approach where we accept the fact
that if we share parameters between the tasks, and we want all tasks to be able to
improve (i.e. backpropagate) to all these parameters, this will result in a drift for
the previously learned tasks. Approximating this drift allows us then to compensate
for it. Since our approach applies a different methodology to prevent forgetting, it
is interesting to see if it is complementary to these other methods. We therefore
propose to combine existing methods (E-LwF, E-EWC and E-MAS) with semantic
drift compensation and will evaluate this in the experimental results.
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(a) (b) (c)

(d) (e) (f)

Figure 5.4 – Examples of the drift vectors in the cases of E-LwF (top) and E-MAS
(bottom).

5.5 Experiments

In this section we follow the protocol for evaluating incremental learning meth-
ods [2, 101, 135]. For the multi-class datasets, the classes are arranged in a fixed
random order. Each method is trained in a class-incremental way on the available
data and evaluated on the test part of the dataset. For all the results in the chap-
ter we report the average incremental accuracy (evaluated on the test data of the
dataset, considering only those classes that have already been trained) repeating
the experiment three times.

Datasets. We have used the following datasets:
MNIST: It is a dataset of handwritten digits (from 0 to 9) composed of 28∗28

pixel greyscale images, with 60K training images and 10K test images. We divide the
ten classes into two disjoint tasks randomly.

Fine-grained datasets: We run experiments in three additional datasets: CUB-
200-2011 [176], Stanford 40 Action [192] and Flowers [121]. All of them are divided
into four tasks randomly. CUB-200-2011 has 200 classes of birds with 11,788 images
in total. Stanford 40 Action contains 40 types of actions with 9,532 images in total.
Flowers consists of 102 flower categories of which we randomly choose 100 with
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Table 5.1 – Results on CUB-200-2011, Stanford 40 Actions and Flowers in a four task
scenario. The results show the average incremental accuracy.

CUB-200-2011 Stanford 40 Actions Flowers
T1 T2 T3 T4 T1 T2 T3 T4 T1 T2 T3 T4

FT 84.3 37.2 25.3 18.4 84.6 34.6 23.5 15.4 96.7 48.8 32.0 24.5
E-FT 82.8 63.8 48.8 38.7 84.4 78.7 75.7 66.3 94.5 90.1 82.5 78.2

E-FT+SDC 82.8 74.2 63.9 47.3 84.4 81.0 79.9 73.3 94.5 91.9 88.7 86.5
LwF 84.4 61.5 44.4 31.2 83.6 68.8 62.1 50.3 96.9 87.4 74.9 64.6

E-LwF 82.3 73.1 67.5 61.2 84.1 80.3 78.7 72.2 94.6 90.0 85.9 81.9
E-LwF+SDC 82.3 73.5 68.7 64.0 84.1 80.7 79.0 72.4 94.6 90.2 86.8 83.4

EWC 85.1 43.3 36.3 28.5 85.2 45.2 33.3 25.1 97.0 60.3 41.3 29.5
E-EWC 82.5 71.1 66.2 59.7 84.8 79.4 76.8 69.1 94.5 90.9 85.9 84.6

E-EWC+SDC 82.5 74.3 69.4 65.4 84.8 81.4 79.4 74.3 94.5 91.1 88.8 87.4
MAS 83.3 62.5 55.4 49.6 85.2 55.4 47.5 38.2 96.5 78.6 68.7 65.4

E-MAS 82.8 70.4 64.7 59.6 84.4 78.1 74.9 68.4 94.9 88.7 83.7 82.6
E-MAS+SDC 82.8 72.2 67.1 61.6 84.4 79.8 77.5 71.1 94.9 89.5 85.8 83.8

8189 images in total.

Implementation Details. All models are implemented with Pytorch and trained on
Titan-X GPUs. Adam [78] is used for the optimization. When training an embedding
network, all layers in the network are shared across all tasks, which allows us to
perform inference without explicitly knowing the task in the task-agnostic setting.

MNIST: LeNet-5 network [89] with contrastive loss [15, 24] is because of its ef-
ficient deployment for character recognition. There is no pre-processing for the
inputs. The final embeddings are represented in 64 dimensions without normal-
ization. Each training step consists of 30 epochs with mini-batch of size 256. The
learning rate starts from 1e −4 and is divided by 20 epochs. We set the trade-off
between the E-LwF loss and contrastive loss 2e −3, 1e4 for both E-EWC and E-MAS.
We choose σ = 0.01 to compute the weights of the SDC vectors empirically for
MNIST.

Fine-grained datasets: ResNet-101 [52] with Triplet loss [58] is adopted as the
backbone network pretrained from ImageNet. The training images (resized to
256×256) are randomly cropped and flipped, and no other data augmentation is
used. The input images are directly fed into the network and all possible pairs are
considered in the mini-batch. We train all the models for 50 epochs with mini-batch
size of 32, and learning rate 1e −5. The final embeddings are normalized in 512
dimensions. The trade-off between the E-LwF, E-EWC, E-MAS and Triplet loss is 1,
1e7 and 1e6 respectively. We choose σ= 0.15 to compute the weights of the SDC
vectors empirically for all of these three fine-grained datasets.
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Figure 5.5 – Results on CUB-200-2011 (top), Stanford 40 Actions (middle) and
Flowers (bottom) in a four task scenario. The results show the average incremental
accuracy. A table version is available in Table 5.1.

Table 5.2 – Classification accuracy (%) for the two-tasks scenario on MNIST. Results
are presented as accuracy on T1/T2 (avg).

Methods Original Mean Compensated Mean (+SDC)
E-FT 13.4/99.3 (56.4) 26.2/98.4 (62.3)

E-LwF 60.5/99.3 (79.9) 80.6/87.2 (83.9)
E-EWC 74.4/51.8 (63.1) 92.8/42.2 (67.5)
E-MAS 36.2/95.3 (65.8) 84.7/83.6 (84.2)

5.5.1 MNIST

Experiments and Analysis Table 5.2 shows the average accuracy for two tasks
after training on the second task with E-FT, E-LwF, E-EWC and E-MAS on MNIST
(we use the notation E-name method to stress that the technique is applied on an
embedding network), and the accuracy after applying our semantic drift compensa-
tion to update the original prototype of the first task. We can see that all methods
outperform finetuning in terms of average accuracy. E-LwF performs best among
all the methods without SDC and is a 23.5% superior to E-FT. Meanwhile, SDC
improves all of the methods significantly, expecially for E-MAS. It obtains the best
overall average accuracy for MNIST with a gain of 18.4% over SDC.

Visualization To better understand the effectiveness of SDC, we conduct exper-
iments on MNIST with a 2-dimensional embedding. The other settings are the
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Table 5.3 – Classification accuracy (%) for sequences of 2 tasks on cross-domain
setting.

Method Birds → Flower Flower → Birds Flower → Scene Scene → Flower Scene → Birds Birds → Scene Average
E-FT 8.6 88.1 26.4 64.9 27.7 63.5 14.2 84.6 39.6 64.6 25.3 63.5 47.6
E-FT+SDC 9.7 88.1 31.6 65.7 44.7 63.7 15.1 85.4 49.6 65.4 37.3 62.7 51.6
E-LwF 10.6 88.6 61.1 61.1 61.4 65.7 10.6 86.6 22.0 61.0 30.0 68.4 52.3
E-LwF+SDC 13.7 88.6 68.6 61.1 69.9 66.2 18.4 86.5 28.0 61.1 32.2 68.7 55.3
E-EWC 40.1 83.0 59.5 60.1 40.3 61.3 52.8 81.4 56.4 56.8 41.7 60.5 57.8
E-EWC+SDC 45.2 83.9 74.0 59.7 63.6 61.3 48.8 82.7 57.8 56.5 46.9 60.9 61.8
E-MAS 41.5 76.9 61.1 53.5 50.9 57.9 51.9 76.7 57.2 48.6 43.0 56.0 56.3
E-MAS+SDC 49.9 78.8 76.4 53.3 75.1 58.4 52.4 79.1 59.1 49.2 50.6 55.9 61.5

same as we described in the implementation details of MNIST. In Fig.5.3 we show
examples of the drift vectors which are estimated by SDC in the case of E-FT and
E-EWC. We can see that the approximated drift vectors improve the locations of
the prototypes to be closer to the correct positions. As a result, the accuracy of the
overall method remains higher while training new tasks.

In Fig. 5.4 we show examples of the drift vectors which are estimated by SDC in
the case of E-LwF and E-MAS.

5.5.2 Within-domain continual learning

Classification Accuracy with Embedding Networks To further evaluate the effec-
tiveness of our methods, we conduct experiments on three fine-grained datasets:
CUB-200-2001, Stanford 40 Action, and Flowers on the four tasks scenario. Results
are shown in Fig.5.5 (we focus on the blue and red bars here). All the results are
reported by the average incremental accuracy. Here we analyze the average results
after training the last task (T4) in more detail.

It can be seen that E-LwF, E-EWC and E-MAS outperform E-FT on all of three
datasets. An absolute gain is obtained of 5.9% on actions and of 22.5% on birds. The
performance of these three methods to prevent forgetting is comparable. Next, we
can see that SDC improves the results of all methods especially for E-FT with 7.0%
on actions and 8.6% on birds. Meanwhile, the gain for E-EWC and E-MAS are larger
than for the E-LwF methods on birds and actions. Essentially, E-EWC and E-MAS
indirectly limit the drift of the embedding by constraining the important weights,
whereas E-LwF is directly constraining the embedding, which in the end results
in less drift. On the Flowers dataset, SDC slightly improves the result for all of the
methods except for FT where a larger improvement is observed. We attribute this
to the relative simplicity of the Flowers dataset, the average accuracy of four tasks
without SDC already is beyond 80% with embedding networks, and there is less
room to compensate the drift to further improve the performance. It is interesting
to notice that applying E-FT together with SDC can achieve as good result as the
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Figure 5.6 – Comparison of distances to the original mean and the drift-
compensated mean with E-FT, E-LwF, E-EWC and E-MAS on CUB-200-2011 dataset
after learning four tasks. The x-axis is the distance between the embedding to the
drift-compensated mean and the y-axis is the distance to the original mean. Points
are colored for different tasks (blue, yellow, pink for respectively task 1,2,3). If the
data point appears in the top left area it means that the drift-compensation has
improved the location of the prototype.

best performance among the three methods to prevent forgetting on Actions and
Flowers dataset. This suggests that good performance can be obtained without
saving the previous models as long as SDC is applied.

In Table 5.1, we show the results on these three fine-grained datasets: CUB-200-
2001, Stanford 40 Action, and Flowers on the four tasks scenario. All the results are
reported by the average incremental accuracy. Here we show the average results
after training the last task (T4) in more detail. The results are exactly the same as
the ones used for Fig 5.5.

Fig.5.6 shows the comparison of distances between the data to the original
prototype and the drift compensated prototype (for E-FT, E-LwF, E-EWC and E-MAS
respectively)). Points above the line indicate points for which the drift compensa-
tion has lowered the distance to their prototype. We can see that data from earlier
tasks tend to have a larger distance to their prototype, and that for the vast majority
of point SDC improves the distance to the prototype.
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Table 5.4 – Classification accuracy (%) for sequences of 3 tasks.

Birds Flower Scene Average
E-FT 28.9 35.6 35.1 33.2
E-FT+SDC 31.7 34.9 44.9 37.2
E-LwF 39.8 78.6 44.2 54.2
E-LwF+SDC 41.1 80.5 44.9 55.5
E-EWC 42.5 56.5 51.1 50.0
E-EWC+SDC 45.5 64.4 52.3 54.1
E-MAS 42.6 56.4 50.2 49.7
E-MAS+SDC 46.5 64.8 50.1 53.8

Embedding Learning versus Softmax Classifier Since we evaluate our embedding
networks on the task of classification, we can also compare them to results of
classification networks. To fairly compare with embedding network, we only change
the last layer into a classifier, keeping all other layers the same. In order to test in the
task-agnostic setting with soft-max classifier, we first train a single-head classifier
for each task, during test, we compute the probability of each head and take the
maximum as the true prediction.

The results of softmax classifier with ResNet-101 are presented on Fig.5.5 (in-
dicated by the green bar). We observe that the average results drop dramatically
as the number of tasks increases, especially in the setting Finetuning. After four
tasks, embedding networks significantly outperform classification networks, with
several performance gains being more than double. Furthermore, applying simple
finetuning on embedding networks outperforms the lifelong learning methods
for Actions and Flowers. This confirms that embedding networks are much more
effective for lifelong learning than classification networks.

5.5.3 Cross-domain continual learning

Two-task experiments We consider sequences of two tasks on three datasets
for cross datasets evaluation as used previously in [2, 97]: MIT Scenes [133] for
indoor scene classification (5,360 samples), Birds [176] and Flowers [121]. All the
possible combinations are included in Table 5.3. Again, combining SDC boosts
the performance for all four methods E-FT, E-LwF, E-EWC and E-MAS, respectively.
In average, the gain varies from 3% on E-LwF to 5.2% on E-MAS. Surprisingly, E-
FT+SDC is only slightly worse than E-LwF without SDC.

Longer sequences We consider the more challenging setting with all the possible
combinations of the three datasets mentioned before. In total, we have six different
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combinations and we show the average of all results for each dataset after training
the last task. As shown in 5.4, the conclusion is consistent with the two-tasks
scenario on cross-domain, while the gap between E-FT and other methods gets
larger, which is possibly due to the complexity of this setting.

5.6 Conclusions

We have studied lifelong learning in embedding networks. A new method is pro-
posed to approximate the semantic drift of prototypes during the training of new
tasks. The method is complementary to several existing methods for lifelong learn-
ing originally designed for classification networks. Experiments on both within and
cross-domain settings show that our method obtains large gains when combined
with finetuning. It also consistently improves the performance when combined
with existing approaches.

One observation is that embedding networks are more robust to catastrophic
forgetting than classification networks. The dramatic effect of catastrophic forget-
ting when applying finetuning, as observed on classification networks, is much less
pronounced for embedding networks. On Action and Flower , in the within-domain
experiment, finetuning obtains better results on embedding network than several
popular methods (EWC, LwF, MAS) applied to classification network.
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6 Conclusions and Future Work

In this thesis, we aim at improving the color embeddings and deep embeddings
from different aspects. In this chapter we summarize the approaches proposed in
this thesis for these two image embeddings. The chapter ends with future research
directions.

6.1 Conclusions

In this thesis, we have investigated the image embeddings from two aspects: color
embeddings and deep embeddings. In the first part, we studied color embeddings
based on color naming method in Chapter 2 and 3. To learn more discriminative
color features, a method was proposed to extending the basic eleven color name
set in Chapter 2. The results on image classification, person re-identification and
object tracking have shown the benefit of extending color name set beyond the
basic color name set. In Chapter 3, we performed an attention-based method for
domain-specific color naming in a weakly supervised manner. The corresponding
part of the given label is learned end-to-end for more accurate description.

In the second part of the thesis, we focused on the problems of deep metric
learning in Chapter 4 and 5. In Chapter 4, two new losses were proposed to guide
the student network to mimic the information transferred from the teacher network.
In Chapter 5, lifelong learning for embedding networks is investigated.

The methods proposed and the results obtained in this thesis are summarized
in the paragraphs below:

Chapter 2: Beyond Eleven Color Names for Image Understanding. We collect
a dataset of 28 additional color names. To ensure that the resulting color represen-
tation has high discriminative power we propose a method to order the additional
color names according to their complementary nature with the basic color names.
This allows us to compute color name representations with high discriminative
power of arbitrary length. In the experiments we show that these new color name
descriptors outperform the existing color name descriptor on the task of visual
tracking, person re-identification and image classification.

Chapter 3: Weakly Supervised Domain-Specific Color Naming Based on At-
tention. We aim to learn color names from weakly labeled data. For this purpose,
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we add an attention branch to the color naming network. The attention branch
is used to modulate the pixel-wise color naming predictions of the network. In
experiments, we illustrate that the attention branch correctly identifies the relevant
regions. Furthermore, we show that our method obtains state-of-the-art results for
pixel-wise and image-wise classification on the EBAY dataset and is able to learn
color names for various domains.

Chapter 4: Learning Metrics from Teachers: Compact Networks for Image
Embedding. We propose two new loss functions that model the communication
of a deep teacher network to a small student network. We evaluate our system in
several datasets, including CUB-200-2011, Cars-196, Stanford Online Products and
show that embeddings computed using small student networks perform signifi-
cantly better than those computed using standard networks of similar size. Results
on a very compact network (MobileNet-0.25), which can be used on mobile devices,
show that the proposed method can greatly improve Recall@1 results from 27.5% to
44.6%. Furthermore, we investigate various aspects of distillation for embeddings,
including hint and attention layers, semi-supervised learning and cross quality
distillation.

Chapter 5: Semantic Drift Compensation for Lifelong Learning of Embed-
dings. In lifelong learning, deep neural networks are trained on a sequence of tasks.
At each moment they only have access to data of the current task. In this setting,
networks suffer from catastrophic forgetting which refers to the drastic drop in
performance on previous tasks. This is caused because network weights adapt to be
optimal for the current task, resulting in a shift of the features, and thus predictions
for previous tasks become less accurate. The vast majority of methods in lifelong
learning have focused on preventing this drift from happening, often by imposing
regularization on neurons which are important for previous tasks.

In contrast to previous work, we study lifelong learning in embedding networks
and not on classification networks. In addition, instead of preventing the drift of
features, we aim to estimate the drift and compensate for it. We call the drift in the
embedding space the semantic drift and propose an approximation of it based on
the drift which is experienced by data of the current task during its training. We
show that semantic drift compensation (SDC) can compensate partially for the se-
mantic drift which occurs during the training of new tasks. On several experiments,
considering both within-domain and cross-domain task learning, we show that
SDC consistently improves results. In addition, we show that embedding networks
suffer significantly less from catastrophic forgetting even when applying simple
finetuning to learn new tasks. When combined with lifelong learning techniques,
and/or the method proposed in this thesis, they consistently outperform methods
trained on classification networks.
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6.2 Future work

For the future work we are especially interested in pursuing the research line on
deep embedding networks of Part II of the thesis. Network distillation and lifelong
learning for metric learning have been studied in Chapter 4 and 5. They had been
hardly investigated in prior works. We show that embedding networks suffer signifi-
cantly less from catastrophic forgetting than classification networks to learn new
tasks. It would be interesting to dive deeper in the advantage of metric learning
compared to softmax-based classification networks. Given their advantages, it
would be interesting to see if embedding networks could replace the dominance
which classification networks currently have.

In addition, in Chapter 5, we proposed a method to compensate the drift occurs
for metric learning networks when learning of new tasks. The drift is compensated
session-based. Applying our drift compensation algorithm for each mini-batch
would be the next step. Meanwhile, the task has the boundary to fed into the system,
which is not realistic in the open world. In the future, we would investigate the
online drift compensation without the limitation of the task boundaries.

Embeddings were found efficient on the tasks of out-of-distribution detection
and transfer learning. Furthermore, embedding networks are essential for computer
vision, as evidenced by the large variety of tasks in which they are used, including
zero/few shot learning. Future research will also focus on investigating image
embeddings on some challenging zero/few shot tasks.
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