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Abstract

The deluge of visual content on the Internet – from user-generated content to com-
mercial image collections - motivates intuitive new methods for searching digital im-
age content: how can we find certain images in a database of millions? Sketch-based
image retrieval (SBIR) is an emerging research topic in which a free-hand drawing can
be used to visually query photographic images. SBIR is aligned to emerging trends for
visual content consumption on mobile touch-screen based devices, for which gestural
interactions such as sketch are a natural alternative to textual input.

This thesis presents several contributions to the literature of SBIR. First, we propose
a cross-modal learning framework that maps both sketches and text into a joint em-
bedding space invariant to depictive style, while preserving semantics. The resulting
embedding enables direct comparison and search between sketches/text and images
and is based upon a multi-branch convolutional neural network (CNN) trained using
unique training schemes. The deeply learned embedding is shown to yield state-of-art
retrieval performance on several SBIR benchmarks.

Second, we propose an approach for multi-modal image retrieval in multi-labelled
images. A multi-modal deep network architecture is formulated to jointly model sket-
ches and text as input query modalities into a common embedding space, which is
then further aligned with the image feature space. Our architecture also relies on a
salient object detection through a supervised LSTM-based visual attention model lear-
ned from convolutional features. Both the alignment between the queries and the im-
age and the supervision of the attention on the images are obtained by generalizing the
Hungarian Algorithm using different loss functions. This permits encoding the object-
based features and its alignment with the query irrespective of the availability of the
co-occurrence of different objects in the training set. We validate the performance of
our approach on standard single/multi-object datasets, showing state-of-the art per-
formance in every SBIR dataset.

Third, we investigate the problem of zero-shot sketch-based image retrieval (ZS-
SBIR), where human sketches are used as queries to conduct retrieval of photos from
unseen categories. We importantly advance prior arts by proposing a novel ZS-SBIR
scenario that represents a firm step forward in its practical application. The new set-
ting uniquely recognizes two important yet often neglected challenges of practical ZS-
SBIR, (i) the large domain gap between amateur sketch and photo, and (ii) the necessity
for moving towards large-scale retrieval. We first contribute to the community a novel
ZS-SBIR dataset, QuickDraw-Extended, that consists of 330,000 sketches and 204,000
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photos spanning across 110 categories. Highly abstract amateur human sketches are
purposefully sourced to maximize the domain gap, instead of ones included in existing
datasets that can often be semi-photorealistic. We then formulate a ZS-SBIR frame-
work to jointly model sketches and photos into a common embedding space. A novel
strategy to mine the mutual information among domains is specifically engineered to
alleviate the domain gap. External semantic knowledge is further embedded to aid se-
mantic transfer. We show that, rather surprisingly, retrieval performance significantly
outperforms that of state-of-the-art on existing datasets that can already be achieved
using a reduced version of our model. We further demonstrate the superior perfor-
mance of our full model by comparing with a number of alternatives on the newly
proposed dataset.

Keywords – Computer Vision, Pattern Recognition, Deep Learning, Sketch-based
Image Retrieval, Zero-shot learning, Cross-modal retrieval, Multi-object Multi-modal
retrieval, Hungarian Loss, QuickDraw Extended Dataset



Resum

El diluvi de contingut visual a Internet –de contingut generat per l’usuari a col·leccions
d’imatges comercials- motiva nous mètodes intuïtius per cercar contingut d’imatges
digitals: com podem trobar determinades imatges en una base de dades de milions?
La recuperació d’imatges basada en esbossos (SBIR) és un tema de recerca emergent
en què es pot utilitzar un dibuix a mà lliure per consultar visualment imatges fotogrà-
fiques. SBIR s’alinea a les tendències emergents de consum de contingut visual en dis-
positius mòbils basats en pantalla tàctil, per a les quals les interaccions gestuals com
el croquis són una alternativa natural a l’entrada textual.

Aquesta tesi presenta diverses contribucions a la literatura de SBIR. En primer lloc,
proposem un marc d’aprenentatge entre modalitats que mapi tant esbossos com text
en un espai d’inserció conjunta invariant a l’estil representatiu, conservant la semàn-
tica. L’incrustació resultant permet la comparació directa i la cerca entre esbossos /
text i imatges i es basa en una xarxa neuronal convolutional multi-branca (CNN) for-
mada mitjançant esquemes d’entrenament únics. S’ha demostrat que l’incorporació
profundament obtinguda ofereix un rendiment de recuperació d’última generació en
diversos punts de referència SBIR.

En segon lloc, proposem un enfocament per a la recuperació d’imatges multimodals
en imatges amb etiquetes múltiples. Es formula una arquitectura de xarxa profunda
multi-modal per modelar conjuntament esbossos i text com a modalitats de consulta
d’entrada en un espai d’inscripció comú, que s’alinea encara més amb l’espai de fun-
cions d’imatge. La nostra arquitectura també es basa en una detecció d’objectes desta-
cables mitjançant un model d’atenció visual basat en LSTM supervisat, obtingut de
funcions convolutives. Tant l’alineació entre les consultes com la imatge i la supervisió
de l’atenció a les imatges s’obté generalitzant l’algoritme hongarès mitjançant difer-
ents funcions de pèrdua. Això permet codificar les funcions basades en l’objecte i la
seva alineació amb la consulta independentment de la disponibilitat de la coincidèn-
cia de diferents objectes del conjunt d’entrenament. Validem el rendiment del nostre
enfocament en conjunts de dades d’un sol objecte o amb diversos objectes, mostrant
el rendiment més modern en tots els conjunts de dades SBIR.

En tercer lloc, investiguem el problema de la recuperació d’imatges basada en es-
bossos de zero (ZS-SBIR), on els esbossos humans s’utilitzen com a consultes per a la
recuperació de fotografies de categories no vistes. Avancem de forma important les
arts prèvies proposant un nou escenari ZS-SBIR que representi un pas endavant en la
seva aplicació pràctica. El nou entorn reconeix exclusivament dos importants reptes
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importants, però sovint descuidats, de la pràctica ZS-SBIR, (i) la gran bretxa de domini
entre el dibuix i la fotografia aficionats, i (ii) la necessitat d’avançar cap a una recu-
peració a gran escala. Primer cop aportem a la comunitat un nou conjunt de dades
ZS-SBIR, QuickDraw-Extended, que consisteix en esbossos de 330.000 dòlars i 204.000
dòlars de fotos en 110 categories. Esbossos humans amateurs altament abstractes
s’obtenen intencionadament per maximitzar la bretxa de domini, en lloc dels inclosos
en conjunts de dades existents que sovint poden ser semi-fotorealistes. A continuació,
formulem un marc ZS-SBIR per modelar conjuntament esbossos i fotografies en un
espai d’inserció comú. Una nova estratègia per extreure la informació mútua entre do-
minis està dissenyada específicament per pal·liar la bretxa de domini. El coneixement
semàntic extern s’incorpora més per ajudar a la transferència semàntica. Mostrem
que, més aviat sorprenent, el rendiment de recuperació supera significativament el
de l’última generació als conjunts de dades existents que ja es poden aconseguir mit-
jançant una versió reduïda del nostre model. Demostrem a més el rendiment superior
del nostre model complet comparant amb diverses alternatives del conjunt de dades
recent proposat.

Paraules Clau – Computer Vision, Pattern Recognition, Deep Learning, Sketch-
based Image Retrieval, Zero-shot learning, Cross-modal retrieval, Multi-object Multi-
modal retrieval, Hungarian Loss, QuickDraw Extended Dataset



Resumen

El diluvio de contenido visual en Internet, desde contenido generado por el usuario
hasta colecciones de imágenes comerciales, motiva nuevos métodos intuitivos para
buscar contenido de imágenes digitales: ¿cómo podemos encontrar ciertas imágenes
en una base de datos de millones? La recuperación de imágenes basada en boce-
tos (SBIR) es un tema de investigación emergente en el que se puede usar un dibujo
a mano libre para consultar visualmente imágenes fotográficas. SBIR está alineado
con las tendencias emergentes para el consumo de contenido visual en dispositivos
móviles con pantalla táctil, para los cuales las interacciones gestuales como el boceto
son una alternativa natural a la entrada de texto.

Esta tesis presenta varias contribuciones a la literatura de SBIR. En primer lugar,
proponemos un marco de aprendizaje multimodal que mapea tanto los bocetos como
el texto en un espacio de incrustación conjunto invariante al estilo representativo, al
tiempo que conserva la semántica. La incrustación resultante permite la comparación
directa y la búsqueda entre bocetos / texto e imágenes y se basa en una red neuronal
convolucional de múltiples ramas (CNN) entrenada utilizando esquemas de entre-
namiento únicos. La incrustación profundamente aprendida muestra un rendimiento
de recuperación de última generación en varios puntos de referencia SBIR.

En segundo lugar, proponemos un enfoque para la recuperación de imágenes mul-
timodales en imágenes con etiquetas múltiples. Una arquitectura de red profunda
multimodal está formulada para modelar conjuntamente bocetos y texto como modal-
idades de consulta de entrada en un espacio de incrustación común, que luego se
alinea aún más con el espacio de características de la imagen. Nuestra arquitectura
también se basa en una detección de objetos sobresalientes a través de un modelo de
atención visual supervisado basado en LSTM aprendido de las características convolu-
cionales. Tanto la alineación entre las consultas y la imagen como la supervisión de la
atención en las imágenes se obtienen generalizando el algoritmo húngaro utilizando
diferentes funciones de pérdida. Esto permite codificar las características basadas en
objetos y su alineación con la consulta independientemente de la disponibilidad de
la concurrencia de diferentes objetos en el conjunto de entrenamiento. Validamos
el rendimiento de nuestro enfoque en conjuntos de datos estándar de objeto único
/ múltiple, mostrando el rendimiento más avanzado en cada conjunto de datos SBIR.

En tercer lugar, investigamos el problema de la recuperación de imágenes basadas
en bocetos de disparo cero (ZS-SBIR), donde los bocetos humanos se utilizan como
consultas para llevar a cabo la recuperación de fotos de categorías invisibles. Avan-
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zamos de manera importante en las técnicas anteriores al proponer un nuevo esce-
nario ZS-SBIR que representa un firme paso adelante en su aplicación práctica. El
nuevo entorno reconoce de manera única dos desafíos importantes pero a menudo
descuidados de la práctica ZS-SBIR, (i) la gran brecha de dominio entre el boceto afi-
cionado y la foto, y (ii) la necesidad de avanzar hacia la recuperación a gran escala.
Primero contribuimos a la comunidad con un nuevo conjunto de datos ZS-SBIR, Quick-
Draw -Extended, que consta de bocetos de 330,000 y fotos de 204,000 que abarcan
110 categorías. Los bocetos humanos aficionados altamente abstractos se obtienen a
propósito para maximizar la brecha de dominio, en lugar de los incluidos en los con-
juntos de datos existentes que a menudo pueden ser semi-fotorrealistas. Luego for-
mulamos un marco ZS-SBIR para modelar conjuntamente bocetos y fotos en un es-
pacio de incrustación común. Una estrategia novedosa para extraer la información
mutua entre dominios está específicamente diseñada para aliviar la brecha de do-
minio. El cono -cimiento semántico externo está aún más integrado para ayudar a
la transferencia semántica. Demostramos que, sorprendentemente, el rendimiento de
recuperación supera significativamente el del estado de la técnica en los conjuntos de
datos existentes que ya se pueden lograr utilizando una versión reducida de nuestro
modelo. Además, demostramos el rendimiento superior de nuestro modelo completo
comparándolo con varias alternativas en el conjunto de datos recientemente prop-
uesto.

Palabras Clave – Computer Vision, Pattern Recognition, Deep Learning, Sketch-
based Image Retrieval, Zero-shot learning, Cross-modal retrieval, Multi-object Multi-
modal retrieval, Hungarian Loss, QuickDraw Extended Dataset
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Chapter 1

Introduction

You can’t do sketches enough. Sketch everything and keep your curiosity fresh.
– Paintings, Drawings, Watercolors; (1970), by John Singer Sargent

Sketch-based image retrieval (SBIR) has been studied since the early 1990s and has

drawn more and more interest recently. To address some important questions like:

What are the objectives of SBIR, and what is the general methodology of SBIR? The

different perspectives can be observed, common values can be discovered and new

ideas can be inspired.

1.1 Visual media upheaval and management issues

Digital imagery awash the internet recently. The rate of content generation is stagger-
ing, with Cisco forecasting that by 2021, the Internet traffic [83] will account for 82% of
visual content. Millions of photos (Facebook 15m [1], Instagram 2.5m [2]), and video
(YouTube 500 video hours per minute [3]) are published every hour. These figures are
only set to increase as behavioural trends such as vlogging gains traction, and social
media catches up with developing nations. The boom of visual content is also assisted
by the growth in popularity of image capturing devices such as cameras and CCTVs.
Anyone would agree that billions of pictures accessible these days make a dense sam-
pling of the visual world.

Sadly, technology for the management of visual content has not kept pace with its
generation. Still textual queries are used to search visual media predominantly by cur-
rent search engines (e.g. Google). Text-based image search is often unreliable as its av-
erage accuracy is reportedly just 15% [46]. It performs poorly probably due to following

1
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reason (i) word polysemes e.g. “mouse” can be a rodent or a hand-held pointing device
and (ii) more importantly, visual content cannot be searched directly. While the former
is a linguistic problem and could be improved by using more detailed text queries e.g.
“mouse (hand-held pointing device)” or “mouse (rodent)”, the latter is more system-
atic. Image retrieval by matching text queries against keywords has been used by most
search engines, either as a secondary meta-data stream example like user-tagged key-
words or with adjacent text on web page images. This indirect search often leads to
many unrelated images among the returned results. Another problem of text-based
image search is the unparalleled expressive power between text and image. Whilst
text efficiently conveys semantic concepts (e.g. find me an image containing a shoe)
it is neither intuitive nor concise to describe appearance in this manner (e.g. find me
a shoe that looks like this, or a video containing movement like this). Rather, a vi-
sual query “paints a thousand words” and can communicate such concepts efficiently.
Content-based Image Retrieval (CBIR, also referred as visual search) addresses these
shortcomings, enabling direct search on image content rather than tags [32, 153]. The
most common form of CBIR, query by visual example (QVE), encodes image content
into vectors so called descriptors or fingerprints. However, users often wish to search
for an image that they do not currently have, making QVE impractical when the visual
example exists only within “the mental space”.

SBIR is an emerging research topic within CBIR/QVE that enables users to pro-
vide a free-hand sketch as the query to search for similar photo images. This concept
unifies the advantages of both CBIR (the illustrative power of visual queries) and text
search (the effortless procedure of query generation). Sketching is an innate human
ability; an efficient means for abstracting and communicating ideas since pre-historic
times. It has been used from ancient times to today, comes naturally to children be-
fore writing, and transcends language barriers. Sketches in the form of hieroglyphics
were employed in some of the oldest language systems such as Sumerian and Egyptian
hieroglyphs Figure 1.1.

1.2 Sketches as graphical communication

Sketch is an universal communication and art modality that transcends barriers to link
human societies. Different from other related forms of expression such as professional
sketch, forensic sketch, cartoons, technical drawing, and oil paintings, it requires no
training and no special equipment. As such sketch is not bound by age, race, language,
geography, or national boundaries. It can be regarded as an expression of the brain’s
internal representation of the world, whether perceived or imagined. Smiling faces for
example, are always recognized by humans.

Sketches can convey many words, or even concepts that are hard to convey at all in
words. Figure 1.1 shows several examples covering ancient and contemporary; literal
and emotional; iconic and descriptive; abstract and concrete; and different media of
drawing. A sketch can be illustrative, despite its highly concise and abstract nature,
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Figure 1.1: Diverse sketches in human daily life.

making it useful in various scenarios such as communication and design Figure 1.2.

Figure 1.2: Sketches illustrating various communication and design.



Introduction 4

Therefore, sketch has been widely studied in computer vision and pattern recogni-
tion [72, 79, 191, 224, 225], computer graphics [46, 160], and human computer interac-
tion [64, 81, 97, 178] communities. In particular, early research can be traced back to
the 1960s and 1970s [74, 179].

However, sketch is fundamentally different to natural photos. Sketch images pro-
vide a special data modality/domain that has both domain-unique challenges (e.g.,
highly sparse, abstract, artist-dependent), as well as advantages (e.g., lack of back-
ground, use of iconic representation). It is also unique in that, because its source is
a dynamic ‘pen’ movement, free-hand sketch can be stored and processed in multi-
ple representations. These include static pixel space (when rendered as an image),
dynamic stroke coordinate space (when considered as a time series), and geometri-
cal graph space (when considered topologically) – as discussed in Chapter 2. Thus
from a pattern recognition or machine intelligence perspective, these unique traits of
sketch often lead to sketch-specific model designs in order to exploit sketch specific
data properties and overcome sketch specific challenges when analyzing sketches for
recognition, generation, and so on.

1.3 Sketch Based Image Retrieval

Sketching can be defined as the clairvoyance for the expression of thoughts through the
panorama of human history and sketch-like petroglyphs that date back to primeval
times before the dawn of text [46]. In the computer vision and graphics community,
sketches have gone on to see numerous applications, ranging from sketch recognition
to sketch synthesis to the ever-exciting sketch-based image retrieval. For the sketch
recognition domain,it effectively solves the recognition of free-hand sketches [46], pro-
fessional sketches (e.g., faces) [63, 182], symbols [162] and other line-rich objects [17,
163] which can be illustrated by a sketch-like format. Sketch synthesis [111] on the
other hand deals with the application of amalgamating different aesthetic styles and
artistic effects for synthesizing sketches. As for SBIR, it also works to provide some
alternative and correlative searching approaches.

Input sketch witnesses a very high level of abstraction and roughly approximates
the holistic shape and salient local shapes of the searched object/scene. The principal
challenge faced by SBIR is to retrieve those images from the carnival which have some
object/scene with similar holistic shape and salient local details as the input sketch.
A number of substantial articles addressing the problem of SBIR has featured since
the 1990s. The given Figure 1.3 illustrates the defined SBIR system. A universal and
generic framework comprising all the necessary modules of SBIR has been depicted,
underlining the key strategies, techniques and solutions that helps to coin an extensive
and complete overview of the methodology. SBIR works into two different categories
based on whether the user is sketching the whole scene of the image or an(several)
object(s) in the image. The former category is denoted as sketching-the-scene type
while the latter is called sketching-the-object type. Sketch differs from images on three
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Image Gallery Retrieve ResultsSketch Query

Figure 1.3: The concept of the sketch-based image retrieval system.

relevant aspects:

1. Visual cue imbalance sketches only have the holistic shape and salient local shapes
(and sometimes symbolic colors), while images have plentiful details on shape,
color and texture.

2. Content imbalance sketches typically do not contain any background, while im-
ages can have cluttered background.

3. The abstraction gap in a sketch even when a sketch and an edge map illustrates
precisely the same object/scene, they still have predominantly different abstrac-
tion levels.

The visual cue imbalance and the abstraction gap has been observed in both cat-
egories of SBIR, while the content imbalance is mainly associated with sketching-the-
object type.

1.4 Deep Learning

Deep learning approaches started gaining momentum after the success of AlexNet in
the 2012 and Imagenet Large Scale Visual Recognition Challenges (ILSVRC) [96] which
are still trendy till date. Deep learning aims to learn high level features from raw im-
age pixels via an end-to-end framework. The most popular type of deep networks
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for visual classification and retrieval are Convolutional Neural Networks (CNN). CNN
consists of multiple cascading layers with each layer’s output being the input of the
next one. A typical CNN layer contains a bank of linear filters (convolution) followed
by a non-linear activation function (sigmoid, ReLU). Bottom layers often have addi-
tional spatial sub-sampling functions (max/average pooling) to compress the activated
output, and sometimes normalisation functions (LRN, batch-norm) to prevent cer-
tain filters/neurons from dominating the others. Following the top convolution layer
(fully-connected) is a loss layer that controls the learning objectives. The layer weights
are learned by back-propagating the loss’s gradient from top to bottom using chain
rules. A CNN model often has millions of parameters e.g. 60M for AlexNet [96], 4M
for GoogleNet [180] and 138M for VGG [171]. Therefore huge training data with data
augmentation are explicitly required, along with weight regularisation and Dropout
as implicit methods to combat over-fitting. CNN works well with stochastic gradient
descent in many tasks but more advanced optimisation techniques such as RMSprop
and Adam [92] are also algorithms of choice. During the training of a CNN model, the
convolution layers learn activations to certain input signals that resemble hierarchical
distributed representations. As shown in Deconvolution Net by Zeiler et al. [226], the
bottom layers learn image-level features such as colour and edge patterns while the
top layers can capture higher levels of concepts like eyes, wheel, face, etc. Thanks to its
capability of encoding high level concepts, deep CNN models trained for classification
tasks can be employed directly for CBIR by taking outputs of one of the top layers as
image descriptors [149, 6]. More often the extracted features are refined with similarity
learning; or the whole models are finetuned on new datasets for better generalisation
as shown by Wan et al. [189]. Rather than taking the highest layer outputs for descrip-
tors, Tolias et al. [184] proposed R-MAC descriptors that aggregate the max-pooled
activations of multiple image regions at different scales across multiple CNN layers,
leading to a significant performance boost in object retrieval and localisation tasks.
Objective functions based on regression such as contrastive loss and triplet loss prove
successful in achieving better image representations, as shown in [68, 196, 167, 200].
It is still unclear whether or not triplet loss performs better than contrastive loss, with
Hoffer et al. [76] supporting the former while Radenovic et al. [145] backing the latter.
Other authors adopted a mid-level extraction framework for CNNs, for example Gong
et al. [65] proposed a multi-scale order less pooling (MOP-CNN) approach similar to
spatial pyramid matching that extracts CNN features at multiple scales and aggregates
using Vector of Locally Aggregated Descriptors (VLAD). There have been attempts for
binarising deep features as well as unsupervised learning for CBIR. Lin et al. [113] set
the first stone on deep learning of binary hash code by applying a sigmoid function
after the latent layer, although this simple trick can only produce hash-like represen-
tation i.e. output values approximate {0,1} and no additional constraint is set to regu-
larise the hashes. As the results, the hash-like representations was only used for coarse-
retrieval which is followed by a refining search using outputs of a previous layer as the
secondary descriptors. [113] went further on completely unsupervised deep hash-
ing that utilises only label-less objective functions such as minimal quantisation loss
(make CNN outputs close to binaries), even distributed code (make ‘1s’ and ‘0s’ in the
binary codes evenly distributed) and rotation invariant (bring representations of rota-
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tion variants of the same images together). Gao et al. [62] and Liu et al. [116] integrated
CNNs with binary hashing in an end-to-end framework for multimedia retrieval. Lin
et al. Doersch et al. [41] studied an alternative unsupervised approach using spatial
context to train a model predicting relative positions of two patches in an image.

Overall, approaches based on deep CNNs have become favourable in recent years,
significantly outperforming traditional approaches in most CBIR tasks. A drawback
of deep CNNs, as opposed to shallow-learning approaches, is that it requires large
amount of training data. A part of this thesis is dedicated to find out the effects of
training data size on performance of a retrieval system.

1.5 Scope and Research Questions

SBIR inherits all the classical challenges from CBIR, in addition to the challenges of
cross-domain matching as well as unique problems such as ambiguity arising from the
medium of sketch itself. This gives rise to several core research questions addressed by
this thesis:

Research Question 1: Can we develop and efficiently implement deep neural net-
work based models for discriminative and compact representation in sketch-based im-
age retrieval datasets?

Objective: A unified framework for cross-modal image retrieval that can perform
both sketch to image or text to image retrieval based on learning a common embedding
between text and images and between sketches and images.

Contribution: A retrieval framework for images having multiple salient objects that
leverages an attention model to select the subset of image features relevant to each
query object.

Our major focus to address this question is the development of novel SBIR algo-
rithms that exploit machine learning to create search embeddings. The ability to distil
the information in a sketch, or image, to a point in a metric search embedding is fun-
damental to scalability, since identifying the nearest neighbours to a query in such a
space (ranking these on distance using a metric such as L2 norm) underpins most con-
temporary search algorithms. For visual search to be practical, it must operate over di-
verse object classes; a user sketching a particular object expects to see similar objects
return. This requirement fits well under class-level SBIR which aims to match sketches
and images at category level i.e. a returned image is considered as relevant if it belongs
to the same category as the query sketch’s. Discriminative representations underpin
accurate visual search, since similar sketch- image and image-image pairs are brought
together (and conversely dissimilar pairs separated) in a discriminative search embed-
ding. Compact representations are often achieved in scalable search pipelines via di-
mensionality reduction. In a traditional shallow SBIR framework the two processes are
independent to each other with feature extraction being followed by dimensionality
reduction (if available). In a deep network it is usual to sample activations from late
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fully connected (FC, or dense) layers, as a high dimensional search embedding — and
dimensionality reduction is often omitted. The embedding must retain local visual
similarity between samples i.e. similar images are close in the embedding space, yet
being invariant to depiction i.e. sketches and images of the same conceptual structure
are close to each other regardless of its visual appearance. Use text as an additional or
complementary input modality. It should also be able to deal with multi-object scenar-
ios. Our main contribution to address this question is a novel neural network model
for learning cross-modal deep embeddings for multi-object image retrieval using both
text and sketch. They improve upon earlier work in the community on so-called GN-
Triplet [160].

Research Question 2: Can neural networks be utilized for multi object image search
using query comprised of multiple sketch and text instances?

Objective: To create a common semantic space among text and sketches, obtained
through word2vec representation of both input modalities, and aligned with the image
feature space.

Contribution: A visual attention model that automatically detects salient objects
from an image, that is trained in a supervised way in order to minimize the assignment
cost between attention output and object bounding boxes.

To resolve ambiguity in sketch via incorporating multiple modalities within the
query. In two independent studies we tackle fusion of sketched shape with two sep-
arate modalities that have not been explored in previous SBIR work. To effectively
search an large image space the query should be flexible enough to comprise of either
sketch or text or both. Allowing to express queries that can refer to multiple objects.
Differences in drawing styles also lead to great variance in the level of abstraction –
some users like drawing very detailed objects while others tend to draw only silhou-
ette contours, causing the resulted sketch to match multiple objects. We introduce two
extensions to the previous model to address this question in Chapter 4. The model
provides more expressiveness to the search language since users can construct queries
consisting of different concepts that are aligned to the salient objects of the target im-
ages.

Research Question 3: Can deep neural networks retrieve images for sketch classes
it has never seen before in large scale scenario?

Objective: To do a zero shot sketch based image retrieval in a real-world scenario.

Contribution: A novel cross-domain zero-shot embedding model that mines the
mutual information among domains that is specifically engineered to alleviate the do-
main gap.

The sketch ambiguity. Although sketching is an intuitive and convenient means of
describing visual content, an average sketcher is not a faithful artist. Sketches are usu-
ally messy and non-linearly deformed due to either limitation in users’ drawing skill,
or the nature of the casual throwaway act of a posing a search query limiting the time a
user spends on generating a sketch. Other forms of sketch deformation include carica-
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ture (certain features are exaggerated e.g. a cat has long whiskers), anthropomorphism
(animals/static objects have human traits e.g. smiling spider) and simplification (e.g.
limbs and legs are represented as single strokes). To design a model which can tolerate
such deformations yet still being able to capture subtle, fine-grain details in a sketched
query. SBIR is still an emerging technology, and not as prevalent as photographic visu-
als search. While photo datasets can reach millions in size and thousands of categories,
it is costly to create a high quality and diverse collection of example sketches. This lim-
itation particularly affects the training of SBIR models that involves machine learning,
such as the algorithms contributed in this thesis. It is interesting to explore how the
training sketch volume influences the retrieval performance, and explore how best to
augment or otherwise build successful training methodologies for SBIR given the lim-
itations of existing sketch datasets. We introduce the Doodle to Search (D2S) model in
Chapter 5.

Research Question 4: How does the synthetic generated sketches boost the existing
sketch based image retrieval methods?

Objective: Synthetically generated sketches are good enough to remove the neces-
sity of having to acquire multiple sketches of different type.

Contribution: We have a started to a preliminary work to understand more how
human-level concept learning for sketching.

To address this question, we start a preliminary work on human concept learning
of sketches which helps to create a synthetic dataset that further allow us to do study
on the data hungry deep learning algorithms of SBIR.

1.5.1 New datasets

As an additional contribution, this thesis contributes two new datasets to the SBIR lit-
erature. The first, modified MS-COCO, We use the MS-COCO dataset for constructing
a database of images containing multiple objects. As the label number for each image
also varies considerably, rendering MS-COCO is even more challenging. We use the
class names of the Sketchy dataset and take all possible combinations by taking two,
three, four, five class names. Afterwards, we download the images belonging to these
combined classes, and use them for training and retrieval (used in Chapters 4). The
second one, QuickDraw-Extended, which is also novel large-scale dataset especially
made for zero shot sketch based image retrieval (used in Chapter 5).

1.6 Thesis Structure/ Outline

The thesis structure is outlined as follows, along with a brief description of contribu-
tions of each:

Chapter 2 – Literature review
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In this Chapter we present a comprehensive survey of existing work in the field of
SBIR. We identify common trends in the field spanning three different ages of SBIR
algorithm, from classical optimization based approaches to shallow-learning to the
most recent deep learning based approaches.

Chapter 3 – Learning Cross-Modal Deep Embeddings for Multi-Object Image Re-
trieval using Text and Sketch

In this work we introduce a cross-modal image retrieval system that allows both
text and sketch as input modalities for the query. A cross-modal deep network archi-
tecture is formulated to jointly model the sketch and text input modalities as well as
the image output modality, learning a common embedding between text and images,
and between sketches and images. In addition, an attention model is used to selec-
tively focus the attention on the different objects of the image, allowing for retrieval
with multiple objects in the query. Experiments show that the proposed method per-
forms the best in both single and multiple object image retrieval in standard datasets.

Chapter 4 – A Multi-modal and Multi-object Image Retrieval Framework

In this chapter we propose an approach for multi-modal image retrieval in multi-
labelled images. A multi-modal deep network architecture is formulated to jointly
model sketches and text as input query modalities into a common embedding space,
which is then further aligned with the image feature space. Our architecture also relies
on a salient object detection through a supervised LSTM-based visual attention model
learned from convolutional features. Both the alignment between the queries and the
image and the supervision of the attention on the images are obtained by generaliz-
ing the Hungarian Algorithm using different loss functions. This permits encoding the
object-based features and its alignment with the query irrespective of the availability
of the co-occurrence of different objects in the training set. We validate the perfor-
mance of our approach on standard single/multi-object datasets, showing state-of-the
art performance in every dataset.

Chapter 5 – Doodle to Search: Practical Zero-Shot Sketch-based Image Retrieval

In this chapter, we investigate the problem of zero-shot sketch-based image re-
trieval (ZS-SBIR), where human sketches are used as queries to conduct retrieval of
photos from unseen categories. We importantly advance prior arts by proposing a
novel ZS-SBIR scenario that represents a firm step forward in its practical application.
The new setting uniquely recognizes two important yet often neglected challenges of
practical ZS-SBIR, (i) the large domain gap between amateur sketch and photo, and
(ii) the necessity for moving towards large-scale retrieval. We first contribute to the
community a novel ZS-SBIR dataset, QuickDraw-Extended, that consists of 330,000
sketches and 204,000 photos spanning across 110 categories. Highly abstract amateur
human sketches are purposefully sourced to maximize the domain gap, instead of ones
included in existing datasets that can often be semi-photo realistic. We then formulate
a ZS-SBIR framework to jointly model sketches and photos into a common embedding
space. A novel strategy to mine the mutual information among domains is specifi-
cally engineered to alleviate the domain gap. External semantic knowledge is further
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embedded to aid semantic transfer. We show that, rather surprisingly, retrieval perfor-
mance significantly outperforms that of state-of-the-art on existing datasets that can
already be achieved using a reduced version of our model. We further demonstrate the
superior performance of our full model by comparing with a number of alternatives on
the newly proposed dataset.

Chapter 6 – Conclusion

We summarise the contributions of this thesis including our key findings and iden-
tify ongoing research questions for future study.
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Chapter 2

Related Works

The past is behind, learn from it. The future is ahead, prepare for it.
The present is here, live it.

– In Search of Treasure, by Thomas S. Monson

Sketch based image retrieval has been an important research area of Computer Vi-

sion and a large variety of approaches in this field are documented in the literature.

The contributions of this thesis are within the fields of Information Retrieval (IR),

Computer Vision (CV) and Machine Learning (ML), particularly into the sub-fields

of Content Based Image Retrieval(CBIR) and Sketch Based Image Retrieval(SBIR).

In this chapter we present a comprehensive review of techniques used in SBIR with

primary focus on sketch-related algorithms. This Chapter begins with a review of

free-hand sketches and its unique challenges, followed by a more specific focus on

SBIR. The review then tackles other sketch-related work on zero shot learning. Fi-

nally, a small survey on existing commercial sketch applications available till date.

Sketch research and applications in both industry and the scholarly world have ex-
ploded as of late because of the pervasiveness of touchscreen gadgets (e.g., cell phone,
tablet) that make getting sketch information a lot simpler than any time in recent
memory as well as the quick advancement of profound learning procedures that are
accomplishing state-of-the-art performance in diverse artificial intelligence tasks.

This boom has occurred on several fronts:

• Some classic research topics (e.g., sketch recognition, sketch-based image re-
trieval, sketch-based 3D shape retrieval) have been re-studied in deep learning
contexts [151, 160, 191, 220, 225, 226] resulting in significant performance im-
provements.

13
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• Some brand-new topics have been proposed based on deep learning, e.g., deep
learning based sketch generation/synthesis [72], sketch-based model genera-
tion [77], reinforcement learning based sketch abstraction [151], adversarial sketch
based image editing [142], graph neural network based sketch recognition [214],
graph convolution-based sketch semantic segmentation [217], and sketch based
software prototyping [178].

• Beyond global representation based tasks (e.g., sketch recognition), and more
fine-grained tasks have been further studied or proposed, e.g., instance-level
sketch-based image retrieval [224], and deep stroke-level sketch segmentation [144].

• Compared with the conventional approach of representing sketches as static im-
ages [79], the trends of touchscreen acquisition and deep learning have under-
pinned progress on designing deep network architectures to exploit richer rep-
resentations of sketch. Thanks to works such as SketchRNN [72], the sequential
nature of free-hand sketches is now widely modeled by recurrent neural network
(RNN).

• More sketch based applications have appeared, i.e., the online sketch game Quick-
Draw [72], sketch-based commodity search engine [175, 224].

• Some large-scale sketch datasets have been collected, e.g., Sketchy [160] and
Google QuickDraw [72] – a million-scale sketch dataset (50M+).

Table 2.1: Notation definitions and abbreviated terms

Notations Descriptions
M,MT matrix M and its transpose
X = {Xn}N

n=1 sketch sample set
Xm ,Xn m -th and n -th sketch samples in the sketch sample set X

Y = {
yn

}N
n=1 associated label set of X

yn label of Xn

L loss function
Θ learnable parameters of neural network
F (·) function mapping or feature extraction
FΘ(·) neural network feature extraction, parameterized by Θ

D(·, ·) distance metric, e · g ·,`2 distance
λ weighting factor∑

summation
α,β,γ hyper parameters by manually setting

Abbreviated Terms Descriptions
CNN convolutional neural network
GNN graph neural network
RNN recurrent neural network
TCN temporal convolutional neural network
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2.1 Notation

This section, in table 2.1, provides a reference for the most commonly used notation
across this thesis. Individual chapters introduce additional notation where necessary.

2.2 Intrinsic Traits and Sketch Domain-Unique Challenges

2.2.1 Unique Challenges and Opportunities

The unique challenges of free-hand sketch based computer vision problem can be
summarized as follows:

1. Highly Abstract: Humans use sketch to depict an object or event in very few
strokes, reflecting the high-level semantics of a mental image. As shown in Fig-
ure 2.1, a pyramid can be depicted as a triangle in sketch, and several strokes can
depict a fancy handbag.

2. Highly Diverse: Different persons have different drawing styles. For example,
a near ‘realistic’ (close to photo edge-map) sketch image could be portrayed in
different ways as exaggerated (c.f. caricatures), iconic (where details are omit-
ted and the sketch is near symbolic), or artistic. Depending on subjective opin-
ion about salience, different parts may also be included or omitted in a sketch.
For instance, given a “dog”, people differ on choice of drawing with/without
body (see Figure 2.1). Finally, there is the mental viewpoint of different users,
e.g., whether they imagine an orthographic or perspective projection image (Fig-
ure 2.2). In Figure 2.1, we can see that different persons draw differing perspec-
tive views of an identical slipper.

3. Highly Sparse: No matter the representation, free-hand sketch is a highly sparse
signal compared to photographs.

4. Finally, there are some unique challenges when collecting sketch, which will be
discussed in detail in following

i) Sketch Collection Strategies

ii) Sketch Collection Challenges

a) Time-Sequence Nature

b) Cross-Modal Pairing

c) Demographic Information

Sketch also provides some unique opportunities compared to photos:

1. As a counterpoint to the sparsity challenge, sketch often lacks distracting back-
ground clutter compared to photos, which can benefit automated analysis [225].
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Figure 2.1: Illustrations of the major domain-unique challenges of free-hand sketch.
Each column is a photo-sketch pair. Sketch is highly abstract. A truck can be depicted
as a wierd rectangle in sketch, and a few strokes depict a fancy handbag. Sketch is
highly diverse. Different persons draw distinctive sketches when given the identical
reference, due to subjective salience (head vs. body), and drawing style.

2. If captured appropriately, the sequential nature of sketch generation can further
be exploited to benefit analysis compared to static images [165].

3. The sparse and sequential nature of sketch also provides opportunities for high
quality sketch generation, where image generation is hampered by the need to
fill in pixel detail [72, 173].

4. Sketches can serve as a computer-interaction modality in a way that photos can-
not [72, 165], due to the intuitive way humans can generate them without train-
ing.

Given these unique challenges and opportunities, it is often beneficial to design sketch-
specific models to obtain best performance in various sketch-related applications.

Figure 2.2: Multi-view sketch pairs selected from [221]. Different users can imagine
and draw the same object from different perspectives.
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2.2.2 Representation

Free-hand sketch is a special kind of visual data, intrinsically different to natural pho-
tos that are the pixel-perfect copies of the real world. For efficient storage and fast
calculation, free-hand sketch can be saved as a sparse matrix, or as a black and white
image that ignores its sparsity. Since sketch generation is a dynamic process, suitably
captured sketches can also be represented as a sequence of strokes or pen coordinates
(Figure 2.3, right images), which are represented in Euclidean space. In this regard,
sketches share similarities with hand-written characters, yet are fundamentally differ-
ent for their highly abstract and free-style nature (hand-writings are subject to specific
rules and learning process). From another perspective, free-hand sketches can also be
modeled as a sparsely connected graph where lines are the edges in the graph. Com-
pared with a sequence of euclidean coordinates, topological representation as a graph
can provide a more flexible and abstract representation. As a result of this diversity
of possible representations, various deep learning paradigms can be used to process
sketches including CNNs, RNNs, GCNs, and TCNs.

 [  // First stroke 
    [x0, x1, x2, x3, ...],
    [y0, y1, y2, y3, ...],
    [t0, t1, t2, t3, ...]
  ],
  [  // Second stroke
    [x0, x1, x2, x3, ...],
    [y0, y1, y2, y3, ...],
    [t0, t1, t2, t3, ...]
  ],
  ... // Additional 
strokes

Figure 2.3: Sketch-specific representations. Representations from left to right: sparse
matrix (black background with white lines), dense picture (white background with
black lines), graph, stroke sequence. Both graph and stroke sequence representations
are based on the key stroke points. In stroke sequence, ’x’ and ’y’ are the pixel coordi-
nates, and ’t’ is the time in milliseconds since the first point. ’x’ and ’y’ are real-valued
while ’t’ is an integer.

2.3 A Brief History of SBIR in the Deep Learning Era

In the past five years, the free-hand sketch community has developed rapidly as sum-
marized by Figure 2.4 from the perspectives of: tasks, datasets, representations and
supervision.

In 2015, Sketch-a-Net [222] was proposed as the first CNN engineered specifically
for free-hand sketch. It gained note as the first to achieve a recognition rate surpassing
humans and helped to popularize deep learning for sketch analysis.
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In 2016, three fine-grained sketch-based image retrieval (FG-SBIR) datasets were
released, i.e., QMUL Shoe and Chair [226], and Sketchy [160]. Combined with deep
triplet ranking [46], these fine-grained cross- modal datasets motivated a wave of fol-
lowup FG-SBIR and other fine-grained tasks.

In 2017, Google released a million-scale sketch dataset, i.e., Google QuickDraw, via
the online game “QuickDraw”. QuickDraw contains over 50M sketches collected from
players around the global world, making it a rich and diverse dataset. Furthermore,
based on the QuickDraw dataset, [72]. proposed “SketchRNN”, a RNN-based deep
Variational AutoEncoder (VAE) that can generate diverse sketches. This work moti-
vated the community to go beyond considering sketches as static pictures to be pro-
cessed by CNN; and inspired subsequent work to use stroke sequences as input and
study temporal processing of sketches. In 2017, some sketch-based deep generative
image models [161] began to appear in the top conferences in computer vision.

From 2018 to date, based on deep learning techniques, various novel methodolo-
gies – e.g., sketch hashing [213], sketch transformers [214]; and applications – e.g.,
sketch abstraction [151], sketch-based photo classifier generation [77], sketch percep-
tual grouping [107] have been proposed. See Figure 2.4 for a chronological summary.

2015 2016 2017 2018 2019 2020

Representation
Temporal SpacePixel Space Fusion Space

CNN RNN CNN & RNN fusion 
networks

Euclidean Representation Geometric
Representation

Geometric
Space

GNN

Supervision

Datasets

Task

Supervised Learning, Unsupervised Learning Self-Supervised Learning

Fine-grained SBIR datasets

e.g., QMUL Shoe & Chair, 
Sketchy 

Million-scale datasets

e.g., QuickDraw

Fine-grained SBIR Deep generative Tasks Various deep tasks, e.g., abstraction, zero shot, stroke segmentation

Figure 2.4: Milestones of deep learning based sketch research, from the perspectives of
task, datasets, supervision, and representation

2.4 Sketch Datasets

Free-hand sketch datasets can be grouped in terms of: (i) single vs. multi-modal,
and (ii) coarse vs. fine-grained. Single-modal datasets consist only of sketches and
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are typically used for recognition, sketch-sketch retrieval, grouping, segmentation and
generation. Multi-modal datasets support cross-modal tasks by providing sketches
paired with samples of other modalities such as natural photo, 3D shape, text, or video.
These are mainly used for cross-modal retrieval/matching, or cross-modal genera-
tion/synthesis. Coarse grained datasets (e.g., TU-Berlin [45], QuickDraw [72]) are usu-
ally used for sketch recognition, sketch retrieval; while fine-grained datasets (e.g., QMUL
Shoe [224]) provide fine-grained visual details and manual annotations.

More specifically, coarse-grained single-modal datasets [72, 45] support sketch recog-
nition and retrieval; while coarse-grained multi-modal datasets (e.g., QuickDraw- Ex-
tended [40]) support category-level sketch-based image retrieval. Fine-grained single-
modal datasets [144, 107] support perceptual grouping, segmentation, and parsing.
Fined-grained multi-modal datasets (e.g., QMUL Shoe [224]) provide the instance-
level pairing information to support retrieval. Table 2.2 summarizes representative
sketch datasets of each type in terms of: modalities, size, number of categories, stroke
information, annotation, etc. Note that SVG files are able to generate picture files such
as JPEG and PNG, but not vice versa. We exclude some well-known but overly-small
datasets such as [91]. Datasets such as [37] is also omitted due to not much similar
dataset to compare against. Table 2.2 also mention about Sketch&UI [82] where ’UI’
stands for user interface.

Table 2.2: Summary of the representative sketch datasets. “X” denotes “yes/ available/
provided”. Both ‘grouping” and “segmentation” annotations refer to stroke-level. “K”
and “M” mean “thousand” and “million”, respectively. “Cat.” means “category”. Stroke
“X” denotes sketches provided as SVG files or coordinate arrays.

Single-Modal

Datasets

Fine-
Grained

Public Sample Amount Cat. Stroke
Object/
Scene

Instance
Pairing

Annotations Remarks

Tu-Berlin [45] X 20K sketches 250 X o - class
QuickDraw [72] X 50M+ sketches 345 X o - class
QuickDraw-5-step [26] 38M+ sketches 345 o - class
SPG [107] X X 20K sketches X o - class, grouping
SketchSeg-150K [144] X 150K sketches X o - class, segmentation 57 semantic labels
SketchSeg-10K [194] X X 10K sketches o - class, segmentation 24 semantic labels
SketchFix-160 [164] X 3904 sketches X o - class, eye fixation
Multi-Modal
Datasets

Fine-
Grained

Public Modalities & Sample Amount Cat. Stroke
Object/
Scene

Instance
Pairing

Annotations Remarks

QMUL Shoe [224] X X 419 sketches, 419 photos 1 o X pairing, triplet, attribute 21 binary attributes
QMUL Chair [224] X X 297 sketches, 297 photos 1 o X pairing, triplet, attribute 15 binary attributes
QMUL Handbag [174] X X 568 sketches, 568 photos 1 o X pairing
Sketchy [160] X X 75K sketches, 12K photos 125 X o class 12K objects
Sketch & UI [82] X 1998 sketches, 1998 photos 23 o X class, pairing UI
QuickDraw-Extended [40] X 330K sketches, 204K photos 110 o class

Sketch Transfer [99]
112.5K sketches,
90K CIFAR-10 photos

9 o class resolution of 32×32

TU-Berlin Extended [227] 20K sketches, 191K photos 250 o class
Sketch Flickr 15K [79] X 330 sketches, 15K photos 33 o class
Aerial-SI [87, 87] 400 sketches, 3.3K photos 10 o, s class aerial scene
HUST-SI [202] X 20K sketches, 31K photos 250 X o class
SBSR [52] X 1814 sketches, 1814 3D models 161 o class
SHREC’13 [104] X X 7200 sketches, 1258 3D models 90 o class
SHREC’14 [105] X X 12680 sketches, 8987 3D models 171 o class

PACS DG [116] X
9991 (sketches, photos,
cartoons, paintings)

7 o class domain generalization

Flickr1M [208] 500 sketches, 1.3M photos 100 o class

Cross-Modal Places [21] X

16K sketches, 11K descriptions,

458K spatial texts, 12K clip arts,

1.5M photos

205 s class

DomainNet [140] X
0.6M (cliparts, infographs, paintings,
QuickDraw sketches, real photos,
professional pencil sketches)

345 X o class
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2.5 Different tasks and categorisation of methodology

According to the data modalities involved, free-hand sketch related tasks can be di-
vided into single- and multi-modal tasks, where single-modality sketch analysis tech-
niques are often used as building blocks for multi-modal methods. This section will
define the popular sketch analysis tasks and introduce the corresponding deep learn-
ing methods, providing a detailed taxonomy. Figure 2.5 provides a mind-map diagram
of the existing free-hand sketch tasks. Single-modality tasks study sketches in isola-
tion without other data modalities. Key deep learning-based applications in this area
include recognition, retrieval/hashing, generation, grouping, segmentation, and ab-
straction. Just keeping in mind the theme of the thesis, we will just restrict our discus-
sion to a few multi-modal tasks those are particularly important.
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Figure 2.5: A mind map diagram of the sketch task taxonomy

2.5.1 Mutlti-Modal

Free-hand sketch has several cross-modal applications when paired with other data
modalities. In this section we review sketch-related cross-modal topics including vi-
sual (e.g., natural photo, 3D shape, video) and textual domains. Nowadays, most visual
retrieval approaches work under the “query-by-example” (QBE) [181] setting where
users provide examples of the content that they seek. Compared with other query
modalities (e.g., photo, video, text), sketch has several unique advantages: In some
scenarios users do not know the name of the object that they seek, or find it hard to de-
scribe (such as fine-grained details of a fashion item) in order to query-by-text. Mean-
while, it may be difficult or impractical to provide photos or video examples of the
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object that they seek. Sketch-based image retrieval provides a query modality where
users express their target object by rendering their mental image in sketch. It is par-
ticularly useful when searching at the fine-grained instance-level. Thus sketch can be
used as a modality to retrieve natural photo, manga [122], 3D shape, video, etc.

Sketch based Image Retrieval

SBIR is also known as sketch-photo retrieval [79, 224, 215, 213]. SBIR is challenging
for all the reasons that sketch-analysis in general is challenging (sparse and abstract
input). It is particularly taxing because of the difficulty of comparing sparse line draw-
ings with dense pixel representations, especially when the input could be a very ab-
stract, or iconic (symbolic) representation that is hard to compare directly to accurate
perspective projection photos.

Figure 2.5 includes a taxonomy for SBIR. From the perspective of evaluation crite-
rion, SBIR can be divided into conventional/coarse-grained SBIR (i.e., category-level
SBIR), mid-grained [16], and fine-grained SBIR (i.e., instance-level SBIR). FG-SBIR is
essentially a kind of instance-level retrieval [231]. From the perspective of retrieval
embedding space, SBIR can be further divided into common nearest-neighbor and fast
hashing-based retrieval. From the perspective of supervision involved in training, SBIR
can be divided into fully-supervised and zero-shot retrieval. We will go into the details
of the topics that are in line with the thesis.

Category and Instance Level SBIR

In coarse-grained SBIR, given a target sketch as query, a ranking list is returned based
on the similarity (e.g., Euclidean or Hamming distance). The retrieval is judged as cor-
rect, if the photo ranked at the top has the identical class label as the query. However,
in fine-grained SBIR, the retrieval is judged as correct only when the returned photo is
from the same instance pair as the query sketch. Based on SBIR ideas, several sketch-
based commodity search engines have been implemented, e.g., sketch-based skirt im-
age retrieval [94], fine-grained sketch-based shoe [224, 176], chair [224, 176], and hand-
bag [176] retrieval systems.

Some previous SBIR works [8, 103] have used edge-maps (image contours) of pho-
tos as an approximation to corresponding sketch images in order to perform matching.
Canny edge detector [18], Edge Boxes toolbox [236], and holistically nested edge detec-
tion (HED) [209] were usually used to extract the edges from natural photos. However,
this kind of hand-designed process is now commonly replaced by end-to-end deep
feature learning. Table 2.3 shows different type of feature used in SBIR tasks. The ta-
ble lists the type of feature employed by each work. For the histograms type and deep
features type, we also list the exact feature(s)/network architectures for comparison.
For the other two types, we do not list the exact details, as the features in them are
generally pixels or lines. Through the table, we can observe that it started from the
pixel-based features and turned majorly into histogram features, with only a pair of
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works employing contour-based features. Then the trend has been to favor the deep
features. For the deep features, current studies have generally focused on utilizing or
combining existing advanced deep architectures.

Table 2.3: The summary of the types of features employed for SBIR

Year Author Pixel-based Contour-based Histograms Deep features
1992 Hirata and Kato [75, 91] X
1994 Faloutsos et al. [54, 129] X
1997 Del Bimbo and Pala [33, 34, 35] X
1997 Chans et al. [24] X
2000 Rajendran and Chang [148] Curvature-direction representation
2005 Chalechale et al. [22] APAI
2010 Eitz et al. [49, 47] HOG, Tensor, ARP and EHD
2011 Eitz et al. [50] SC, spark feature, HOG and SHOG
2011 Hu et al. [80] GF-HOG, SIFT, SSIM
2011 Cao et al. [20] X
2013 Hu and Collomosse [79, 78] GF-HOG, HOG, SIFT, SSIM, SC and Tensor
2014 Parui and Mittal [137] X
2014 Li et al. [110] HOG
2016 Yu et al. [224] Triplet network, Sketch-a-Net
2016 Sangkloy et al. [160] Triplet network, GoogLeNet
2016 Song et al. [174] Triplet network, Sketch-a-Net
2018 Dey et al. [38] Unified CNN network
2018 Dey et al. [37] Unified CNN network
No. 18 4 2 7 5

Deep Sketch-based image retrieval (SBIR) has been widely studied [27, 29, 38, 143,
160, 174, 175, 203, 223, 224] in recent years. Existing SBIR solutions generally aim to
train a joint embedding space where sketch and photo can be compared using near-
est neighbor techniques. Common embedding learning approaches include: (a) con-
trastive comparison based methods (implemented by pair-wise loss [191]), (b) ranking
based methods [160, 224], (c) reinforcement learning based methods [10], (d) deep
canonical correlation analysis (DCCA) [136] based methods [81], (e) cross-domain dic-
tionary learning [213], etc. The most widely-studied methods are ranking-based, in-
cluding triplet ranking [28, 223] and quadruplet ranking [169]. Table 2.4 shows differ-
ent type of metric used in SBIR settings.

Table 2.4: The summary of similarity comparison metrics for different feature types

Feature type Similarity metrics
Pixel-based Accumulated pixel value differences
Contour-based Accumulated scores of the match segment pairs
Histograms City block,cosine, Chi-square and histogram intersection distances
Deep features Euclidean distance

Ranking-Based SBIR

We next introduce the popular triplet and quadruplet ranking SBIR methods in de-
tail. Given a sketch anchor Xn and its positive and negative photo retrieval candidates(
Xn,+,Xn,−

)
, the goal of triplet ranking is

D
(
F (Xn) ,F

(
Xn,+

))<D
(
F (Xn) ,F

(
Xn,−

))
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where D (., .) is a distance metric (e.g., `2 distance). In common practice[224, 223],
the positive sample is usually selected from the same class as the anchor. Specifically,
the loss function of triplet ranking is typically

Ltriplet =
N∑

n=1
max(0,∆+∥∥FΘ (Xn)−FΘ

(
Xn,+

)∥∥2
2

−∥∥FΘ (Xn)−FΘ

(
Xn,−

)∥∥2
2

)
where ∆ is the margin to guarantee the minimum distance between the embedding

pairs of
{
F (Xn) ,F

(
Xn,+

)}
and

{
F (Xn) ,F

(
Xn,−

)}
For quadruplet ranking [169], the input atom is a quadruplet of anchor Xn , positive

candidate Xn,+, negative candidate Xn,− from the class of anchor, negative candidate
Xn,−− from a different class to anchor. The goal of quadruplet ranking is to ensure

D
(
F (Xn) ,F

(
Xn,+

))<D
(
F (Xn) ,F

(
Xn,−

))
<D

(
F (Xn) ,F

(
Xn,−−

))
Based on this, quadruplet ranking is essentially multi- task or multiple triplet rank-

ing by constructing two extra triplet relationships, in order to encode more semantic
information into the embedding space. In particular, Seddati et. al. [169] constructed
three triplets from each quadruplet, including tr i pl eta = {

Xn ,Xn,+,Xn,−
}

, tr i pl etb ={
Xn ,Xn,+,Xn,−−

}
, tr i pl etc =

{
Xn ,Xn,−,Xn,−−

}
Therefore, the quadruplet ranking loss is

defined as

Lquadr upl et =Ltr i pl eta +λbLtr i pl etb
+λcLtr i pl etc

where λb ,λc , are the weights.

In ranking-based SBIR, the anchor is usually from the sketch domain, and other
samples are photos. Both triplet and quadruplet ranking can be used for either cate-
gory level or instance level SBIR tasks.

The essential principle of triplet loss is using local partial orderings to establish
a global ordered relationship in the embedding space, so that triplet ranking can be
Topological Sorting. The triplet annotations work as a partially ordered set. Compared
with other loss functions, the main advantages of triplet loss are:

1. It helps to involve more local partial orderings and annotations to learn more
fine-grained embedding space.

2. Given a limited number of N training samples, their triplet orderings have C 3
N

combinations, producing significant annotation augmentation. This is benefi-
cial for training deeper net- works on smaller sketch datasets. It should be noted
that the performance of triplet loss is heavily dependent on

i) the choice of margin parameter and

ii) the triplet construction strategy.
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Note also that ranking-based SBIR models can be improved by multi-task training
along with classification [160, 15, 112]. Furthermore, rather than purely discriminative
training, SBIR can also be tackled by generating one modality from the other [71], e.g.,
using conditional GAN [147]; or using generative losses to regularize discriminative
training [135]. SBIR training can also be combined with post-processing re-ranking [8,
9, 81] to refine the initial learned embedding spaces.

Network Architectures in SBIR

SBIR models generally need two or more branches to process sketches and photos for
comparison using the metrics introduced above. As, shown in Figure 2.6, Both triplet
and quadruplet ranking models can use backbone networks that are:

1. Siamese networks [224] use full weight-parameter sharing across branches.

2. Semi-heterogeneous network [14] use partial weight sharing across the branches.
Typically early layers are modality specific, and weight-tied layers are at deeper
layers.

3. In heterogeneous networks [102], the sketch branch uses independent parame-
ters to the photo branches.

Figure 2.6: Different weight sharing manners (left: Siamese, middle: semi- heteroge-
neous, right: heterogeneous) for CNN-based cross-modal net-works. The hollow and
shaded networks denote the branches for sketches and photos, respectively. The dou-
ble sided arrows indicate sharing of weights

The trade-offs underlying these architectures are that sharing weights enables more
data (both sketch and photo) to be used to estimate parameters, reducing over-fitting.
But separating weights enables the sketch/photo branches to adapt more specifically
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to their respective domains. Weight sharing considerations are discussed in more de-
tail in [14].

In order to achieve faster sketch-based image retrieval, recent research has studied
optimizing the feature coding (e.g., sketch-image hashing [116, 228]), and the feature
map (e.g., Asymmetric Feature Maps [184]). In particular, sketch-image hashing (or
hashing SBIR) has gained attention. Liu et al. [116], propose the first deep hashing
model for SBIR, which is a classic deep hashing pipeline including:

1. Feature extractor network,

2. Hashing layer with binary constraints, and

3. Hashing loss which is sometimes alternatively optimized in two step along with
the extractor backbone.

The last hashing loss pipeline has been widely studied in photo oriented deep hash-
ing [113, 193] where the hashing layer is typically fully-connected with sigmoid or tanh
activation, and a discrete binary constraint. The loss functions of deep hashing mod-
els are often non-differentiable, due to the discrete binary constraints. Thus common
practice is that the feature extractor backbone and hashing layer are alternatively op-
timized in two separate steps by fixing one and optimizing the other. Existing SBIR
hashing models work on the SBIR bench- marks, i.e., Sketchy [160] (75K sketches) and
TU-Berlin Extended [227] (20K). The scale of these benchmarks is not yet large enough
to thoroughly test hashing SBIR methods.

Current issues in SBIR include: Self-supervised pre-training for SBIR [136], opti-
mizing SBIR for early retrieval using partially drawn sketches, for example using re-
inforcement learning [10]; investigating whether costly sketch-photo annotation pairs
can be replaced with edge-maps [146] and cross-category generalization of SBIR.

2.5.2 Zero-Shot SBIR

Many existing SBIR works assume that categories to be queried are included in the
training set. In recent years, motivated by the zero-shot validation criterion for super-
vised photo retrieval [158], zero-shot sketch-based image retrieval (ZS-SBIR) has also
been studied [40, 42, 43, 106, 116, 120, 132, 133, 134, 183, 187, 216, 220, 232]. Similar
to natural photo zero-shot learning/recognition [59, 201], ZS-SBIR systems aim to en-
able query and retrieval of categories that are from unseen categories. i.e., categories
that have not been involved in training stage. This is important in practice, e.g., for an
e-commerce application of SBIR, where new products should ideally be enrolled in the
search engine without requiring re-training.

ZS-SBIR systems can follow conventional zero-shot learning methods [58, 59, 201]
in exploiting auxiliary knowledge such as word vectors [124], attributes [100], or class
hierarchy to define the model for the unseen class. However, directly synthesizing a
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retrieval model for novel classes with auxiliary knowledge leads to the same challenges
of ZSL (cross-category domain-shift [58]; inconvenient need to specify nameable cate-
gories at testing time [58]). Meanwhile it would entail new challenges specific to SBIR:
(i) Knowledge transfer needs to occur across both sketch and photo views. (ii) Some
kinds of auxiliary knowledge may not make sense for sketch (e.g., banana-is-yellow
may be visible in photo but not sketch). Meanwhile, auxiliary knowledge transfer is
not strictly necessary for retrieval in the way that it is for category recognition. There-
fore many ZS-SBIR methods tackle the problem in a domain generalization [116] man-
ner. That is, training a robust matching network on the training categories and then
applying it directly to unseen testing categories.

Thus common approaches are to train ranking [40, 133] or generative [42, 219]
models for retrieval, which are enhanced and mode robust by constraints such as domain-
alignment losses [40, 42, 133] and auxiliary semantic knowledge reconstruction [40,
42]. In these cases the auxiliary semantic knowledge is only used to constrain represen-
tation learning at test time and is not required during training time as for conventional
ZSL – thus maintaining the vision that SBIR should only depend on ability to depict
and not to verbally describe. Current directions include extending SBIR to the gener-
alized zero-shot setting, where testing categories are a mix of training and unseen cat-
egories [42, 133]; extending sketch-photo hashing to the zero-shot setting [170]; and
training SBIR without paired samples [43].

2.6 Generation

Sketch generation has grown rapidly in recent years as deep learning-based approaches
easily outperform earlier classic sketch generators [128, 111]. Sketch generation has
several practical applications, e.g., synthesizing novel pictures, assisting artist design,
and finishing incomplete sketches. It can be addressed using various deep learning
tools, e.g., recurrent [166] [108], variational autoencoder (VAE) [72, 85, 86], Gener-
ative Adversarial Network (GAN) [186], VAE- GAN [186], and reinforcement learning
(RL) [186, 233].

The seminal model SketchRNN [72] is a sequence-to- sequence VAE for conditional
and unconditional generation of vector sketches. Its encoder and decoder are imple-
mented by bidirectional RNN [168] and unidirectional RNN, respectively. As stated
earlier, free-hand sketches can be represented as a sequence of key points defining
strokes. The main idea of SketchRNN is to simulate human sketching by sequential
generation of these key points in terms of location and pen up/down status.

The VAE encoder of SketchRNN takes vector sketches as input, and encodes it as
a vector h, which is the RNN’s last hidden state. This vector will be further encoded
as two parameters µ and σ to model a Gaussian distribution N (µ, σ), from which a
latent vector z will be sampled. Then, the Long Short Term Memory (LSTM) based VAE
decoder will generate the coordinates and pen states of the key stroke points, condi-
tional on z. In particular, the coordinate and state for each key point is sampled from
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a Gaussian mixture model (GMM), and also used as input for the next decoder step.
To improve SketchRNN to deal with multi-class generation, Cao et. al. [19] propose a
generative model named as “AI-Sketcher”, which is also a VAE based network.

Another line of work within sketch generation uses differentiable rendering [232] or
reinforcement learning [186, 233, 60, 123] to train policies that draw sketches iteratively
according to different criteria such as adversarial training against human sketches [60].
This line of work often considers factors not addressed by SketchRNN such as brush
style and color. By considering an interpretable latent representation of sketches, such
methods can also potentially be used to de-render sketches into programs or sym-
bols [53, 44].

Recently, there are several trends in sketch generation, notably:

1. Fine-grained sketch generation [86].

2. A novel evaluation metric “Ske-score” [186], aims to provide a better metric to
quantify the goodness of generated vector sketches.

3. Transformer-based architectures [152, 207] are being applied to sketch genera-
tion.

2.7 Applications of SBIR

SBIR is largely at an early stage of development as most SBIR systems are for demon-
stration only. In this section we review several popular SBIR applications of which
some are also in the field of CBIR.

QBIC [56] supports both blob-based and line-art SBIR alongside CBIR. A sketch
query can also be composed using a blocky colour layout diagram. For scalability,
the database images are clustered with each cluster having a representative descrip-
tor. A query is first matched against the representatives before a subsequent exhausted
search is performed on the top-ranked clusters.

MindFinder [190] and Sketch2Photo [25] both offers visual search with annotated
sketches. The applications uniquely allow search of multiple objects with spatial con-
straints in a combined QKW and QVE paradigm. The user-interface is friendly allow-
ing fast query construction although text search is not conducted directly. A simplified
version of MindFinder is SketchMatch, a shape-only SBIR game available on Windows
Apps Store.

Gboard [1] and Emoji Recognizer developed by Google for emoji search on mobile
phone keyboard and Android Wear respectively. These applications support SBIR on a
small database of thousands of emoji.

DeTexify is an publicly available sketch based symbol search tool developed to en-
able users of the LaTeX authoring environment to quickly locate markup command
codes for mathematical symbols.
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Chapter 3

Learning Cross-Modal Deep
Embeddings for Multi-Object Image
Retrieval using Text and Sketch

I have become intrigued with the combining of seemingly unrelated ideas or images,
or the drawing upon the many, sometimes dissimilar, meanings a word might have.

– by John Barton

In this chapter we introduce a cross-modal image retrieval system that allows both

text and sketch as input modalities for the query. A cross-modal deep network ar-

chitecture is formulated to jointly model the sketch and text input modalities as

well as the image output modality, learning a common embedding between text

and images, and between sketches and images. In addition, an attention model

is used to selectively focus the attention on the different objects of the image, al-

lowing for retrieval with multiple objects in the query. Experiments show that the

proposed method performs the best in both single and multiple object image re-

trieval in standard datasets.

3.1 Introduction

With the advent of touch screen and pen input devices, sketches have emerged as an
alternative mode to provide the query that can deal with the limitations of text and
images. Sketches are a natural way to conceptualize visual objects in terms of sim-
plified shapes and their pose, however they have a few constraints. Sketching needs

29
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some idea and ability in drawing shapes that can make some users uncomfortable
with this modality. Thus a SBIR framework can not replace conventional text based
retrieval which has its own benefits (e.g. utilization of keyboard versus stylus). Thus
both modalities can complement each other. As most existing systems allow users to
query by image (CBIR) or by text (TBIR). Though these two alternatives provide an ef-
fective way to interact with a retrieval system by providing the query as an example
image or text, they also pose some constraints in situations where either an example
image is not available or text is not sufficient to describe the query. In this type of
scenarios sketches arise as an alternative mode to provide the query that can handle
the limitations of text and image. As sketches can efficiently and precisely express the
shape, pose and fine-grained details of the target images, they are becoming popular
as an alternative form of query.

Though in many scenarios sketches are more intuitive to express the query they still
present some limitations. Drawing a sketch can be tedious for some users not skilled
in drawing, and a sketch based interface may need special hardware (e.g. stylus) which
might not be always available. Thus a SBIR system can not entirely replace traditional
text based retrieval which has its own convenience (e.g. use of keyboard vs stylus), but
can effectively supplement and/or complement the traditional text based querying in
many cases. Thus, a multimodal image retrieval system can be envisioned, where the
query can be either a sketch or a text. The popular use of smartphones with touch
screen interfaces where people stores many personal pictures will bring innovative
search services based in this multimodal input. Although recently many approaches
[155, 160, 143] for sketch based image retrieval have been proposed, none of them per-
mit to use text as an additional or complementary input modality. On the other hand
traditional text based retrieval systems only permit to use text as their query modality.

Another significant limitation of most existing image retrieval pipelines is that they
can only deal with scenarios where only one salient object is significant (see Fig. 3.1 to
better understand the limitations of current methods). To the best of our knowledge
none of the sketch based image retrieval methods can deal multi-object scenarios,
however few methods [70] based on textual queries are able to retrieve relevant images
containing multiple objects by learning a common subspace between text description
and image. Nevertheless, these methods need a detailed description (caption) about
the images to be retrieved, sometime which is unfeasible to provide. Additionally these
methods rely on co-learning of text and images in a semantic space, and often limited
to a closed dictionary. Hence, we propose a unified image retrieval method, which
can take both sketch or text as query. The method obtains different representations for
text, sketch and image and then learns a common space where it is more meaningful
to compute distances between text and images and between sketches and images. Ad-
ditionally, the method includes an attention mechanism that permits to focus retrieval
on those parts of the image relevant to the query. In this way, our approach can also
perform multi-object image retrieval.

In this chapter we describe the first contribution of this thesis that can be sum-
marised as follows:
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Modalities Input Retrievals

Sketch

Text “apple”

Description “Dog with apple”

Sketch + Sketch

Text + Text “dog”+“apple”

Figure 3.1: Input modality vs retrieval results: examples shown in the last two rows are
addressed by our proposed method.

• A unified framework for cross-modal image retrieval that can perform both sketch
to image or text to image retrieval based on learning a common embedding be-
tween text and images and between sketches and images.

• A retrieval framework for images having multiple salient objects that leverages
an attention model to select the subset of image features relevant to each query
object.

The rest of the chapter is organized as follows: Sect. 3.3 describes our proposed
cross-modal and multi-object image retrieval framework with all details on text, sketch
and image models. In Sect. 3.4, we describe the datasets and the experimental proto-
cols we have used to show the effectiveness of the method and present the results of
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the experiments. Finally, Sect. 3.5 concludes the paper and some future directions of
the present work are mentioned.

3.2 Related Work

As we are proposing a retrieval system where input queries can be of different modal-
ities, our work is related to multimodal retrieval approaches like [198]. However, none
of the existing works in multimodal retrieval actually propose to combine text and
sketch, but there are several image retrieval systems for each of these two modalities,
which are in a way related to our work. Thus, in this section we will review those works
related to multimodal retrieval of images focusing on sketch based image retrieval and
text based image retrieval approaches.

Sketch Based Image Retrieval (SBIR) is challenging because free hand sketches drawn
by humans have no references but focus only on the salient object structures. In com-
parison to natural images, sketches are usually distorted. In recent years some stud-
ies are made to bridge the domain gap between sketches and natural images, in or-
der to deal with this problem. These methods can be grouped into two categories
namely hand-crafted methods and cross domain deep learning-based methods. Most
of the hand-crafted SBIR methods first generate an approximate sketch by extract-
ing edge or contour maps from the natural images. Then hand-crafted features (e.g.
SIFT [119], HOG [30], gradient field HOG [79], histogram of edge local orientations
(HELO) [155] and Learned Key Shapes(LKS) [156]) are extracted from both the sketches
and edge maps of natural images. Sometimes these features are further clustered using
’Bag-of-Words’(BoW) methods to generate an embedding for SBIR. One of the major
limitations for such methods is the difficulty to match the edge maps to non-aligned
sketches with large variations and ambiguity. To address the domain shift issue, con-
volutional neural networks (CNNs) methods [96] have recently been used to learn do-
main transformable features from sketches and images with an end-to-end frame-
work [160, 143, 224]. Both category [48, 155, 156] and fine grained SBIR [160, 224, 108]
tasks achieve higher performance with deep methods which better handles the do-
main gap. All the current deep SBIR methods tend to perform well only in a single
object scenario with a simple contour shape on a clean background.

On the other hand few works exist which jointly leverage images and natural text
for different computer vision tasks. Zero shot learning [13], language generation [5],
multimedia retrieval [188], image captioning [55] and Visual Question Answering [4]
build a joint space embedding for textual and visual cues to compare both modalities
directly in that space. The first category of methods are based on Canonical Correla-
tion Analysis (CCA) for obtaining a joint embedding [73]. There are recent methods
that also use deep CCA for such embedding [93]. Alternatively to CCA there are other
methods that learn a joint space embedding using ranking loss. A linear transforma-
tion of visual and textual features with a single-directional ranking loss is presented in
WSABIE [206] and DeViSE [57]. Bidirectional ranking loss [90] with possible constraint
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is seen in [199]. Cross-modal queries are often done in these joint image and text em-
bedding i.e. retrieve image with textual queries and vice-versa [199]. In many of these
works learning the joint embedding is by itself, the final objective. In contrast to these
works we try to leverage both the joint space embedding and a sequential attention
model to retrieve images having multiple objects. SBIR suffers the major drawback of
varying drawing skills amongst users. Certain visual characteristics can be cumber-
some to sketch, yet straightforward to describe in text. We hypothesize that these two
input modalities can be modelled jointly with respect to the third for a successful re-
trieval system as semantically they represent the same. In experiments we will show
that using a neural embedding we can jointly learn embedding spaces, where image
and the query (sketch and/or text) can be represented as a vector, thus a simple near-
est neighbour can be used for retrieval.

From the methodological point of view in order to learn different representation
for different objects(in image), we exploit the recent advances in deep learning and, in
particular, attention mechanisms [7] to select features from salient regions. Attention
models allow to select a subset of features by an elegant weighting mechanism. Soft
attention has been widely used in machine translation [7], image captioning [212].
Recentl, attention has also been used for multi object detection in [204]. In this work,
we rely on an attention module to do a soft detection of different objects by giving
more weights to the salient regions of the image corresponding to the query object.
Thus, our attention module is responsible for doing an object detection in place.

Figure 3.2: Overall architecture of our framework

3.3 Cross-modal and multi-object retrieval framework

In this section, we introduce our proposed framework (see Fig. 3.2), which is a common
neural network structure that allows to query image databases with sketch as well as
text inputs. For that, on one side, we have separately designed sketch and text models
that respectively permit to obtain a feature representation of sketches and text. On the
other hand, we use an image model that processes input images and outputs a set of
image features weighted by the attention model. Finally, the network learns a common
embedding between text/sketch features and image features. Below we provide the
details of each part of the framework.
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3.3.1 Sketch representation

For the sketch representation, we adopt a modified version of the VGG-16 network [171].
We replace the input layer to accept a single channel sketch image and the last fully
connected layer to produce class wise probability for 125 classes. Henceforth, we re-
train the entire network as a classification framework on the sketch images from the
Sketchy dataset [160] having 125 sketch classes. Once trained we remove the last fully
connected (FC) and softmax layer, for obtaining the sketch representation.

3.3.2 Text representation

For word representation, we have used the standard word2vec [124] representation,
which is pre-trained on the set of words from the English Wikipedia1. This word repre-
sentation produces a feature vector of 1000 dimensions.

3.3.3 Image representation

The image representation relies on the VGG-16 network [171] pre-trained on ImageNet.
However, for obtaining the image representation the top FC layers are removed, and we
take the output of the last convolutional layer. In this way, we extract a mid-level M-
dimensional visual feature representation on a grid of spatial locations. Specifically,
we use P = {pl |pl ∈RM ; l = 1, . . . ,L} to represent the spatial CNN features at each of the
L grid locations. Given a query with n objects (either sketches or text descriptions),
we compute n different sequentially dependent attention maps for a single image uti-
lizing an LSTM. Considering, λil , for l = 1,2, . . . ,L to be the weights on the L spatial
grids for the i th query, we impose the following condition for obtaining a statistically
meaningful feature description for each image and each query object.

λil ∝ exp(F (pil )) s.t.
L∑

l=1
λil = 1 (3.1)

where F is the neural network model used for obtaining the weights on the spatial
grids of the image. Practically, F is designed with an LSTM. Hence the final image
representation for i th query results in as:

fi =
L∑

l=1
λil pil (3.2)

Each image feature fi is the weighted average of image features over all the spatial lo-
cations l = {1,2, . . . ,L}. In practice, the convolutional layers produce image features of
7×7×512 dimensions, which after incorporating the attention weights results in 512
dimension feature vector delineating an image for a particular query object. Our LSTM

1https://www.wikipedia.org/

https://www.wikipedia.org/
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based attention map generator is a soft attention mechanism, that remembers the at-
tended regions through hidden vector which negates the possibility of attention at the
same object multiple times. The LSTM takes the CNN-based features as well as the
hidden representation as input to generate the attention maps at each time step.

3.3.4 Joint neural embedding

Given the query (either text or sketch) and image representation as above, the goal is to
project the respective representations into a common space. For doing so, in each case
of sketch and text representation, we employ a non-linear transformation containing
two fully connected layers. In case of image representation, it is done by augmenting a
non-linear transformation consisting a single MLP layer on the weighted set of image
features. We adjust the sizes of these respective non-linear transformations accord-
ingly, to produce a 512 dimensional feature vector as the final representation, for each
modality. The goal is to learn mappings of different modalities to make the embedding
“close” for a given same query-image pair, and “afar” for different query-image pair.
The training of this system is done by including the cosine embedding loss as follows:

Lcos((q, f), y) =
{

1−cos(q, f) if y = 1

max(0,cos(q, f)−m) if y =−1
(3.3)

where q and f are respectively the learned query (either text or sketch) and image rep-
resentation, cos denotes normalized cosine similarity and m is the margin. For train-
ing through this paradigm, we generate positive (y = 1), as well as, negative exam-
ples (y =−1), which respectively correspond to the query-image pairs belonging to the
same and different classes.

3.3.5 Multiple objects queries

Our framework permits querying by multiple objects represented with the same modal-
ity, which is particularly useful for retrieving images containing multiple objects. In
this case, the loss is computed in a cumulative manner over all the query objects:

n∑
i=1

Lcos((qi , fi ), y) (3.4)

where n is the number of queries and q is the representation of any query object. Al-
though, our method supports querying with multiple objects, in practice, we consider
querying at most with 2 different objects. This is mainly because of the unavailability
of the appropriate datasets needed for training and retrieval. While querying with mul-
tiple objects the sum of distances between the queries and the image is considered for
ranking the retrievals.
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Figure 3.3: Qualitative results obtained by our proposed method while querying the
database with a combination of texts and sketches: (a) text query “rabbit”, (b) sketch
query teapot, (c) combination of text queries “umbrella” and “chair” and (d) com-
bination of sketch queries apple and dog. (Best viewed in pdf)

3.4 Experimental results

3.4.1 Datasets

Sketchy

The Sketchy dataset [160] is a large collection of sketch-photo pairs. The dataset con-
sists of images belonging to 125 different classes, each having 100 photos. After hav-
ing these total 125×100 = 12500 images, crowed workers are employed for sketching
the objects that appear in these 12500 images, which resulted in 75471 sketches. The
Sketchy database also gives a fine grained correspondence between particular photos
and sketches. Furthermore, the dataset readily contains various data augmentations
very useful for deep learning based methods.

COCO

Originally the COCO dataset [114] is a large scale object detection, segmentation, and
captioning dataset. We use the COCO dataset for constructing a database of images
containing multiple objects. We use the class names of the Sketchy dataset and take
all possible combinations by taking two class names. Afterwards, we download the
images belonging to these combined classes, and use them for training and retrieval.
Few combined classes having very less number (less than 10) images are eliminated,
leaving 365 number of combined classes for the experiment.
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3.4.2 Experimental protocol

Single object

For single object query, we use the Sketchy dataset [160].

Sketch-based image retrieval During the training step, the positive examples are fab-
ricated considering the fine grained information. This follows that for an image I , we
consider all the corresponding fine grained sketches drawn by different sketchers. Let
ns be the total number of sketches that correspond to the image I according to the fine
grained information. Therefore, we construct ns different positive training instances
using the same image I . The negative training examples for all the ns sketches are cre-
ated by randomly choosing images from the classes other than that of I . In this way, we
randomly select 80% of the images from each class for training and the rest for testing.
However, during the test phase, we obtain the sketch and image representation from
the respective models in independent manner, and the retrieval is done according to
the distances between them. Here it is to be noted that the fine grained information is
not considered for ranking the retrievals.

Text-based image retrieval In case of text-based image retrieval as well, we randomly
select 80% of the images from each class for training and the rest for testing. In this
case, the positive training instances are created by considering the class label, the im-
age, which creates training examples equal to the number of training images. Equal
number of negative instances are created by randomly selecting images belonging to
the class different from the texts.

Multiple objects

For multiple objects, we consider the database derived by us from the COCO dataset [114].

Sketch-based image retrieval As we mentioned before, in practice, we consider only
2 different objects, which is due to the unavailability of appropriate dataset for the par-
ticular task. In this case as well, 80% images of each combined class are selected for
training set, and the rest of the images from each class are kept for the testing phase.
To comply with diverse sketch instance, style and appearance, an image I is recon-
sidered nm times. These nm instances of the same image is framed with nm different
combinations of sketches that belong to the individual classes creating the combined
class. The negative examples are created by associating each combined sketch query
an image that does not belong to the same combined class.

Text-based image retrieval Creating training pairs for text-based image retrieval is
relatively straight forward. As in the previous case, 80% images from each combined
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class are selected for training set, and the rest of the images from each class are kept
for the testing purpose. For creating the positive training examples each image that
belongs to a combined class is associated with the text labels of the individual classes.
The negative examples are created by bracketing each combined text query an image
that belongs to a different combined class.

For training our proposed neural network, we have used the Adam [92] optimiza-
tion algorithm with a learning rate of 0.01 and a learning rate decay of 0.6. All the learn-
able parameters used in the model are initialized from a standard normal distribution
N (0,1). The results shown in Table 3.1 are produced after training the respective text
and sketch models for 50 epochs.

Table 3.1: Results obtained by our proposed method and comparison with state-of-
the-art methods. (mAP)

Methods
Single Object Multiple (two) Objects
Text Sketch Text Sketch

S-HELO [155] − 16.10 − 3.07
Sketch-a-Net [226] − 20.80 − 3.39

GN Triplet [160] − 65.18 − 4.23
Proposed method 76.28 68.81 18.65 12.06

3.4.3 Discussions and comparisons

In Table 3.1, we have presented the results obtained by our proposed framework, and
compared them with three state-of-the-art methods: S-HELO [155], Sketch-a-Net [226],
and GN (Google Net) Triplet [160]. All these three methods proposed some kind of
sketch-based image retrieval strategy either based on handcrafted or learning based
feature representation. We have used either their technique or trained model to extract
the final representation of the sketches and the images from our test set, and have em-
ployed them for retrieving images based on a sketch query. This step produces a mean
average precision (mAP) [117] score for each of these methods, which are shown in Ta-
ble 3.1. In case of querying by multiple sketches, we first obtain individual represen-
tation of each sketch query, used those representations to compute multiple (equal to
the number of sketches) distance matrices, and take the average of them to calculate
the final retrieval list. As these methods do not allow querying by text, we do not use
them for text based image retrieval procedure. Although, in literature, there are some
methods that allow querying by caption [55] they use a detailed text description of the
query which is not our case. This is why we have not compared our method with any
other text-based image retrieval method. Here, it is worth reminding that our method
can retrieve images based on the combination of words describing the principal ob-
jects that appear in the images.

From the results shown in Table 3.1, it is evident that in case of single object im-
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ages, our proposed sketch-based image retrieval method has performed the best. In
this case, GN Triplet has performed quite closely to us. In case of multiple objects im-
ages, all three state-of-the-art methods have performed quite poorly. Although used
by us for retrieving images based on multiple queries, these state-of-the-art methods
had not been designed for doing this specific task. Therefore, averaging the distances
over multiple queries might have lost substantial information, which can explain these
poor results. We have observed that our text-based image retrieval system performed
considerably better than the sketch-based system, both in case of single and multiple
object scenarios. This is probably because the spaces for sketch and image are apart
than the ones from text and image.

In Fig. 3.3(a) and Fig. 3.3(b), we present two qualitative results respectively by query-
ing with a text and a sketch input for single object. From the retrieved images shown
in the figures, it is clear that the quality of the retrieval is quite satisfactory, as the first
few images in each case belong to the same class as the query. Furthermore, the wrong
ones have the major amount of context similar to the correct retrievals. For example,
in Fig. 3.3(a), together with “rabbit” some images of “squirrel” also appear because they
share substantial amount of context like grass, soil etc. This phenomena also appeared
to be true in case of sketch based retrieval (see Fig. 3.3(b)). The qualitative results of
retrieving images based on multiple text and sketch queries are respectively shown
in Fig. 3.3(c) and Fig. 3.3(d). In these cases as well, the first few retrieved images are
mostly true images. However, the number of true images retrieved are much less than
the single object case. The majority of the false retrieved images contain objects be-
longing to one of the queried class, which is quite justified.

3.5 Conclusions and future work

In this chapter, we have proposed a common neural network model for sketch as well
as text based image retrieval. One of the most important advantage of our framework
is that it allows one to retrieve images queried by multiple objects of the same modal-
ity. We have designed an image attention mechanism based on LSTM that allows to
put attention on the specific zones of the images depending on the inter related ob-
jects which usually co-occur in nature. This has been learned by our model from the
images in the training set. We have tested our proposed framework on the challenging
Sketchy dataset for single object retrieval and on a collection of images from the COCO
dataset for multiple object retrieval. Furthermore, we have compared our experimen-
tal results with three state-of-the-art methods. We have found that our method has
performed satisfactorily better than the considered state-of-the-art methods on all the
two datasets with some cases of failure with justifiable reasons.

One of the future directions of this work will obviously focus on improving the re-
trieval performance on both type of datasets (single or multiple objects). For this pur-
pose, we plan to investigate on more efficient training strategies. Furthermore, our
framework can potentially allow to query by multiple modalities at the same time. We
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will also explore this possibility which will allow the users to query a database in a more
efficient and effortless manner. In this regard, we should make both the queries and
the loss calculation more efficient to accommodate both multi-modal combined query
search and faster retrieval strategies



Chapter 4

Aligning Salient Objects to Queries: A
Multi-modal and Multi-object Image
Retrieval Framework

Everything should be made as simple as possible,
but not one bit simpler.

– by Albert Einstein

In this chapter we propose an approach for multi-modal image retrieval in multi-

labelled images. A multi-modal deep network architecture is formulated to jointly

model sketches and text as input query modalities into a common embedding

space, which is then further aligned with the image feature space. Our architecture

also relies on a salient object detection through a supervised LSTM-based visual

attention model learned from convolutional features. Both the alignment between

the queries and the image and the supervision of the attention on the images are

obtained by generalizing the Hungarian Algorithm using different loss functions.

This permits encoding the object-based features and its alignment with the query

irrespective of the availability of the co-occurrence of different objects in the train-

ing set. We validate the performance of our approach on standard single/multi-

object datasets, showing state-of-the art performance in every dataset.

41
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4.1 Introduction

As mentioned in the previous chapter, current trends explore TBIR systems that could
bridge the semantic gap with queries based on natural language descriptions of the
image content. Despite its wider expressiveness there can still be circumstances where
text cannot be adequate to portray the query and it can be difficult to establish the link
between text and image contents.

Conventional SBIR Conventional TBIR Proposed Multi-modal Multi-object IR

SBIR

“car”

“elephant” TBIR MMIR

“person” +

“person” ++

“water”

“person”

“surfboard”
“person”+ + “car”

Figure 4.1: In conventional SBIR and TBIR, during the training phase, respectively a sketch and
a text representation is mapped to the image representation of corresponding class. Querying
images with multiple labels has been explored within the TBIR domain [121] (as shown in the last
row of Conventional TBIR column). Querying images with multiple objects using multi-modal
queries provides convenience in searching, but it is an extremely challenging task and has not
been addressed yet.

Although numerous methodologies for SBIR have been proposed, none of them al-
low to utilize text as an extra or complementary query modality. Thus, the first motiva-
tion for the work presented in this chapter is to propose a multi-modal image retrieval
approach where the query can be either sketch or text or both. To make the different
modalities compatible, a common semantic embedding space is defined.

Another noteworthy constraint of most existing image retrieval pipelines is that
they can only manage situations where just a single salient object is significant – see
Fig. 4.1. This motivates the second challenge of the present work, i.e. allowing to ex-
press queries that can refer to multiple objects. In this way, the proposed model pro-
vides more expressiveness to the search language since users can construct queries
consisting of different concepts that are aligned to the salient objects of the target im-
ages. To the best of our understanding, none of the SBIR techniques can deal with
multi-object scenarios. Although some of the strategies [70] based on textual queries
can recover relevant images containing multiple objects.

Consequently, we propose a unified multi-modal and multi-object image retrieval
(MMIR) framework, which permits to retrieve images containing multiple objects, ex-
pressing the query using text, sketches or a combination of both. The framework is
based on a deep network architecture in which multi-modality is addressed by pro-
jecting word2vec representations of sketches and text into a common semantic space
aligned with the image feature space. To deal with multi-object search we integrate an
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LSTM-based visual attention model that learns to discover relevant zones of the image.
To match the set of attention glimpses with the set of queries we propose a Hungarian
loss that finds the best correspondence between both sets. The Hungarian loss is also
used to introduce supervision while training the visual attention model by guiding the
result of the attention towards object bounding boxes.

The main contributions of this work are: (1) The proposal of a common semantic
space among text and sketches, obtained through word2vec representation of both in-
put modalities, and aligned with the image feature space; (2) A visual attention model
that automatically detects salient objects from an image, that is trained in a supervised
way in order to minimize the assignment cost between attention output and object
bounding boxes.

The rest of the chapter is organized as follows: in Sect. 4.2, we review the relevant
state-of-the-art. Sect. 4.3 describes in detail our proposed cross-modal/multi-object
image retrieval framework. In Sect. 4.4, we describe the experimental framework and
present the results of the experiments. Finally, Sect. 4.5 draws the conclusions and
outlines the future directions.

4.2 Related Work

In this section we review image retrieval using text – text based image retrieval (TBIR) –
and sketches – sketch based image retrieval (SBIR) keeping the chapter in mind. Subse-
quently, as our method detects object as part of multi-object image retrieval by means
of an attention procedure, we also discuss about the state of the art on attention mod-
els.

Advances in feature learning have recently provided effective feature representa-
tions for different modalities such as text [57, 126], images [69, 139], and hand-drawn
sketches [224, 160] which have been shown to greatly improve the retrieval perfor-
mance. A common approach when dealing with multi-modal data is to learn a joint
embedding to map all modalities into a common latent space [150]. However, in multi-
modal image retrieval [198], the complementary use of text and sketch to express the
queries has not been much explored [39].

TBIR, dating back to the late 1970s, has evolved from just a keyword-based task to
a more challenging task based on natural language descriptions (e.g., sentences and
paragraphs) [95]. Queries in the form of sentences rather than keywords refer not only
to object categorical information but also interactions, such as spatial relationships
between objects [101, 210]. In our work we keep text in the simple form of keywords,
but we permit to express objects relationships as combination of several text or sketch
based queries. Recently, projecting text into the word2vec space has been shown to
achieve a high level of accuracy in TBIR [67]. Thus, we also rely on word2vec to rep-
resent text queries, but we also extend this idea to obtain a semantic embedding of
sketches into the word2vec space.
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SBIR is one of the alternative ways of searching and overcoming the limitations
imposed by TBIR systems. Apart from images, sketches have been successfully used
for 3D shape retrieval purpose as well [234, 209]. Since sketch is more close to the se-
mantic representation, it tends to help retrieving target results in the user mind from a
semantic perspective [208]. Here, the main challenge is to bridge the domain gap be-
tween sketches and natural images. In literature, methods addressing this issue can be
grouped into two categories: (1) hand-crafted methods, (2) deep learning-based meth-
ods. The hand-crafted features (e.g. SIFT [119]), gradient field HOG (GF-HOG [79]) are
extracted from both the sketches and edge maps of natural images and further clus-
tered using ’Bag-of-Words’ (BoW), histogram of edge local orientations (S-HELO) [155]
or Learned Key Shapes (LKS) [157]).

One of the major limitations for such methods is the difficulty to match the edge
maps to non-aligned sketches with large variations and ambiguity. To address the do-
main shift issue, convolutional neural networks (CNNs) methods [96] have recently
been used to learn domain-transformable features from sketches and images with an
end-to-end framework [160, 224]. In our work, we address these semantic gap by di-
rectly projecting sketches to a semantic space using word2vec, that is further aligned
with the image space. The current deep SBIR methods tend to perform well only in a
single object scenario with a simple contour shape on a clean background [116, 160,
224]. Recently, there have been attempts to apply deep learning to multi-label image
recognition task [216, 205, 197]. Razavian et al. [149] applies off-the-shelf features
extracted from a deep network pre-trained on ImageNet [154] for multi-label image
classification. Wang et al. [197] utilize RNNs to learn a joint image-label embedding
to characterize the semantic label dependency as well as the image-label relevance.
Some works exploit object proposals to only focus on the informative regions, which
effectively eliminate the influences of the non-object areas and thus demonstrate sig-
nificant improvement in multi-label image recognition task [205, 216]. More specif-
ically, Wei et al. [205] propose a Hypotheses-CNN-Pooling framework to aggregate
the label scores of each specific object hypotheses to achieve the final multi-label pre-
dictions. Yang et al. [216], formulate the multi-label image recognition problem as
a multi-class multi-instance learning problem to incorporate local information and
enhance the discriminative ability of the features by encoding the label view informa-
tion. As an alternative we propose to use an attention model to discover image regions
relevant to each of the objects. Visual attention model has gained a lot of interest re-
cently. In image captioning [211] visual attention assists the generation of descriptive
captions. [220] targeted attention on a set of concepts extracted from the image to gen-
erate captions. In visual question answering [172, 235] several models have been pro-
posed which attend to image regions or questions when generating an answer. Con-
currently, [31] analyzed the consistency between human and deep network attention
in visual question answering. Our goal differs in that we are interested in how atten-
tion on salient objects can be aligned with the queried object. We use the attention
correction proposed in [115] to create a supervised attention for salient object detec-
tion. A Hungarian Loss [177] function is proposed to match the salient objects with the
queries projected to a semantic embedding space.



45 A Multi-modal and Multi-object Image Retrieval Framework

AUenDon%map%
generator%

Query%Set%

,person%, ,

CNN%%

Image%Database%

Hungarian%Loss%%
m%x%d%

n%x%d%

CNN%

FC%

W
or
d%

Em
be

dd
in
g%

W%

Sk
et
ch
%

Em
be

dd
in
g%

Se
m
an
Dc
%Q
ue

ry
%E
m
be

dd
in
g%

Salient%object%detector%%
by%generaDng%aUenDon%

LL

h%
w% d%

H%

W

Point%wise%mulDply%
and%mean%
ConcatenaDon%

CNN%% PreKtrained%just%
%feature%module%

CNN%

FC% PreKtrained%to%
%regress%to%%
word2vec%space%

W
or
d2

V
ec
%%

Em
be

dd
in
g%
Sp
ac
e%
%

Im
ag
e
M
od

el

Su
pe

rv
is
ed

%A
U
en

Do
n%
M
ap
%

G
en

er
at
or
%u
si
ng
%L
ST
M
%

H
un

ga
ri
an
%L
os
s%

A
lig
nm

en
t% Hungarian%Loss%

h%

w%
d%

FC% FC% FC% FC% FC%

LSTM% LSTM% LSTM% LSTM% LSTM%

H%

W

H
un

ga
ri
an
%L
os
s%

Su
pe

rv
is
ed

%A
U
en

Do
n%

G
T%
M
as
k%

Supervised%AUenDon%
%Map%Generator%using%LSTM%

Figure 4.2: Architecture of the proposed unified MMIR framework. The semantic query net-
work (in purple) and the image model (in orange) are aligned using the Hungarian loss (in blue).
Right side of the figure elaborates supervised attention map generator (in green). The Hungarian
loss for attention (in blue) computes the assignments in test time and computes the assignments
and loss during training.

4.3 Multi-modal and Multi-object Image Retrieval

In this section we describe the proposed methodology (see the architecture in Fig. 4.2).
The query (text and sketch) is embedded into a common semantic space. For each
image in the image database, an LSTM based attention map generator finds several
attention maps (one at every time step of LSTM) based on a CNN feature map and the
previous attention map. These attention maps are trained in a supervised way and can
be thought of as the relative importance of the different areas of the image in order
to get the feature representation of the different salient objects in the image. For ev-
ery attention map, the CNN features are weighted and averaged to get the final feature
representation at every step. Thus, we obtain a set of features corresponding to dif-
ferent salient objects in the image. On the other hand, we allow for multiple queries
each of them embedded in the semantic space. Consequently we have a set of query
features and a set of image features that have to be matched and aligned. To compute
a distance between these two sets, we use a Hungarian loss that gives the minimum
cost assignment between them. Cosine distance between query features and object
features is used to compute the individual cost between each pair query/object. In the
following sections we introduce the details of each of the components of this global
architecture.
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4.3.1 Semantic Query Embedding

For successful retrieval of images given text or sketch as query, a proper embedding
space must be defined, where both text and sketch can be directly compared to the
image with a distance measure. In the case of sketches this has been achieved by learn-
ing a global feature using triplet loss [160] or similarity loss [143]. For text, either one
hot vector encoding based on a fixed vocabulary or some semantic embedding map-
ping words into a continuous vector space can be used. In our case, we chose to use
a semantic embedding as it gives the opportunity to use generic words as query and
the model is not restricted to a certain vocabulary of words. For the combination of
sketch and text, in [39] two different subspaces were proposed, one between text and
image another between sketch and image. However, end to end training of different
subspaces is difficult and unstable.

We argue that a better option is to find a subspace where all three modalities can
be compared. Therefore, we propose a semantic space to embed the queries, captur-
ing the common properties of text and sketch. In particular, we use word2vec [124]
representation to obtain this semantic space. For the text we use directly the word2vec
embedding of the words. Sketch images are regressed to the word2vec space by using
a CNN based regressor. In the following we provide the details of each embedding.

For word encoding, we have used the standard word2vec [124] representation, which
is pre-trained on the set of words from the English Wikipedia1. This word representa-
tion produces a feature vector of 1000 dimensions.

For the regression of sketch images into semantic space, we adopt a modified ver-
sion of the VGG-16 network [171]. We modified the top fully connected layer module
to accommodate the output vector dimension to that of word2vec. The entire network
was then trained as a regression framework with cosine embedding loss to project the
sketches in a space parallel to word2vec. For doing so, we used the sketch images from
the Sketchy dataset [160] to produce the corresponding word2vec representation of the
class name. Once trained, we used the network for obtaining the sketch representation
mapped into the word2vec space.

4.3.2 Supervised Attention for Image Representation

With the goal of retrieving images relevant to a set of query objects, our aim is to extract
a set of feature vectors representing salient objects from a particular image. Another
possible alternative would be to encode the image into a global signature and aggre-
gate multiple queries into a single representation making retrieval a nearest neighbour
problem in this feature space.

However we argue that this approach has severe limitations. Firstly, to find a suit-
able global image representation that can encode the presence of multiple objects we
should train with a well curated dataset containing possible combination of different

1https://www.wikipedia.org/

https://www.wikipedia.org/
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objects. Such a dataset would be huge and training would be complex and take a lot of
time. Secondly, although aggregation of queries could be solved in various ways, there
is not an easy way to encode their relative position, which can be crucial to match with
that of image. In [121] this problem is dealt with by using a spatial query box and
then learning the relative position by using a conventional CNN. However, the posi-
tion has to be provided by user which can limit the usability of the query interface.
Another possibility would be to use a state-of-the-art object detector to detect object
and compute the corresponding feature vectors for each object. However, most object
detection pipelines assume rectangular objects and do not consider the image context
around them. In addition, such an approach would eventually make the pipeline hard
to train end-to-end due to different loss functions.

With all this in mind, we propose a different alternative by using a more flexible
method based on an LSTM together with an attention model to detect multiple objects
(in the form of mask) one at every step. The input to the attention model is a set of
features extracted with a conventional CNN corresponding to a spatial grid in which
every point represents an area in the image (through its receptive field). In a nutshell,
our LSTM based object detector is trained to output one attention map at every step
which depends on the previous attention map and the CNN features. The LSTM re-
members the attended regions through the hidden vector, which prohibits it to attend
the same object multiple times.

The soft attention mechanism was first used in computer vision by [211] where the
attention model is not supervised in a sense that there is no loss calculated directly on
the attention weights. Thus, the attention mechanism is free to attend anywhere, being
only guided by the final output, which is calculated from the result of the attended
features. However this model can be extended by applying a direct supervision i.e by
directing the model "where to attend" [115]. In this work we used a similar framework
but we did the following changes. Firstly, we changed the cross entropy loss between
the target and the generated attention map and the softmax over the grid locations by
a sigmoid cross entropy loss and a sigmoid activation function to generate a binary
map over the grid. This follows from the hypothesis that that every grid location is
independent and can be a potential region to attend. Secondly, in our case the order
in which the different targets (corresponding to objects) are attended is not relevant.
Thus, we need a way to match the un-ordered set of targets with the unordered set of
generated attention maps. We solve this by finding minimum cost between the two
sets by using a generalized Hungarian loss. We outline the details of the formulation
for this matching later.

More formally, the attention model computes n different attention maps and corre-
sponding image representations for a single image using an LSTM network. The input
to the LSTM is a set of features extracted from a pre-trained CNN-based feature ex-
tractor resulting in L vectors, {a1, ...,aL},ai ∈ Rd that correspond to L spatial locations
of an image. The LSTM generates n attention maps, {αt ∈ [0,1]L , t = 1, . . . ,n} and their
corresponding image representations: {xt ∈ Rd , t = 1, . . . ,n}. Our LSTM model can be
visualized in Fig. 4.2. At every step, the input the LSTM takes as intput the hidden rep-
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resentation ĥ, the local features given by {a1, ...,aL} and the attention map generated at
previous time step. To generate the attention map the hidden vector is passed through
an MLP layer followed by sigmoid activation, which provides attention maps that can
be interpreted as the importance of every spatial location for the detection/retrieval
of a certain object. Considering λil , for l = 1,2, . . . ,L to be the weights on the L spa-
tial grids for the i th step, the final image representation for i th attention map is the
weighted average of image features over all spatial locations, xi =∑L

l=1λil al

4.3.3 Hungarian Loss

In our framework we have to match two unordered sets of elements keeping two con-
straints. On one hand, we have m queries (represented as points in the regressed
word2vec space) and n (where n > m) different image representations of every sin-
gle image corresponding to the different attention computed through the LSTM. For
retrieval we have to find the best matching between these two sets. On the other hand,
in order to train in a supervised way the attention model we have to align the set of
bounding boxes of the salient objects with the result of the n steps of the LSTM.

We have solved both problems using the same framework formulating them as a
bi-partite graph matching problem, and using a variation of the Hungarian loss intro-
duced in [177]. In this way, we compute the loss as the minimum cost assignment
between every pair of elements in both sets. Given a cost matrix between every pair of
elements, the computation of the minimum cost assignment is done by the Hungarian
algorithm [127] in polynomial time.

We use two different cost functions for each of the two problems. The cost between
the query features q and the computed image features x is given by the cosine dissim-
ilarity between the query and the feature.

Csim(qi ,x j ) = 1−cos(qi ,x j ) (4.1)

For supervising the attention model, we have used the binary cross entropy as a cost
function between each of the ground truth masksβ and each of the generated attention
maps λ.

Cattn(λi ,β j ) =−(λi log(β j )+ (1−λi ) log(1−β j )) (4.2)

4.4 Experimental Results

4.4.1 Implementation Details

We have implemented our method on PyTorch framework. For all experiments, the im-
age features are extracted using the feature module of the pre-trained VGG-16 network
model. This feature representation is particularly appropriate for our task as it can
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(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l)

Figure 4.3: Images of (a) person with pizza and (g) person with surfboard; (b)-(f) and (h)-(l) are
respective n (n = 5) attention maps for image (a) and (b) obtained by our LSTM-based image
model.

effectively capture high-level semantic information from the images and at the same
time it naturally retains most spatial information. For sketches, we used the same VGG-
16 model but replacing the last layer in the classifier module with a specific layer to
accommodate the regression of the features extracted from the sketch to the word2vec
space. The output is a feature vector of 1000 dimensions, which is then mapped to a
common joint neural embedding space. Its jointly trained by freezing the feature ex-
traction part on both the query and the image side. The salient object detector based
on supervised attention model was implemented using the mask generated from the
bounding boxes of the objects in MS-COCO images. In case of the Sketchy database,
we used the bounding box of the sketches in the image mask. This was possible be-
cause the dataset was designed for fine grained SBIR. We first compare the proposed
method with several previous SBIR methods for single object, including hand-crafted
features: GF-HOG [78], S-HELO [155], LSK [157]; and deep learning based: Siamese
CNN [143], Sketch-a-Net (SaN) [224], GN Triplet [160], 3D shape [192], DSH [116] as
shown in the Table 4.2. For all the methods mentioned above we follow the same pro-
tocol and evaluation metrics as in [116]. In the case of [116] we used the trained model
for 128-bits provided in the author’s github repository.

4.4.2 Datasets

Sketchy Dataset [160]: This is a large collection of sketch-photo pairs. The dataset
consists of images belonging to 125 different classes, each having 100 images. Af-
ter having these total 125× 100 = 12,500 images, crowed workers were employed for
sketching the objects that appear in these 12,500 images, which resulted in 75,471
sketches.

TU-Berlin Dataset [51]: The TU-Berlin dataset contains 250 categories with a total of
20,000 sketches. We also utilize the extended set provided in [116], with natural images
corresponding to the sketch classes with a total size of 204,489.

MS-COCO Dataset [114]: Originally it is a large scale object detection, segmentation,
and captioning dataset. We use the MS.COCO dataset for constructing a database of
images containing multiple objects. As the label number for each image also varies
considerably, rendering MS-COCO is even more challenging. We use the class names
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Figure 4.4: Qualitative results obtained by our proposed method: eight example queries con-
sisting texts as well as sketches with their top-10 retrieval results on the Sketchy, TU-Berlin and
MS-COCO dataset. Red boxes indicates false positives. (Best viewed in pdf)

of the Sketchy dataset and take all possible combinations by taking two, three, four,
five class names. Afterwards, we download the images belonging to these combined
classes, and use them for training and retrieval. Few combined classes having less than
10 images are eliminated, leaving 125 number of combined classes for the experiment
with at least 900 images.

4.4.3 Ablation Analysis

In this subsection, we perform some experiments to carefully analyze the contribution
of the critical components of our proposed model. For this study we used single object
retrieval from the Sketchy [160] using sketch as a query modality. In an effort to evalu-
ate each of our contributions, we trained every variation of the system with exactly the
same training data.

In the first row of Table 4.1 we show the results that we obtain if we replace the VGG-
16 network that regresses the word2vec representation of sketches by another VGG-16
network that just outputs a one-hot encoding representation of the word that repre-
sents the class of the sketch. The sketch features obtained from the one-hot encoding
produce reasonable retrieval performances, but the figures are still clearly lower than
our original design in the last row of the table (12% less in mAP). We speculate this
is because hidden representations and knowledge within the trained neural network
is able to store more information by correlating the data points that are semantically
close.

We also introduce two other variations by replacing the supervised attention mod-
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Figure 4.5: t-SNE visualization of our image and sketch embeddings of 10 represen-
tative categories from the Sketchy dataset. After embedding the images as well as the
sketches to the common space by our model, natural images and sketch queries from
most of the categories are almost scattered into the same clusters. (Best viewed in pdf)

ule with a global average pooling of image features (second row of Table 4.1) and a stan-
dard attention model without mask level supervision (third row) in order to show the
impact of the supervised attention model in detecting salient objects. The comparison
reveals the fact that supervised attended regions have a relevant impact on the results
and therefore, are capable of discovering the discriminating regions, which facilitates
the task of multi-label image classification. The global pooling basically provides no
segregated object information and fails to generalize knowledge from the seen objects
together to the unseen ones. The general attention is also suboptimal in exploring the
object features individually.

Description Sketchy
Regressed vector → one hot vector 68.80
Supervised attention → global pooling 72.60
Supervised attention → general attention 75.40
Full model 80.90

Table 4.1: Ablation analysis

Finally, in Fig. 4.6(d), we elucidate t-SNE [185] visualization of the image features
and sketch features corresponding to 10 different categories. We can see that the dis-
tributions of the features in both domains are very similar reflecting that the network
is capable to align features among both modalities.
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Methods
Sketchy TU-Berlin

mAP
Precision

mAP
Precision

@ 200 @ 200
GF-HOG [78] 13.5 16.7 11.4 15.8
S-HELO [155] 16.1 18.1 12.1 15.3

LKS [157] 19.3 23.1 15.1 17.2
Siamese CNN [143] 58.7 74.5 48.9 62.3

SaN [224] 20.8 29.2 17.8 18.2
GN Triplet [160] 65.1 79.7 59.7 78.2
3D shape [192] 16.1 18.1 12.3 14.7

DSH [116] 62.0 69.4 55.6 74.3
Proposed (Sketch) 80.9 88.6 65.3 79.6

Proposed (Text) 80.2 88.1 64.1 72.7
Proposed (Sketch + Text) 80.3 88.2 64.5 73.5

Table 4.2: Image retrieval performance

4.4.4 Results and Discussions

Single Object: In Table 4.2, we report the comparison of mAP and precision@200
over all SBIR methods on two datasets. Generally, deep learning-based methods can
achieve much better performance than handcrafted methods and the results on Sketchy
are higher than those on TU-Berlin since the data in Sketchy is relatively simpler with
fewer categories. The corresponding precision-recall (P-R) curves for both the datasets
are illustrated in Fig. 4.6(a) and (b). Our method leads with significant improvements
over the best-performing comparison methods on the two datasets, respectively in
both mAP and precision@200. We argue that this is because our architecture is specifi-
cally designed to handle visual alignment of the query to the images using the Hungar-
ian Loss.

Multiple Objects: For retrieving images with multiple objects, we have considered
the MS-COCO dataset as mentioned above. Two existing methods are considered for
comparison: SSCC [121] and UA [39]. However, it is worth mentioning that none of
the above two methods works with multi-modal queries; as they allow retrieving im-
ages with multiple queries, we slightly modified these methods to accept multi-modal
queries. The multi-modal multi-object image retrieval mean average precision (mAP@all)
of our proposed method and the two baselines are reported in Table 4.3 and the cor-
responding precision-recall (P-R) curves are shown in Fig. 4.6(c). The performance
margins between our proposed method and the selected state-of-the-art methods are
significant, suggesting the existing cross-modal image retrieval methods fail to handle
the multi-modal multi-object image retrieval task. SSCC [121] attains relatively bet-
ter results. A possible reason for this is allowance of multiple queries and a relatively
simple model for query processing. However, this method is designed only for text
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Figure 4.6: Precision-recall curves obtained by different methods on (a) Sketchy, (b) TU-Berlin,
(c) MS-COCO datasets. (Best viewed in pdf)

Methods
MS-COCO

mAP
Precision

@ 200
SSCC [121] 62.3 66.7

UA [39] 35.4 41.3
Proposed (Sketch) 69.7 75.3

Proposed (Text) 69.6 75.1
Proposed (Sketch + Text) 69.3 74.9

Table 4.3: Multiple objects

modality and also deals with semantic constraints, which can be a reason of the worse
performance than our proposed system. Some qualitative results of retrieving images
using multi-modal and multi-object queries are Fig. 4.4. It can be seen that our pro-
posed method is able to produce acceptable retrieval results. Albeit some false alarms
are produced, they mostly have some visual similarity with the actual retrieval.

4.5 Conclusions and Future Work

In this chapter, we have proposed a common neural network model for sketch as well
as text based image retrieval. One of the most important advantages of our frame-
work is that it allows to retrieve images queried by terms of multiple modalities (text
and sketch). We have designed an image attention mechanism based on LSTM that
allows to put attention on the specific zones of the images depending on the inter re-
lated objects which usually co-occur in nature. This has been learned by our model
from the images in the training set. We have tested our proposed framework on the
challenging Sketchy dataset for single object retrieval and on a collection of images
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from the COCO dataset for multiple object retrieval. Furthermore, we have compared
our experimental results with three state-of-the-art methods. We have found that our
method performs satisfactorily better than the considered state-of-the-art methods on
all the two datasets with some cases of failure with justifiable reasons. For the future
we plan to investigate on more efficient training strategies, as few shot learning or zero
shot learning approaches that learn from a small amount of training data in human-
centered scenarios that allow users to search in their own databases in a more efficient
and effortless manner. We also noticed while doing this work it not possible to train a
model with all the object classes possible in real life scenario. Different training strate-
gies are very important to be explored in order to figure out the best possible way to
mimic human ways of depicting objects, combining them, and coming up with new
concepts.



Chapter 5

Doodle to Search: Practical Zero-Shot
Sketch-based Image Retrieval

Draw as if the object being drawn has never existed - because it hasn’t.
– Scale & the Incas (2018), by Andrew Hamilton

In this chapter, we investigate the problem of zero-shot sketch-based image re-

trieval (ZS-SBIR), where human sketches are used as queries to conduct retrieval

of photos from unseen categories. We importantly advance prior arts by proposing

a novel ZS-SBIR scenario that represents a firm step forward in its practical ap-

plication. The new setting uniquely recognizes two important yet often neglected

challenges of practical ZS-SBIR, (i) the large domain gap between amateur sketch

and photo, and (ii) the necessity for moving towards large-scale retrieval. We first

contribute to the community a novel ZS-SBIR dataset, QuickDraw-Extended, that

consists of 330,000 sketches and 204,000 photos spanning across 110 categories.

Highly abstract amateur human sketches are purposefully sourced to maximize the

domain gap, instead of ones included in existing datasets that can often be semi-

photorealistic. We then formulate a ZS-SBIR framework to jointly model sketches

and photos into a common embedding space. A novel strategy to mine the mu-

tual information among domains is specifically engineered to alleviate the domain

gap. External semantic knowledge is further embedded to aid semantic transfer.

We show that, rather surprisingly, retrieval performance significantly outperforms

that of state-of-the-art on existing datasets that can already be achieved using a re-

duced version of our model. We further demonstrate the superior performance of

our full model by comparing with a number of alternatives on the newly proposed

dataset.

55
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Figure 5.1: Qualitative comparison of sketch datasets, columns show examples belong-
ing the same class. Sketchy, TUBerlin and QuickDraw datasets orderly contain sketches
with increasing level of abstraction. It is worth noting that despite being the most ab-
stract dataset, QuickDraw sketches can still be reliably recognised.

5.1 Introduction

In the context of retrieval, sketch modality has shown great promise thanks to the per-
vasive nature of touchscreen devices. Consequently, research on sketch-based im-
age retrieval (SBIR) has flourished, with many great examples addressing various as-
pects of the retrieval process: fine-grained matching [224, 176, 143], large-scale hash-
ing [116, 109], cross-modal attention [39, 176] to name a few.

However, a common bottleneck identified by almost all sketch researches is that of
data scarcity. Different to photos that can be effortlessly crawled for free, sketches have
to be drawn one by one by a human being. As a result, existing SBIR datasets suffer in
both volume and variety, leaving only less than a thousand of sketches per category,
with a maximum number of classes limited to a few hundreds. This largely motivated
the problem of zero-shot SBIR (ZS-SBIR), where one wishes to conduct SBIR on object
categories without having the training data. ZS-SBIR is increasingly being regarded as
an important component in unlocking the practical application of SBIR, since million-
scale datasets that have been used to train commercial photo-only systems [36] might
not be feasible.

The problem of ZS-SBIR is extremely challenging. It shares all challenges laid out
in conventional SBIR: (i) large domain gap between sketch and image, and (ii) high
degree of abstraction found in human sketches as a result of variant drawing skills and
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visual interpretations. Additionally, it also needs the semantic transference from the
seen to unseen categories for the purpose of zero-shot learning. Over and above all,
in this paper, we are interested in moving towards the practical adaptation of ZS-SBIR
technology. For that, a more appropriate dataset that best capture all these challenges
is required.

Therefore, our first contribution in this chapter is a new dataset to simulate the
real application scenario of ZS-SBIR, which should satisfy the following requirements.
First, the dataset needs to mimic the real-world abstraction gap between sketch and
photo. Such amateur sketches are very different from the ones currently studied by
existing datasets, which are either too photo-realistic [50] or produced by recollection
of a reference images [159] (Figure 5.1 offers a comparative example). Second, in order
to learn a reliable cross-domain embedding between amateur sketch and photo, the
dataset much faithfully capture of a full variety of sketch samples from users having
various drawing skills. Our proposed dataset, QuickDraw-Extended, contains 330,000
sketches and 204,000 photos in total spanning across 110 categories. In particular, it
includes 3,000 amateur sketches per category carefully sourced from the recently re-
leased Google Quickdraw dataset [88] – six times more than the next largest. It also has
a search space stretching to 166million total comparisons in the test set, compared to
Sketchy-Extended and TUBerlin-Extended with just 10 million and 1.9 million, respec-
tively.

This dataset and the real-world scenario it mimics, essentially make the ZS-SBIR
task more difficult. This leads to our second contribution which is a novel cross-domain
zero-shot embedding model that addresses all challenges posed by this new setting.
Our base network is a visually-attended triplet ranking model that is commonly known
in the SBIR community to produce state-of-the-art retrieval performances [224, 176].
To our surprise, just by adopting such a triplet formulation, we can already achieve
retrieval performances drastically better than that of the previously reported ZS-SBIR
results on commonly used datasets. We attribute this phenomena to previous datasets
being too simplistic in terms of the cross-domain abstraction gap and the diversity of
sketch samples. This further justifies the necessity of a new practical dataset like ours.
We then propose two novel techniques to help learn a better cross-domain transfer
model. First, a domain disentanglement strategy is designed to bridge the gap between
the domains by forcing the network to learn a domain-agnostic embedding, where a
Gradient Reversal Layer (GRL) [61] encourages the encoder to extract mutual informa-
tion from sketches and photos. Second, a novel semantic loss to ensure that semantic
information is preserved in the obtained embedding. By applying a GRL only to the
negative samples at the input of the semantic decoder helps the encoder network to
separate the semantic information of similar classes.

Extensive experiments are first carried out on the two commonly used ZS-SBIR
datasets, TUBerlin-Extended [45] and Sketchy-Extended [159]. The results show that
the even a reduced version of our model can outperform current state-of-the-arts by a
significant margin. The superior performance of the proposed method is further val-
idated on our own dataset, with ablative studies to draw insights towards each of the
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proposed system components.

The rest of the chapter is organized as follows: in Sect. 5.2, we review the relevant
state-of-the-art. Sect. 5.3 describes the different dataset available and the how-to its
important to have a new dataset to benchmark the ZS-SBIR problem. Sect. 5.4 de-
scribes in detail our proposed zero-shot image retrieval framework. In Sect. 5.5, we
describe the experimental framework and present the results of the experiments and
provide necessary insights to pinpoint the main difficulties in solving this problem.
Finally, Sect. 5.8 draws the conclusions and outlines the future directions.

5.2 Related Work

5.2.1 SBIR Datasets

One of the key barriers towards large-scale SBIR research is the lack of appropriate
benchmarks. The Sketchy dataset [159] is the most used one for this purpose, which
contains 75,471 hand-drawn sketches of 12,500 object photos belonging to 125 dif-
ferent categories. Later, Liu et al. [116] collected 60,502 natural images from Ima-
geNet [36] in order to fit the task of large-scale SBIR. This dataset having contained
highly detailed or less abstract sketches, models trained on Sketchy have high chance
of getting collapsed in real-life scenario. Two more fine-grained SBIR datasets with
paired sketches and images are shoe and chair datasets which were proposed in [224].
The shoe dataset contains altogether 6648 sketches and 2000 photos, whereas, the chair
dataset altogether contains 297 sketches and photos. However, being fine-grained
pairs these two datasets also have similar disadvantages as the Sketchy dataset. TU-
Berlin [45] being the other popular dataset originally contains 250 classes of hand-
drawn sketches, where each class roughly contains 80 instances. It was extended with
real images by [227] for SBIR purposes. This dataset has a lot of confusion regarding the
class hierarchy, for an example, swan, seagull, pigeon, parrot, duck, penguin, owl
have substantial visual similarity and commonality with standing bird and flying
bird which are another separate categories of the TU-Berlin dataset. To obliterate,
these difficulties faced by the SBIR work, in this paper, we introduce QuickDraw-Extended
dataset, where we take the sketch classes of the Google QuickDraw dataset [88] and
provide the corresponding set of images to facilitate the training of large-scale SBIR
system.

5.2.2 SBIR

The main challenge that most of the SBIR tasks address is bridging the domain gap be-
tween sketch and natural image. In literature, these existing methods can be roughly
grouped into two categories: hand crafted and cross-modal deep learning methods.
The hand-crafted techniques mostly work with Bag-of-Words representations of sketch
and edge map of natural image on top of some off-the-shelf features, such as, SIFT [119],
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Gradient Field HOG [79], Histogram of Edge Local Orientations [155] or Learned Key
Shapes [157]) etc. This domain shift issue is further addressed by cross-domain deep
learning-based methods [159, 224], where they have used classical ranking losses, such
as, contrastive loss, triplet loss [195] or more elegant HOLEF loss [176] within a siamese
like network. Based on the problem at hand, two separated tasks have been identi-
fied: (1) Fine-grained SBIR (FG-SBIR) aims to capture fine-grained similarities of sketch
and photo [110, 159, 224] and (2) Coarse-grained SBIR (CG-SBIR) performs a instance
level search across multiple object categories [227, 79, 84, 192, 227], which has re-
ceived a lot of attention due to its importance. Realising the need of large-scale SBIR,
some researchers have proposed a variant of cross-modal hashing framework for the
same [116, 229], which also showed promising results in SBIR scenario. In contrast, our
proposed model overcomes this domain gap by mining the modality agnostic features
using a domain loss along with a GRL.

5.2.3 Zero-Shot Sketch-based Image Retrieval (ZS-SBIR)

Early works on zero-shot learning (ZSL) were mostly focused on attribute based recog-
nition [100], which is later augmented by another major line that focus on learning a
joint embedding space for image feature representation and class semantic descrip-
tor [23, 215, 89, 218, 118]. Depending on the selection of joint embedding space and
type of projection function utilised between the visual to semantic space, existing mod-
els can be divided into three groups: (i) projected from visual feature space to semantic
space [100, 131], (ii) projected from semantic space to the visual feature space [23], and
(iii) an intermediate space that both are simultaneously projected to [230]. In contrast
to these existing works, our model can be seen as a combination of the first and second
groups, where the embedding is on the visual feature space, but asked to additionally
recover its embodied semantics with a decoder.

Although SBIR and ZSL have been extensively studied among the research com-
munity, very few works have studied their combination. Shen et al. [170] propose
a multi-modal network to mitigate the sketch-image heterogeneity and enhance se-
mantic relations. Yelamarthi et al. [219] resort to a deep conditional generative model,
where a sketch is taken as input and learned to generate its photo features by stochas-
tically filling the missing information. The main motivation behind ZS-SBIR lies with
sketches being costly and labour-intensive to source – sketches need to be individually
drawn by hand, other than crawled for free from the internet. To enable rapid deploy-
ment on categories where training sketches are not readily available, it is important to
leverage on existing sketch data from other categories. The key difference between ZS-
SBIR and other ZS tasks, which is also the main difficulty of the problem, lies with the
additional modality gap between sketch and photo.
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5.3 QuickDraw-Extended Dataset

Existing datasets do not cover all the challenges derived from a ZS-SBIR system. There-
fore, we propose a new dataset named QuickDraw-Extended Dataset that is specially
designed for this task. First we review the existing datasets in the literature used for
ZS-SBIR and motivate the purpose of the new dataset.

Thus, we provide a large-scale ZS-SBIR dataset that overcomes the main problems
of the existing ones.

Existing datasets were not originally designed for a ZS-SBIR scenario, but they have
been adapted by a redefining the partitions setup. In addition, the main limitations
that we overcome with the new dataset are (i) the large domain gap between amateur
sketch and photo, and (ii) the necessity for moving towards large-scale retrieval.

5.3.1 Sketchy-Extended Dataset

Originally created as a fine-grained association between sketches to particular photos
for fine-grained retrieval [159]. This dataset has been adapted to the task of ZS-SBIR.
On one hand, Shen et al. [170] proposed to set aside 25 random classes as a test set
whereas the training is performed in the rest 100 classes. On the other hand, Yela-
marthi et al. [219] proposed a different partition of 104 train classes and 21 test classes
in order to make sure that test is not present in the 1,000 classes of ImageNet.

Its main limitation for the task of ZS-SBIR is its fine-grained nature, i.e., each sketch
has a corresponding photo that was used as reference at drawing time. Thus, partici-
pants tended to draw the objects in a realistic fashion, producing sketches resembling
that of a true edge-map very well. This essentially narrows the cross-domain gap be-
tween sketch and photo.

5.3.2 TUBerlin-Extended Dataset

It is a dataset [45] that was created for sketch classification and recognition bench-
marking. In this case, drawers were asked to draw the sketches giving them only the
name of the class. This allows a semantic connection among sketches and avoids pos-
sible biases. However, the number of sketches is scarce, considering the variability
among the observations of a concept in the real world. Also, some of the design de-
cisions on the selection of object categories prevent it to be adequate for our zero-
shot setting: (i) classes are defined both in terms of a concept and an attribute (e.g.,
seagull, flying-bird); (ii) different WordNet levels are used, i.e. there are classes
that are semantically included in others (e.g., mug, beer-mug).
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Table 5.1: Dataset comparison in terms of their size. Partition is presented in terms of
number of classes used for each set, moreover, # Comparisons stands for the number
of comparisons sketch-image performed in test.

Sketchy [159] TUBerlin [45] QuickDraw

Partition
(tr+va, te)

(104,21) (220,30) (80,30)

# Sketch/class 500 80 3,000
# Image/class 600-700 ∼ 764a ∼ 1,854
# Comparisons ∼ 10Mill. ∼ 1.9Mill. ∼ 166Mill.

aExtremely imbalanced

5.3.3 The Dataset

Taking into account the limitations of the previously described datasets in a ZS-SBIR
scenario, we contribute to the community a novel large-scale dataset, QuickDraw-
Extended. We identified the following challenges of a practical ZS-SBIR, (i) the large
domain gap between amateur sketch and photo, and (ii) the necessity for moving to-
wards large-scale retrieval. According to this, the new dataset must fulfil the following
aspects: (i) to not have a direct one-to-one correspondence between sketches and im-
ages, i.e. sketches can be rough conceptual abstractions of images produced in an am-
ateur drawing style; (ii) to avoid ambiguities and overlapping classes; (iii) large intra-
class variability provided by the high abstraction level of different drawers.

In order to accomplish these objectives, we took advantage of the Google Quick,
Draw! [88] data which is a huge collection of drawings (50 millions) belonging to 345
categories obtained from the Quick, Draw!3 game. In this game, the user is asked
to draw a sketch of a given category while the computer tries to classify them. The
way sketches are collected provides the dataset a large variability, derived from human
abstraction. Moreover, it addresses the large domain gap between non-expert draw-
ers and photos that is not considered in previous benchmarks. Hence, we propose to
make use of a subset of sketches to construct a novel dataset for large-scale ZS-SBIR
containing 110 categories (80 for training and 30 for testing). Classes such as circle
of zigzag are directly discarded because they can not be used in an appropriate SBIR.
As a retrieval gallery, we provide images extracted from Flickr tagged with the corre-
sponding label. Manual filtering is performed to remove outliers. Moreover, following
the idea introduced in [219] for the Sketchy-Extended dateset, we provide a test split
which forces that test classes are not present in ImageNet in case of using pre-trained
models. Finally, this dataset consists of 330,000 sketches and 204,000 photos moving
towards a large-scale retrieval. We consider that this dataset will provide better insights
about the real performance of ZS-SBIR in a real scenario.

3https://quickdraw.withgoogle.com/

https://quickdraw.withgoogle.com/
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Table 5.1 provides a comparison of the three benchmarks for the task of ZS-SBIR.
To the best of our knowledge, this is the first time that a real large-scale problem is
addressed providing 6 times more sketches and more than the double of photos per
each class. Qualitatively QuickDraw-Extended provides a high abstraction level than
previous benchmarks as it is shown in Figure 5.2.

5.4 A ZS-SBIR framework

5.4.1 Problem Formulation

Let C be the set of all possible categories in a given dataset; X = {xi }N
i=1 and Y = {yi }M

i=1
be the set of photos and sketches respectively; lx : X → C and ly : Y → C be two la-
belling functions for photos and sketches respectively. Such that give an input sketch
an optimal ranking of gallery images can be obtained. In a zero-shot framework, train-
ing and testing sets are divided according to seen C s ⊂ C and unseen C u ⊂ C cate-
gories, where C s ∩C u =∅. Thus, the model needs to learn an aligned space between
sketches and photos to perform well on test data whose classes have never been used
in training. We define the set of seen and unseen photos as X s = {xi ; lx (xi ) ∈C s }N

i=1 and
X u =X \X s . We define analogously the seen and unseen sets for sketches, denoted as
Y s and Y u .

The proposed framework is divided in two main components. The encoder trans-
forms the input image to the corresponding embedding space. The second component
is the cost function which guides the learning process to provide the embedding with
the desired properties. Figure 5.3 outlines the proposed approach.

5.4.2 Encoder Networks

Given a distance function d(·, ·), the aim of our framework is to learn two embed-
ding functions φ : X → RD and ψ : Y → RD which respectively map the photo and
sketch domain into a common embedding space. Later, these embedding functions
are used in the retrieval task during the test phase, therefore, they should possess a
ranking property related to the considered distance function. Hence, given two photos
x1, x2 ∈ X and a sketch y ∈ Y , we expect the embedding fulfils the following condi-
tion: d(φ(x1),ψ(y)) < d(φ(x2),ψ(y)), when lx (x1) = ly (y) and lx (x2) 6= ly (y). In a re-
trieval scenario, our system is able to provide a ranked list of images by the chosen
distance function. In this framework, d has been set as `2-distance. During training,
the two embedding φ(·) and ψ(·) are trained with multi-modal information, therefore
they presume to learn a modality free representation.

Our embedding functions φ(·) and ψ(·) are defined as two CNNs with attention
where the last fully-connected layer has been replaced to match the desired embed-
ding size D . The attention [211] mechanism helps our system to localise the important
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Figure 5.2: Qualitative comparison of the datasets. The different levels of abstraction
in the sketches can be appreciated. From the top to the bottom, the figure also shows
the decrease in the alignment between sketches and images.
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Figure 5.3: Proposed architecture for ZS-SBIR which maps sketches and photos in a
common embedding space. It combines three losses: (i) triplet loss, to learn a ranking
metric; (ii) domain loss to merge images and sketches to an indistinguishable space
making use of a GRL; (iii) semantic loss forces the embeddings to contain semantic
information by reconstructing the word2vec embedding of the class. It also helps to
distinguish semantically similar classes by means of a GRL on the negative example
(best viewed in color).

features in both modalities. Soft-attention is the widely used one because it is differen-
tiable, and hence it can be learned end-to-end with the rest of the network. Our soft-
attention model learns an attention mask which assigns different weights to different
regions of an image given a feature map. These weights are used to highlight important
features, therefore, given an attention mask at t and a feature map f , the output of the
attention module is computed by f + f ·at t . The attention mask is computed by means
of 1×1 convolution layers applied on the corresponding feature map.

5.4.3 Learning objectives

The learning objective of the proposed framework combines: (i) Triplet Loss; (ii) Do-
main Loss, (iii) Semantic Loss. These objective functions provide visual and semantic
information to the encoder network. Let us consider a triplet {a, p,n} where a ∈ Y s ,
p ∈ X s and n ∈ X s are respectively the anchor, positive and negative samples during
the training. Moreover, lx (p) = ly (a) and lx (n) 6= ly (a).

Triplet Loss

This loss aims to reduce the distance between embedded sketch and image if they
belong to the same class and increase it if they belong to different classes. For sim-
plicity, if we define the distances between the samples as δ+ = ∥∥ψ(a)−φ(p)

∥∥
2 and

δ− = ∥∥ψ(a)−φ(n)
∥∥

2 for the positive and negative samples respectively, then, the rank-
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ing loss for a particular triplet can be formulated as λ(δ+,δ−) = max{0,µ+ δ+ − δ−}
where µ> 0 is a margin parameter. Batch-wise, the loss is defined as:

Lt = 1

N

N∑
i=1

λ(δi
+,δi

−). (5.1)

This loss measures the violation of the ranking order of the embedded features.
Therefore, the order aimed by this loss is δ− > δ+ +µ, if this is the case, the network
is not updated, otherwise, the weights of the network are updated accordingly. Triplet
loss provides a metric space with ranking properties based on visual features.

Domain Loss

Triplet loss mentioned above does not explicitly enforce the mapping of sketch and
image samples to a common space. Therefore, at this end, to ensure that the obtained
embedding belong to the same space, we propose to use a domain adaptation loss [61].
The basic idea of this loss is to obtain a domain-agnostic embedding that does not con-
tain enough information to decide whether it comes from a sketch or photo. Given the
embedding φ(·) and ψ(·), we make use of a Multilayer Perceptron (MLP) as a binary
classifier trying to predict which was the initial domain. Purposefully, in order to create
indistinguishable embedding we use a GRL defined as Rλ(·), which applies the identity
function during the forward pass Rλ(x) = x, whereas during the backward pass it mul-

tiplies the gradients by the meta-parameter −λ, dRλ
d x = −λI . This operation reverses

the sign of the gradient that flows through the CNNs. In this way, we encourage our
encoders to extract the shared representation from sketch and photo. For this loss, we
define a meta-parameter λd that changes from 0 (only trains the classifier but does not
update the encoder network) to 1 during the training according to a defined function.
In our case it is defined according to the iteration i as zλ(i ) = (i −5)/20. Following the
notation, f : RD → [0,1] be the MLP and e ∈ RD an embedding coming from the en-
coders network. Then we can define the binary cross entropy of one of the samples as
lt (e) = t log( f (Rλd

(e)))+ (1− t ) log(1− f (Rλd
(e))), where e is the embedding obtained

by the encoder network and t is 0 and 1 for sketch and photo domains respectively.
Hence, the domain loss is defined as:

Ld = 1

3N

N∑
i=1

(
l0(ψ(ai ))+ l1(φ(pi ))+ l1(φ(ni ))

)
(5.2)

Semantic Loss

A decoder network trying to reconstruct the semantic information of the correspond-
ing category from the generated embedding is proposed. This reconstruction forces
that the semantic information is encoded in the obtained embedding. In this case, we
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propose to minimise the cosine distance with the reconstructed feature vector and the
semantic representation of the category. Inspired by the idea presented by Gonzalez et
al. [66] for cross-domain disentanglement, we propose to exploit the negative sample
to foster the difference between similar semantic categories. Hence, we apply a GRL
Rλs (·) to the negative sample at the input of the semantic decoder and we train it to
reconstruct the semantics of the positive example. The idea is to help the encoder net-
work to separate the semantic information of similar classes. In this case, we decided
to keep the meta-parameter λs to a fixed value among all the training, in particular, it
was set to 0.5.

Let c ∈C s be the corresponding category of the anchor a. The semantics of this cat-
egory are obtained by the word2vec [124] embedding trained on part of Google News
dataset (∼ 100 billion words), GloVe [141] and fastText [11] (more results are available
in supplementary materials ). Let g : RD → R300 be the semantic reconstruction net-
work and s = embedding(c) ∈R300 be the semantics of the given category. Hence, given

an image embedding e ∈RD the cosine loss is defined as lc (e, s) = 1
2

(
1− g (e)st

||g (e)||·||s||
)
. The

semantic loss is defined as follows:

Ls= 1

3N

N∑
i=1

(
lc (ψ(ai ), si )+ lc (φ(pi ), si )

+lc (Rλs (φ(ni )), si )
)

(5.3)

Therefore, the whole network will be trained by a combination of three proposed loss
functions.

L =α1Lt +α2Ld +α3Ls , (5.4)

where the weighting factors α1, α2 and α3 are equal in our model. Algorithm 1 presents
the training algorithm followed in this work. Γ(·) denotes the optimiser function.

Algorithm 1 Training algorithm for the proposed model .
Input: Photo-Sketch data {X ,Y }; Class semantics S ;

λs = 0.5 and max training iterations T
Output: Encoder networks parameters {Θφ,Θψ}.

1: repeat

2: Get a random mini-batch {yi , x
p
i , xn

i , si }NB
i=1; where

3: yi , x
p
i belong to the same class and xn

i does not.
4: λd ← clip(zλ(·),min = 0,max = 1)
5: L ← Eq. 5.4
6: Θ←Θ−Γ(∇ΘL )
7: until Convergence or max training iterations T
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Table 5.2: Comparison against the state-of-the-art with that of the proposed model.
Note: the same train and test split are used for all experiments on CVAE [219] and ours.
ZSIH [170] did not report the specific details on their split (other than 25 classes were
used for testing), and we could not produce their results on QuickDraw-Extended due
to the lack of publicly available code.

Method
Sketchy-Extended [159] TUBerlin-Extended [45] QuickDraw-Extended

mAP mAP@200 P@200 mAP mAP@200 P@200 mAP mAP@200 P@200

ZSIH [170] 0.2540a − − 0.2200 − − Not able to produce
CVAE [219] 0.1959 0.2250 0.3330 0.0050 0.0090 0.0030 0.0030 0.0060 0.0030

Ours 0.3691 0.4606 0.3704 0.1094 0.1568 0.1208 0.0752 0.0901 0.0675

aUsing a random partition of 25 test categories following the setting proposed in [26], we obtained 0.3521
for our model.

Table 5.3: Ablation study for the proposed model. As baseline, the triplet loss is used
and the different modules are incrementally added.

Attn. Dom. Sem.
Sketchy-Extended [159] TUBerlin-Extended [45] QuickDraw-Extended

mAP mAP@200 P@200 mAP mAP@200 P@200 mAP mAP@200 P@200

- - - 0.3020 0.3890 0.3091 0.0590 0.1040 0.0682 0.0354 0.0546 0.0454
X - - 0.3207 0.4150 0.3342 0.0729 0.1141 0.1002 0.0456 0.0635 0.0496
X X - 0.3256 0.4113 0.3444 0.0845 0.1264 0.1080 0.0651 0.0881 0.0615
X - X 0.3392 0.4146 0.3586 0.1055 0.1496 0.1115 0.0693 0.0896 0.0625
X X X 0.3691 0.4606 0.3704 0.1094 0.1568 0.1208 0.0752 0.0901 0.0675
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5.5 Experimental Validation

This Section experimentally validates the proposed ZS-SBIR approach on three bench-
marks Sketchy-Extended, TUBerlin-Extended and QuickDraw-Extended, highlighting
the importance of the newly introduced dataset which is more realistic for practical
SBIR purpose. A detailed comparison with the state-of-the-art is also presented.

5.5.1 Zero-shot Experimental Setting

Implementation details

Our CNN-based encoder networks φ(·) and ψ(·) make use of a ImageNet pre-trained
VGG-16 [171] architecture. This can be replaced by any model to enhance the extracted
feature quality. Both, domain classifier f (·) and semantic reconstruction g (·) of the
proposed model makes use of 3 fully connected layers with ReLU activation functions.
The whole framework was implemented with PyTorch [138] deep learning tool and is
trainable on single Pascal Titan X GPU card.

Training setting

Our system uses triplets to utilise the inherent ranking order. The training batches are
constructed in a way so that it can take the advantage of the semantic information in
order to mine hard negative samples for a given anchor class. This implies that seman-
tically closer classes will have a higher probability to be used during training and thus
they are likely to be disjoint in the final embedding. We trained our model following
an early stopping strategy in validation to provide the final test result. The model is
trained end-to-end using the SGD [12] optimiser. The learning rate used throughout is
1e −4. The epochs required to train the model on different dataset is around 40.

Evaluation protocol

The proposed evaluation uses the metrics used by Yelamarthi et al. [219]. Therefore,
the evaluation is performed taking into account the top 200 retrieved samples. More-
over, we also provide metrics on the whole dataset. Images labelled with the same cat-
egory as that of the query sketch, are considered as relevant. Note that this evaluation
does not consider visually similar drawings that can be considered correct by human
users. For the existing datasets, we used the proposed splits in [219, 170].

5.5.2 Model Discussion

This section presents a comparative study with the state-of-the-art followed by a dis-
cussion on the TUBerlin-Extended results and finally the ablative study. As mentioned,
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Sketchy [159] QuickDraw

Query Top-8 retrieved candidates Query Top-8 retrieved candidates

CVAE
[219]

Ours pear skyscraper

CVAE
[219]

Ours door helicopter

Figure 5.4: Top 8 image retrieval examples given a query sketch. All the examples corre-
spond to a zero-shot setting, i.e. no example have been seen in training. First row pro-
vides a comparison with CVAE [219] method against our pipeline. Note that in some
retrieval cases, for instance, door is confused with window images which can be true
even for humans. Green and Red stands for correct and incorrect retrievals. (Better
viewed in pdf)

our model is build on top of a triplet network. We take this as a baseline and study the
importance of the different components of the full model which includes the attention
mechanism, the semantic loss and the domain loss.

Comparison

Table 5.2 provides comparisons of our full model results against those of the state-
of-the-art. We report a comparative study with regard to two methods presented in
Section 5.2, namely ZSIH [170] and CVAE [219]. Note that we have not been able to re-
produce the ZSIH model due to lack of technical implementation details and the code
being unavailable. Hence, the results on QuickDraw-Extended dataset nor an eval-
uation using the top 200 retrieval could be computed. The last row of the Table 5.2
shows the result of our full model. From the Table 5.2 the results suggest the limita-
tion of the previous models regarding their ability in an unconstrained domain where
sketches have higher level of abstractions. The CVAE [219] method trained with sketch-
image correspondence has difficulties to capture the intra-class variability, the domain
gap and also the ability to infer unseen classes. The following conclusions are drawn:
(i) our base model outperforms all the state-of-the-art methods in Sketchy-Extended
Dataset; (ii) our model performs the best overall on each metric and on almost all the
datasets; (iii) the gap between our model and the state-of-the-art datasets is almost
double in Sketchy-Extended Dataset; (iv) the difference in the result in previous dataset
points out the need of a new well structured dataset for ZS-SBIR (v) the new benchmark
also provides the different aspects (i.e of semantics, mutual information) that can play
important role in a real ZS-SBIR scenario; (vi) the evaluation shows the importance of
going towards large-scale ZS-SBIR where the retrieval search space is in the range of
166 million comparisons (16 times of the current largest dataset).
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Discussion on TUBerlin-Extended

As stated in Section 5.3, the results could be heavily affected by the chosen classes for
experiments. Since [170] did not report specific details on their train and test split,
we can not offer a fair comparison on TUBerlin-Extended. Instead, for both [219] and
ours, we resort to the commonly accepted median over random splits setting. And it
shows our method favourably beats [219] by a clear margin. We did however observe
a high degree of fluctuation over the different splits on TUBerlin-Extended, which re-
affirms our speculation on how the categories included in TUBerlin-Extended might
not be optimal for the zero-shot setting (see Section 5.3). This could explain the supe-
rior performance of [170], yet more experiments are needed to confirm such suspicion.
Unfortunately, again such experiments would not be possible without details on their
train and test split.

Ablation study

Here, we investigate the contribution of each component to the model, as well as other
issues of the architecture.

The first 5 rows of Table 5.3 present a study of the contribution of each compo-
nent to the whole proposed model. From this Table we can draw the following con-
clusions: (i) attention plays a major role in improving the baseline result; (ii) the do-
main loss is able to alleviate to some extend the domain gap, this is more remarkable
in those datasets where sketches are more abstract; (iii) as the difficulty of the dataset
increases, the semantic and the domain losses start playing a major role in improv-
ing the baseline result; (iv) semantics provide better extrapolation to unseen data than
domain loss which shows that either the mutual information is very less or that the
semantic information is really needed in this extrapolation; (v) the poor performance
in the QuickDraw-Extended dataset shows that the practical problem of ZS-SBIR is still
indeed unsolved. It should be noted, that the best model makes use of the three losses.

5.5.3 Qualitative

Some retrieval results are shown in Figure 5.4 for Sketchy-Extended and QuickDraw-
Extended. We also provide a qualitative comparison with CVAE proposed by Yela-
marthi et al. [219]. The qualitative results reinforce that the combination of seman-
tic, domain and triplet loss fairs well in a dataset with substantial variances on visual
abstraction. We would also like to point out that the retrieved results for the class
skyscraper show high visual shape similarity with rectangle i.e. door and saw. The re-
trieved circular saw could also might be retrieved because of the semantic rather than
the visual similarity. Similar visual correspondences can also be noticed between the
query sketch helicopter and the retrieved result windmill.
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5.6 Further Experimentation

In this section further experiments have been done in order to validate the parameters
of the proposed architecture and the choice of the reported results in-case of TUBerlin-
Extended.

5.6.1 Embedding Size

Table 5.4 presents the results obtained changing the final embedding size. The results
are presented in the Sketchy-Extended dataset. It is a well accepted dataset without
confusing categories as in the case of TUBerlin-Extended [45]. The mAP on the full
database reinforces our choice of 64 dimension as mentioned in Section 5 of the orig-
inal paper. Though the mAP@200 has a very marginal improvement in case of lower
dimension, we would like to keep a eye on the overall mAP as we are looking towards
a large scale zero-shot image retrieval. The slight change in the mAP@200 can be cred-
ited to the non-deterministic behaviour of ranking-based metrics [130].

Table 5.4: Comparison against different sizes of embedding of our method on Sketchy-
Extended dataset.

Dimension
Sketchy-Extended [45]

mAP mAP@200 P@200

128 35.08 45.99 36.75
64 36.91 46.06 37.04
32 35.96 46.91 37.01

5.6.2 Leakage of class information

We previously followed common practice in [219], where an off-the-shelf word embed-
ding was used without re-training. Yet, we do fully acknowledge the need to ensure no
class information is leaked during training. For that, we first re-trained word2vec from
scratch without the test classes from Sketchy-Extended, and obtained 36.1 mAP, which
is slightly worse than the previously reported mAP of 36.9. We further trained two al-
ternative word embeddings from scratch – GloVe and Fasttext – and report results in
Table 5.5. It shows GloVe being superior to word2vec and Fasttext.
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Table 5.5: Comparison against different sizes of embedding of our method on Sketchy-
Extended dataset.

Dataset word2vec [125] GloVe [141] fastText [11]

Sketchy [159] 36.9 40.1 33.1
TU-Berlin [45] 10.9 11.8 9.70

5.6.3 Discussion on TUBerlin-Extended

Table 5.6 shows the results we obtain in five different dataset split in TUBerlin-Extended [45]
as discussed in the paper in Section 5. This in a way shows that the different splits in
this dataset can have a huge effect on the zero-shot retrieval results. If seen carefully
the same method performs much better in Split-5 as compared to that in Split-2
and Split-3.

Table 5.6: Performance on different dataset split in TUBerlin-Extended of our method.

Random Split
TUBerlin-Extended [159]

mAP

Split-1 11.84
Split-2 5.3
Split-3 4.26
Split-4 15.74
Split-5 10.94
Median 10.94

5.7 Extra Qualitative Results

This section introduces an extended qualitative study on the three datasets. We choose
7 queries and their corresponding top-10 retrieval images. The chosen queries are
the ones which best illustrates the results on the different parts of our method. These
sketch queries were selected among approximately 12600, 2400 and 90000 test sketches
in Sketchy-Extended, TUBerlin-Extended and QuickDraw-Extended dataset respectively.

Figure 5.5 presents the results for Sketchy-Extended. The results shows that our
method performs really best due to the close correspondence of sketches and im-
ages. Like-wise the other state-of-the-art method [219] also performs good. Triplet
loss helps our method to find an embedding space where the domain agnostic fea-
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Figure 5.5: Top-10 image retrieval examples for Sketchy-Extended [159]. All the ex-
amples correspond to a zero-shot setting. First row provides a comparison with
CVAE [219] method against our pipeline. Green and Red stands for correct and in-
correct retrievals. (Better viewed in pdf)

Query Top-10 retrieved candidates

CVAE [219]

Ours bat

CVAE [219]

Ours cow

CVAE [219]

Ours dolphin

CVAE [219]

Ours mouse

CVAE [219]

Ours rhinoceros

CVAE [219]

Ours saw

CVAE [219]

Ours sword
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Figure 5.6: Top-10 image retrieval examples for TUBerlin-Extended [45]. All the ex-
amples correspond to a zero-shot setting. First row provides a comparison with
CVAE [219] method against our pipeline. Green and Red stands for correct and in-
correct retrievals. (Better viewed in pdf)

Query Top-10 retrieved candidates

CVAE [219]

Ours alarm_clock

CVAE [219]

Ours monkey

CVAE [219]

Ours penguin

CVAE [219]

Ours scorpion

CVAE [219]

Ours speed_boat

CVAE [219]

Ours table_lamp

CVAE [219]

Ours teddy_bear
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Figure 5.7: Top-10 image retrieval examples for QuickDraw-Extended. All the examples
correspond to a zero-shot setting. First row provides a comparison with CVAE [219]
method against our pipeline. Green and Red stands for correct and incorrect retrievals.
(Better viewed in pdf)

Query Top-10 retrieved candidates

CVAE [219]

Ours beach

CVAE [219]

Ours cactus

CVAE [219]

Ours campfire

CVAE [219]

Ours feather

CVAE [219]

Ours palm_tree

CVAE [219]

Ours scissors

CVAE [219]

Ours tree
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tures are closely bounded for the same class. If observed carefully this helps to retrieve
images which are visually similar to that of the sketches. In-case, of bat all the re-
trieved images have a completely spread wingspan similar to that of sketch. For cows
and rhinoceros the front and the side face are really captured in the images. Even
the bad retrievals in case of mouse, rhinoceros and sword have a lot of similar visual
mappings.

Figure 5.6 presents the results for TUBerlin-Extended. Having the visual features
nicely mapped in commmon embedding space we would like to demonstrate that in-
cluding the semantic information ensures that the space also has some semantic corre-
spondence. speed_boat, scorpion and monkey all of these sketches retrieves images
that are either semantically or visual cues close to them.

Figure 5.7 presents the results for QuickDraw-Extended. Though this dataset set
has the most abstractions and domain gap, our method is still able to fetch images cor-
responding to either the shape or the semantic feature of the queried sketch. beach,
cactus and tree where the visual features precedes the semantic information, but
in palm_tree the semantic information seems to play a huge part. For feather the
retrieved images has a bird which are correctly in the database as it has feathers. If
observed carefully the last retrieved image do contain feather but also contains a
fire_hydrant. In annotation this was labelled as fire_hydrant. Also in case of
scissors the fifth retrieved image has scissors in it, though the image is annotated
as bandage.

5.8 Conclusions

This chapter represents a first step towards a practical ZS-SBIR task. Previous works
on this task do not address some of the important challenges that appear when mov-
ing to an unconstrained retrieval and do not tackle with the large domain gap be-
tween amateur sketch and photo. In this scenario, to overcome the lack of proper
data, we have contributed to the community a specifically designed large-scale ZS-
SBIR dataset, QuickDraw-Extended which provides highly abstract amateur sketches
collected with the Google Quick, Draw! game. Then, we have proposed a novel ZS-
SBIR system that combines visual as well as semantic information to generate an im-
age embedding. We experimentally show that this novel framework overcomes recent
state-of-the-art methods in the ZS-SBIR setting.



Chapter 6

Conclusions and Future Work

There is no real ending. It’s just the place where you stop the story.
– Dune, 1965 by Frank Herbert

In this chapter, we summarize the contributions of this thesis to the pattern recog-

nition and computer vision fields and in particular, its application to sketch based

image retrieval problems. We also highlight the main achievements and limitations

of the proposed approaches. Finally, we lead the reader towards possible new re-

search lines and natural extensions of the proposed methodologies.

In this thesis, we have introduced a study on how to retrieve images using sketch
based queries by understanding and conglomerating different pattern recognition and
machine learning strategies. In particular the huge vastness of digital imagery present
now a days, it has become essential to have a highly efficient and intuitive retrieval sys-
tem. All the variation in different natural language expression not always encompasses
the true potential of the present day image retrieval systems. Image retrieval systems
still based on textual queries do not take into account the very nascent as well as a
primitive way of communication (which was hieroglyphs). Though the natural lan-
guage processing research has improved a lot but still it lacks in translating many lan-
guages properly. This is where sketches play an important part where even if people are
not able to understand each other verbally they can communicate drawing sketches
and expressing themselves through their abstraction of the world. This abstraction of
world objects may differ from people to people, this is where the real challenge lies to
understand a person through its mind’s eye for the world.

77
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6.1 Summary of the Contributions

With the advent of touch screen devices it has become an utmost requirement to pro-
vide people with more flexibility to search in their vast image gallery the images of
their choices. Besides voice and text, the sketch is one such modality of query which
is quite native to the human mode of expression. After an introduction to the concept
of sketches and the motivation in Chapter 1, we decided to make the readers familiar
with the state of the art of different concepts and ideas in Chapter 2. Research-wise,
we opted to tackle the problem of flexibility of the queries for image retrieval in many
different experimental settings on one hand. On the other hand, we also took into ac-
count the new advancements in machine learning to incorporate those strategies to
tackle the problem of lack of availability of human annotated data to make a better
SBIR model.

The contributions presented in this work are enumerated in three points. More-
over, even though the focus of this thesis is the development of SBIR methodologies,
some of the contributions are generic algorithms for computer vision multi-modal
data. Let us briefly summarize these three contributions:

• Cross-modal SBIR: Single object sketch based queries were used for SBIR. In
this chapter we have demonstrated that our framework can allow users to re-
trieve images queried by multiple objects of the same modality. In particular, we
have shown competitive results when comparing the same model while attend-
ing different objects. No matter what the input query modality was our frame-
work performed better than the state of the art and even at par at some specific
experimental situations

• Multi-modal and Multi-object SBIR: While moving forward with SBIR from the
previous chapter we thought of mixing the modalities of query for image re-
trieval(text and sketch). Previously we had been using the same modality in the
particular query. We also designed a mechanism to put attention on the specific
zones of the images depending on the inter-related objects which usually co-
occur in nature. We also generalised Hungarian Loss using a different loss func-
tion that permits encoding the object based features. Consecutively we also vali-
date the performance of our approach on standard single/multi-object datasets,
showing state-of-the-art performance in every dataset. We also contributed with
a dataset specially curated for multi-modal and multi-object SBIR.

• Practical Zero-Shot SBIR: Keeping the same flavour of the theme of the dis-
sertation we realised that this supervised learning of world objects paired with
sketches in the real scenario was pretty impossible. We represented a first step
towards a practical ZS-SBIR task. We have contributed to the community a specif-
ically designed large-scale ZS-SBIR dataset, and a novel ZS-SBIR system that
combines visual as well as semantic information to generate an image embed-
ding.
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6.2 Discussions

This thesis has made several contributions in SBIR fields using the machine learning
strategies. Although the application domain that has driven our research is SBIR, most
of our contributions are transferal and can be formulated in terms of cross-modal re-
trieval, aligning salient objects, multi modal retrieval, and zero-shot learning. For ex-
ample, Chapter 5, introduces a novel ZSL method which has proved to be state-of-the-
art not only for SBIR but could be used as different piece of building blocks for other
architecture.

Even though during this thesis deep learning have been used in a wide range of ap-
plications, there are particular cases where they are not the adequate representational
framework. For example in Chapter 3 LSTM was used to remember the attention for
different objects which can be easily overcome by transformers which much memory
now a days. Remember we used in this chapter both vision and language interpreta-
tion. An important we had to face in this work is the time complexity involved in the
loss calculation.

Chapter 4 proposed solutions to scale it to multi-modal query and use Hungarian
loss to speed up the retrieval time. Nonetheless, researchers have proposed hashing
techniques to allow these set of approaches to work at real time, a setting where this
type of representations are very likely to be used. Both the chapters while using the
vision and language representation to narrow the domain gaps, we always felt that an
external knowledge in terms of structured information could help to bridge the gap
between different objects in the nature.

We did use the external information as well tricks to reduce the domain gap in
Chapter 5 while at the same time trying to address the zero shot problem, we realised
more and more the necessity to move towards symbolic programming to give a more
reasoning capability to our model. Having said that we did find some very interesting
observation such as variation in level of sketching can affect the performance of the
model a lot. We also realised mind abstraction for different object for different person
is also very difficult for human to guess the intent of the sketch. While working on the
real problem of lack of sketch data for all the objects and abstraction problem we made
a benchmark for ZS-SBIR which could give a equated setting for all the future work on
practical ZS-SBIR.

Hence in these scenario, we started some works in this regard towards neuro-symbolic
AI which we would discuss in the following section.

6.3 Future Work

Along the thesis we have already stressed upon some open questions worth consider-
ing as unexplored lines. Moreover, taking into account the power of the deep learn-
ing methods, we are convince that there is still a wide variety of opportunities for
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improving and advancing our work. Also note that the new methodologies derived
from the deep learning field has opened several research lines that were not covered
in this dissertation. Deep learning is experiencing an evolution from the point of view
of the learning strategies. The huge amount of data required for the supervision of
new models causes a huge bottleneck dealing with new problems. Therefore, self-
supervision and reinforcement learning strategies are gaining popularity among the
machine learning community. We hypothesize that similar approaches will be able to
deal properly with sketch data. As a matter of fact, we performed some tests on the
neuro-symbolic ai setting in order to combine, both the power neural networks (NN)
and symbolic AI. The NN finds the statistical correlations, can directly learn from the
raw data and also capture complex patterns, reaching human level performance in
many recognition and control tasks. But where it struggles to learn is the composi-
tional and casual structure in how concepts are formed. This kind of notion is very
useful for sketches which should be:

• Able to used as one shot classification,

• Should be parsed/ segmented into smaller parts,

• Which in turn can be useful for new exemplar generation,

• And also generation of new concepts.

In our case the lack of sketch data for all world objects is a huge drawback. The only
way forward is to generate sketches in one shot manner. We did some preliminary
experiments on human level concept learning for sketches using Bayesian probabilis-
tic programming [98]. People learning new concepts can often generalize successfully
from just a single example, yet machine learning algorithms typically require tens or
hundreds of examples to perform with similar accuracy. This a computational model
that captures these human learning abilities for a large class of simple visual concepts.
The model represents concepts as simple programs that best explain observed exam-
ples under a Bayesian criterion in Equation 6.1. The Bayesian programming automates
probabilistic reasoning. Bayesian Programming (BP) is a formalism and a methodol-
ogy to specify probabilistic models and solve problems when all the necessary infor-
mation are not available.

P (A | B) = P (B | A)P (A)

P (B)
(6.1)

BP can restate many classical probabilistic models. The key idea behind this BP are
compositionality, causality, and learning to learn. Decomposing the rich concepts into
simpler primitives, use probabilistic semantics to handle noise and capture abstract
casual structure, then constrict programs under a Bayesian criterion Equation 6.2.

P (ψ) = P (κ)
κ∏

i=1
P (Si )P (Ri | S1, . . . ,Si−1) (6.2)
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In equation mentioned before ψ is a concept type, κ number of sub-parts, Si is the
sub-part and Ri is the relation between Si and previous sub-parts. Thus ψ = (κ,S,R).
At first similar to the original paper [98] we generate concept tokens and types for train
image. Extracting character skeleton and generate random parses and also search for
sub-strokes(primitives) using the Equation 6.3.

P
(
x(m)

i , y (m)
i , zi

)
= P (zi )

ni∏
j=1

P
(

y (m)
i j | yi j

)
P

(
yi j | zi j

)∫
P

(
x(m)

i j | xi j

)
P

(
xi j | zi j

)
dxi j

(6.3)

Then θ(a),ψ for each parse can be specified and choose some best parses by P
(
θ(m) |ψ)

P (ψ)

where θ(m) =
{

L(m), x(m), y (a),R(a), A(n),ε(m),σ(m)
b

}
After this we compute posterior prob-

ability of test image belonging to each class and argmax : Assume K best match parses
for test images:

ψ[1],θ(m)[1], . . . ,ψ[K ],θ(m)[K ] (6.4)

These matches approximate posterior with a discrete distribution:

P
(
ψ,θ(m) | I (m))≈ K∑

i=1
wiδ

(
θ(m) −θ(m)[i ]

)
δ

(
ψ−ψ[i ]

)
(6.5)

It does statistics on background data-sets to obtain various distributions, conditional
distributions and Gaussian noise parameters.

Then, it runs probabilistic generative program according to statistics learned in
the previous step. It learns abstract concept generation which is very useful in case
of sketches.

where δ
(
x −x[i ]

)
= P

(
x | x[i ]

)
θ(m) =

{
L(m), x(m), y (m),R(m), A(m),ε(m),σ(m)

b

}
∑

i
wi = 1, wi is proportional to parse score

In details, wi ∝ P
(
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P (ψ) = P (κ)

K∏
i=1

P (Si )P (Ri | S1, . . . ,Si−1)

(6.6)

To get a better approximation take N sample from

P
(
ψ,θ(m) | I (m))≈Q

(
ψ,θ(m), I (m))= K∑

i=1
wiδ

(
θ(m) −θ(m)[i ]

) 1

N

N∑
i=1

δ
(
ψ−ψ[i j ]

)
(6.7)
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logP
(
I (T ) | I (c))≈ log

∫
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Proceeding to one-shot generation, sampling from this posterior predictive distribu-
tions:

P
(
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)
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(6.9)

Figure 6.1 shows artificially generated sketches when the model was asked to pro-
duce one shot new exemplars of the sketches it has never seen before.

Though the results were quite good. The symbolic AI(BPL) does have certain draw-
backs which we realised too in the sketches produced. Namely,

• Probabilistic models make simplifying and rigid parametric assumptions, and
when the assumptions are wrong, they create bias,

• The construction of the structured hypothesis spaces requires significant do-
main knowledge,

• Symbolic probabilistic models can not learn directly from raw data (Contrary to
humans and NN).

Specifically for the above reasons we moved towards Neuro-symbolic AI which lever-
ages both symbolic and NN paradigms. We did also apply Generative Neuro-Symbolic
(GNS) model for sketch concept. The work is still in its preliminary stages.
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Figure 6.1: BPL method was given an image of a novel sketch(top) and asked to produce
new exemplars. The twenty-sketch grids were generated by the method
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Appendix

Along the chapters of this dissertation, we have con-
ducted several experiments to evaluate the perfor-
mance of proposed approaches. Therefore, sev-
eral evaluation metrics and benchmarks have been
used. Here, we present an appendix detailing care-
fully the dataset proposed by us to asses the perfor-
mances
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A Datasets

You should take the approach that you’re wrong. Your goal is to be less wrong
– by Elon Musk

Along this thesis, several databases have been used to evaluate the performance of

the proposed frameworks. Although this thesis focuses on SBIR problems, in order

to test the generality of the proposed approaches, we have also experimented in

other datasets made as contribution to the community. In particular, apart from

the standard SBIR datasets, we make use of already well known computer vision

datasets namely MS-COCO to make multi-object dataset to retrieve images corre-

sponding to the multi-object query. Moreover, the dataset to benchmark ZS-SBIR

is also discussed a bit.

A.1 MS-COCO modified

The MS-COCO modified dataset is curated from what was originally a large scale object
detection, segmentation, and captioning dataset. It is a database of images containing
multiple objects. As the label number for each image also varies considerably, render-
ing MS-COCO is even more challenging. We use the class names of the Sketchy dataset
and take all possible combinations by taking two, three, four, five class names. We do
this to keep the sketches available coherent with the multiple object dataset. After-
wards, we download the images belonging to these combined classes, and use them
for training and retrieval. Few combined classes having less than 10 images are elim-
inated, leaving 125 number of combined classes for the experiment with at least 900
images. Some such images is also shown in the Figure 2, Figure 3 and Figure 4 for fur-
ther reference. The dataset is readily available online.

A.2 QuickDraw-Extended

This dataset was proposed keeping in mind the limitations of the datasets present at
the time of presenting the paper in a ZS-SBIR scenario. It adds to the community a
novel large-scale dataset for the same. The challenges of practical ZS-SBIR it covers are
as follows:

1. the large domain gap between amateur sketch and photo

2. move towards large-scale retrieval

3. large intra-class variability provided by the high abstraction level of different
people drawing.
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Figure 2: MS-COCO modified dataset [37]. Each row displays the multiple class label (2
in this case) in form of sketches(within the black frame) and then ’seven’ such images
associated with it, available in the dataset. (Better viewed in pdf)

Figure 3: MS-COCO modified dataset [37]. Each row displays the multiple class label
(3 in this case) in form of sketches(within the black frame) and then ’six’ such images
associated with it, available in the dataset. (Better viewed in pdf)
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Figure 4: MS-COCO modified dataset [37]. Each row displays the multiple class label
(4 in this case) in form of sketches(within the black frame) and then ’five’ such images
associated with it, available in the dataset. (Better viewed in pdf)

We used the Google Quick, Draw! data data which is a huge collection of draw-
ings (50 millions) belonging to 345 categories. We make use of a subset of sketches
to construct a novel dataset for large-scale ZS-SBIR containing 110 categories (80 for
training and 30 for testing). As a retrieval gallery, we provide images extracted from
Flickr tagged with the corresponding label. Manual filtering is performed to remove
outliers. Finally, this dataset consists of 330,000 sketches and 204,000 photos moving
towards a large-scale retrieval. We consider that this dataset will provide better insights
about the real performance of ZS-SBIR in a real scenario. Figure 5 shows a glimpse of
the dataset collected.
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Figure 5: QuickDraw-Extended dataset [40]. The left hand side has the free hand
sketches (within the black frame) mined from Quick Draw! and then images mined
from Flickr as mentioned in the Chapter 5 is on the right hand side. (Better viewed in
pdf)
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List of Contribution

Coming together is a beginning; keeping together is progress;
working together is success.

by Henry Ford

In this chapter, we summarize the contributions of this dissertation to the pattern

recognition and computer vision fields and in particular, its application to sketch

based image retrieval problems. We also highlight the main achievements and lim-

itations of the proposed approaches. Finally, we lead the reader towards possible

new research lines and natural extensions of the proposed methodologies.

Topics

The main topic of this dissertation, is the development of better sketch based image
retrieval systems. However, this thesis has also generated other side contributions in
other topics that had raised our attention on the same field.

• Sketch-based Image Retrieval : This topic investigates the problem of sketch-
based image retrieval, where human sketches are used as queries to conduct re-
trieval of photos. We focus on the problem from the supervised learning, query
flexibility and lack of human annotated data availability

• Document Image Analysis : This task refers to algorithms and techniques that
are applied to images of documents to obtain a computer-readable description
from pixel data. In particular different handwritten documents both historical
and recent, signature verification.

• Vision and Language : It is a task of visual recognition and language understand-
ing which are two challenging tasks in artificial intelligence. Particularly, we a
study of research at the intersection of vision and language.
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• Sounak Dey*, Anguelos Nicolaou, Josep Lladós and Umapada Pal,"Evaluation of
word spotting under improper segmentation scenario", in International Journal
on Document Analysis and Research (IJDAR), 2019.
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