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Abstract

The rate of annual data generation grows exponentially. At the same time, there is a high

demand to analyze that information quickly. In the past, every processor generation came with

a substantial frequency increase, leading to higher application throughput. Nowadays, due

to the cease of Dennard scaling, further performance must come from exploiting parallelism.

Vector architectures offer an efficient manner, in terms of performance and energy, of exploting

parallelism at data-level by means of instructions that operate over multiple elements at the

same time. This is popularly known as Single Instruction Multiple Data (SIMD). Traditionally,

vector processors were employed to accelerate applications in research, and they were not

industry-oriented. However, vector processors are becoming widely used for data processing in

multimedia applications, and entering in new application domains such as machine learning

and genomics. In this thesis, we study the circumstances that cause inefficiencies in vector

processors, and new hardware/software techniques are proposed to improve the performance

and energy consumption of these processors.

We first analyze the behavior of predicated vector instructions in a real machine. We observe

that their execution time is dependent on the vector register length and not on the source mask

employed. Therefore, a hardware/software mechanism is proposed to alleviate this situation,

that will have a higher impact in future processors with wider vector register lengths.

We then study the impact of memory accesses to performance. We identify that an irregular

memory access pattern prevents an efficient vectorization, which is automatically discarded by

the compiler. For this reason, we propose a near-memory accelerator capable of rearranging

data structures and transforming irregular memory accesses to dense ones. This operation may

be performed by the devices as the host processor is computing other code regions.

Finally, we observe that many applications with irregular memory access patterns just

perform a simple operation on the data before it is evicted back to main memory. In these

situations, there is a lack of data access locality, leading to an inefficient use of the memory

hierarchy. For this reason, we propose to utilize the accelerators previously described to

compute directly near memory.
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Resumen

La tasa de generación de información aumenta cada año. Al mismo tiempo, existe una alta

demanda para analizar dicha información en el menor tiempo posible. En el pasado, se

recurría a aumentar la frecuencia de los procesadores para conseguir una mayor velocidad

de procesamiento de los datos. En la actualidad, debido al fin de la ley de Dennard, la

frecuencia deja de ser una opción y se apunta al paralelismo como la mejor alternativa. Las

arquitecturas vectoriales ofrecen una manera eficiente, en términos de rendimiento y energía,

de explotar el paralelismo a nivel de datos a través de instrucciones que operan sobre múltiples

elementos al mismo tiempo, conocidas popularmente como SIMD. Tradicionalmente, los

procesadores vectoriales se utilizaban para acelerar las aplicaciones en la investigación y no

estaban orientados a la industria. Sin embargo, dichos procesadores están siendo cada vez más

utilizados para el procesamiento de datos en aplicaciones multimedia. En esta tesis doctoral,

se investigan las causas que pueden suponer la ineficiencia de las arquitecturas vectoriales, y

se proponen mejoras a nivel de hardware y software con el fin de mejorar el rendimiento y el

consumo de estos procesadores.

En primer lugar, se estudia el funcionamiento de las instrucciones vectoriales predicadas

en una máquina real. Como resultado, se observa que el tiempo de ejecución y el consumo de

dichas instrucciones es independiente de la máscara empleada, mientras que sí es dependiente

de la longitud de los registros vectoriales que contienen los datos. Por tanto, se propone un

mecanismo hardware/software para aliviar esta situación, que se agravará en el futuro con la

aparición de procesadores con la longitud de los registros vectoriales más alta.

En segundo lugar, se analiza el impacto de los accesos a memoria por parte del procesador

vectorial. En este caso, se comprueba que un acceso irregular a memoria impide una vector-

ización eficiente de las aplicaciones, que es descartada automáticamente por el compilador. Por

tanto, en esta tesis se propone un acelerador cerca de memoria capaz de reordenar los datos y

proporcionar accesos secuenciales a memoria mientras el procesador está computando otras

regiones de la aplicación.
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Resumen

En tercer lugar, se propone utilizar los aceleradores previamente descritos como elementos

de cómputo, dado que muchas aplicaciones acceden a memoria de manera irregular para realizar

un cómputo muy sencillo en el procesador. Este movimiento de datos puede ser evitado si la

operación es realizada cerca de memoria. El rendimiento de estos aceleradores es evaluado en

aplicaciones de computación de altas prestaciones y en grafos, un campo de la ciencia muy

afectado por esta situación.
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Chapter 1
Introduction

Moore’s Law predicted that the number of transistors in a chip would double every two years.

For decades, increasing the number of transistors was the common solution to improve the

Instructions per Cycle (IPC) metric of the processors. In this scenario, deeper pipelines, branch

predictors and cache memories greatly increased the instruction throughput of the processors.

For a long time, Moore’s Law had two fundamental outcomes: (1) more features and

functionality in an integrated circuit, and (2) higher operating frequencies with the same power

density. Both of these outcomes contributed to the processor’s overall performance increase.

Frequency scaling was generally transparent to the programmer and algorithms were expected

to execute faster with every new generation of processor.

At the beginning of the twenty first century, in what is commonly named as the cease of

Dennard scaling [59, 32], thermal and power issues made it unfeasible to continue increasing

the processor’s operating frequency. This phenomenon is popularly known as the Power Wall,

and it was reached around 2005 as shown in Figure 1.1. While Moore’s Law still held true, the

free performance scaling finally came to an end [175]. The industry had to shift its focus on

using the extra available transistors to achieve better performance through explicit parallelism.

Parallelization techniques can be broadly categorised as instruction-level (ILP), thread-level

(TLP) and data-level (DLP) [70]. When it is possible to exploit it, DLP is by far the most

efficient form of parallelism [86]. DLP is defined as applying the same operation to multiple

data elements. DLP can be exposed to the hardware by means of vector computations [20, 67],

where a Single Instruction operates over Multiple Data streams (SIMD).

Vector machines appeared in the early 1970s and dominated supercomputer designs for two

decades [155, 55, 26, 191]. These designs exploited DLP with long vectors of thousands of

bits. Such vector designs are less popular nowadays, although the NEC’s SX-Aurora processor

has been recently announced featuring 16,384-bit vectors [139].
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Figure 1.1: Historical trends of important metrics in computing systems.

Transistor count is presented in thousands, frequency in Hz and power in W. Original data up to 2010 collected
and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond and C. Batten. Data from 2010
to 2017 collected by K. Rupp [154].

SIMD extensions to scalar Instruction Set Architectures (ISA) appeared in the late 1990s to

improve the efficiency of multimedia applications, using short vectors of 128 bits [93, 74]. Such

SIMD extensions have become ubiquitous in today’s computer architectures [94, 17, 173, 6].

Processors with longer SIMD vector lengths have appeared in the last years, such as the 512-bit

SIMD implementations from Intel [169, 94] and Fujitsu [201]. Nowadays, DLP exploitation is

not limited to SIMD extensions. GPUs are alternative architecture designs that benefit from

DLP with a massive amount of threads executing the same instruction in a lock-step model.

The effectiveness of a vector architecture depends on its ability to vectorize large quantities

of code [86]. Although efficient vectorization by the compiler has captured industry’s attention

for several years, still some challenges remain unsolved, such as horizontal operations, data

structure conversion or divergence control [91].

On the other hand, memories have been an integral part of computers ever since the

appearance of the first concept for a programmable computing machine in 1837 [22]. Since

they store both instructions and data, fast memory accesses are essential in order to achieve

good application performance.

2



Introduction

The differences in the technologies employed to manufacture processors and memories

have widely increased the performance gap between these two resources. This effect, known as

the Memory Wall [197], is clearly seen on Figure 1.2. In order to reduce this gap, the concept of

cache memories came to light. Caches offer shorter access latency compared to main memory,

but they are more costly in terms of area and power per byte of storage.

1980 1985 1990 1995 2000 2005 2010 2015 2020
Year

100

101

102

103

104 Microprocessor
Memory

Figure 1.2: Evolution of relative processor and memory performance.
Data collected and plotted by Hennessy and Patterson [86]

Cache memories are a good alternative for applications that have locality of reference [171,

182] which means that cache memories with low latencies can meet data demands while

prefetchers can act in parallel in the background to hide memory access latency. Deep cache

hierarchies are the natural result of this trend, providing low-latency data access to high

performance out-of-order processing elements.

However, recent trends show that we have effectively plateaued on the effectiveness of data

prefetchers [132]. Trends also demonstrate ineffectiveness for irregular sparse patterns [207].

As a result of sparsity and irregular reuse distances, some studies have measured utilization

of transmitted bandwidth as low as 20% for some applications [29]. Past studies have also

proved that a significant fraction of the data brought into the last level cache goes unused before

eviction [172]. This issue has a bigger impact on multi-core systems, where shared resources

exist and every core competes for the memory bandwidth.

Performance is not the only factor affected by data motion. Approximately two thirds of

the energy required to compute is consumed by data movement, specifically by the memory

and interconnect [33]. In addition, irregular and sparse patterns preclude harnessing data-

level parallelism (DLP) via vector instructions. Supplying SIMD units with high-bandwidth,

low-latency data is critical to their efficiency [140].

In order to reduce the data movement through the memory hierarchy, the concept of

Processing In/Near Memory (PINM) was born. The idea relies on placing computing resources

3



1.1 Thesis Objectives and Contributions

close to where the data resides. Recent processing in memory proposals are summarized by

Zhang et al. [204] and Balasubramonian et al. [23]. They can be split into two categories: (1)

processing elements in memory (PIM), which require a special technology for the memory (i.e.,

Hybrid Memory Cube) [2, 138, 90, 62], and (2) near memory processing (PNM), where the

compute elements are close to memory, such as in the memory controller [142, 124, 170, 206].

1.1 Thesis Objectives and Contributions

The main goal of this thesis is to improve the performance and the energy consumption of the

chips, focusing on the vector architectures. To the best of our knowledge, vector architectures

will be a key component in future processors, where huge amounts of data will require a fast

and efficient processing. Nowadays, many challenges related to vector architectures remain

unsolved and tackling these problems will be important for the next generations of processors.

Moreover, targeting the Memory Wall, we study techniques to make a more efficient use of

the memory hierarchy and to reduce data movement on chip in applications that do not benefit

from it. We propose solutions from the Processing In Memory (PIM) domain to do so.

In particular, we focus on three main problems: (1) alleviating the inefficiency in perfor-

mance and energy of predicated vector instructions, (2) transforming irregular memory access

patterns into sequential ones, to reduce data movement on chip and enable efficient vector-

ization, and (3) operating near memory, in those applications that present irregular memory

accesses and low arithmetic intensity.

1.1.1 Improving Predication Efficiency Through Compaction/Restora-
tion of SIMD Instructions

In the first contribution of this thesis, we target the inefficiency of predicated SIMD instructions.

These instructions are a particular type of vector instructions. They have an additional operand

called mask. The mask operand is a vector register which contains as many bits as the number

of elements in the other vector source registers. Only if a bit is active in the mask, the operation

has to be done to the elements in that position in the other vector operands.

Using real hardware, we observe that the execution time and energy consumption of these

instructions is independent of the mask operand. We believe this situation will represent a

problem in future processors. For this reason, we propose a hardware/software mechanism, the

Compaction/Restoration (CR) mechanism. In our proposal, the elements in a vector register
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whose corresponding mask bit is active are extracted and inserted into a new register. This

process is named Compaction and it is performed for the predicated vector instructions of

the same Program Counter (PC). In the best case scenario, the new registers are completely

populated. These new operands will access the vector functional unit instead of the original

instructions. After the operation is done, the results are moved into the active positions of the

original destination vector registers. This process is called Restoration.

The CR mechanism can be accomplished with minimal hardware support, and loops can be

marked as good CR candidates at compile time (i.e., several predicated instructions in every

iteration). This information is combined with runtime information (e.g., number of active

elements in the mask) to decide whether CR should be activated for the current application.

1.1.2 PLANAR: A Programmable Accelerator for Near-Memory Data
Rearrangement

The second contribution of this thesis is a near-memory accelerator that performs data-layout

transformations. The goal of this proposal is to reduce the data-movement on chip and to allow

the compiler to provide an efficient vectorization.

Our accelerator, called PLANAR, is a novel hardware approach that performs data rearrange-

ments near memory, converting sparse data into dense. PLANAR rearranges data enabling an

efficient use of memory bandwidth by host cores. Moreover, PLANAR decouples access and

execute, allowing the overlap of rearrangements performed by the accelerator and computation

done by host cores. As a result, PLANAR allows applications to take better advantage of the

memory hierarchy by exploiting locality of dense data, and unlocks additional performance

due to better prefetching and vectorization.

PLANAR is programmed via simple library calls that can be inserted by the programmer or

the compiler. PLANAR has virtual memory support and it does not require a specific memory

technology (i.e., 3D-stacking) to operate.

1.1.3 REMOTE: A Programmable Near-Memory Compute Engine

The third contribution of this thesis consists of an accelerator that performs computation near-

memory. It targets applications with irregular memory accesses that do not benefit from the

memory hierarchy. In these applications, a deep cache hierarchy can hurt performance as every

cache level increasses main memory access latency.
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This accelerator, called REMOTE, is a novel hardware approach whose simple and pro-

grammable design leads to performance and energy gains in applications that suffer from

irregular memory accesses. Contrary to PLANAR, REMOTE targets applications that access

memory in an irregular manner but the computation is so simple that the operation could be

directly done near memory rather than in the host core. As a result, applications benefit from a

higher memory bandwidth and a reduction in the data movement on chip.

REMOTE is programmed via pragmas that can be inserted by the programmer or the

compiler. Moreover, the runtime system is in charge of scheduling codes to the accelerators

depending on their availability. REMOTE has virtual memory support and it does not require a

specific memory technology (i.e., 3D-stacking) to operate.

1.2 Thesis Outline

The contents of this thesis are organized as follows:

Chapter 2 presents the background of the relevant hardware and software components in

the context of the work developed for this thesis.

Chapter 3 introduces the simulation infrastructure used for the experiments described in the

thesis, and the description of the benchmarks used for the evaluation of the proposed designs.

Chapter 4 proposes the Compaction/Restoration (CR) mechanism, explaining its function-

ality and its integration to an out-of-order processor. It describes the hardware required and

performs a thorough evaluation, obtaining performance and energy numbers.

Chapter 5 presents the PLANAR accelerator. It describes the proposal as well as the

programming application interface. The effects to the memory hierarchy are explained and

performance and energy numbers are also provided.

Chapter 6 presents the REMOTE device. It describes the proposal and the changes to the

application and to the runtime system. An exhaustive design space exploration is performed to

obtain the most optimal hardware configuration and a detailed evaluation with a wide range of

applications is presented.

Chapter 7 summarizes the contributions presented in this dissertation and provides possible

directions for future work.
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Chapter 2
Background

This chapter presents the background of the relevant hardware and software components in the

context of the work developed for this thesis. First, vector architectures are introduced, describ-

ing their design, their operation and the main causes of performance and energy degradation.

In particular, we focus on horizontal instructions, irregular memory accesses and divergence

control. Further, the chapter provides a state of the art on the work done to optimize these

causes of performance degradation. Second, the memory hierarchy is introduced, describing its

main components, such as: caches, prefetchers, memory controllers and main memory. Next,

the concept of processing in/near memory is presented and the most relevant works from the

state-of-the-art are described. Finally, parallel processors and parallel programming models are

described. We also present the concept of runtime-aware architectures.

2.1 Vector Architectures

Vector architectures use vector instructions to operate on the values of the vector registers, which

hold multiple values rather than a single-value as in common scalar registers. In particular,

every position in a vector register is called lane. Vector architectures are known to be very

energy efficient and yield high performance whenever there is enough data-level parallelism

(DLP) [120]. This phenomenon is commonly referred to as Single Instruction Multiple Data

streams (SIMD) in Flynn’s taxonomy [71]. For example, a scalar addition instruction would

take values from two scalar registers A and B, and produce a result that would be stored in

scalar register C, as Figure 2.1 (left) shows. A vector addition instruction would take two

vectors A and B of vector length (VL) elements, and produce a final vector C of the same size,

as in Figure 2.1 (right). In the Figure, the VL is 4.

The high potential of vector architectures is useful in applications that involve comparing

or processing large blocks of data. Examples of these applications are multimedia process-
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A B C+ =

A1 B1 C1
+ =

A2 B2 C2

A3 B3 C3

A0 B0 C0

Scalar Vector

VL = 4

Figure 2.1: Comparison of a scalar and vector instruction.

ing (compression, graphics, audio synthesys, image processing), standard benchmark kernels

(matrix multiply, FFT, convolution, sort), lossy compression (JPEG, MPEG video and au-

dio), cryptography (RSA, DES/IDEA, SHA/MD5) and databases (hash/join, data mining,

image/video serving).

2.1.1 An Example of the Micro-architecture of a Vector Processor

In order to better understand the concept of vector architectures, the micro-architecture of

the VIRAM vector processor [111] is shown in Figure 2.2, focusing on the vector hardware

and the memory system. VIRAM is a complete, load-store, vector instruction set defined as

a coprocessor extension to the MIPS architecture [85]. It includes a vector register file with

32 entries that may store integer or floating-point elements. The vector registers contain four

64-bit element lanes which are connected to independent 64-bit functional units. The four lanes

receive identical control signals on each clock cycle. The use of parallel lanes is a fundamental

concept in the micro-architecture that leads to advantages in performance, design complexity,

and scalability. Assuming sufficiently long vectors, VIRAM achieves high performance by

executing in parallel multiple element operations for each vector instruction. Vector load and

store instructions bypass SRAM caches and access DRAM main memory directly. DRAM is

multi-banked to allow multiple data accesses concurrently, as vector instructions have a higher

memory bandwidth utilization than scalar instructions.

2.1.2 Vector Processors in Supercomputers

Vector processors were frequently used in the past for large scientific and engineering appli-

cations. The first vector architectures in early 70s were memory-based with instructions that
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Figure 2.2: The micro-architecture of the VIRAM vector processor, from [111]

operate on memory-resident vectors [88, 191]. Later, Cray released the first commercially

successful supercomputers [155]. They were register-based, providing arithmetic instructions

that operate on vector registers, while separate vector load and store instructions move data

between vector registers and memory.

The Japanese manufacturers, Fujitsu (VP50, VP100, VP200, VP400), Hitachi (S810) and

NEC (SX) have been very successful in building vector processors for supercomputing [161].

For example, the Earth Simulator (ES) was a highly parallel vector supercomputer system

based on NEC SX-6 architecture [82]. It was the fastest supercomputer in the world from 2002

to 2004. ES was replaced by the Earth Simulator 2 (ES2) in 2009, that is based on the NEC

SX-92 architecture [203]. More recently, NEC’s SX-Aurora processor was announced with

16,384-bit vectors [139].

2.1.3 Vector Architectures in Microprocessors

Due to the high performance of vector supercomputers, computer architects decided to in-

corporate the design of vector architectures to microprocessors. In the late 90s, Espasa et al.

predicted that vector architectures would have a great potential for the future [67].

Some of examples are Torrent-0 and VIRAM [19, 111]. Torrent-0 is a vector microprocessor

designed for multimedia, neural networks, and other digital signal processing tasks while
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VIRAM is a vector coprocessor for the scalar MIPS processors. CODE [110], the successor of

VIRAM, overcomes the limitations of conventional vector processors, such as: the complexity

of a multiported centralized register file, the difficulty of implementing precise exceptions for

vector instructions, and the high cost of on-chip vector memory systems.

Espasa showed that vector processors can improve their performance and hide latency by

applying techniques such as decoupling, out-of-order execution, and multithreading [66]. As

part of this effort, Espasa et al. developed Tarantula [65], a vector extension to the Alpha

architecture.

2.1.4 SIMD Extensions

More recently, vector architectures have been added to scalar ISAs in the form of SIMD exten-

sions. They appeared in the late 1990s to improve the efficiency of multimedia applications,

using short vectors of 128 bits [74] and they have become ubiquitous in today’s computer

architectures. SIMD extensions are a particular case in vector architectures, where the width of

the vector functional unit is equal to the size of the vector registers and the data is computed in

parallel for the whole register. They also provide weaker memory units than the original vector

machines and they do not support all gather/scatter memory operations. SIMD extensions to

scalar ISAs tend to be less general-purpose, less uniform and more diversified [151].

SIMD extensions with wider vector registers have appeared in the last years, such as the

512-bit implementations from Intel [169] and Fujitsu [201], and the Arm Scalable Vector

Extension (SVE) that allows up to 2,048-bit vectors [173].

2.1.5 Advantages of Vector Architectures

Vector processors and SIMD extensions have several advantages with respect to scalar ISAs:

• A single vector instruction specifies N operations, where N represents multiple oper-

ations. It dramatically reduces the pressure to the fetch and decode pipeline stages,

what represents a bottleneck in conventional processors, particularly in terms of power

consumption [133, 143].

• These N operations are independent. It allows simultaneous execution of all operations.

• Reduced control logic complexity. Hardware needs only to check for data hazards

between two vector instructions once per vector operand. Therefore, the dependency
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checking logic required between two vector instructions is approximately the same as the

required between two scalar instructions, but now many more operations can be in flight.

• Vector memory instructions can amortize a high overall latency, because a single access

is initiated for the entire vector rather than for a single word.

• Vector memory instructions have a known access pattern. A memory system can imple-

ment important optimizations if it has accurate information on the address stream.

2.1.6 Disadvantages of Vector Architectures

Vector processors and SIMD extensions have several disadvantages with respect to scalar ISAs:

• They only work well if there is enough DLP. If the application does not contain enough

DLP, the vector units will be underutilized or even idle [91].

• Vector architectures are more area and energy efficient than scalar-based microarchitec-

tures [120]. However, the vector functional units are power-hungry and they should be

disconnected in case they are not used.

• Vector memory accesses consume more bandwidth than scalar memory operations [66].

• In the event of sparse data, vector architectures are more inefficient in terms of power

and energy than their dense counterparts. In these situations, just a small percentage of

the data requested by a vector memory instruction is used, and later computed. Different

compressed formats have been proposed to increase the performance and energy of vector

architectures when dealing with sparse data to outperform scalar architectures [31, 35,

34].

2.1.7 Challenges of Vectorization

Many applications can potentially benefit from vectorized execution for better performance and

higher energy efficiency [86]. Ultimately, the effectiveness of a vector architecture depends on

its ability to vectorize large quantities of code [160]. However, the code vectorization faces

certain challenges that require solutions, such as: horizontal operations, divergence control,

and irregular memory accesses. These challenges are described below:
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Figure 2.3: Comparison of a vertical (addition) and horizontal (reduction) instruction.

2.1.7.1 Horizontal instructions

A vector processor is able to perform two kinds of operations on a vector [92]:

• Vertical operations: operate on two vectors of the same width, and the result has the

same width (e.g., a vector addition). These instructions can operate simultaneously on

the source operands, since every element in the vector registers is independent of each

other. If the vector functional unit has the same width as the vector operands, the whole

operation could be performed in the same cycle, in the best case.

• Horizonal operations: combine multiple data items from the same vector. They funda-

mentally differ from other vector instructions in that they introduce data dependencies

between different elements of the vector. They access particular lanes in the source vector

operand and the result can be a scalar value. The most common horizontal instruction is

a vector addition reduction, where the output is the addition of all the lanes of the vector

source register. Horizontal instructions are more costly than the vertical ones, both in

terms of time and hardware. However, these operations are needed so frequently in real

algorithms, that they have to be part of the vector architectures.

Both instruction types are shown in Figure 2.3. In particular, a vector addition is depicted

as a vertical instruction, and a vector reduction as an horizontal operation.

Much effort has been made to analyze the impact of horizontal instructions and to study

other possible alternatives. Corbal et al. [54] demostrate that although reductions account

for a small percentage of total instructions (less than 5%), their impact on final application

performance can be much larger (up to 40% degradation in jpeg decode). They claim that

given the current trend towards ever-increasing clock frequencies and hyper-pipelining, the
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latencies of horizontal operations are bound to increase. They propose two solutions to the

horizontal instruction problem, and in particular to the vector reductions, such as using packed

accumulators and Matrix ISAs.

2.1.7.2 Irregular memory accesses

Vector architectures exploit data-level parallelism by operating on several data elements at the

same time using a single vector instruction. Due to the reduced number of instructions, vector

architectures reduce the pressure to the fetch and decode pipeline stages [86]. However, they

require the memory subsystem to provide data transfers with high bandwidth or the vector units

will remain idle, with the energy waste it implies [120]. This problem is studied by Sebot et

al. [162], that shows that memory was the main bottleneck for 7 of the 9 applications they

optimized for SIMD. For this reason, it is important that either the application is optimized to

avoid irregular memory accesses at runtime or that the memory subsystem is fast enough.

On the one hand, many proposals focus on optimizing the original application. For instance,

Abel et al. [25] study the interactions between memory and the vector units as the memory

access pattern changes. In particular, they demonstrate the impact of the data layout in

memory to performance and the importance of software prefetching to reduce memory latency.

Moreover, they study the performance benefits of splitting the data structures in subsets that

fit the processor caches for multimedia applications. Targeting the same issue, Krishnaiyer

et al. [112] demostrate how software prefetch and non-temporal store instructions may hide

memory latencies for the Intel Xeon Phi coprocessor [168], which contains 512-bit SIMD units.

They show that these instructions can be automatically generated by the compiler.

On the other hand, many proposals focus on hardware approaches to accelerate the memory

subsystem for SIMD extensions. For instance, multi-bank or parallel memory structures are

proposed to allow multiple data accesses concurrently [107, 176, 48]. The approach of Geng et

al. [77] describes the design of a memory system based on a smart memory controller that

automatically loads data according to the access pattern.

2.1.7.3 Divergence control

Vector architectures have vertical operations that perform the same operation on all the vector

register elements. This situation happens when all the elements belong to the same execution

flow. However, there may be situations where every lane in a vector register follows its own

execution flow. For instance, in the event of an if/else conditional block, some lanes may
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execute the if portion while the other lanes may execute the else portion depending on the

branch condition for each lane. This phenomenon is known as control flow divergence [183].

The control flow divergence problem appears frequently when executing vectorized codes [91].

Previous studies indicate that at least 10% of the most common vectorizable loops have di-

vergence control issues [41]. The divergence problem is targeted both at application level

and at micro-architectural level. From the software standpoint, Harrison et al. and Pichon et

al. propose reordering techniques and implement math libraries so that divergence is mini-

mized [84] [147]. From the micro-architectural perspective, the work of Smith et al. [166]

analyzes different mechanisms to implement divergence control in the context of vector instruc-

tion sets. For example, they compare the performance of gathering only the active elements

in each conditional block versus compressing data in memory and only loading the required

elements. One of the proposals, Register compress/expand, compresses the active elements of

a long vector into a dense one using new instructions, such as IOTA. It is supported in multiple

vector supercomputers [155, 55, 181, 189]. Other works, such as the one of Kumar et al. [113],

disable the lanes that do not execute on each conditional block, so that the power consumption

on the vector functional unit is reduced.

A1 B1 0
+ =

A2 B2 C2

A3 B3 0

A0 B0 C0

Predicated vector addition instruction

src1 src2 dest

0

1

0

1

mask

Figure 2.4: Predicated vector addition instruction.

From all the proposals, predicated execution is considered the most effective and compiler-

friendly. A predicated vector instruction is a vector instruction that contains an additional source

register, called mask register, where every lane has one bit. If the bit is one, the instruction

operation for that lane, in the other source registers, has to be performed. In this case, we

consider the elements in that lane position as active. If the bit is zero, the operation does not

have to be performed and the elements in that lane position are considered inactive. Figure 2.4

depicts a high-level overview of how a predicated vector addition instruction is executed.

Generally, the percentage of active elements in a mask register is known as the mask density.
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If the number of active elements is high, the mask density is dense, if not it is sparse. In the

example, the mask density is 50%, as only half of the elements in the mask are active.

2.2 The Memory Wall

The increase of the annual data generation rate is leading to changes in the computing paradigm

and, in particular, to the notion of moving computation to data in what we call the Processing

In/Near Memory (PINM) approach. A traditional computing architecture is shown in Figure 2.5.

Computing units may include the CPU, GPU, and other accelerators such as a digital signal

processor (DSP). Data are transferred between the computing units and main memory through

the memory-hierarchy levels.

For many applications, the bottleneck of data processing for a traditional computing

architecture is the bandwidth and latency of memory data transfers [205, 86]. One alternative

to mitigate this problem is to exploit PIM technology.

In this chapter, the memory hierarchy is introduced, as well as the situations where the

processors do not benefit from it. Finally, the PIM domain is presented. We describe the

technology behind PIM and different proposals from the state-of-the-art.

CPU GPU DSP

System bus

Memory Controller

Memory

Figure 2.5: Traditional computing architecture.

2.2.1 The Memory Hierarchy

The advances in process technology have led to an ever-increasing gap between processor and

memory speeds, as shown in Figure 1.2. This phenomenon is popularly known as the Memory

Wall [197] and it was the main reason to add cache memories to computing systems. Caches
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Figure 2.6: The memory hierarchy.

are a small and fast storage that keeps frequently accessed data. They offer a lower access

latency compared to main memory. However, they consume more power per unit of storage.

In today’s processors, it is common to see a multi-layered cache hierarchy, which employs

several caches of increasing sizes and latencies. The first level of cache is typically pretty

small but fast enough to keep up with the processor’s demands. Instructions and data often

exhibit different access patterns. To tailor the cache design to these specific needs, modern

processors split instruction and data caches. Figure 2.6 depicts a high-level overview of the

memory hierarchy, with three levels of cache.

The appearance of multi-core processors had an impact on the cache hierarchy as well.

In general, the L1 cache is private to the core, while the upper levels can be either private or

shared. Figure 2.7 illustrates the most common memory hierarchy designs encountered in

modern processors. Single-core (i) and low-performance multi-cores (ii) usually employ a

two-level cache hierachy where the second level is shared. More advanced designs employ

three-level cache hierarchies (iii), while some of the recent processors add an L4 cache (iv)

implemented in DRAM technology as a separate die on the same package.

2.2.2 DRAM Organization

Dynamic random-access memory (DRAM) is widely used as a computer’s main memory. Each

DRAM memory cell is made up of a transistor and a capacitor within an integrated circuit, and

a data bit is stored in the capacitor. Since transistors always leak a small amount of current,

capacitors will slowly discharge, causing information stored in it to drain. For this reason,

DRAM has to be refreshed every few milliseconds to retain stored data.

A common DRAM organization in the modern systems is shown in Figure 2.8. Processors

offer multiple memory interfaces (channels). Each channel can hold one or two DIMM modules,
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Figure 2.7: Typical memory hierarchy architectures

each of which can have up to two ranks. Within a rank, the memory is further subdivided

into banks, and banks into sub-arrays. Sub-arrays within the bank can operate simultaneously.

However, since all components on the same channel share physical commands, addresses

and data buses, the access needs to be serialized. Devices residing on different channels can

function independently from each other.

Due to the technological properties of a DRAM cell, the content of a row first needs to

be loaded into a buffer before it can be accessed. Every memory request is decomposed into

three commands: (i) Activate reads a row from a sub-array into the row buffer. (ii) Read/Write

accesses the selected column inside the row buffer. (iii) Precharge writes the contents of the

row buffer back into the corresponding row of the sub-array. Since an activate command

destroys the original data in the row, the row buffer always needs to be written-back before a

new row is activated. Depending on the row buffer status, the latency of a memory access can

vary significantly. For example, if a requested row buffer already holds the necessary data, only

the Read command needs to be issued. On the other hand, if the row-buffer holds the content

of another row, the executed command sequence is Precharge - Activate - Read.

A memory block corresponding to a cache line is distributed across banks in a rank.

Therefore, to serve a LLC cache miss, memory controller simultaneously issues appropriate

commands to the banks within the selected channel, device and rank. Modern DRAM designs

expose a great level of parallelism. In order to obtain higher bandwidths and maximize row
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Figure 2.8: DRAM organization, obtained from [149].

buffer hit rates and bank/rank parallelism, it is necessary a careful design of the memory

controller. Many techniques have been developed with this goal in mind [145, 184, 153].

2.2.3 Memory Controller

A memory controller is a component that lies between the processor and main memory and

manages the flow of data in and out of DRAM. Until early 2010s, the memory controller was

part of a separate chip typically called the North-Bridge. Since the appearance of the Intel

Sandy Bridge and AMD Sledgehammer architectures, enabled by the increasing number of

transistors on chip, the memory controllers have become a part of the processor die.

Due to the complexity of DRAM memory-access protocols, the large number of timing

parameters, the innumerable combinations of memory system organizations, the different

workload characteristics, and different design goals, the design space of a DRAM memory

controller is really wide.

Figure 2.9 illustrates some basic components of an abstract DRAM memory controller. The

memory controller accepts requests from one or more cores and one or more I/O devices and

provides the arbitration interface to determine which request agent will be able to place its

request into the memory controller.

Once a transaction wins arbitration and enters into the memory controller, it is mapped to a

memory address location and converted to a sequence of DRAM commands. The sequence of

commands is placed in queues that exist in the controller. The queues may be arranged as a

generic queue pool, where the controller will select from pending commands to execute, or

the queues may be arranged so that there is one queue per bank or per rank of memory. Then,
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Figure 2.9: Abstract DRAM memory controller, obtained from [98].

depending on the DRAM command scheduling policy, commands are scheduled to the DRAM

devices through the electrical signaling interface.

2.2.4 Prefetching

To overcome the Memory Wall, computer architects have resorted to the memory hierarchy,

which relies on the memory access locality to reduce the memory access latency. Unfortunately,

many important workloads exhibit adverse memory access patterns that do not benefit from the

memory hierarchy. As such, processors often spend much time idling upon a demand fetch of

memory blocks that miss in higher cache levels. One way to hide memory access latency is to

prefetch [68]. Prefetching means to predict future memory accesses and issuing requests for

the corresponding memory blocks in advance of explicit accesses. However, late or inaccurate

prefetches waste energy and, in the worst case, can hurt performance.

To hide latency effectively, a prefetching mechanism must: (i) predict the address of a

memory access, (ii) predict when to issue a prefetch, and (iii) choose where to place prefetched

data (and, potentially, which other data to replace).

Prefetching can be controlled by hardware or software. In software prefetching [42], explicit

prefetch instructions are provided and the compiler or programmer are responsible to place them

in the correct code regions in the application. In hardware prefetching, changes to the software

are not needed, and a new hardware is attached to the memory hierarchy. The prefetching unit

monitors memory accesses and looks for common patterns. Predicted addresses are placed into

the prefetch queue, which is only checked when no processor requests are waiting. Prefetching

requests look like read requests to the memory hierarchy. Prefetchers trade memory bandwidth

for latency. Commercial processors have multiple prefetchers, which are usually closer to the

core, as it is easier to detect memory access patterns.
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The prefetching mechanism has been deeply studied. For example, Lee et al. [118] study

the benefits and limitations of hardware and software prefetching. Similarly, Byna et al. [36]

discuss various issues that have to be considered in designing a prefetching strategy for

multi-core processors. Due to the advantages of prefetching, it is now being widely used in

high-performance processors, for example, Intel Xeon [100, 60], and IBM POWER [156].

2.2.5 Limitations of the Memory Hierarchy

The memory hierarchy and prefetching have been proposed as solutions to mitigate the effects

of the Memory Wall. In this scheme, small cache memories with low latencies can meet

data demands while prefetchers can act in the background to hide memory access latency.

Deep cache hierarchies are the natural result of this trend, providing low-latency data access

to high-performance out-of-order processing elements. Applications that exhibit locality of

reference can benefit from this hardware organization [171, 182]. However, recent trends show

that we have effectively plateaued on the effectiveness of data prefetchers [132] and that they

have become ineffective for irregular memory access patterns [207].

As a result of sparsity and irregular reuse distances, some studies have measured utilization

of transmitted bandwidth as low as 20% for some applications [29]. Srinivasan et al. prove

that a significant fraction of the data brought into the last level cache goes unused before

eviction [172]. The data moved throughout the memory hierarchy that is not used is popularly

known as the dark bandwidth [28]. Dark bandwidth results into more energy, higher memory

access latency and less usable memory bandwidth.

Making matters worse, many applications that exhibit poor prefetching behavior have

dependent or indirect access loads [64], meaning that every cache level adds to the overall

round-trip access latency. This issue has a bigger impact on multi-core systems, where resources

are shared and every core competes for the memory bandwidth.

Performance is not the only factor affected by data motion. Approximately two thirds of

the energy required to compute is consumed by data movement, specifically by the memory

and interconnect [33].

There are a few options to increase bandwidth utilization and reduce data movement.

Some researchers suggest that byte-level addressing is the key to improve bandwidth utilization.

However, this type of system is impractical from an engineering perspective. Another alternative

is Processing In/Near Memory (PINM), where the computing elements are placed next to where

data resides. In the following sections, we will discuss the PINM technology and proposals

from the state of the art.
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Figure 2.10: Processing In Memory concept.

2.2.6 Processing In/Near Memory

In a traditional computing architecture, data is moved towards a CPU independently of where it

resides, as depicted in Figure 2.5. However, applications with irregular memory accesses do

not benefit from the memory hierarchy available in a traditional computing architecture. With

the evolution of emerging DRAM technologies, Processing In/Near Memory (PINM) has now

become of great interest to academia as well as different industries [180, 204]. Figure 2.10

illustrates the PINM concept.

PINM is usually split into two categories, (i) Processing In Memory (PIM), where the

new compute engine is tightly integrated with the memory and usually requires a specialized

memory technology, and (ii) Processing Near Memory (PNM), where compute logic is placed

near memory to exploit low latency and high bandwidth of near-memory data accesses.

2.2.6.1 Processing Near Memory

Near-memory computing refers to bringing logic or processing units closer to memory. Notwith-

standing the closer integration, processing units still remain distinct from memory arrays.

Near-memory computing has been explored at various levels of the memory hierarchy. For

example, Wei et al. [192] propose an in-order processor connected to the memory controller.

It contains a scratchpad, scalar and vector units and 64x64 bit memory to perform bit-level

operations. It is programmed through memory-mapped operations. Solihin et al. also add a

processor to the memory controller [170]. In this case, the new hardware performs correlation

prefetching, although the prefetching scheme may be customized depending on the application.

The Scatter-Add proposal [56] extends the memory controller to enable parallel execution of
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atomic operations, that serialize execution in data-parallel architectures. Similarly, Zhang et

al. [206] present the Impulse memory controller. It performs gather/scatter operations as the

core requested memory belonging to particular regions. It receives a rearrange function and

transforms a sparse data structure into a dense structure. The work of Beard [29] also performs

data structure rearrangement but contrary to Impulse, this operation can be done ahead of time

and be overlapped by computation in the host core. His proposal, The Sparse Data Reduction

Engine, may be placed anywhere in the cache hierarchy.

Lockerman et al. [124] propose Livia, a tiled-multicore system where every tile has a chunk

of L3. Every tile contains an out-of-order core with L1 and L2 caches, and an in-order core

(an accelerator) connected to the L2 and L3. These in-order cores were shared by all the tiles.

Depending on the location of the data, the task is migrated from the original out-of-order core

to the tile where the data resides and it is computed in the accelerator.

Ozdal et al. [142] connect hardware accelerators to the DRAM. They contain special

hardware to deal with graph applications, and they may be combined to provide parallelism.

Other proposals modify the SRAM cell to support simple operations in the cache [105,

108]. For example, the work of Aga et al. [1], Compute Caches, implements operations such as

copy, search, compare and logical operators in the caches.

Finally, the NYU supercomputer [81] supports atomic operations inside network switches.

2.2.6.2 Processing In Memory

The technological advances of chip fabrication, (e.g., 3D-stacked memory designs), help to pack

much more DRAM cells on a single chip. Moreover, they allow a better integration between

memory and compute logic. For example, the High Bandwidth Memory (HBM) [117, 104]

and the Hybrid Memory Cube (HMC) [144] are commercial implementations of a 3D-stacked

memory connected to a logic layer via through-silicon vias (TSV) [177]. Figure 2.11 depicts a

high level overview of a 3D-stacked memory connected to a logic layer.

Since their introduction, many proposals based on these designs exploit the in-memory

computation capabilities. The Active Memory Cube [138] uses HMC as the base of its design.

It offers a significant amount of parallelism by having multiple lanes in the logic layer with

scalar and vector units. Tesseract [2] is also implemented on the HMC. It consists of 512

in-order cores that communicate with each other using a message passing protocol. It targets

graph applications. GraphPIM [136] proposes to execute graph workloads directly on HMC

using new HMC atomic operations.
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Figure 2.11: High-level overview of a 3D-stacked DRAM based architecture, obtained
from [79].

The data rearrangement engine (DRE) [123] performs in-memory data restructuring to

accelerate irregular, data-intensive applications. Authors add some logic to the HMC’s logic

layer to perform in-memory operations and propose an API to program the new hardware.

In TOM [90], a host GPU is interconnected to multiple 3D-stacked memories that have

small lightweight GPU cores. Authors present a compiler framework which automatically

identifies possible offloading candidates and which uses a mapping scheme which ensures data

and code co-location.

Lee et al. [119] analyze the architectural behavior of search applications. In particular, they

focus on the k-nearest neighbors algorithm. Their study reveals a high percentage of vector

operations and memory reads, which confirms that vector operations are important for search

applications and that they are bound by high data movement. Based on the observation, they

integrate specialized vector processing units in the HMC’s logic layer and propose instruction

extensions to leverage those hardware units.

The Mondrian Data Engine [62] consists of a mesh of HMC with tightly connected Arm

cores in the logic layer. Authors demonstrate that a hardware and software co-design is needed

to achieve an efficient performance in PIM systems.

Similarly, Liu et al. [122] propose an heterogeneous PIM architecture to train deep neural

network models. In particular, the logic layer of their 3D-stacked memory comprises pro-

grammable Arm cores and large fixed-function units. A runtime system dynamically maps and

schedules the kernels, based on an online profiling.

Singh et al. [165] evaluate these works and observe that certain challenges currently prevent

a wide adoption of these designs. While they provide notable performance improvements over

the traditional paradigms, a lack of programming model support and the resulting increase in

application complexity are still open issues in the current state of the art.
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2.3 Parallel Programming for Shared-Memory Systems

2.3.1 Parallel Processors

Traditionally, software has been written in a serial/sequential fashion, where instructions are

executed one after another and only one may execute at any moment in time. Improvement

in computer performance was implemented through clock rate ramping in order to provide

faster execution of the instructions. However, increasing the clock frequency hit a wall (see

Figure 1.1). As a consequence, and enabled by Moore’s Law, computer architects decided to

keep packing more transistors on a single chip but to use them to pack multiple processors.

Not long afterwards, the first multi-core processors were introduced, as shown in Figure 2.12,

where multiple cores collaborate to solve a computational problem.

Figure 2.12: Multi-core processor. Four cores are connected to the same L3 cache. Obtained
from [131].

Some recent designs employ heterogeneous architectures, which combine low-power,

slower cores with high-performance cores. Arm’s bigLITTLE [10] architecture is an example

of an heterogeneous processor design. In this case, the cores in the big cluster are only activated

if the workload is really demanding.

In order to program a multi-core processor it is necessary a new programming model.

Parallel programming models are explained in the next section.
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2.3.2 Parallel Programming Models

Parallel programming models exist as an abstraction of hardware and memory architectures. In

fact, these models are not specific and do not refer to particular types of machines or memory

architectures. Parallel programming models represent the way in which the software must

be implemented to perform a parallel computation. Each model has its own way of sharing

information with other processors in order to access memory and divide the work. Popularly,

two main parallel programming models exist:

• Message passing. This programming model is usually applied in the case where each

processor has its own memory (i.e., distributed memory systems). The programmer

is responsible for determining the parallelism and data exchange that occurs through

the messages, in a shared network, whenever a synchronization is needed, as shown in

Figure 2.13.

Processor 0

Network

Processor 1

Processor 2 Processor 3

Local
mem

Local
mem

Local
mem

Local
mem

Figure 2.13: Example of a distributed system with four processors, where every processor has
a local memory. If they want to communicate, they need a message passing protocol. In this

case, processor 0 sends a message to processor 1.

For example, the Message Passing Interface (MPI) [53] is a specification for the de-

velopers and users of message passing libraries. It was created in 1980 and supports

both point-to-point and collective communication. MPI remains the dominant parallel

programming model used in high-performance computing today [174]. The MPI API

provides a set of functions to let two processors communicate. If processor 0 wants to

send a message to processor 1, it will use the MPI_send function, whereas processor 1

will utilize the MPI_receive function.

• Shared memory. In this programming model, processors share a common address

space, which they read and write to asynchronously. Various mechanisms such as
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locks/semaphores are used to control access to the shared memory, manage contention

and to prevent race conditions and deadlocks. All processors see and have equal access

to shared memory, as Figure 2.14 illustrates.

Processor 0 Processor 1 Processor 2 Processor 3

Memory

Figure 2.14: Example of shared memory system with four processors. If they need to
synchronize, they use the shared memory.

For example, the OpenMP standard [141], created in 1996, allows parallel programming

in a shared memory system in a fork-join fashion. In this case, neither communication

nor data distribution is needed. For loops are a common target for parallelization in

parallel codes, achieved by using #pragma parallel for annotation before a for loop in

OpenMP. The supporting library automatically creates threads and distributes the loop

iterations among them. To support intra-thread synchronization, programmers can use

atomic constructs to guard the access to a certain variable. The specification offers a

customizable scheduling policy to achieve the best load balancing among threads by

using the directive schedule. Aside from loops, it is possible to manually define sections

that are executed by different threads using pragma omp parallel.

An alternative to the fork-join paradigm is the use of task as a unit of parallel work.

Tasks are viewed as portions of the serial code that can execute asynchronously with

other tasks while respecting the synchronization points between them. The programmer

splits the sequential code into tasks and defines the dependencies between them. During

the execution, the main task creates user-defined tasks until it arrives to a explicit

synchronization primitive, such as taskwait in OpenMP, which pauses the main task until

all the children tasks complete. Upon its creation, a task is added into a task dependency

graph (TDG) as pending. When all dependencies of a task are fulfilled, meaning that all

the predecessor tasks completed their execution, the task is considered a ready task and it

can be assigned to a thread to be executed. Examples of task-based programming model

are OpenMP 3.0 [141] and OmpSs [63].

Other popular parallel programming models exist, such as Threading Building Blocks

(TBB) [150] and Transactional Memory (TM) [87]. Similar to OpenMP, TBB breaks

computation down into tasks that can run in parallel. The library manages and schedules
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threads to execute these tasks. On the other hand, TM requires hardware support that

has recently been adopted by major hardware vendors like Intel [200], IBM [188], and

Arm. TM implementations can differ significantly as there are many implementation

choices [16, 163, 179, 83].

2.4 Runtime-Aware Architectures

The evolution in processor manufacturing has led to complex hardware designs. This makes

efficient programming of such systems more difficult. Historically, the hardware and software

design has been decoupled to ease the programmability and provide code portability. However,

in order to achieve a good performance it is important to fully exploit hardware resources. To

that end, the hardware implementation details need to be known at the software level.

In order to target this situation, Valero et al. [185] propose the concept of Runtime-Aware

Architectures where hardware and software are managed by an intermediate layer, the runtime

system. It manages the hardware and software and provides a set of optimization techniques

that are not feasible in the current computer designs. Moreover, Casas et al. [43] explore the

potential of the runtime system-level information in the hardware and software design. This

may ultimately lead to a better overall performance, lower energy consumption and reduced

programming complexity of future systems.

Many recent works have focused on studying and optimizing the runtime system. For

example, Chasapis et al. propose a job scheduling algorithm for power-restricted NUMA

systems [49]. Castillo et al. [44] design a runtime-assisted management of the frequency of

the cores depending on the criticality of running tasks. Alvarez et al. [5, 4] propose a runtime-

guided management of scratchpad memories. Sanchez et al. [158, 157] perform partitioning of

the task-dependency graph to reduce the data movement in NUMA systems. Caheny et al. [40,

38, 39] present a runtime optimization to reduce cache coherence traffic in NUMA systems and

to deactivate coherence for data that does not need it. Finally, Jaulmes et al. [101, 102, 103]

analyze the utility of runtime systems for reliability.
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Chapter 3
Experimental Methodology

This chapter presents the methodology followed in this thesis. The first section describes the

simulator used for the evaluation and details of the simulated architectures. The second section

introduces the benchmarks employed. Finally, the third section briefly presents the metrics

used to evaluate the proposals developed in this thesis.

3.1 Simulation Infrastructure

3.1.1 Simulator

The gem5 simulator [30, 126] has been used to model the hardware extensions proposed in this

thesis. gem5 is an execution-driven multi-core full system simulator that can do a cycle accurate

execution of a complete operating system. gem5 supports various ISAs with different CPU and

memory models ranging from pure functional ones to highly detailed and cycle accurate.

gem5 supports checkpointing and KVM Emulation [159] to accelerate system and bench-

mark initialization using less detailed CPU and memory models. In this thesis we employ the

checkpointing capabilities so that simulations start right at the parallel sections.

The experiments in this thesis have been done using three different configurations as listed

in Tables 3.1, 3.2 and 3.3. In the second proposal, the PLANAR devices reside outside of

the coherent network, so specific flush/invalidate requests are needed to maintain the data

coherence between the host cores and the accelerators. In the third proposal, the host cores and

the devices belong to the same coherent network.

In Chapter 4 we employ the x86-64 ISA in the simulator, while Chapters 5 and 6 are

based on the Armv8 ISA. The reason for this is that, at the time the thesis started, Arm had

not released the Scalable Vector Extension (SVE) [173]. This situation made us resort to

Intel’s SIMD extensions to test our hardware proposals. Nevertheless, due to an internship to
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Arm Limited in 2017 and to the release of SVE, we moved from x86-64 to Armv8. All the

experiments are run with the most detailed configurations available for each architecture trying

to resemble a real system.

During the development of this thesis, we needed to extend gem5 with the Intel’s SIMD

extensions. We did the following contributions to the official gem5:

• We re-implemented the Streaming SIMD Extensions (SSE) [93], which operates on

128-bit vector registers. In particular, we compared the statistics of gem5 with the

performance counters of a real machine and we discovered a huge increment on the

µoperation count in the simulator. We realised that there was a lack of vector registers in

gem5, and that the µoperations of SSE were modelled as two 64-bit scalar µoperations.

For this reason, we implemented a vector register file and adapted the original SSE

instructions to work with proper vector operands.

• We implemented the Advanced Vector Extensions [94] (AVX2 and AVX512) to operate

with 256 and 512-bit vector registers. This process was done following closely the

architecture as explained in the Intel’s manuals. In particular, every addressing mode and

feature, such as predication, was considered during the decoding of these vector instruc-

tions in gem5 and modelled as in the manual description. Overall, this gem5 extension

accounts for 500K+ lines of code, 7400+ macro instructions and 2000+ µinstructions.

• We modified the context switch mechanism to properly save/restore vector registers.

• We accurately modelled 42 different SIMD instruction types, with the corresponding

issue and execution latencies reported by Fog [72].

• We have adopted the configuration of different x86 processors, such as a latency and a

throughput-oriented implementation based on the Icelake (ICE) [187] and the Knights

Landing (KNL) [169].

• We created a semi-automatic validation framework which allowed us to compare the

statistics provided by gem5 to a real machine. This tool was used to find several sources

of error that altered the expected behavior of the simulated processor, which we later

documented and corrected. This work was accepted and published in a journal:

J. M. Cebrián, A. Barredo, H. Caminal, M. Moretó, M. Casas and M. Valero, "Semi-

automatic Validation of Cycle-Accurate Simulation Infrastructures: The Case for gem5-

x86", 2020 Future Generation Computer Systems.
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Table 3.1: Configuration of gem5 simulations for the first proposal.

Chip details
Cores 1 single-threaded out-of-order x86 core, 2GHz

Core details
Fetch, decode, rename width 4 insts/cycle
Dispatch, issue, commit width 4 insts/cycle
Branch target buffer 1 way, 2048 entries
Branch predictor, Branch target buffer Bimode, 8K+8K entries
Fetch Buffer, Decode Buffer 16B, 56-µops
Fetch, Load and store queues 32 entries, 90 entries, 72 entries
Physical registers 200 integer + 360 floating point
Issue queue, re-order buffer 196 entries, 320 entries
Functional units 1 Int ALU + 3 Int/FP/SIMD ALU
Instruction latencies (int) add (1c.), mul (4c.), div (22c.)
Instruction latencies (FP) add (5c.), mul (5c.), div (22c.)
Instruction latencies (Icelake SIMD) add (3c.), mul (5c.), div (14c., 8c. issue), sqrt (16c., 10c. issue)
Instruction latencies (KNL SIMD) add (6c.), mul (10c.), div (30c., 16c. issue), sqrt (40c., 20c. issue)
L1 instruction cache 32KB, 8-way, 1 cycle access lat.
L1 data cache 32KB, 8-way, 4 cycle access lat.
L2 unified cache 4MB, 16-way, 12 cycle access lat.

CR structures
Compaction Unit 1 pipelined unit, 2 stages
Restoration Unit 1 pipelined unit, 2 stages
Dense Ticket Table 64 entries, 8 bits per entry
Compactable Instruction Table 160 entries, 170 bits per entry

The energy consumption and the microprocessor area are evaluated using McPAT [121].

McPAT is an integrated power, area and timing simulator for multi-core architectures built on

top of CACTI [135, 134, 24]. It models various processor components, such as cores, including

the functional units, caches, on-chip interconnections and memory controllers. We add the

model of a vector functional unit (VFU) to perform a power analysis in our first contribution.

In particular, we scale the model of the scalar functional unit by a factor. As we simulate the

AVX-512 ISA in gem5, we consider this factor to be 8 (i.e., 8 double-type elements fit in a

single 512-bit vector register). The accuracy of the built-in models is improved by incorporating

the changes suggested by Xi et al. [198]. gem5 is extended with appropriate counters to record

the necessary statistics corresponding to the hardware components.

3.1.2 Environment

In the first contribution, the simulated system is an Ubuntu v16.04 with a Linux kernel v4.9.4.

Benchmarks are compiled with GCC v5.5 using the “-O2” optimization flag. We do not employ
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Table 3.2: Configuration of gem5 simulations for the second proposal.

Chip details
Cores 8 single-threaded out-of-order Arm cores, 2GHz

Core details
Fetch, decode, rename width 4 insts/cycle
Dispatch, issue, commit width 8 insts/cycle
Branch target buffer 1 way, 2048 entries
Branch predictor Bimode, 8K+8K entries, RAS 16 entries
Load and store queues 48 entries, 48 entries
Physical registers 256 integer + 256 floating point
Issue queue, re-order buffer 92 entries, 192 entries
Functional units 3 Int ALU + 2 FP/SIMD ALU
Instruction latencies (int) add (1c.), mul (3c.), div (12c.)
Instruction latencies (FP) add (5c.), mul (4c.), div (9c.)
L1 instruction cache 48KB, 3-way, 64B/block, 1 cycle access lat.
L1 data cache 32KB, 2-way, 64B/block, 2 cycle access lat.
L2 banked unified cache 2MB, 16-way, 64B/block, 12 cycle access lat.
Prefetcher Stride prefetcher

Memory details
Type DDR4 2400
Channel 2 channels, 16GB/s per channel

PLANAR details
Number of devices 8
µCore in-order core, single-threaded, 2GHz
Functional units 1 Int ALU
Instruction latencies (Int) add (3c.), mul (3c.), div (9c.)
L1 instruction µcache 1KB, 2-way, 64B/block, 1 cycle access lat.
L1 data µcache 1KB, 2-way, 64B/block, 2 cycle access lat.
Translation lookaside buffer (µTLB) 8 entries
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Table 3.3: Configuration of gem5 simulations for the third proposal.

Chip details
Cores 8 single-threaded out-of-order Arm cores, 2GHz

Core details
Fetch, decode, rename width 4 insts/cycle
Dispatch, issue, commit width 8 insts/cycle
Branch target buffer 1 way, 2048 entries
Branch predictor Bimode, 8K+8K entries, RAS 16 entries
Load and store queues 48 entries, 48 entries
Physical registers 256 integer + 256 floating point
Issue queue, re-order buffer 92 entries, 192 entries
Functional units 3 Int ALU + 2 FP/SIMD ALU
Instruction latencies (int) add (1c.), mul (3c.), div (12c.)
Instruction latencies (FP) add (5c.), mul (4c.), div (9c.)
L1 instruction cache 64KB, 3-way, 64B/block, 1 cycle access lat.
L1 data cache 32KB, 2-way, 64B/block, 2 cycle access lat.
L2 unified shared cache 512KB, 16-way, 64B/block, 12 cycle access lat.
L3 unified shared banked cache 16MB, 16-way, 64B/block, 20 cycle access lat.
Prefetcher Stride prefetcher in L1 and L2

Memory details
Type DDR4 2400
Channel 2 channels, 16GB/s per channel

REMOTE details
Number of devices 1/2/4/8/16/32
µCore in-order core, single-threaded, 2GHz
Functional units 2 Int ALU, 1 FP ALU
Instruction latencies (Int) add (6c.), mul (6c.), div (18c.)
Instruction latencies (FP) add (12c.), mul (12c.), div (12c.)
L1 instruction µcache 1KB, 2-way, 64B/block, 1 cycle access lat.
L1 data µcache 1KB, 2-way, 64B/block, 2 cycle access lat.
Translation lookaside buffer (µTLB) 8 entries
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“-O3” since it enables auto-vectorization and manually vectorizing our applications with Intel’s

intrinsics [95] provides better performance. In the second and third contributions, the simulated

system is an Ubuntu v18.04 with a Linux kernel v4.15. Benchmarks are compiled with GCC

v7 using the “-O3” flag.

We use the cluster arvei (now sert) at the Departament d’Arquitectura de Computadors in

the Universitat Politècnica de Catalunya to run our experiments on real machines. The cluster

consists of 4,111 cores with x86_64 processors from different manufacturers and generations.

We utilize the newest nodes, in particular, the AMD EPYC 7101p [7] at 2.80GHz and the Intel

Xeon E5-2630L v4 [96] at 2.20GHz. The software stack comprises an Ubuntu v18.04 with a

Linux kernel v5.3.0-61-generic.

3.2 Benchmarks

The benchmarks used for the evaluation of the proposals in this thesis are selected among HPC

benchmarks, graph applications and other kernel codes to cover a wide range of algorithms. The

codes in the first proposal are single-threaded, but the ones for the second and third contributions

are parallel as they were written in OpenMP [27] and OmpSs [63] programming models. Most

of the benchmarks are chosen from larger collections, such as the ParVec Benchmark suite [45],

Coral-2 benchmarks [114], NAS Parallel Benchmarks [47], the PERFECT suite [115], the

GraphBIG suite [137] and the BSC Application Repository [46].

Some of the applications are manually vectorized by the author of this thesis to exploit better

the SIMD resources. The remaining of this section describes the benchmarks corresponding

to each proposal, including proposal-specific changes introduced in each code, the input

parameters and some code properties relevant to each contribution.

3.2.1 Benchmarks for the Divergence Proposal

Table 3.4 lists the benchmarks employed in the divergence proposal and their description. They

are manually vectorized using Intel intrinsics, as compilers frequently try to minimize the

number of predicated instructions and, since our proposal targets the predication issue, we need

that the compiler generates codes with this type of instructions. The inputs of these applications

are images, signals and arrays which do not exceed 8MB of total memory footprint.

Figure 3.1 shows the instruction breakdown of the main loop in the region of interest

of each benchmark. In particular, we differenciate SIMD instructions (regular, high-latency
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Table 3.4: Benchmarks used to evaluate the proposal about divergence.

Benchmark Description

Bilateral Filter (B-Filter)
It is a non-linear, edge-preserving, and noise-reducing smoothing
filter for images. It replaces the intensity of each pixel with a
weighted average of intensity values from nearby pixels [178].

Convolution (Convol) A signal convolution [164].

Gaussian Blur (G-Blur) An image being blurred by a Gaussian function [76].

K-means (Kmeans) It partitions N observations into K clusters in which each obser-
vation belongs to the cluster with the nearest mean [109].

k-nearest neighbors (KNN)
It finds the distances between a query and all the examples in the
data, selecting the specified number examples (K) closest to the
query, then votes for the most frequent label [148].

Quadratic equation (Quadr) It performs the quadratic equation to an input array.

Random Number Generator (RNG) A Box-Muller number generator [61].

Sound distorter (S-Distort) A form of audio signal processing used to alter the sound [50].

Distance Calculator (Stream) A distance calculator based on Streamcluster [45].

predicated instructions, low-latency predicated instructions) and scalar instructions. Loops

contain between 9 and 58 instructions. The predicated instruction percentage is between 21%

(KNN) and 72% (B-Filter).
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Figure 3.1: Loop iteration breakdown. In the X axis, the applications name and their number of
instructions per iteration. In the Y axis, the instruction type percentage in every iteration.
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3.2.2 Benchmarks for the Near-Memory Data Rearrangement Proposal

Table 3.5 lists the benchmarks employed in the near-memory data rearrangement proposal,

their description and their input. The matrices are obtained from the University of Florida

Sparse Matrix Collection [58], which has sparse matrices collected from a wide range of real

applications. The table also contains the number of different rearrangements, split among

the available devices. For example, if 8 devices are available, every rearrangement will be

performed on 4 devices in the benchmark named “SymGS”. The evaluated benchmarks contain

strided and irregular memory accesses, have a low cache block utilization and do not benefit

from the memory hierarchy. The eliglible codes can be optimized by creating a new version of

the data where data resides sequentially in memory.

The selected benchmarks are modified to work with the accelerators. This process involves:

(i) to define the rearrange function; (ii) to replace the original irregular accesses of the original

data structures to the dense one; and (iii) to add the device allocation, offload, and release calls.

In most of the mentioned benchmarks, very few modifications are required to the original code:

≈20 lines of code for the rearrange function, the three device library calls, allocation via regular

malloc/free of the dense data structure, and the code modification to access the new dense data.

3.2.3 Benchmarks for the Near-Memory Computing Proposal

Table 3.6 lists the benchmarks employed in the near-memory compute proposal, their descrip-

tion and their input. The matrices are obtained from the University of Florida Sparse Matrix

Collection [58], which has sparse matrices collected from a wide range of applications.

In this case, we consider applications that contain irregular memory access patterns. We

split these benchmarks in two categories: (1) graph applications, which have an elevated

data movement on chip, do not benefit from the memory hierarchy and perform a simple

computation on the data, and (2) HPC applications, which suffer from the same issue but benefit

from the memory hierarchy to access particular data structures and have a higher arithmetic

intensity than the graph applications. A profiling of these benchmarks is done in Section 6.5.

The selected benchmarks are modified to work with the accelerators. We identify the code

regions which can be offloaded to the near-memory devices to obtain a performance benefit

and to reduce data movement on chip. These regions are marked with a pragma and compiled

so that the runtime system performs the code offloading.

36



Experimental Methodology

Table 3.5: Benchmarks used to evaluate the proposal about data layout transformation.

Benchmark Description Input # rearr.

Multigrid compute
(CompMG)

An algorithm for solving differential equa-
tions using a hierarchy of discretizations, from
HPCG [152].

Matrices: bcspwr10 (A),
bcsstk15 (B), blckhole (C),
circuit_1 (D), ex12 (E),
lns_3937 (H), G30 (F),
jan99jac100sc (G)

2

Extended box filter-
ing approximation
(EBOX)

An extended box filtering approximation of a Gaus-
sian convolution for an image [78].

Stride: 8, 16 and 32. 400,000
double-type elements 4

Matrix-matrix block
multiply (MatMul)

An optimized matrix-matrix multiplication with
blocking support [80].

1x1 block of 400x400 elements,
2x2 blocks of 200x200 elements,
4x4 blocks of 100x100 elements,
2x2 blocks of 300x300 elements,
3x3 blocks of 200x200 elements,
6x6 blocks of 200x200 elements

1

Meabo
A multi-phased multi-purpose benchmark. Used
for energy efficiency studies [12]. It accesses mem-
ory using a pseudo random indirection vector.

Phase2, 300,000 double-type ele-
ments 1

Spatter Kernel used for timing scatter/gather kernels on
CPUs and GPUs [116].

Distance: 1, 2, 4, 8, 16, 32,
64, 128, 256, random, 300,000
double-type elements

1

Sparse Matrix-Vector
multiply (SpMV)

The sparse matrix is represented in the CSR for-
mat [31] and the vector is dense. Matrices: A, B, C, D, E, F, G, H 1

STRIDE Memory stress benchmark commonly used to char-
acterize the memory system of HPC systems.

Distance: 1, 2, 4, 8, 16, 32, 64,
128. 320,000 double-type ele-
ments

1

Symmetric Gauss-
Seidel smoother
(SymGS)

Symmetric Gauss-Seidel smoother, from
HPCG [152]. It performs a forward and backward
triangular solve.

Matrices: A, B, C, D, E, F, G, H 2
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3.2 Benchmarks

Table 3.6: Description of the benchmarks used to evaluate the near-memory compute proposal.

Benchmark Description Input

Breadth-First Search
(BFS)

It traverses a graph. It starts at the tree root or some
arbitrary node, and explores all of the neighbor
nodes at the present depth prior to moving on to
the nodes at the next depth level.

–dataset LDBC/output-100k/
–root 31

pageRank
It counts the number and quality of links to a page
to determine a rough estimate of how important the
website is.

–dataset LDBC/output-100k/
–quad 0.001 –damp 0.85

k-Core decomposition
(kCore)

It removes all the vertices that have degree less
than K from the input graph.

–dataset LDBC/output-100k/
–kcore 6

Graph coloring
(graphCol)

It is special case of graph labeling. It is an as-
signment of labels traditionally called "colors" to
elements of a graph subject to certain constraints.

–dataset LDBC/output-100k/

Shortest path (SPath)
It finds a path between two vertices (or nodes) in
a graph such that the sum of the weights of its
constituent edges is minimized.

–dataset LDBC/output-100k/
–root 31

G
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Triangle count (trCount)
It finds a path between two vertices (or nodes) in
a graph such that the sum of the weights of its
constituent edges is minimized.

–dataset LDBC/output-100k/

Connected component
(CComp)

It computes connected components for a given
graph. Connected components are the set of its
connected subgraphs. Two nodes belong to the
same connected component when there exists a
path between them.

–dataset LDBC/output-100k/

Degree centrality
(DCentr)

It measures the number of incoming and outgoing
links from the node. –dataset LDBC/output-100k/

Random access
(randAcc)

It measures the rate of integer random updates of
memory. Table 256MB

Histogram (hist)

Calculates a histogram of weighted averages us-
ing a 3D 27-point stencil over a N×N×N cube
represented by a dense 3D matrix of floating point
numbers.

1D of 3D matrix: 220

Meabo
A multi-phased multi-purpose benchmark. Used
for energy efficiency studies [12]. It accesses mem-
ory using a pseudo random indirection vector.

Array of 9,000,000 double-
type elements

Spatter Kernel used for timing scatter/gather kernels on
CPUs and GPUs [116].

Stride 16, 32, 64. Array
of 9,000,000 double-type el-
ements.

1D Particle in Cell A kernel from a 1D particle-in-cell code used for
kinetic simulations in physics [128]. 83MBH
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Sparse Matrix-Vector
multiply (SpMV)

The sparse matrix is represented in the CSR for-
mat [31] and the vector is dense.

Matrices: italy_osm, tx2010,
ecology1, webbase-1M

Symmetric Gauss-Seidel
smoother (SymGS)

Symmetric Gauss-Seidel smoother, from
HPCG [152]. It performs a forward and backward
triangular solve.

Matrices: italy_osm, tx2010,
ecology1, webbase-1M
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3.3 Metrics

The evaluation of the proposals in this thesis is performed by analyzing several performance

metrics. gem5 provides metrics that measure the execution time, depending on the number

of cycles and the frequency of the simulated processor. It also gives statistics regarding the

memory hierarchy and the network on chip.

The comparison relative to the baseline architectures is done by using equation 3.1.

Metric =
Metricbaseline

Metricproposal
(3.1)

To compare the proposals in the general case, the metric values corresponding to different

benchmarks are aggregated to provide a single measure of performance. For the metrics defined

as ratios, such as speedup, geometric mean is used (equation 3.2). Metrics that represent

absolute values are averaged using arithmetic mean (equation 3.3).

Geometric mean = n
√

value1× value2×· · ·× valuen (3.2)

Arithmetic mean =
value1 + value2 + · · ·+ valuen

n
(3.3)

The cache missrate is obtained at the Miss Status Holding Registers (MSHR). This is

because two consecutive cache misses to the same block address only generate one request to

the next level in the memory hierarchy, after checking in the MSHR that the first miss is being

handled. Thus, cache missrate is calculated using the equation:

Cache missrate =
MSHR misses

MSHR total accesses
(3.4)

Cache misses are combined with the instruction count to form a compound metric of misses

per kilo instructions (MPKI) using the following equation:

MPKI =
Cache misses

Total executed instructions
1000

(3.5)

The performance in terms of power is obtained from McPAT, and is used to compute the energy

using the following equation:

Energy = Power×Execution time (3.6)
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Data movement on chip is calculated by performing the addition of the size of all the

packets moved between the cores and main memory, using the following equation:

Data movement =
ncores

∑
i=1

Bytes trans f erred between corei and L1Di+ (3.7)

ncores

∑
i=1

Bytes trans f erred between L1Di and L2+ (3.8)

Bytes trans f erred between L2 and LLC (3.9)

Memory bandwidth is obtained by performing the addition of the size of all the data moved

between the memory controllers (MC) and main memory, and dividing it by the execution time

of the application. It is compared to the maximum theoretical bandwidth. It is done using this

equation:

Memory bandwidth =
∑

nMC
i=1 Bytes trans f erred between MCi and Memory

Execution time
(3.10)
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Chapter 4
The Efficiency of Predicated SIMD Instructions

4.1 Introduction

This chapter presents a hardware solution to target the inefficiency of predicated instructions in

SIMD extensions. As explained in Section 2.1.7.3, predication is the most common approach

to deal with control flow divergence in vector architectures. However, we observed that the

performance and energy consumption of predicated SIMD instructions is independent on the

number of active elements in the mask operands (mask density). Instead, current designs lead to

performance and energy be proportional to the vector length (VL). We evaluated this problem

in real hardware on an Intel Xeon Platinum 8160 processor [97].

With the current trend of doubling the register size every four years [86], SIMD implemen-

tations with VL-time performance will become extremely energy inefficient when executing

predicated instructions. Thus, there is an urgent need towards SIMD implementations with

mask density-time performance for predicated executions.

In order to target this issue, we propose a novel hardware mechanism, the Compaction/Restora-

tion (CR) design. CR identifies code sections with SIMD instructions guarded by a mask,

extracts the active elements from the predicated instructions belonging to different loop itera-

tions, and compacts them into a single dense instruction. Such dense instructions are executed

efficiently with density-time performance and energy. Finally, their results are restored to the

original predicated SIMD instructions.

Moreover, CR improves the performance of unmodified legacy code by dynamically and

transparently compacting several vector instructions into a wider register ISA.

CR could be combined with compiler information to detect code regions that benefit more

from our proposal.
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4.2 The Predication Problem in SIMD Extensions

Next, we list the main contributions of this proposal:

• The CR hardware design to enable density-time performance and energy efficiency

for predicated SIMD instructions. CR requires minimal hardware support to compact

predicated instructions. A detailed design space exploration is performed to properly size

the CR hardware structures.

• An exhaustive evaluation with a full system cycle-accurate simulator. Our evaluation

shows that CR achieves an average of 11% speed-ups, while reducing dynamic energy

consumption by an average of 16%.

• CR transparently executes unmodified legacy code with 256-bit Advanced Vector Ex-

tensions (AVX-2) [93] on a newer architecture with twice longer vectors. By using the

512-bit registers and VFUs in AVX-512 [94], CR achieves an average of 17% speed-ups

on unmodified AVX-2 applications.

4.2 The Predication Problem in SIMD Extensions

In SIMD extensions, the latency and energy of predicated instructions depends on architectural

vector length (VL), not on the number of elements to be executed. This situation has become

a challenge for current and future processors, that will contain wider vector registers. Many

studies have measured the mask density1 on modern codes, and results into 18-20% on typical

benchmarks [75, 183, 45]. Such a low mask density means that current SIMD extensions waste

a significant portion of energy on unnecessary computations, and increase contention in the

VFU, which can hurt performance.

To illustrate the divergence control problem for predicated SIMD instructions, we analyze

the performance degradation and energy waste in a set of benchmarks2 with different mask

densities. The selected representative benchmarks contain AVX-512 instructions (VL=512 bits),

with a wide range of SIMD instructions types including different percentages of predicated

instructions.

For the selected benchmarks, Figure 4.1 shows the potential performance degradation and

dynamic energy waste with several percentages of active elements in the masks. Mask densities

range from 12.5% to 87.5% in increments of 12.5%. The processor employed in this evaluation

has a configuration similar to Intel’s Knights Landing (KNL) [169]. Knowing the execution

1Percentage of active elements in the mask register.
2Section 3.2.1 describes in detail the employed benchmarks.
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Figure 4.1: Performance and dynamic energy degradation for predicated SIMD applications
with different mask densities.

time and energy of each vector instruction, we estimate the performance and energy for the

mask density of each scenario. These results are estimated with respect to an ideal processor

with density-time performance and energy efficiency.

Results with several mask densities show no significant difference in time for the evaluated

configurations. Indeed, AVX-512 has a VL-time performance in the evaluated architecture,

which is not optimal. As a result, performance significantly degrades with respect to an

ideal density-time SIMD implementation. All benchmarks are sensitive to mask density,

with performance degradations ranging from 4% (G-Blur) to 2.2× (RNG) with 12.5% mask

densities.

In the case of dynamic energy, a density-time implementation reduces VFU energy linearly

with the mask density. In benchmarks with a high percentage of predicated SIMD instructions

such as S-Distortion or B-Filter, this translates into a significant waste in dynamic energy (up

to 54% with 12.5% mask densities). On average, dynamic energy waste is 35% with 12.5%

densities.

The results shown in Figure 4.1 make clear that significant fractions of energy and perfor-

mance are wasted in current SIMD implementations with VL-time performance and energy

efficiency. In the next section we introduce CR, a hardware proposal that achieves density-

time performance and energy efficiency in predicated SIMD instructions without any code

transformations.
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4.3 The Compaction/Restoration Mechanism

4.3 The Compaction/Restoration Mechanism

The CR approach aims at achieving density-time3 performance and energy efficiency in predi-

cated instructions in SIMD extensions without user mediation. CR could be combined with

information from the compiler to know which code regions could benefit more from the

compaction/restoration mechanism.

4.3.1 Overview

CR targets SIMD extensions available in current processors (such as AVX [94]), where vector

length (VL) is equal to the VFU width. CR creates a dense version of several dynamic

predicated SIMD instructions for a certain program counter (PC). The active elements4 of these

instructions are selected and compacted into a dense instruction. Candidates for compaction

delay execution until dense registers are full. In the best scenario, this dense instruction has

source registers with all elements active and is executed instead of the original instructions.

As a result, contention and the number of accesses to the VFU decreases. This is crucial for

performance and energy efficiency, since VFU can add up to 75% of the total power dissipated

by the core [167]. Once the dense instruction is executed, results are restored back to the

original destination registers.

CR can be implemented in any architecture with predication support. Modern SIMD

architectures with variable-length vectors, such as RISC-V [190] and Arm Scalable Vector

Extension (SVE) [173] can also benefit from CR. These processors know the register length at

runtime and CR needs the same information. In this proposal, we have deployed CR in an out-

of-order processor with 512-bit VFUs. Section 4.3.2 describes the new hardware components

to support CR, while Section 4.3.3 contains a detailed description of the changes required to

an out-of-order pipeline to implement CR. Afterwards, we describe the different phases in

the CR mechanism: i) detection of compactable instructions (Section 4.3.4), ii) compaction

of dense instructions (Section 4.3.6), iii) execution of dense instructions (Section 4.3.7), and

iv) restoration of compacted instructions (Section 4.3.8). Next, we present a case study with

CR (Section 4.3.10). Finally, we describe how CR can be used to execute SIMD legacy

code on newer and wider SIMD extensions (Section 4.3.11) and discuss other considerations

(Section 4.3.12).

3Results are relative to the mask densities.
4Elements whose corresponding mask bits are true.
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4.3.1.1 Basic Functionality Example

CR basic functionality is shown in Figure 4.2. In this case, there are two predicated instructions

with 50% mask densities, corresponding to two loop iterations for the same PC. In particular, for

the instruction 0, active lanes5 are 0 and 3, and for the instruction 1, the active lanes are 1 and

2. CR decides to compact both instructions into a single dense instruction. After compaction,

the dense instruction is executed and the result is restored to the corresponding lanes of the

destination registers of the original instructions 0 and 1.

Figure 4.3 shows a time diagram of the same example comparing the baseline to CR. In

the baseline, the second predicated instruction cannot access the VFU as it is busy executing

operations of the same type. In CR, the execution of the first instruction is delayed until the

dense registers become full (best case scenario). After compaction, only one instruction is

executed reducing VFU contention. Finally, a pipelined restoration phase happens and results

are committed.

VFU Restoration
A B

C D

Inst 0
A B C D W X Y Z

W X

Y Z

Compaction

Inst 1

Figure 4.2: CR basic functionality. In this case, two intructions for the same PC with 50%
mask densities are compacted and restored.

F DE I DI E

F DE I DI VFU busy CE

DI CM

F DE I DI CM CR

Baseline

CR
F DE I

T diff

Inst 0

Inst 0

Inst 1

Inst 1

E

Delay CR

C

Figure 4.3: Time diagram comparing the execution of baseline vs CR in the pipeline. The
pipeline stages are: Fetch (F), Decode (DE), Issue (I), Dispatch (DI), Execute (E), Commit (C),

Compact (CM), Restore (R).

5Position in a vector register that contains an element.
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4.3.2 CR Hardware Components

CR hardware components are described below.

1) The Compactable Instruction Table (CIT) is a direct-mapped table which contains the

information regarding to dense instructions and their compactable instructions. It is needed

to perform the Compaction (Section 4.3.6) and Restoration (Section 4.3.8) phases. Table 4.1

defines the functionality and size of every CIT entry. In this case, we target double-precision

operations although finer-grain operations can be supported (e.g., machine learning). It would

require more bits per entry but the chances of finding a non-true element would be higher,

increasing CR efficiency. The number of CIT entries should be smaller than the maximum

amount of in-flight instructions. In our design, CIT entries must be filled with at least one

compactable. Thus, the maximum number of entries is ROB Entries/2 although we did not

exceed half of its capacity.

Table 4.1: CIT entry fields, size in bits.

Dense instruction information
Capacity Number of elements the dense instruction may handle 4

Alloc Occupancy Number of elements allocated by compactable instructions 4

Insert Occupancy Number of elements inserted by compactable instructions 4

Last Insertion Cycle the latest compacted instruction was inserted 6

isSquash/isTimeout Whether dense instruction was squashed/timeout triggered 1

Insertd Whether dense instruction was inserted 1

Compactable Instruction Information
Mask Instruction mask bits 8

Dest Reg Idx ROB entry where instruction is stored 8

Allocate Whether instruction is allocated 1

Insertc Whether instruction is inserted 1

Next, we describe how and when the entry bits in the CIT are modified. First, we start

with the CIT fields regarding the dense instruction. The “capacity” is updated when the dense

instruction is created, with the number of lanes in the vector register for that instruction (i.e.,

it depends on the vector register length and the data type specified in the instruction). The

“alloc occupancy” is modified as an instruction is marked as compactable, adding to the current

value the number of active elements in the instruction, at the issue stage. If a new compactable

instruction for this PC is encountered, and the “capacity” and “alloc occupancy” have the same

value, the current dense instruction for this PC is full and a new dense instruction is required.

The “insert occupancy” is updated when all the source operands of any of the compactable
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instructions for this PC are ready. The content of this field will be modified, adding to the

current value the number of active lanes in the compactable instruction. In this case, the

compaction phase can happen for this instruction and the “last insertion” is modified with the

current cycle. If the “insert occupancy” and the “capacity” have the same value, the dense

instruction for this PC can proceed to the execute stage. In case the dense instruction is squashed

(e.g., branch missprediction) or a timeout is triggered, the “isSquash/isTimeout” is set to one.

Finally, the “insert” field will be set to one after the compaction phase of one compactable

instruction for this PC has finished. It ensures that the dense is executed in case of squash or

timeout.

Second, we continue with the CIT fields regarding the compactable instruction. As the

predicated instruction is marked as compactable, the “mask” is updated with the content of

the mask register and the “dest reg idx” with the index of the destination register. Both fields

are needed to perform the compaction and restoration phases. The “allocate” bit is also set

to one to indicate that this entry is allocated. If a new compactable instruction for the same

PC is encountered, if it is not full, the following entry will be accessed if it is, a new dense

instruction will be required. Finally, after the source operands for the compactable instruction

for this PC are ready, the “insert” bit will be set to one. This information is required so that the

compaction/restoration phases occur for this particular compactable instruction.

2) The Dense Ticket Table (DTT) is a direct-mapped table which keeps track of the latest

created dense instruction for every PC. It facilitates the accesses to the CIT, since there can

be multiple dense instructions for the same PC waiting to be executed. The DTT holds a set

of unique keys or tickets, representing CIT entry identifiers. Every dense and compactable

instruction keeps a ticket to access the CIT. The number of DTT entries is limited by the number

of instructions in every loop iteration, a maximum of 60 in our applications. By indexing

DTT entries using the 10 lowest PC bits, we avoid conflicts. If no entry exists for a particular

PC, a new one is created and a new ticket is chosen from the DTT. If a new dense instruction

is created, the existing DTT entry for that PC gets a new ticket. Tickets are restored as the

associated dense instructions commit. The ticket size is limited by the number of in-flight dense

instructions (i.e., log2 ROB Entries/2 bits).

3) The Compaction Unit moves active lanes from source vector registers in compactable

instructions to the assigned dense registers. It happens separately for every source register as

they become ready. It receives a vector register and a mask as inputs and a dense register as

output. Section 4.3.6 describes the Compaction phase and Section 4.4.1 explores its design

space.
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Figure 4.4: CR overview when incorporated to an out-of-order processor.

4) The Restoration Unit restores the results of an executed dense instruction back to

the original destination registers. The dense destination register elements are moved to the

corresponding active lanes of the destination registers. It receives a dense vector register and a

mask as inputs and a vector register as output. Section 4.3.8 describes the Restoration phase,

while Section 4.4.1 performs a design space exploration to size it.

4.3.3 CR in an Out-of-Order Processor

Next, the main functional changes to incorporate CR into a classic out-of-order processor are

described. Figure 4.4 depicts the whole process in a state-diagram style.

1) Decode: In case a predicated instruction is found a signal is sent to Issue stage.

2) Issue: If the signal from Decode is active and the mask register is ready, a logic decides

whether the instruction has to be compacted or not (see Section 4.3.4). If so, it is marked

as compactable. Then, the DTT and CIT are accessed to know if it is the first compactable

instruction for that PC or if existing dense instructions for that PC are already fully occupied.

In case a new dense instruction is required, a dense instruction is created and its operands

are renamed. The DTT creates and stores a new ticket, which is provided to the compactable

instruction and employed to create a new CIT entry. In the CIT entry, the Capacity field is

updated with the total number of lanes in the dense register. A reservation station (RS) and a

re-order buffer (ROB) entry are allocated for the dense instruction. Also, a dense destination

register is reserved in the Register Alias Table (RAT) to allow operand forwarding. Candidates

to be compacted on it are given the DTT ticket after their mask operand becomes ready.

Finally, the Alloc Occupancy, Mask, Dest Reg Idx and Allocate CIT fields are updated with the

compactable instruction information.
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3) Dispatch: As compactable operands become ready, the compaction occurs independently

for every compactable instruction and their RS are freed. The Insert Occupancy, Insertc and

Last Insertion fields in the CIT are updated. Once dense operands are full, a timeout occurs, or

a squash happens, the instruction becomes ready to execute.

4) Execution: The dense instruction is executed and compacted instructions are bypassed

(Section 4.3.7). If the dense destination register is used by subsequent dense instructions, it is

forwarded (Section 4.3.9).

5) Writeback: The dense instruction is written in the ROB and the restoration is performed

to copy the results to the original destination registers (Section 4.3.8).

6) Commit: Dense and compacted instructions commit sequentially, ensuring speculation

and exception handling are performed in-order.

4.3.4 Detecting Compactable Instructions

To have a simple CR implementation, we currently consider all loops as compaction candidates.

However, in a preliminary analysis (Section 4.4) and in the evaluation (Section 4.6) we observe

that several factors should be considered to enable an efficient CR mechanism: i) predicated

instruction latency, ii) number of instructions per iteration, iii) inter-loop dependencies, iv)

mask densities and v) processor events that hide CR latencies.

The first three factors can be statically determined and have important effects on perfor-

mance. For instance, inter-loop dependencies cause an execution serialization. On the other

hand, mask densities are fundamental and input-dependent (see Section 4.4). Finally, some

processor events, such as cache misses, pause the core backend hiding CR latencies. A compiler

may analyze the first three static factors and produce a hint to enable CR, if the two latter

factors happen at runtime, for every loop (e.g., using a memory-mapped register).

Predicated SIMD instructions that fulfill all these factors cause a CIT allocation, becoming

compactable. CR distinguishes between CIT allocation and insertion. Allocation is done

in program order, while insertion may happen out of order. Allocation reserves the CIT

entries which will be later filled in the insertion step. Insertion is performed as compactable

instructions become ready. Ensuring program order in insertion is critical to enable dense

register forwarding (described in Section 4.3.9).
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4.3.5 Populating Dense Instructions

In order to populate a dense register, compactable instructions delay execution until it is full or

a timeout triggers. The ROB is used as a buffer to obtain candidates for compaction. Some

events, such as cache misses, pause the core backend until they are resolved. For this reason,

regular processor behavior may hide the delayed execution and it may not affect performance

in many situations (e.g., irregular memory accesses).

4.3.6 Compaction Phase

In this phase, active elements from compactable instructions in an RS are moved into the RS

belonging to the dense. The CIT is accessed to obtain information about the compaction. It

occurs as source operands of compactable instructions become ready, and after CIT insertion is

done. The compaction phase does not require extra ports or buffers as the VFU already reads

all inputs from the RS simultaneously. When compaction finalizes, compactable instructions

are called compacted.

Figure 4.5 shows the compaction phase for one instruction which has a mask density of

50% (lanes 0 and 3). After accessing the CIT, the compaction unit extracts the active elements

(A and D) and places them in the first lanes of an empty dense instruction.

Compaction Unit 1 0 0 1
A B C D

A D # #

RS #0

OP1
Mask

CIT

RS #1
PC @X

Ticket

Figure 4.5: Compaction phase for one compactable instruction with a mask density of 50%.

4.3.7 Execution of Compacted Instructions

Once the dense instruction is ready in the RS, it is executed. Dense instructions can be ready

due to three reasons: i) dense operands are completely populated; ii) a squash happens; or iii) a

timeout is triggered.

The first case is the ideal scenario for CR, minimizing the number of SIMD ALU accesses

as a result. In this case, compacted instructions are not executed (they are bypassed to the next

pipeline stages). It also facilitates dense register forwarding to dependent instructions.

50



The Efficiency of Predicated SIMD Instructions

When a squash happens, CR removes allocated, but not yet inserted, compacted instructions

from the CIT entry, forcing the dense to become ready to execute.

Finally, multiple timeout policies are incorporated into CR to avoid delaying too much the

execution of predicated SIMD instructions.

Postponing the execution of predicated instructions increases the utilization of internal

processor resources, potentially stalling the pipeline and slowing down the whole application.

For this reason, two timeout policies are created. They stop the allocation/insertion of new CIT

entries and trigger the dense instruction execution.

1) Resource occupancy. The lack of free hardware resources prevents instructions from

entering into the pipeline, and thus, it may not allow dense operands to be completely populated.

This situation may lead to performance degradation. For this reason, if resources are occupied

above a certain threshold, the CIT forces the execution of dense instructions whose Last

Insertion field is higher than a timeout. CR considers the occupancy in the reservation station

(RS), the ROB, and the Load-Store Queue (LSQ).

2) Circular dependencies. A dense instruction could have allocated but not inserted

compacted instructions waiting for dependencies to be freed. If the dependency is associated to

another dense instruction, execution is blocked. For this reason, if the dense maximum commit

time is exceeded execution is forced.

If a timeout is triggered, the remaining allocated but not yet inserted compactable instruc-

tions referring to that CIT entry will execute the ordinary way. Section 4.4.2 studies the impact

of the timeout policies.

4.3.8 Restoration Phase

In the Restoration phase, the elements from dense destination registers are moved into the active

lanes of the destination vector registers from the original compacted instructions. Restoration

is performed in the Writeback stage, after the dense instruction is executed and after its result is

placed on its ROB entry. It happens in parallel with the dense register forwarding. Restoration

can be done in parallel for every compacted instruction. The CIT is accessed to get the

information of every compacted instruction. The dense instruction keeps the ticket provided in

the Compaction phase to know its corresponding CIT entry.

Figure 4.6 shows the restoration phase for a dense instruction. In this case, the dense

instruction contains two compacted instructions, with mask densities of 50% (i.e., in the first

instruction the active elements are lanes 0 and 3, and in the second, lanes 0 and 2). For every

compacted instruction, the CIT is accessed to obtain the mask and index of the destination
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registers. First, the restoration unit will extract the first two lanes (E, F) from the dense

destination register and will insert them in the lanes 0 and 3 of the destination register of

the first compacted instruction. Second, the last two lanes will be extracted from the dense

destination register (G, H) and will be inserted in the positions 0 and 2 of the second compacted

instruction.

In the Restoration phase, multiple data values must be written to the ROB. This phase is

usually out of the critical path of execution, as the dense version of the instruction executes.

Thus, this phase can be handled by buffering writes to the ROB not requiring extra ports.

Restoration UnitE # # F

G # H #

Reorder Buffer

CIT

PC @X E F G H
…..

.....

PC @X

PC @X

VFU

Dense #0

Comp #0

Comp #1

Tick X

Tick X + 1

Ticket

1 0 0 1

Mask

1 0 1 0

Figure 4.6: Restoration phase for one dense instruction containing two compacted instructions
with a mask density of 50%.

4.3.9 Dense Register Forwarding

A dense register can be forwarded if it is fully occupied or if the dense instruction and its

dependent ones share the same inserted compacted instructions positions. The Insertc CIT entry

bit provides this information for every allocated compactable instruction. If not, the remaining

uninserted compactable instructions will be compacted. An efficient dense register forwarding

reduces CR latencies and hides the restoration process.

Figure 4.7 shows two cases of dense register forwarding, where the dense instruction @Y is

dependent on instruction @X due to the dense register “r2”. In the left, the dense instructions

@X and @Y contain compactable instructions that share the same active element positions.

In this case, the dense instruction @Y does not require its instructions to be compacted,

as the dense destination register from @X is in compacted form because the compactable

instructions in instruction X were already compacted. For these instructions, there is dense

register forwarding of 100%. In the right, the second compacted instruction from @X does
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vmulpd r2, r0, r0

vsqrtpd r3, r2

CIT

Dense @X, PC @X
@X

@Y

Compacted #0 -> Mask 1000

Compacted #1 -> Mask 0001

Dense @Y, PC @Y

Compacted #0 -> Mask 1000

Compacted #1 -> Mask 0001

CIT

Dense @X, PC @X

Compacted #0 -> Mask 1000

Compacted #1 -> Mask 0100

Dense @Y, PC @Y

Compacted #0 -> Mask 1000

Compacted #1 -> Mask 0001

Figure 4.7: Example of dense register forwarding. In the left, compaction is not needed, but it
is on the right, as the mask for the second compactable instruction differs.

not have the same active element position as compared to the one from @Y. In this case,

compaction for the first compactable instruction in @Y is not needed, but it must be done for

the second one. For these instructions, there is dense register forwarding of 50%.

4.3.10 CR Case Study

To illustrate how the CR mechanism works, we refer to the code from Figure 4.8. It is used

to describe the different phases in CR: activation, compaction, execution, and restoration.

For the sake of simplicity, in this particular example, we assume a 128-bit vector length

architecture. Thus, each vector register may hold 2 double precision elements. In this case,

a vector multiplication (vmulpd, line 8), a subtraction (vsubpd, line 9), and a square root

(vsqrtpd, line 7) represent the 3 predicated instructions in this loop. They are guarded by a

mask register k1 created in line 6. This mask is built by comparing each element in array C to

a zero-filled vector. In this case, we assume that the compiler marks this loop as suitable for

1 f o r ( i←0; i≤N_ELEMENT; i +=VL)
2 vmovapd r2 , &B[ i ]
3 vaddpd r1 , r2 , <imm>
4 vmovapd r3 , &C[ i ]
5 vmovapd r4 , &D[ i ]
6 vcmppd k1 , r3 , <zero > , <NE>
7 v s q r t p d r5 { k1 } , r4
8 vmulpd r5 { k1 } , r5 , r3
9 vsubpd r1 { k1 } , r1 , r5

10 vmovapd &A[ i ] , r1

Figure 4.8: SIMD loop in Intel’s assembly.
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vsqrtpd r180 <- r220 {r210}

vmulpd r190 <- r180, r122 {r210}

vsqrtpd r240 <- r230 {r211}

vmulpd r250 <- r240, r132 {r211}

ID:20

ID:21

ID:43

ID:44

-

-

RS0

RS2

RS0 -

Compaction unit

1

op1

ALU

B

op2

RS1 A 0B

RS3 d300 0C D

RS2 - 1- D -

PC: ticket Z

….

….

DTT

Z: Entry info

CIT

….

….

Dense (1)

Dense (2)

ID:20

ID:21

ID:43

ID:44

freeID

PC: X 

Ticket Z

CIT entry info

H Gd300

r220 ? A

r122

r230

r132

? C

B ?

D ?

r210 0 1

r211 1 0

ROB

Vector register file

Rename

Issue

Dispatch

Execute

op2 yes, op1 fwd

op1

PC: Y

fwd

PC

Figure 4.9: Example of the Compaction phase.

CR. Figures 4.9 and 4.10 show the compaction and restoration processes for the instructions

vsqrtpd and vmulpd.

Activation Phase. At the Issue stage, there are two instances of these instructions (with

identifiers 20, 21, 43 and 44). Mask registers r210 and r211 are read as they become ready.

Since their mask density is low (50%), CR is enabled for this loop. Then, two dense instructions

for these PCs are created and the CIT allocation is performed, allocating two CIT entries with

Capacity 2. The Alloc Occupancy, Mask, Dest Reg Idx and Allocate fields are updated for

every compactable, since the mask registers for every dynamic instrucion are ready and the

Rename stage has been previously accessed. A ROB and an RS entry are allocated for each

dense instruction. Two tickets are created and stored in DTT.

Compaction Phase. As operands become ready, the instructions are moved to the Dispatch

stage. The CIT insertion is performed, updating the corresponding Insert Occupancy, Insertc
and Last Insertion CIT fields. After that, the compaction for the dense vsqrtpd instruction starts.

This process is shown in Figure 4.9. In this case, the active element in register r220 (A) is

moved to the dense RS entry (RS1) using the CIT information. After that, the RS belonging to

ID:20 is released. Similarly, in the next loop iteration, CR compacts the active element from

register r230 (B) into RS1. This dense instruction is ready for execution. The same process
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Restoration unit

Z: Entry info

CIT

….

….

Dense (1)

Dense (2)

ID:20

ID:21

ID:43

ID:44Ticket Z

CIT entry info

r180 ? H

r190

r240

r250

? S

G ?

T ?

r210 0 1

r211 1 0

ROB

Vector register file

Pipelined, hidden by fwd

d300 H G

dxxx S T
fwd

Figure 4.10: Example of Restoration phase.

is done with instruction vmulpd, where the second operand is compacted moving the active

lane in r122 (C) and r132 (D) to the dense instruction in RS3. However, the first operand in the

compactable instruction is dependent of vsqrtpd, an already compacted one. The CIT notices

this situation and skips its compaction, notifying that a dense register forwarding is going to

happen. In particular, the register d300.

Execution Phase. The dense vsqrtpd instruction is executed as compaction is finished and

its destination register d300 is forwarded to the dense vmulpd, which will also be executed

afterwards.

Restoration Phase. After execution, the restoration phase occurs for the dense instructions

vsqrtpd and vmulpd. A brief overview is depicted in Figure 4.10. The CIT contains the

information regarding every inserted compactable instruction for every dense. In vsqrtpd, the

restoration unit reads the dense output d300 and the original mask values from the instructions

with ID 20 and 43, inserted in the CIT. Then, the restoration unit moves the d300 elements to

the destination entries in the ROB, performing an offset calculation depending on the mask

values and the compacted instruction insertion order. For example, the register r180 (instruction

ID:20) receives the first element from the dense register d300 (H) and it is placed in the second

lane, where the mask register r210 contains a true element. The register r240 gets the second

element (G), as the accumulated capacity is one, and it is placed in the first lane, specified by
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mask r211. The same process is done with the dense vmulpd, moving S and T to the second

and first lanes of registers r190 and r250 respectively.

4.3.11 Optimizing SIMD Legacy Code

CR hardware can also be employed to optimize legacy SIMD codes on modern and wider

processors. Many applications make use of hand-coded programs with SIMD intrinsics.

Porting such codes to modern SIMD architectures is costly and time consuming. For this

reason, many 256-bit or 128-bit SIMD codes are executed on 512-bit VFUs, underutilizing

hardware capabilities. The CR mechanism can be employed to dynamically create dense

instructions that compact two AVX-2 instructions into a single AVX-512 instruction.

This way, every SIMD instruction is a candidate for compaction as the CR mechanism

is not restricted to predicated instructions. In this case, the mask density and the active

element positions are known before-hand, as they are defined by the architecture (e.g., 50% if

compacting two AVX-2 instructions into a single AVX-512 instruction). In such scenario, the

compaction/restoration units complexity is reduced, enabling lower CR latencies than in the

general CR case, and enhancing the CR mechanism efficiency.

This approach is transparent to the programmer and only requires a compiler to analyze

the static factors described in Section 4.3.4 to determine if CR could improve performance.

Section 4.6.2 evaluates the AVX-2 instruction compaction over AVX-512 using CR.

4.3.12 Discussion

The CIT is squashed in the event of a branch miss-prediction. Two scenarios must be considered:

a) miss-predicted instructions created an entry within a dense instruction, but operands were

not ready and thus, not compacted; and b) operands were ready and compacted. In the first

case, the CIT would be waiting forever for this instruction. In the second case, a false version

of the dense register would be created, since some lanes belong to miss-predicted instructions

operands. The first scenario is handled by making the CIT aware of miss-predictions. The

second scenario is not critical because results are written into miss-predicted ROB entries in

the Restoration phase, but these results never commit.

Page faults need a special handling as they are attended at commit but a dense instruction

may be blocking its attendance. A timeout is required to force the dense execution and of every

instruction prior to it.

56



The Efficiency of Predicated SIMD Instructions

Precise exceptions are also feasible with CR. If an exception occurs while a dense instruction

is executing, such as arithmetic overflow, the exception is restored to the corresponding

compacted instruction to be handled.

A challenge to be faced in the future is the implementation of dense horizontal instructions.

Horizontal instructions, such as shuffles, move a value from a particular vector register lane to

another one. At the moment a dense register is created, the original element positions are lost

so the operation cannot be done.

4.4 Design Space Exploration

Next, a design space exploration is done to size the CR hardware and to study the application

impact on CR. In this case, we make use of a micro-benchmark hand-coded using Intel’s

AVX-512 intrinsics. It is parameterized so that the mask density, the percentage of costly

instructions and the number of instructions in each loop iteration can be changed.

4.4.1 Compaction and Restoration Latencies

1 2 4 8 16 321.00

1.02

1.04

1.06

1.08

Sl
ow

do
wn

One Two Four

Figure 4.11: Compaction unit configuration slowdown on performance. Normalized to
non-latency CR scenario. In the x-axis the different number of stages. Each line represents a

different compaction unit count.

As explained in Section 4.3, CR requires four hardware components. The DTT and CIT

sizes are defined by the ROB size. The compaction and restoration units are sized in this section.

First, we start with the compaction unit design. Figure 4.11 shows the performance slowdown
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obtained when varying its number and operation latency. Performance is normalized to an ideal

design with no CR latencies.

Figure 4.11 depicts the average results for the SIMD micro-benchmark executed with

several mask densities. Increasing the number of compaction units from 1 to 4 provides less

than 1.3% performance improvements. In contrast, when having more than 8 compaction

stages, performance degrades. Thus, we select a compaction configuration with a single unit

and two pipeline stages. It provides only a 1.4% performance degradation with respect to an

ideal CR mechanism and a simple design.
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Figure 4.12: Restoration unit configuration slowdown on performance. One two-stage
compaction unit latency considered. Normalized to non-latency CR scenario. In the x-axis the

different number of stages. Each line represents a different restoration unit count.

Next, we explore the restoration unit design. Figure 4.12 shows the performance degrada-

tion with different restoration formats. For this experiment, use the selected compaction unit

configuration. Results are normalized to an ideal design with no CR latencies. In this case,

with 1, 2 and 4 stages, varying the number of units and restoration stages marginally degrades

performance (less than 0.5% and 0.2% slowdowns, respectively). However, as 8-stage restora-

tion units are reached, performance degrades drastically. A 14% performance degradation is

achieved with 32-stage units, where increasing the unit number from 1 to 4 provides a benefit

of up to 6%. As we are interested in reducing energy consumption, the final design is limited

to a single two-stage unit. Thus, restoring a dense instruction with four compacted ones takes

five cycles. This format combined with the selected compaction unit, has a 1.9% slowdown

compared to an ideal scenario.
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Figure 4.13: Timeout policy combinations impact on performance, normalized to the best
scenario. The circular dependency policy is implicit in every scenario. In the x-axis the number

of cycles for each timeout policy changes.

4.4.2 Timeout Policies

Next, we measure the impact of the timeout policies discussed in Section 4.3.7. In this

case, the micro-benchmark is used with different timeout policies. Figure 4.13 depicts the

performance degradation obtained by combining the original timeout policies, normalized to

the best configuration. The timeout policies consider the occupancy in different resources (RS,

LSQ and ROB) and different timeouts (from 18 to 32 cycles). All policies take into account

circular dependencies as this is required for the correct execution of the benchmarks.

Selecting the optimal timeout policy is fundamental for CR, preventing the CPU from

waiting too much for dense register population. Results show up to a 10% slowdown when only

the issue queue is considered. The best outcome is obtained when considering all resources.

4.4.3 Costly SIMD Instruction Ratio

Next, we analyze the influence of the predicated instructions latencies to performance and

energy. In this case, we consider the same base micro-benchmark where the ratio between

low and high latency instructions increases, from 0% to 100%. All of them have the same

memory access pattern and the same number of instructions per iteration. The mask density

varies between 25-50%. Results are normalized to the 0% long latency instruction scenario.

Figure 4.14 shows performance and energy results. The higher the costly instruction ratio,

the better the speedup and energy reduction. If instructions have a long latency, the dense

register population and the CR latencies can be hidden by the execution and even lead to a

performance benefit. For instance, in the case of a predicated square root with a 25% mask
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density scenario, the fact of delaying the execution of instructions from four iterations (50

cycles) and executing only one instruction (20 cycles) would be better than executing four

instances of the same dynamic instruction (70 vs 80 cycles). Long latency SIMD instructions

also permit higher timeout policy values, allowing more occupied dense registers, reducing the

accesses to VFUs, and thus, generating higher dynamic energy benefits.
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Figure 4.14: Impact of costly predicated SIMD instructions to performance (left) and dynamic
energy (right). Normalized to the no-long latency instruction scenario. In the x-axis, the

percentage of costly predicated instructions.

4.4.4 Effectiveness with Different Loop Lengths

Finally, we study the sensitivity of the CR mechanism to the loop instruction length. In this case,

we consider the same SIMD micro-benchmark as in the previous sections. We use the same

mask densities (25%, 50%) and different number of instructions per iteration in a processor

with a 320-entry ROB.

Figure 4.15 shows the average number of predicated instructions compacted per dense

instruction. With both mask densities, CR achieves a high number of compacted instructions

with loops of 40 or less instructions. An increase in the number of instructions per loop iteration

causes a higher ROB occupancy, preventing CR from doing an efficient population of dense

registers. For example, moving from 20 to 60 instructions per iteration reduces the average

compaction from 4 to 1.5 in a 25% mask density scenario.

Also, a higher mask density leads to more pressure on the ROB occupancy as a dense

instruction is added more frequently (every 2 compacted instructions with 50% mask density;

every 4 instructions with 25%). Consequently, loops with 160 instructions and 50% mask

density can not be compacted with CR. In contrast, loops with 80 instructions and 25% mask

density can be partially compacted with CR (1.45 instructions are compacted per dense).

60



The Efficiency of Predicated SIMD Instructions

10 20 30 40 50 60 800

1

2

3

4

In
st

s. 
Co

m
pa

ct
ed

20 40 60 80 100 120 1600

1

2

3

4

Max. Theoretical Value
Min. Theoretical Value

Figure 4.15: Average number of predicated instructions compacted per dense in CR. In the
x-axis, the number of instructions per loop iteration. Masks: 25% (left) and 50% (right).

4.5 Area and Power Consumption of CR Units

The power consumption of the CR units is evaluated with McPAT [121] using a process

technology of 22nm, a voltage of 0.6V and the default clock gating scheme. We incorporate the

changes suggested by Xi Vaidya et al. [198] to improve the accuracy of the models. The CIT

structure is modeled in CACTI 6.5 [135], adding the appropriate counters in gem5 to measure

the extra power introduced by it.

CR units have been modeled in RTL [130, 37] with the configurations chosen in Section 4.4.

Results for a 22nm technology show area requirements of 5000µm2. It is almost three orders

of magnitude smaller than a 512-bit ALU modeled in McPAT (4.45 mm2). In terms of power,

every unit consumes 11.25mW of peak power (combined leakage plus dynamic), almost two

orders of magnitude smaller than the power of the 512-bit ALU computed by McPAT (0.92W).

This estimation is used in the next section to quantify the energy cost of the CR structures

and to compare it to the baseline, while executing different benchmarks.

4.6 Evaluation

This section explains the performance and energy benefits of CR in real applications. We also

describe the benefits of using CR to optimize legacy SIMD code.
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4.6.1 Predicated SIMD Applications

The CR proposal is evaluated with ten different applications. As described in Section 3.1.1, we

employ two processor configurations with different instruction latencies (ICE and KNL).

Fung and Vaidya et al. studied the mask densities in several applications [75, 183]. They

showed they are usually input-dependent and range between 15−60%. Since input selection

may strongly impact mask density and complicate the evaluation analysis, we consider values

from 25% to 50% for all the codes. These values capture almost entirely the mask density

range from the representative applications.

For each application, we perform an exploration with several timeout values and we select

the configurations which provide the best performance outcomes. For the CR mechanism, we

make use of the configuration determined in Section 4.4.
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Figure 4.16: Performance (up left), VFU access (up right), dynamic energy (bottom left)
reductions and leakage energy (bottom right) results of CR. Normalized to a non-CR scenario.

Figure 4.16 depicts the results in terms of speed-up, VFU access reduction and dynamic

and leakage energy reductions. Energy reductions correspond to energy savings in the whole

system. Results are normalized to a regular no-CR execution. On average, applications achieve

between 3.6% and 10% speed-ups, between 21% and 41% VFU access reductions, and between

6.2% and 13.4% dynamic energy reductions. In all the experiments, the KNL configuration

provides more opportunities to the CR mechanism as there is more contention in the VFU.

Also, lower mask densities (i.e., 25%) lead to more compaction opportunities.
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Significant speed-ups are obtained for some of the evaluated benchmarks. This is the case

of N-Body and RNG, which contain a high percentage of long latency SIMD instructions per

loop iteration (as shown in Figure 3.1). They achieve performance improvements up to 25%

and 15%, respectively, and dynamic energy reductions up to 22% and 43%. This reduction in

dynamic energy is a result of the significant reduction in VFU accesses (up to 42% and 87%,

respectively). In the case of N-Body, the CR phases are hidden by the memory access requests

and lead to better performance benefits.

B-Filter and S-Distort also contain long latency SIMD instructions. However, a higher

number of instructions per loop iteration prevents an efficient population of dense registers.

Only with a VFU contention increase in the KNL configuration, speed-ups reach a 7%.

The application memory access pattern is important for CR, since it can hide the dense

register compaction/restoration. Convol, with an irregular access pattern and low-latency

predicated instructions, is able of marginally improving performance and reducing dynamic

energy consumption up to 5%. In contrast, Kmeans and KNN have a contiguous memory

access pattern and no long latency predicated instructions. Kmeans is capable of reducing VFU

accesses up to a 60%. However, the large amount of instructions and the low percentage of

predicated instructions in KNN prevent CR from achieving performance benefits. KNN also

contains horizontal operations, blocking dense register forwarding.

For all the applications, the long latencies of the KNL configuration enable higher VFU

access reductions that lead to better dynamic energy results. In this configuration, there is a

higher contention in the VFU than in the ICE one. As a result, a higher occupancy of dense

registers is achieved. We have measured the dense register forwarding, in particular, at the

lane level. If a dense register lane can be forwarded, the compaction phase can be avoided for

that lane, reducing latency and energy consumption. For instance, 72% of dense lanes can be

forwarded in BF, 65% in S-Distort, 73% in Kmeans, 46% in KNN, 77% in RNG and 46% in

G-Blur.

4.6.2 Optimizing AVX-2 Legacy Code

The CR mechanism can also be used to optimize SIMD legacy code. Section 4.3.11 describes

the motivation and the advantages of this approach. In this section, we explain the results of

employing CR to compact two AVX-2 instructions into one AVX-512 instruction.

Figure 4.17 shows the results of CR with real applications compiled with AVX-2 support.

Results are normalized to a regular execution without CR. In this case, we limit the original set

of evaluated applications to seven, since three of them do not have a memory access behavior
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or the required percentage of SIMD instructions suitable for CR. A compiler may identify

these static application characteristics and notify CR when to compact AVX-2 codes into wider

SIMD extensions.

As expected, average results are better than in the scenario with predicated SIMD instruc-

tions. In the KNL configuration, speed-up and leakage energy reduction reach 17% on average,

while dynamic energy reaches 16% reductions. In the ICE configuration, average results are

more modest (5% and 12%). Both configurations achieve an average 35% reduction in VFU

accesses.

The largest reductions in VFU accesses are achieved with B-Filter and RNG (between

60% and 73%). This translates into significant reductions in dynamic energy. RNG achieves a

significant 56% performance improvement. N-body also reduces dynamic energy (between

10% and 12%). In contrast, KNN still suffers from the blocking of dense register forwarding

due to horizontal operations and achieves minimal energy savings, even if VFU accesses are

reduced by more than 10%.
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Figure 4.17: Results of AVX-2 legacy codes compacted into AVX-512 using CR. Normalized
to a non-CR scenario. Speed-Up left, VFU access reduction (center) and dynamic energy

reduction (right).

4.6.3 Comparison with Other Proposals

This section compares CR with Disable Inactive Lanes (DIL) [113], an alternative hardware

proposal to reduce power consumption in the VFU. DIL reads the mask operands before

executing predicated instructions and disables the lanes in the VFU with inactive elements.

This solution reduces power consumption at the cost of increasing the complexity of the VFU

design. However, DIL does not reduce the contention in the VFU and cannot be used to

speed-up the execution of AVX-2 legacy codes. Interestingly, CR and DIL can be combined to

further reduce the power consumption of CR when a timeout avoids instructions compaction.
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The left chart of Figure 4.18 presents the average speed-up of CR, DIL and CR+DIL over a

baseline without CR. As expected, DIL and CR+DIL do not improve performance over the

baseline and CR, respectively. The right chart of Figure 4.18 presents the average energy

reduction of the three techniques over a baseline without CR. DIL reduces energy between 5%

and 8% as it reduces the dynamic power in the VFU. CR achieves higher energy reductions than

DIL due to the increased performance in some of the benchmarks. However, in benchmarks

in which CR provides no performance benefits (Convol, Kmeans, KNN), DIL achieves up to

18% energy reduction. Thus, CR+DIL provides the best energy results with average energy

reductions between 6% and 13%.
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Figure 4.18: Speed-Up (left) and total energy reduction (right) of DIL, CR and CR+DIL
normalized over a non-CR scenario.

4.7 Conclusions

Exploiting DLP in current processors with SIMD extensions is critical to improve performance

and energy efficiency. When vectorizing applications, divergence control using predication is

one of the most challenging obstacles to overcome.

Current SIMD extensions execute all elements in a predicated instruction independently of

the values in the mask operand, wasting significant fractions of energy and performance.

In this approach, we propose the Compaction/Restoration (CR) hardware design, which is

capable of achieving density-time performance and energy efficiency with predicated SIMD

instructions. CR creates a dense instruction with several dynamic predicated instructions for a

certain PC. The active elements of these regular SIMD instructions are compacted into a dense

instruction. Then, dense instructions are executed and their results are restored to the original

instructions. This is achieved without programmer intervention.
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4.7 Conclusions

Our evaluation shows that CR improves performance by up to 25% and reduces dynamic

energy consumption by up to 43% on real unmodified predicated applications.

Moreover, CR allows executing unmodified legacy code with short SIMD instructions (AVX-

2) on newer architectures with wider vectors (AVX-512), achieving up to 56% performance

benefits.
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Chapter 5
PLANAR: A Programmable Accelerator for

Near-Memory Data Rearrangement

5.1 Introduction

Memory latencies have not experienced the near-exponential improvements seen in processing

speed and memory capacity [73, 69]. As a result, data access times increasingly limit sys-

tem performance, a phenomenon known as the Memory Wall [197]. Deep cache hierarchies

are the natural solution to this trend, providing low-latency data access to high-performance

out-of-order processing units. Applications that have locality of reference benefit from cache

hierarchies [171, 182], while prefetchers act in the background to hide memory access la-

tency [132].

In the presence of sparsity and irregular reuse distances, studies show that data prefetching

is not effective [207], utilization of transmitted bandwidth can be as low as 20% [29], and that

most blocks in the last level cache are not reused before eviction [172, 28]. In addition, for

applications with dependent or indirect access loads, every cache level increases the overall

round-trip access latency [64]. Finally, irregular and sparse patterns preclude harnessing data-

level parallelism via vector instructions that operate on multiple data values (SIMD) [125,

173, 190]. Data movement not only affects performance: approximately two-thirds of the

energy required to compute is consumed by data movement, specifically by the memory and

interconnect [33].

Data Layout Transformation (DLT) mechanisms have been proposed to tackle these prob-

lems. DLT aims to rearrange sparse data into a dense representation to improve locality and

make better use of the memory hierarchy. Table 5.1 qualitatively compares multiple state-of-the-

art proposals. A balanced design should fulfill three principles. First, a comprehensive design

that scales well with multi-core systems by carefully choosing where rearrangements occur.
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Table 5.1: Comparison with state-of-the-art DLT proposals.

Features Impulse [206] DLT Acc. [89] SPiDRE [29] DRE [123] PLANAR

Full design ✓ ✓ ✗ ✓ ✓

Scalable design ✗ ✓ ✓ ✗ ✓

Non-blocking DLT ✓ ✗ ✓ ✗ ✓

Fine-grain sync. ✓ ✗ ✗ ✗ ✓

VM support ✓ ✓ ✓ ✗ ✓

Normal allocator ✗ ✓ ✓ ✗ ✓

Second, maximize system performance by providing non-blocking fine-grain rearrangements

to hide DLT latency. Third, ease programmability for the DLT engine and target applications

by providing virtual memory (VM) support and conventional memory allocation mechanisms.

Previous proposals make compromises on these design principles hindering their adoption.

In this chapter we present a ProgrammabLe Accelerator for Near-memory datA Rear-

rangement (PLANAR). PLANAR is located within the system-on-chip at the same level as

the memory controllers, avoiding custom off-chip memory modifications that are difficult to

adopt. Our design is non-blocking as it decouples access and execute, allowing overlap of data

rearrangements and host core computation. In addition, we provide mechanisms for fine-grain

synchronization between PLANAR and host cores to allow dense data to be consumed as it is

rearranged, hiding rearrangement latency. PLANAR is programmable via simple library calls

that can be inserted by a programmer or by a compiler pass. This simple programming interface

is possible due to the fact that PLANAR has virtual memory support and employs well-known

existing memory management mechanisms for the new dense data structures.

Moreover, PLANAR enables applications to take better advantage of the memory hierarchy

by exploiting locality of dense data, and unlocks additional performance due to better prefetch-

ing and vectorization. On the latter, PLANAR allows compilers to optimize instruction emission

for contiguous memory [194], which is critical to vector performance [140].

This chapter makes the following contributions:

• We introduce minimal functional changes to incorporate PLANAR into a system-on-chip

with out-of-order cores. By locating PLANAR devices at the memory controller level we

enable the design to (i) scale with multi-core systems, (ii) perform fine-grain non-blocking

data rearrangements, (iii) operate with virtual memory support, and (iv) be off-chip memory

technology agnostic. No solution in the state-of-the-art provides all such properties at once.
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1 vo id s t r i d e _ k e r n e l ( d oub l e *x , i n t * idx , . . . ) {
2 . . . .
3 f o r ( l e n = 0 ; i < l e n ; l e n ++) {
4 v1s1m3 ( ) ; v1s2m3 ( ) ; v1s3m3 ( ) ; v2s2m3 ( ) ; v2s2m4 ( ) ;
5 v 1 s 1 i 3 ( x , i d x ) ;
6 }
7 }
8 vo id v 1 s 1 i 3 ( d oub l e *x , i n t * idx , . . . ) {
9 . . . .

10 f o r ( j = 0 ; j < i r e p ; j ++ ) {
11 t 1 = 1 . 0 / ( do ub l e ) ( j + 1 ) ;
12 f o r ( i = 0 ; i < n ; i ++ )
13 y [ . . . ] += t 1 *x [ i d x [ i ] ] ; / / i r r e g u l a r a c c e s s e s
14 }
15 }

Figure 5.1: Original STRIDE code.

• A detailed evaluation using a full-system cycle-accurate simulator shows that a multi-core

system with PLANAR achieves an average speed-up of 4.58× across a wide range of appli-

cations featuring sparse and irregular access patterns. This performance improvement is

due to PLANAR reducing L1-D cache misses by an average of 89% and L1-D cache miss

latency by an average of 53%. Overall, dynamic energy consumption is reduced by more

than 40% in all benchmarks. PLANAR also enables additional vectorization of rearranged

codes, increasing the average speed-up to 5.71×.

• We show that PLANAR outperforms software DLT techniques in Section 5.2 and two state-of-

the-art hardware proposals, Impulse [206] and a DLT accelerator [89], in Section 5.5. Our

quantitative comparison shows that, on average, PLANAR outperforms Impulse by 2.12× and

the DLT accelerator by 2.23×. Thanks to non-blocking fine-grain rearrangements, PLANAR

can hide DLT latency, allowing the host to consume dense data as it is rearranged.

5.2 Motivation

To explain the limitations of DLT techniques in software, and the advantages of performing DLT

with PLANAR, we have chosen a representative case study based on the STRIDE benchmark 1.

STRIDE is a memory intensive benchmark that consists of a loop where every iteration executes

six different kernels. In the original code, v1s1i3 is the kernel with sparse memory accesses

1Section 3.2 describes the benchmark in detail.
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1 vo id s t r i d e _ k e r n e l ( d oub l e *x , i n t * idx , . . . ) {
2 . . . .
3 f o r ( l e n = 0 ; i < l e n ; l e n ++) {
4 v1s1m3 ( ) ; v1s2m3 ( ) ; v1s3m3 ( ) ; v2s2m3 ( ) ; v2s2m4 ( ) ;
5 v 1 s 1 i 3 _ s w _ r e a r r ( x , i d x ) ;
6 }
7 }
8 vo id v 1 s 1 i 3 _ s w _ r e a r r ( d oub l e *x , i n t * idx , . . . ) {
9 . . . .

10 x _ r e a r r = m a l lo c ( s i z e ) ;
11 f o r ( i = 0 ; i < n ; i ++ )
12 x _ r e a r r [ i ] = x [ i d x [ i ] ] ; / / s o f t w a r e r e a r r a n g e m e n t
13

14 f o r ( j = 0 ; j < i r e p ; j ++ ) {
15 t 1 = 1 . 0 / ( do ub l e ) ( j + 1 ) ;
16 f o r ( i = 0 ; i < n ; i ++ )
17 y [ . . . ] += t 1 * x _ r e a r r [ i ] ; / / r e g u l a r a c c e s s e s
18 }
19 f r e e ( x _ r e a r r ) ;
20 }

Figure 5.2: Software-rearranged STRIDE code.

(see lines 8-15 in Figure 5.1). The memory access pattern is governed by the idx array which is

populated with a configurable input stride2.

The programmer could decide to replace the indirect memory accesses from x with sequen-

tial ones in an x_rearr array using a software DLT solution, as shown in Figure 5.2. This extra

code should be placed just before the original loop in v1s1i3 (see lines 10-12 in Figure 5.2).

This software rearrangement is beneficial as x is accessed irep times in the baseline with strided

accesses, and only once in this new version. As a result, execution time improves 22.1% on

average for different stride values in the indirection vector idx.

In this chapter we present PLANAR, a hardware solution that performs near-memory

data layout transformations. Figure 5.3 shows the pseudo-code of STRIDE compatible with

PLANAR. The rearrange function (offload function in lines 1-7) performs the data layout

transformation using the PLANAR devices. Several PLANAR devices can be allocated to do

this transformation in parallel (line 12) and execute the rearrange function (line 13), extracting

higher memory-level parallelism (MLP) than in the software rearrangement version. Finally,

the PLANAR devices are released (line 6).

2Section 3.2 describes the strides employed in the evaluation.
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1 vo id o f f l o a d ( d oub l e *x , i n t * idx , d oub l e * x _ r e a r r , . . . ) {
2 / / R e a r r a n g e f u n c t i o n e x e c u t e d on PLANAR
3 f o r ( i = s t a r t _ i d x ; i < end_ idx ; i ++ )
4 x _ r e a r r [ i ] = x [ i d x [ i ] ] ;
5 / / R e l e a s e d e v i c e i f l a s t e l e m e n t
6 planar_release() ;
7 }
8 vo id s t r i d e _ k e r n e l ( d oub l e *x , i n t * idx , . . . ) {
9 . . . .

10 f o r ( l e n = 0 ; i < l e n ; l e n ++) {
11 x _ r e a r r = m a l lo c ( s i z e ) ;
12 n_dev = planar_alloc(min, max) ;
13 offload«<n_dev»> ( x , idx , x _ r e a r r , s i z e , . . . ) ;
14 v1s1m3 ( ) ; v1s2m3 ( ) ; v1s3m3 ( ) ; v2s2m3 ( ) ; v2s2m4 ( ) ;
15 v 1 s 1 i 3 _ h w _ r e a r r ( x _ r e a r r ) ;
16 f r e e ( x _ r e a r r ) ;
17 }
18 }
19 vo id v 1 s 1 i 3 _ h w _ r e a r r ( d oub l e * x _ r e a r r , . . . ) {
20 . . . .
21 f o r ( j = 0 ; j < i r e p ; j ++ ) {
22 t 1 = 1 . 0 / ( do ub l e ) ( j + 1 ) ;
23 f o r ( i = 0 ; i < n ; i ++ )
24 y [ . . . ] += t 1 * x _ r e a r r [ i ] ; / / r e g u l a r a c c e s s e s
25 }
26 }

Figure 5.3: PLANAR-rearranged STRIDE code.

This rearrangement can be done ahead of time while the host is operating on the first

five kernels, thereby overlapping data rearrangements and host execution (see lines 14-15 in

Figure 5.3). As a result, PLANAR effectively hides rearrangement latency Executing STRIDE

with eight PLANAR devices provides average performance speedups of 2.77× and 3.39× over

software-rearranged and the original versions, respectively.

PLANAR provides the required hardware support to enable fast data rearrangement near

memory, converting sparse data to dense, resulting in a more efficient usage of the available

bandwidth. This transformation is done while the host core performs useful computation,

effectively decoupling access to memory and execution.
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Figure 5.4: System overview with two PLANAR devices. Cores are augmented with a
Rearrangement Control Table (RCT) to monitor ongoing rearrangements.

5.3 PLANAR Design

PLANAR targets applications with irregular memory access patterns, often due to the utilization

of sparse data structures. In such applications, the memory subsystem is poorly utilized, leading

to latency and bandwidth bottlenecks because of low cache block utilization [28] caused by

disperse memory accesses that lead to high (but underutilized) traffic on data transfer networks

(e.g., coherence bus, interconnects) [129].

Figure 5.4 shows a high level system overview with two PLANAR devices. PLANAR is

implemented as a near-memory programmable accelerator connected to the main coherence

bus with direct access to the memory controllers. Despite being programmable, it is a simple

device that can be implemented as a microcontroller, as we do in this work. It is comparable to

an Arm Cortex M0+, with the addition of a 64-bit ALU and minimal support for data caching

and address translation.

The design enables accesses from the cores to bypass the PLANAR units when in normal

operation, while allowing the PLANAR units to use the same memory controllers when com-

manded by the host core to reorganize data. In the figure, every core is augmented with a small

Rearrangement Control Table (RCT) to monitor the status of ongoing transformations. The

RCT has one entry per rearrangement in flight, within each RCT entry there is a slot for each
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Table 5.2: Rearrangement Control Table (RCT) with the information about a rearrangement in
flight being performed by 4 PLANAR devices.

PLANAR #ID First elem Last elem Max elem
0 0 99 32

1 100 199 140

2 200 299 261

3 300 399 310

PLANAR device, and per-device sub-entries containing progress information for each ongoing

rearrangement (three 64-bit entries to track virtual address range and status).

Table 5.2 depicts the RCT filled in with details of a data rearrangement being performed by

four devices. The first and last elements represent the ranges in the final rearranged structure

that correspond to that particular accelerator. The max element is the latest element that has

been rearranged. As an example, if a hardware unit requests a memory access to element 120,

the entry with ID 1 will be checked, because the element is contained in the range (100−199)

and since the latest rearranged element is 140, the memory request will proceed. While we

show the RCT as represented by a table of indices, it could conceptually be composed of

address ranges or another logical identifier capable of specifying the location of a range of data.

PLANAR creates a new data structure whose elements are sorted the way they are to be

accessed by the host core. This way, cache block and bandwidth utilization improves. In the

best case, the process latency can be hidden if there is sufficient time between the rearrangement

and the data access by the host core, allowing to overlap the rearrangement with computation.

Multiple devices can be used to apply the same rearrange function, or multiple rearrange

functions can be done in parallel by different devices. PLANAR works as an accelerator on

behalf of a requesting core that sends commands to the PLANAR device. If there is computation

to be done in the meantime, and suspends or computes until synchronization messages are

received.

Figure 5.4 shows an example with two PLANAR devices. A host core has requested them to

perform the near-memory data restructuring of the sparse elements in color from data pages

3, 17 and 32. The result is a dense version of the data placed into another data page. The

host core may access this new dense structure via contiguous accesses instead of the original

sparse accesses, reducing data movement and hiding latency. As an example, if the core only

uses one 8B value from each of the cache blocks accessed (64B) the total payload needed
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would be 48B (six elements). In the original case, the core would have to access six different

cache lines (i.e., 384B). However, with PLANAR the reduced payload would be a single cache

line (assuming they are aligned), i.e., 64B with 48B of the transfer actually utilized. This

represents an 83% reduction in data movement for this simple example case. Moreover, dense

data presents additional opportunities to improve performance: (i) simple next-line prefetching

schemes are efficient, and (ii) data level parallelism via vectorization is also easy to achieve.

The following sections provide the operational details of PLANAR, including the required

modifications at application level, the different phases involved in a rearrangement, and finally

a comprehensive step-by-step example of operation.

5.3.1 Modifications to Application Code

In our implementation, the programmer is responsible for providing a rearrange function to

map the irregular data access to a dense data access. Most actions taken to offload to PLANAR

units are handled either by the hardware or via library calls as shown in Figure 5.3.

• planar_alloc() takes a minimum and maximum number of devices to be allocated and

returns the number of allocated devices. If allocation is not possible, the host core suspends

until later notification is received when the minimum number of accelerators is available.

PLANAR devices are simple and can have just a few in-flight memory requests; therefore, it is

difficult for a single device to saturate memory bandwidth. Having several allocated devices

leads to higher memory-level parallelism and to better utilization of the memory bandwidth.

• offloadFunc<<<N>>>() contains the code that is executed in the PLANAR devices, which

includes the rearrange function. The N parameter between triple chevrons determines the

number of devices to offload to, and it is used to calculate the start and end bounds of the

rearrange loop for each device.

• planar_release() signals the device to finish.

Future versions could use compiler or pragma guided insertion. The information to produce

a rearrange function is often known at compile time although data is often dynamic (e.g., loop

bounds, indices), so a compiler with PLANAR support could enable transparent rearrangements

as suggested by previous works [106, 146].

74



PLANAR: A Programmable Accelerator for Near-Memory Data Rearrangement

5.3.2 Allocation of Memory and PLANAR

A memory region is allocated so that the PLANAR devices may store the rearranged data on it.

This allocation is needed to prevent the host core from accessing an outdated dense structure

(i.e., from a previous rearrange task). This is done in line 11 in Figure 5.3.

To allocate PLANAR devices, the planar_alloc function is used, as there can be multiple

host cores planning to use these devices at the same time. In our proposal, the cores can access

a list of the available PLANAR devices from firmware table and dynamically choose a minimum

and a maximum number of accelerators they want to employ. Each device is accessed via a

memory mapped work queue, which could be virtualized by the operating system using many

existing mechanisms [193].

If there are not enough available PLANAR accelerators, the host core suspends until later

notification is received when the minimum number of accelerators is available. An alternative

to suspending which we did not explore, but PLANAR is capable of doing, is to execute the

rearrange code on the host core. It is left to future work to investigate the performance impact

versus suspending.

5.3.3 Offloading of Rearrange Function

When offloadFunc<<<N>>> is called, a command data packet is created for each of the N

PLANAR devices. The packet consists of pointers to the sparse and final dense data, and the

start address (virtual program counter) of the rearrange function.

The boundaries of the dense data structure are used to split the workload among all the

PLANAR devices (N) in charge of rearranging the same data structure. This data packet is

the equivalent of two cache blocks of data (including a header of setup information for the

host core). Approximately five cycles are needed to save this setup information. Subsequent

transport of this setup information to the PLANAR devices is dependent on the topology of the

interconnect and latency of cache write-back between the host and the PLANAR units. Further

details about our configuration are given in Table 3.2. Once the command packet is sent, the

host core updates the RCT entries of the PLANAR devices that have been allocated.

PLANAR is by definition an accelerator. As such it must communicate results with the host

core. To do so, it makes use of a common coherent interconnect. PLANAR will often work on

shared data with the host core, meaning that modified data could exist within the host caches.

In order to maintain memory consistency between the host core and PLANAR, flush operations

are triggered from PLANAR before the rearrangement starts. To achieve this, after receiving the
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command packet, PLANAR issues cache maintenance commands [11] to flush the sparse data

address range from caches. They are issued from a state machine co-located with the PLANAR

device. Once it finishes, the data rearrangement can start.

5.3.4 Execution of Rearrange Functions

Every device has received its rearrange function, data pointers and work boundaries in the

offloading phase. Therefore, in this phase every PLANAR device accesses the sparse data,

performing the irregular memory accesses, and populating the dense data structure. It is worth

noting that PLANAR is designed to have virtual memory support. This can be accomplished

by connecting the PLANAR devices to an input-output memory management unit (IOMMU),

which provides virtual-to-physical address translation for the direct memory accesses (DMA)

that PLANAR performs. The operating system also keeps track of the pages being accessed

by the PLANAR devices. Whenever a rearrangement is happening, the involved data blocks

are available to the host core in shared state but read only. This way, memory consistency is

ensured.

5.3.5 Synchronization Between PLANAR and Host

Once a PLANAR device completely populates a set of cache blocks (number explored in

Section 5.4) belonging to a dense data structure, a cache maintenance operation is issued to

flush the blocks from the local cache, forcing a writeback to main memory.

A synchronization mechanism between PLANAR and the host core is needed to ensure

the host only accesses data when it is ready. After the flush to a set of dense cache blocks is

issued, a synchronization packet is created, containing the index of the last element in the last

cache block. This packet is sent to the host core in order to update the corresponding RCT

entry and to wake up the host in case it is suspended. The RCT keeps information for every

rearrangement in flight from a host core, including the boundaries (virtual addresses) for every

PLANAR device as well as the last rearranged element.

After the RCT is updated, a cache maintenance packet is sent to the core’s cache to

invalidate the set of cache blocks in case they are present in the caches. This is necessary as

some hardware units, such as the prefetchers, may issue memory requests to these memory

locations while PLANAR is operating, caching data that has not yet been rearranged. As

explained in Section 5.3.4, data being rearranged is in read only state and it cannot be accessed

by the host due to the RCT. For this reason, writebacks of these invalidated cache blocks are
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not needed. After invalidation, the host core or other hardware units can access a valid version

of the dense data, located in main memory, as mediated by the RCT.

Whenever a load address is calculated in the execute stage of the host core, if the RCT

contains valid entries it will be accessed and every virtual data range compared with the load

address. If a match is found and the load address is part of the already rearranged region, the

memory request can proceed. Otherwise, the load instruction is moved to a FIFO queue. The

queue size is limited by the instruction window of the host core, since the host core will stall or

suspend as it will not be able to proceed with the execution. Later PLANAR synchronization

messages will notify the host core, which will check the FIFO queue, moving the instructions

to the load-store queue as data becomes ready.

For example, Figure 5.5 shows a high-level synchronization between a host core and a

PLANAR device. In this case, the device rearranges the sparse vector (X) from the SpMV

benchmark to a dense form (X’). In the benchmark, the matrix is stored in CSR format [31]

so the vector is accessed depending on the column index vector from the matrix. After the

offloading, where the rearrange function, the data structure pointers and the loop bounds (start

1, end 20,000) are provided to the accelerator, the PLANAR device starts operating. During

operation, the host core may block or even perform other computation. As the device finishes

rearranging a set of dense cache blocks, a synchronization packet is issued to the host core,

updating the RCT and allowing the host to consume it.

5.3.6 Release of PLANAR Devices and Memory

PLANAR devices are released via the planar_release call (see Figure 5.3, line 6). The

PLANAR device sends a packet to the host and suspends, becoming available for future

operations. Once the host core receives the packet, the related RCT entry is cleared. Finally,

after the dense data is consumed by the host, it is freed (Figure 5.3, line 16).

5.3.7 PLANAR Execution Example

Figure 5.6 shows a detailed example of operation with PLANAR. It considers a single rearrange-

ment performed by one PLANAR device. It shows four main hardware components (top), the

host core, the coherent interconnect, the PLANAR accelerator and a representation of several

main memory pages. From the core we show the view of the RCT, the data cache (D$), and the

FIFO queue used to hold instructions that try to access data still not rearranged. From PLANAR,
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Figure 5.5: Synchronization example for a rearrangement that employs one PLANAR device.

we show the logic that, amongst other things, is in charge of processing command packets

from/to all the devices, and from the device itself, the core (µcore) and data cache (µ$).

In Phase #1 (Section 5.3.2), the dense structure is allocated 1 via a malloc call so that

PLANAR has a memory region to store the dense data. The planar_alloc function triggers

the allocation of PLANAR devices. In the example, all the devices are free and one device is

requested, therefore device ID0 is reserved for the current process (PID 33), allocating entry 0

in the RCT 2 .

In Phase #2 (Section 5.3.3), offloading begins by sending a command data packet 1 from

the core to the PLANAR accelerator. This packet contains the information to program PLANAR,

including the rearrange function with the appropriate loop bounds, which depend on the number

of devices involved. After that, the core updates the corresponding RCT entry with the dense

virtual address range and offset of rearranged elements 2 . When the control logic receives

a command packet it uses a state machine to issue cache maintenance flush requests of the

sparse data 3 . This ensures PLANAR devices will access the latest version from main memory.

Finally, the control logic programs the PLANAR device to start the rearrangement 4 .

In Phase #3 (Section 5.3.4), PLANAR starts executing the rearrangement, accessing the

sparse data (@A) and writing to the dense data structure (@A′) 1 . Subsequent accesses will fill
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a cache block with dense data 2 3 4 . The device continues executing the rearrange function,

filling dense cache blocks until the operation completes.

Figure 5.6: Execution example for a rearrangement that employs one PLANAR device.

In Phase #4 (Section 5.3.5), the synchronization phase ensures that the host core obtains

the results produced by the PLANAR device in a timely manner, while preventing the core from

accessing data that has not yet been rearranged. Note that actions in this phase can happen

in parallel with Phase #3 actions. Therefore, to achieve this synchronization, for each dense

cache block that is completely populated, a cache maintenance operation is issued to flush the

block to the memory controller (MC) 1 . This data is eventually written to main memory in

the dense data page 2 . Additionally, a synchronization packet is sent to the core to notify a

new dense block is available, updating the corresponding RCT entry offset field 3 . To prevent

the core from accessing stale data, an invalidation is sent to the cache hierarchy 4 , ensuring

the dense data will be fetched from main memory. Finally, the FIFO queue is checked for

stalled instructions to the now available rearranged cache block 5 , which would be able to

proceed. The other mechanism present in this phase is triggered when the host core issues a

load and there are in-flight rearrangements 6 . The RCT table is checked to see if the virtual

target address conflicts with an in-flight range for the executing process. If that is the case the

current offset determines if the rearranged data is ready to be consumed. If that is not the case,

the load instruction is stalled and placed into the FIFO queue 8 . Eventually, the target address

of the load instruction will be rearranged and the FIFO checked, allowing it to execute.
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In Phase #5 (Section 5.3.6), when the dense structure has been fully populated 1 , PLANAR

is released. A packet is sent to the host core to indicate the operation has completed 2 , which

clears the pertinent RCT entry 3 . In addition, the accelerator control logic is notified 4 and

the device suspends. Once the dense data is consumed, it is freed via a free function call.

5.4 Design Space Exploration

In this section, we perform a design space exploration to obtain the best configuration of

PLANAR. PLANAR is envisioned as a simple microcontroller with in-order execution. For this

reason, we explore the pipeline width, the data cache size, the synchronization granularity, and

the number of functional units and PLANAR devices.
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Figure 5.7: Normalized PLANAR design impact to performance in Spatter. Pipeline width
(left), number of functional units (center) and L1-D cache size (right). In the x-axis the pipeline

widths, number of functional units and cache size in KB.

5.4.1 Pipeline Width

Figure 5.7 (left) depicts the performance impact when changing the PLANAR pipeline width.

Results are obtained using the average of all the inputs of the Spatter benchmark normalized to

the single-issue scenario. When changing the input distance from 1 to 256 (see Section 3.2.2),

Spatter provides a wide coverage of different irregular memory access patterns. Increasing

the pipeline width from one to two provides between 2.0% and 4.0% improvements for the

different inputs (3.1% on average). Further increasing the pipeline width provides diminishing

improvements (3.9% and 4.3% on average for 4− and 8-wide pipelines, respectively). For

small input distances, Spatter shows more cache locality. Thus, having a wider pipeline width

in PLANAR provides higher performance benefits. As input distance increases, the latency of

the memory requests hides the reduced performance of a narrow pipeline width.

80



PLANAR: A Programmable Accelerator for Near-Memory Data Rearrangement

5.4.2 Number of Functional Units

Figure 5.7 (center) shows the performance impact with respect to the number of functional units

in PLANAR. Results are obtained using Spatter, normalized to one functional unit scenario.

Increasing the number of functional units provides a marginal performance benefit, reaching an

average 0.42% improvement with 8 units.

5.4.3 Cache Size

Figure 5.7 (right) depicts the performance impact with respect to L1-D cache size. Spatter

results are normalized to the 1KB scenario. In this case, increasing the data cache size

provides negligible performance benefits (0.28% on average with 32KB). This is expected as

the rearrange function has a streaming memory access pattern with nearly no temporal locality.

Only for small input distances, Spatter shows some cache locality, providing reduced benefits.

As distance increases, the cache size does not provide any performance benefit. Regarding

the L1-I cache, the rearrange function requires less than 100 instructions in the evaluated

benchmarks. Thus, it does not exceed the 1KB capacity.
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Figure 5.8: Performance relative to the number of PLANAR devices (x-axis), normalized to 64.

5.4.4 Number of PLANAR Devices

Figure 5.8 shows the impact of the number of PLANAR devices to performance. Due to

hardware constraints, it is difficult for a single device to saturate the memory bandwidth,

as not many outstanding memory requests are allowed per device. Results are obtained by
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performing the average across all inputs for the selected applications. We limit this study to

the benchmarks that contain only a single rearrangement. This way we keep the number of

devices per rearrangement constant. Results are normalized to the 64-PLANAR device scenario,

which represents a close-to-ideal case in our simulation infrastructure. All benchmarks except

STRIDE are sensitive to the number of PLANAR devices. With a single PLANAR device,

performance degrades 9.5% on average with respect to 64 devices. Increasing the number of

devices from 1 to 2 provides a 5.1% performance improvement, while moving from 2 to 4

provides an additional 3% improvement. With 8 devices all benchmarks are already within

1.0% the performance of 64.

5.4.5 Synchronization Granularity

During the description of the design we assume the RCT table is updated after every populated

dense cache block (Section 5.3.5). However, synchronization between PLANAR and host can

be done at a coarser granularity. We analyze scenarios where the host is notified it can consume

rearranged data after 64 bytes, 4KB, and 8KB. Fine-grain synchronization lets the host consume

dense data as PLANAR rearranges it, but increases synchronization traffic. As Figure 5.9 shows,

coarser grain granularities of 4KB cause less than 1% performance slowdown on average. This

is because after the first dense chunk finishes, PLANAR and host can overlap subsequent chunk

rearrangements with compute over already rearranged chunks.
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Figure 5.9: Performance with different synchronization chunk sizes normalized to 64B.
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5.4.6 Selected Configuration

At the device level there is no significant improvement as the hardware complexity increases.

For this reason, we choose a simple, low-power, dual issue in-order PLANAR accelerator, with

a single integer functional unit, and a 1KB L1-D cache. The selected ratio of PLANAR devices

with respect to off-chip bandwidth is one for every 4GB/s. Therefore, eight devices in our

simulated system, as further increasing the number of devices provides negligible benefits.

Finally, we chose a synchronization granularity of 4KB between PLANAR and host cores.

5.5 Evaluation

In this section, we analyze the performance impact of PLANAR. We use the applications

described in Table 3.2.2. For each application we evaluate all the listed inputs and plot the

average. We run simulations with one and eight threads to see their behavior. We also evaluate

the impact of compiler auto-vectorization using the recently proposed Scalable Vector Extension

(SVE) ISA [173]. SVE is vector length agnostic, meaning that a single binary can run on any

target vector length [15, 14]. Therefore, we evaluate a scalar binary and an SVE-enabled binary

with vector lengths of 128, 256, and 512 bits. Figure 5.10 shows speed-up for the evaluated

benchmarks normalized to the scalar baseline system without PLANAR devices (Baseline +

Scalar) for each core count. Figure 5.11 shows the average memory bandwidth usage.
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Figure 5.10: Speed-Ups with eight PLANAR devices for one and eight core runs. Both
normalized to Baseline + Scalar.

In Spatter, a 3.44× speed-up is achieved when using PLANAR and a single thread without

vectorization. However, benefits are input-dependent. Low distances lead to lower sparseness
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Figure 5.11: Average bandwidth usage at the memory controllers with eight PLANAR devices
for one and eight cores.

and more cache locality. Higher distances affect execution time as there is a lower cache block

utilization. Results also demonstrate that the original code is not auto-vectorized due to the

irregular memory access pattern. However, PLANAR versions allow efficient auto-vectorization

as memory accesses are now contiguous. Therefore, PLANAR unlocks further performance

improvements through data-level parallelism, achieving 3.4×, 4.02× and 4.13× speed-up for

128, 256, and 512-bit SVE, respectively. Memory bandwidth is better utilized with PLANAR

as cores now bring useful dense data into their caches, while sparse accesses are done near-

memory. With eight threads, the speed-ups remain significant at 3.61× for scalar, with similar

results for the vectorized versions. In this case vectorization is not improving performance

significantly because with PLANAR we are able to saturate memory bandwidth, driving 29GB/s

out of the 32GB/s peak.

In MatMul, sparse memory accesses appear when accessing the second matrix. In this

case, PLANAR dynamically transposes one of the input matrices to create a contiguous memory

access pattern from the host core standpoint. The bigger the blocks, the higher the distance

between elements. Using multiple matrix block sizes, an average 2.31× speed-up is obtained

on a single thread. In the baseline, vectorization provides a small performance benefit of

11%, as some phases of the application can be vectorized. Using PLANAR, SVE improves

execution time as memory bandwidth is not a constraint. For instance, 512-bit SVE can drive

an additional 6.05GB/s of memory bandwidth as the same baseline configuration, translating

into a 6.70× speed-up. With eight threads, PLANAR speed-ups are 3.24× for scalar. However,

vectorization for wide vectors offers diminishing returns as memory bandwidth saturates.
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EBOX performs a Gaussian convolution by means of a filtering approximation. Filters take

samples of the inputs to process the data. Consequently, PLANAR can be a good method to

reorganize the input data and improve performance. In particular, EBOX extracts particular

positions of an input and operates on them in two pairs (i.e., A[i] = p1*(B[-]-C[-]) + p2*(D[-]-

E[-])). We have used PLANAR to create four dense structures, one for each element in the two

pairs (i.e., B, C, D, E). As a result, we obtain a speed-up of 1.86× for scalar and up to 6.83×
for 512-bit SVE with good vector performance scaling. In the multi-threaded scenarios the

performance behavior is similar. Note that in eight thread runs PLANAR again provides better

normalized speed-up compared to single-thread - 2.37× compared to 1.86×. This means that

the overall design is well balanced in terms of compute, memory bandwidth and acceleration.

In Meabo, memory is accessed using a random indirection vector, which leads to non-

existent locality and low cache block utilization. Single-thread runs with PLANAR obtain

4.85×, 6.14×, 7.07×, and 7.67× speed-up for scalar, 128, 256, 512-bit SVE. Using a dense

structure makes a large difference in this benchmark as memory bandwidth is poorly utilized in

the baseline: due to (i) the low amount of reuse, and (ii) the small amount of memory level

parallelism the cores are able to extract, as stalls are common due to long latency misses and

contention. With PLANAR the memory bandwidth utilization almost doubles both for single

and multi-threaded scenarios, saturating it in the latter.

In SpMV and SymGS, the matrix is compressed in CSR format and the vector is accessed

sparsely, jumping from one element to the other. This vector is rearranged by PLANAR.

Performance is dependent on the vector access pattern. For this reason, the selected input

matrices that define the vector access pattern are obtained from a wide variety of scientific

domains. In SpMV the matrix is traversed forward, while in SymGS it is done forward and

backwards, requiring two rearrange tasks. On average, a 3.9× speed-up is obtained for the

scalar code on both applications. SVE 512-bit vectorization yields a 4.93× speed-up, while the

baseline cannot be efficiently vectorized by the compiler. The performance gap is larger on

eight thread runs with a 6.7× speed-up.

STRIDE is a memory-intensive application where the use of longer distances implies

requesting memory more often, since fewer elements per cache block are accessed. In this

particular benchmark, the host core and PLANAR can operate at the same time, competing

for memory bandwidth resources. We evaluate multiple inputs to study this phenomenon and

obtain an average speed-up of 3.21× in the scalar version. Even though some phases in this

benchmark are auto-vectorized in the baseline code, the phase with sparse memory accesses is
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again not vectorized. For this reason, baseline reaches an improvement of 1.15× using 512-bit

SVE, while the PLANAR version obtains 5.77× for the same configuration.

Lastly, CompMG performs recursive calls that contain several calls to SpMV and SymGS.

For every CompMG call only two different rearrange tasks are required, as the rearrange task in

SpMV is the same as the first rearrange in SymGS (i.e., the forward matrix traversal). PLANAR

speed-ups are 3.8×, 3.32×, 3.74× and 4.45× for scalar, 128, 256, and 512-bit SVE. Using

eight threads we observe a better speed-up than in the single thread case, such as a 5.19× in

PLANAR with SVE 512-bit.

5.5.1 Impact to the Memory Hierarchy

Contiguous accesses to a dense data structure offer significant benefits compared to the original

sparse access pattern, such as high cache block utilization and efficient data prefetching. Next

lines demonstrate the impact PLANAR has on the memory hierarchy.

Figure 5.12 shows L1D miss reduction on host cores. The L1D is critical for the core’s

performance, and PLANAR rearrangements enable an average L1D miss reduction of 1.89× for

one core. In PLANAR, all the elements contained in a rearranged cache block are referenced

by the host core, whereas in the baseline, only one element is accessed in the worst case. The

dense structure also causes a reduction of 53% in L1D miss latency. This is due to: (i) less

touched cache blocks due to locality within a cache block, and (ii) memory access latencies

being hidden due to better prefetching. Prefetching is less effective with irregular accesses,

where data locality is difficult to exploit.
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Figure 5.12: L1D miss reduction with 8 PLANAR devices for one and eight cores, both
normalized to baseline scalar.
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Figure 5.13: Byte reduction in the L1D-L2 bus with 8 PLANAR for one and eight cores,
normalized to baseline scalar.

Figure 5.13 shows the data movement reduction in the L1D-L2 bus. The dense structure

enables efficient cache block utilization and reduces cache pollution. On average, there is a

1.65× data movement reduction for one core.

In terms of DRAM accesses, one of the advantages of performing DLT is that subsequent

accesses to the dense structure do not require accessing the intermediate data structure of

the indirect memory access. In the baseline, both the intermediate and sparse structures are

accessed. The latter may even have cache blocks accessed more than once, due to the significant

cache pollution. Figure 5.14 depicts the normalized number of DRAM accesses. When using

PLANAR, 1.6% of the total DRAM accesses are generated by PLANAR devices on average (up

to 9.09% in CompMG). Overall, there is an average 41.89% DRAM access reduction. This

reduction is primarily due to increased reuse, which can be observed indirectly through the

increased L1D hit rate (see Figure 5.12) and L1D to L2 bandwidth reduction (see Figure 5.13).

Despite writing the dense data structure back to memory, the actual accesses to DRAM are

reduced because of better data cache utilization and far higher reuse of cached data. Writing

data back to main memory, is of course, a compromise, however, it is one that reduces the

repeated re-arrangement calls needed by alternatives such as Impulse, it also enables the dense

data structure to be reused many times before being freed.

5.5.2 Area and Power Overhead

PLANAR devices can be compared to the Arm Cortex M0+ microprocessor, which is augmented

with a 64-bit ALU (as discussed in Section 5.4). Using public data for an equivalent M0+ at
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Figure 5.14: Normalized DRAM accesses for baseline (B) and PLANAR (P) on 8 cores with
scalar codes.

40LP [13], the dynamic power is given as 5.3µW/MHz and the floor planned area as .008mm2.

To estimate the area of a single microcontroller, we scale these numbers, considering fin pitch,

gate pitch, and interconnect pitch, using data from [57, 199, 196, 195, 18, 51] to arrive at a 12×
area reduction when moving from 40nm to 7nm and an estimated reduction in power of 10×.

Therefore, a system-on-chip could place 8 PLANAR devices, with their caches, using < .25mm2

area of floor plan on chip. Equivalently, energy for this configuration would be < .015W/GHz.

We also estimate the area of the out-of-order core described in Table 3.2. We start from a

similar production core at 20nm [127] and scale it to 7nm, which arrives at a ≈ 4mm2 in area.

As a result, 8 PLANAR devices represent a 6.25% of the area of an out-of-order core. Similarly,

8 PLANAR devices represent a 1% of the dynamic power of an out-of-order core. Both results

assume the devices run at 2GHz.

To estimate the dynamic energy and power consumption for our PLANAR proposal we

used McPAT 1.3 [121] with the enhancements proposed by Xi et al. [198]. We performed this

estimation, using a process technology node of 22nm, a supply voltage of 0.8V, and the default

clock gating scheme. Figure 5.15 depicts the dynamic energy reduction for the applications

with eight host cores. Overall, dynamic energy is reduced by more than 40% and up to 70% in

Meabo. Energy savings are mainly due to reduced data movement across the memory hierarchy

and reduced execution time (speed-up) as shown in Figure 5.10.

Figure 5.16 depicts the dynamic energy breakdown for the same applications. Compared

to the baseline, PLANAR spends less DRAM energy. As explained in Section 5.5.1, PLANAR

creates a dense structure and makes the applications more compute intensive form the host

standpoint, as average data access latencies are lower.
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The total dynamic power is higher in PLANAR. On average, the dynamic power increases

with PLANAR by 2.41× in the cores, by 1.41× in the memory controller, and by 1.14× in

DRAM. This is due to an increase in terms of activity per unit of time. However, taking

into account the performance speed-ups of PLANAR, the overall energy spent is significantly

reduced. As previously discussed, static power is barely affected when adding PLANAR.
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Figure 5.15: Dynamic energy reduction baseline (B) vs PLANAR (P) in scalar applications on
eight cores.
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Figure 5.16: Dynamic energy breakdown baseline (B) vs PLANAR (P) in scalar applications on
eight cores.

5.5.3 Comparison to Other Proposals

We compare PLANAR to Impulse [206]. Impulse is a hardware approach that creates a dense

structure out of a sparse one. It performs data reordering in the memory controller as the

host core accesses memory belonging to a shadow address space, which must be contiguous

in physical memory. Thus, Impulse rearranges data just in time, not like PLANAR which is

capable of rearranging data before-hand as the host is executing other code regions. Therefore,

Impulse cannot hide the rearrangement latency. Moreover, in case the dense data is evicted and
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requested by the host again, Impulse will perform a new rearrangement, as it cannot assume

that the original and new rearrage functions are the same. Finally, in a design with multiple

memory controllers, the rearrange functions of different Impulse instances are not synchronized,

limiting scalability.

Figure 5.17 depicts the performance comparison between PLANAR and Impulse for SpMV.

PLANAR obtains an average 2.12× speed-up compared to Impulse. This is due to: (i) higher

MLP of data rearrangements in PLANAR; (ii) more data reuse; and (iii) less data movement in

the cache hierarchy as dense data is created just once. For instance, snoop traffic from the core

to the L2 cache is 21× higher in Impulse.
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Figure 5.17: Performance of Impulse vs PLANAR in SpMV. In the x-axis, the matrix inputs
from Table 3.2.2.

In addition, we compare to a more recent DLT accelerator proposal by Hoang et al. [89].

The DLT accelerator is tightly coupled to the host core, whereas PLANAR is connected at the

memory controller level. Their proposal can bypass the cache hierarchy and directly access

main memory, as PLANAR does, but requires an additional data bus. The accelerator does not

allow the host to consume the dense data as the device rearranges it, and memory accesses are

blocked on the host during DLT operation to maintain data consistency. Moreover, it supports a

maximum of four parallel operations, contrary to PLANAR, where more devices can be added

to the system, enabling additional parallelism.

Figure 5.18 depicts the performance comparison between PLANAR and the DLT accelerator

for several benchmarks. We employ up to 8 PLANAR devices and also allow up to 8 simul-

taneous operations on the DLT accelerator. On average, PLANAR obtains a 2.23× speed-up

compared to the DLT accelerator, with a maximum of 5.82× in SymGS. This is due to two

main reasons: in PLANAR (i) the host is not blocked while devices are operating, as PLANAR
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effectively decouples rearrange and compute, and (ii) the host can consume dense data as it is

rearranged, which hides rearrangement latencies.
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Figure 5.18: Performance of the DLT accelerator vs PLANAR for multiple applications.

5.6 Conclusions

Irregular memory accesses represent a challenge for current and future architectures. In this

work, we present PLANAR, a programmable near-memory accelerator that rearranges sparse

data into a dense representation. Contrary to prior proposals, the design of PLANAR scales

with multi-core systems, hides operation latency by performing non-blocking fine-grain data

rearrangements, and eases programmability by supporting virtual memory and conventional

memory allocation mechanisms. Moreover, accesses to the dense structure expose locality,

favouring prefetching and enabling efficient vectorization in applications with irregular memory

accesses. No prior solution provides all such properties at once.

Our evaluation shows that PLANAR improves cache block utilization and reduces on-chip

data movement. As a result, PLANAR improves performance for single-threaded runs by 3.28×
and 5.56×, and for multi-threaded executions by 4.58× and 5.71×, for scalar and compiler-

vectorized codes. Finally, we compare PLANAR to two state-of-the-art proposals, achieving

2.12× and 2.23× average performance improvements.
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Chapter 6
Near Memory Compute Engine

6.1 Introduction

This chapter still targets the problems derived from irregular memory accesses described in

Chapter 5. Processing In Memory (PIM) has been recently proposed as an alternative to deal

with this issue. The idea relies on placing computing resources close to where the data resides.

Recent processing in memory proposals are summarized by Zhang et al. [204] and Balasub-

ramonian et al. [23]. In this field, most approaches requiere a special memory technology

(e.g., 3D-stacking) to place the compute logic in the memory chip. Some popular examples

are the Active Memory Cube [138] and Tesseract [2], which rely on the Hybrid Memory Cube

(HMC) [144]. Moreover, most PIM proposals operate with physical memory rather than with

virtual memory, and require a high programming effort to use them, a phenomenon known as

the Programmability Wall [86].

In this chapter, we present a pRogrammable nEar Memory cOmpuTe Engine (REMOTE),

a novel hardware approach, located on-chip side and connected to the memory controller,

which performs computation outside of the memory hierarchy and closer to where the data

resides. REMOTE devices share the coherent network with the host processor. They operate

with virtual memory and do not require contiguous physical memory allocation or uncached

memory regions, as most prior proposals do [136, 62]. Contrary to many PIM proposals, our

approach can be used on any system, no matter the memory technology. REMOTE devices

are programmed in the application by means of pragmas [52] and used depending on their

availability as mediated by the runtime system [185, 43].

This chapter makes the following contributions:

• The design, including area and power estimations of REMOTE, a programmable near-memory

accelerator. We describe the functional changes to incorporate REMOTE into a system-on-

93



6.2 Motivation

chip with out-of-order cores. The programming interface and the changes to the runtime

system are explained in detail. REMOTE is designed to work and scale with multi-core

systems. It operates with virtual memory and it does not require custom memory allocators

or uncached memory regions, as many existing proposals do.

• A comprehensive evaluation, including performance and energy results, shows that REMOTE

is a good candidate to execute graph applications as it provides an average speed-up of 6.33×
and 9.76×, with 16 and 32 accelerators, whereas the baseline reaches 5.76× with 8 out-of-

order cores. REMOTE is also a good alternative to run HPC applications, outperforming the

baseline in particular configurations.

• A profiling of the applications that benefit more from the REMOTE devices. The main aim is

that the runtime system dynamically detects and offloads suitable parallel regions or tasks to

REMOTE devices.

• A detailed comparison to three state-of-the-art hardware proposals. In particular, we compare

to the Smart Memory Cube (SMC) [21], to the Programmable Prefetcher [3] and to a

bigLITTLE configuration [186]. Our comparison shows that 8 REMOTE devices outperform

the SMC by 1.41×, the Programmable Prefetcher by 1.82×, and 32 accelerators outperform

a (8+16) bigLITTLE configuration by 1.29×.

6.2 Motivation

To explain the limitations and consequences of irregular memory access patterns, and the

advantages of doing so with a mechanism such as REMOTE, we have chosen a case study

using the PageRank benchmark. PageRank is a memory-intensive benchmark that traverses a

graph and performs a simple computation on the vertices. In the original code (see Figure 6.1),

line 11 represents a sparse memory access. The memory access pattern is governed by the

“vit→edges()” array which depends on the graph connectivity.

We have executed this application in a system with 8 out-of-order cores, a shared memory

hierarchy of three cache levels and an input that exceeds the capacity of the last-level cache

(LLC). This execution takes 0.534 seconds, presents a 94.16% LLC missrate and has 125.27

misses per kilo-instruction (MPKI). Therefore, this application is dominated by data movement,

as cores spend most part of their execution requesting data rather than performing useful

computation. A metric that clearly demostrates this phenomenon is the IPC, that ranges

between 0.0356 and 0.0425 out of 4 for all the cores. Moreover, prefetchers are inefficient
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1 . . . . . . . . . . . . . .
2 # pragma omp p a r a l l e l {
3 . . . . . . . . . . . . . .
4 f o r ( u n s i g n e d v i d = s t a r t ; v id <end ; v i d ++){
5 v e r t e x _ i t e r a t o r v i t = g . f i n d _ v e r t e x ( v i d ) ;
6 f l o a t p r_push = damp *
7 v i t > p r o p e r t y ( ) . o l d _ p r / ( do ub l e ) v i t > e d g e s _ s i z e ( ) ;
8 f o r ( i t e r a t o r e i t = v i t > e d g e s _ b e g i n ( ) ;
9 e i t != v i t > edges_end ( ) ;

10 e i t ++){
11 u i n t 6 4 _ t d e s t = e i t > t a r g e t ( ) ;
12 v e r t e x _ i t e r a t o r d v i t = g . f i n d _ v e r t e x ( d e s t ) ;
13 # pragma omp a to mi c
14 d v i t > p r o p e r t y ( ) . p r += pr_push ;
15 }
16 }
17 . . . . . . . . . . . . . .
18 }
19 . . . . . . . . . . . . . .

Figure 6.1: Original PageRank code.

as there is not a predictable access pattern and they contribute to the existing cache block

pollution.

Hardware mechanisms such as REMOTE, a simple in-order core connected to the memory

controller, are key in this type of workloads. REMOTE devices operate closer to main mem-

ory taking advantage from the higher memory bandwidth. Figure 6.2 shows the PageRank

benchmark adapted for REMOTE. The only difference is the “target(REMOTE)” clause in

the pragma. This information makes the runtime system schedule this parallel region to the

REMOTE devices, as they are a good candidate to execute this code instead of the host cores.

We have executed this PageRank version on a system with up to 32 REMOTE devices. In this

case, the execution takes 0.254 seconds (speedup of 2.102×) and reduces the number of bytes

transferred from the cores to main memory by 1.46×.

As a result, we may conclude that REMOTE accelerators are a good alternative for this type

of benchmarks, as they introduce a higher parallelism, lead to performance benefits and they

are more energy efficient than the host cores.

Table 6.1 shows a comparison of the REMOTE proposal with other approaches from the

state of the art. Contrary to them, REMOTE is a general purpose solution, as it targets any

application suffering from irregular memory access patterns. It does not require a particular
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system distribution or a specific memory technology. Moreover, it is easy to program and

the tasks are scheduled between the accelerators and the host cores by the runtime system as

determined by the programmer or compiler. Finally, to demonstrate the potential of REMOTE,

in Section 6.5 we perform a quantitative comparison with three hardware approaches from the

state of the art.

1 . . . . . . . . . . . . . .
2 # pragma omp p a r a l l e l t a r g e t (REMOTE) {
3 . . . . . . . . . . . . . .
4 f o r ( u n s i g n e d v i d = s t a r t ; v id <end ; v i d ++){
5 v e r t e x _ i t e r a t o r v i t = g . f i n d _ v e r t e x ( v i d ) ;
6 f l o a t p r_push = damp *
7 v i t > p r o p e r t y ( ) . o l d _ p r / ( do ub l e ) v i t > e d g e s _ s i z e ( ) ;
8 f o r ( i t e r a t o r e i t = v i t > e d g e s _ b e g i n ( ) ;
9 e i t != v i t > edges_end ( ) ; e i t ++){

10 u i n t 6 4 _ t d e s t = e i t > t a r g e t ( ) ;
11 v e r t e x _ i t e r a t o r d v i t = g . f i n d _ v e r t e x ( d e s t ) ;
12 # pragma omp a to mi c
13 d v i t > p r o p e r t y ( ) . p r += pr_push ;
14 }
15 }
16 . . . . . . . . . . . . . .
17 }
18 . . . . . . . . . . . . . .

Figure 6.2: REMOTE version of the PageRank code.

6.3 Proposal

Many applications suffer from irregular memory access patterns. In such applications, the

memory subsystem is poorly utilized, leading to latency and bandwidth bottlenecks because of

a low cache block utilization [28] caused by dispersed memory accesses that lead to high (but

underutilized) traffic on data transfer networks (e.g., coherence bus, interconnects) [129].

In this section we describe the design of the REMOTE devices, a novel hardware approach

which targets these situations. We also explain the required modifications to the application

and the runtime system, in order to program and schedule workloads to the accelerators.
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Table 6.1: Comparison with state-of-the-art proposals.

Features Pref. [202, 99] Prog. Pref. [3] SPiDRE [29] Acc. graph. [142]

General purpose ✓ ✓ ✓ ✗

No specific system/tech ✓ ✓ ✓ ✓

Easy to program ✓ ✗ ✗ ✗

Reduces data movement ✗ ✗ ✓ ✓

Dynamic scheduling - ✗ ✗ ✗

Host computes ✓ ✓ ✓ ✗

Quantit. comparison to SoA ✓ ✓ ✗ ✗

Features Livia [124] Tesseract [2] GraphPIM [136] TOM [90] REMOTE

General purpose ✓ ✗ ✗ ✓ ✓

No specific system/tech ✗ ✗ ✗ ✗ ✓

Easy to program ✗ ✗ ✓ ✗ ✓

Reduces data movement ✓ ✓ ✓ ✓ ✓

Dynamic scheduling ✓ ✗ ✗ ✓ ✓

Host computes Tasks split ✗ ✗ ✗ Tasks split
Quantit. comparison to SoA ✓ ✗ ✗ ✗ ✓

6.3.1 The REMOTE Device

Figure 5.4 shows the overall architecture of our design. It depicts a system with several

high-performance cores sharing a three-level cache hierarchy. We add REMOTE devices and

supporting hardware to perform address translations. In particular, we connect an Input-Output

Memory Management Unit (IOMMU), which provides virtual-to-physical address translation

for the direct memory accesses (DMA) that REMOTE performs. The REMOTE units are a set

of in-order, low power, programmable cores attached to the memory controller that share the

same coherent network with the cores. They are responsible for executing kernels dominated

by irregular memory accesses.

The runtime system is in charge of scheduling codes to the REMOTE devices, which are

marked as good offloading candidates by the compiler or programmer in the application. The

REMOTE units run until completion of the kernels, which are typically only a few lines of code.

During execution, they access directly the main memory skipping the cache hierarchy which is

not useful in this type of applications. Finally, they sleep until the runtime system schedules

additional tasks on them.

Attached to every REMOTE unit there is a small instruction cache and a small data cache.

The amount of code footprint required for most applications is small, so instruction cache size

requirements are minor: in the benchmarks described in Section 3.2 a maximum of 1 KB is

fetched from main memory by the devices for the entirety of each application. The data cache

is also small as REMOTE is aimed at applications with an irregular memory access pattern.

97



6.3 Proposal
M

em
o

ry

Coherent Interconnect

Page #17 Page #32

L3 Slice MC µCachesL3 Slice….. MC…..

µCoreO
n

 c
h

ip

Page #3

REMOTE

Page #40

L1

Core

µCaches

µCore

REMOTEIOMMU

L2

L1L1

Core

Figure 6.3: System overview with two REMOTE devices.

However, these applications also contain some small auxiliary structures that have spatial

locality so, therefore, a modest data cache can make a large difference in these situations.

Figure 6.3 shows a system with two REMOTE devices. In this case, the application accesses

data from memory pages 3, 17, 32 and 40. This represents an irregular access pattern, as only

one element of these pages is accessed. The only exception is page 32, which is accessed twice

to obtain two elements in the same cache block. In particular, if we consider 64-bit elements,

12.5% of the cache blocks are used in pages 3, 17, and 40, and 25% in page 32. Moreover,

if both elements in page 32 are not accessed in a small period of time, it is possible that the

cache block containing them is evicted, requiring a new memory access. In these situations: (i)

prefetching schemes do not work properly, (ii) there is a low memory bandwidth utilization,

and (iii) there is a high and under utilized data movement (i.e., cache pollution). REMOTE is

a good alternative in these scenarios, as it operates closer to main memory, taking advantage

of lower access latencies and not causing an elevated traffic on the chip. Moreover, due to its

simple and efficient design, multiple devices may operate in parallel, exploiting a higher level

of parallelism than the host cores.

6.3.1.1 Design

In order to obtain the best hardware design for REMOTE, Section 6.5 performs a detailed design

space exploration. Finally, REMOTE results into an in-order core with a 1-width stage pipeline.

We also include a small TLB of 8 entries to perform fast virtual-to-physical memory address

98



Near Memory Compute Engine

translations. The final REMOTE hardware configuration is really simple and energy efficient,

and it is summarized in Table 3.3.

Due to compatibility issues, the REMOTE units must execute the same ISA than the host

cores. However, some ISAs provide a subset of instructions that have similar functionality but

occupy less space, making the pipeline simpler, than the original ISA (e.g., Thumb in Arm [9]).

The compiler may generate Thumb instructions as it identifies, or the programmer marks, a

code region as suitable for REMOTE.

6.3.1.2 Virtual Memory Support

The REMOTE devices are designed to have virtual memory support. For this reason, we

include an Input-Output Memory Management Unit (IOMMU) [8] that connects DMA devices

that directly access main memory. It allows peripheral devices to use virtual memory using

conventional memory allocation functions (i.e., contiguous physical memory not needed).

Moreover, the IOMMU offers memory protection from malicious devices.

6.3.1.3 Operating System

REMOTE units are visible to the operating system, but the OS cannot schedule processes to

them unless it is explicitly marked in the application code either by the programmer or compiler.

In the event of a page table walk or a page fault, the IOMMU takes over and makes the host

core perform the required accesses to the kernel. In these situations, the host cores perform a

much faster context switch and kernel code execution than the REMOTE units due to a more

complex hardware design. Thus, the REMOTE devices do not require privileged instructions.

6.3.1.4 Hardware Requirements

We perform an area and a power estimation of our REMOTE proposal using McPAT v1.3 [121]

with the enhancements proposed by Xi et al. [198]. We perform this estimation, using a

process technology node of 22nm, a supply voltage of 0.8V, and the default clock gating

scheme. In our estimation, the area of a single REMOTE device corresponds to the 26.64% of

an out-of-order core and the power of a single REMOTE device corresponds to the 4.97% of

an out-of-order core. We also employ McPAT to obtain the total energy consumption of the

hardware configuration listed in Table 3.3 when executing all the applications from Table 3.6.

It is described in Section 6.5.
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6.3.2 Changes to the Application

Our current implementation requires the programmer to annotate the code regions with irregular

memory accesses, although future versions could resort to the compiler to do so. In particular,

we conceive the REMOTE devices to be programmed through a shared memory programming

model, such as OpenMP [52] or OmpSs [63]. In these scenarios, the programmer writes

sequential code and adds annotations to define a parallel region to be executed by several

threads, or to define tasks which are executed asynchronously following the synchronization

rules defined by the dependences.

In order to program the REMOTE devices, the programmer just needs to add “target(REMOTE)”

to the “#pragma omp parallel” clause or to the “#pragma omp task depend(in/out/inout)” clause.

In the first case, the parallel region will be executed simultaneously by all the available REMOTE

devices and in the second case, a task will be executed by one REMOTE unit. Our evaluation in

Section 6.5 assumes that, in both cases, the code is executed in the accelerators, waiting for

them if none is available. We do not consider executing a code targeting REMOTE in the host

cores if all the devices are busy and any host core is idle. This is left to future work.

6.3.3 Changes to the Runtime System

We modified the Nanos++ runtime system [63] to perform kernel scheduling to the REMOTE

devices. We believe these changes could be extended to any runtime system supporting a shared

memory programming model. This process involves:

(1) To modify the software thread class to include a “isREMOTE” variable to differenciate

host core software threads from REMOTE software threads.

(2) To include a new option to specify the total number of REMOTE accelerators in the

system.

(3) To create a new class for REMOTE devices, similar to the class of the host cores, that

binds software REMOTE threads to hardware REMOTE threads.

(4) To modify the work descriptor class with a new variable which specifies whether tasks

are suitable for the host core threads or for the REMOTE threads. This variable is true if the

“target(REMOTE)” clause is specified it the application, or false otherwise.

(5) To modify any of the existing scheduling policies and to add a new ready queue for the

REMOTE threads. Once the task dependencies are freed, any task will be moved to any of these

queues, depending on its work descriptor, and the host or REMOTE threads will pick it to be

executed.
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Figure 6.4: Nanos++ task flow over runtime structures with the changes to add REMOTE.

Figure 6.4 shows a scheme of the task flow where each circle represents a task. Each circle

color is associated with a task state: yellow for a task being created or a submitted task, green

for a ready task and blue for a finished task. First, a thread pushes the created tasks into the task

dependence graph to determine the task order. Then, other threads “push” the finalized tasks

into the task dependence graph to notify the successor tasks. In addition, this action removes

the finished tasks from the graph and adds the tasks that become ready into the ready task pool.

Ready tasks may be candidates for the host or REMOTE threads. Finally, the worker threads

(host in green or REMOTE threads in red) try to acquire ready tasks from the ready tasks pool

to execute them.

6.4 Design Space Exploration

In this section, we perform a design space exploration to obtain the best hardware configuration

for REMOTE. REMOTE is envisioned as a simple core with in-order execution. For this reason,

we study the impact to performance of the pipeline width, the number and the latency of the

functional units and the clock frequency of the REMOTE devices.

6.4.1 Pipeline width

Figure 6.5 depicts the performance impact when doubling the REMOTE pipeline width and

scaling the internal core resources. This means that a 1-width stage pipeline duplicates the

internal hardware (i.e., doubles the buffers size in each pipeline stage) when moving to a

2-width stage pipeline. It is done to avoid bottlenecks during operation. In a 2-width stage
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pipeline every stage may execute two instructions simultaneously. Results are normalized to a

scenario where the pipeline width of the accelerators is 1. Results demostrate that the pipeline

width is not fundamental to achieve a good performance benefit in REMOTE executions. The

highest benefit is 9.97% in RandAcc and the average is 1.62%.
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Figure 6.5: Impact of REMOTE’s pipeline width (1 and 2) to performance. Results normalized
to a pipeline of width one. In x-axis multiple graph and HPC bechmarks, including average

numbers.

6.4.2 Number of functional units

Figure 6.6 shows the impact of the number of functional units in REMOTE to performance.

In this case, we simulate all the benchmarks with up to 4 functional units and normalize the

results to 1 functional unit. The functional units support integer and floating-point operations,

including multiply and divisions. The benchmarks employed in our evaluation perform this

type of operations near memory. Performance gains are higher on HPC benchmarks (up to

23.58% in Spatter and average of 9.12%, with 4 units), as the arithmetic intensity is higher

than in graph applications (up to 7.83% in PageRank and average of 4%, with 4 units).

6.4.3 Latency of functional units

Figure 6.7 shows the performance impact with respect to instruction latency. In particular, the

latencies are multiplied by 1×, 2× and 4×. In applications domained by irregular memory

accesses, the main bottleneck corresponds to the memory access latency. This study identifies

how much we can increase the instruction latency, saving energy, without affecting performance.

When it comes to graph applications, this feature does not affect much, as the arithmetic

intensity is low. For example, the highest performance degradation is 1.14% for conComp
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Figure 6.6: Impact of REMOTE’s functional units (1, 2 and 4) to performance. Results
normalized to 1 functional unit. In x-axis multiple graph and HPC bechmarks, including

average numbers.

when latency is multiplied by 4×, while the average slowdowns are negligible. When it comes

to HPC applications, the highest slowdown is 5.66% for histogram when latency is multiplied

by 4×, the average result reaches 1.3% with a 4× latency. These results demonstrate that, for

applications with irregular memory accesses, fast functional units are not fundamental to obtain

performance gains and their latency can be increased to reduce area and power in REMOTE.
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Figure 6.7: Impact of the latency of REMOTE’s functional units (1×, 2× and 4×) to
performance. Results normalized to 1× functional unit. In x-axis multiple graph and HPC

bechmarks, including average numbers.

6.4.4 Frequency

Figure 6.8 shows the impact of the frequency of the devices to performance. In this case, we

consider frequencies of 1, 2 and 4GHz. Results are normalized to 1GHz. Results are similar in

graph (5.7% benefits at 2GHz and 9.67% benefits at 4GHz) and in the HPC applications (7%
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benefits at 2GHz and 10.56% benefits at 4GHz). We conclude that increasing the frequency

does not translate into linear performance benefits.
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Figure 6.8: Impact of REMOTE’s frequency (1, 2 and 4GHz) to performance. Results
normalized to 1GHz. In x-axis multiple graph and HPC bechmarks, including average

numbers.

6.4.5 Selected configuration

After doing the previous design explorations, we have chosen the configuration that provides

the best performance at the optimal energy cost. In particular, we have chosen a 1-width

REMOTE device with 2 functional units at a 2× latency, running at 2GHz.

6.5 Evaluation

6.5.1 Profiling of the Applications

Next, we profile the applications to see how REMOTE may improve their performance depending

on their behavior.

Figure 6.9 shows the LLC missrate for several applications. We can observe that almost

all applications present large missrates above 90%. However, as depicted in Figure 6.10,

graph benchmarks present a much higher MPKI ratio when compared to HPC benchmarks,

meaning that their execution is dominated by main memory accesses. On the other hand, HPC

applications have higher arithmetic intensity (i.e., 8.55× higher, as shown in Figure 6.11).

Therefore, HPC applications can take further advantage from agressive out-of-order cores,

lowering potential speed-ups when using REMOTE devices.
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Overall, these three factors (i.e., LLC missrate, MPKI rate and arithmetic intensity) are key

to consider REMOTE devices as good candidates for the execution of these applications. In the

next section, we evaluate the benefits in performance and energy when using REMOTE.
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Figure 6.9: Missrate in the last-level cache. In x-axis multiple graph and HPC bechmarks,
including average numbers.
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Figure 6.10: Misses Per Kilo Instruction (MPKI). In x-axis multiple graph and HPC
bechmarks, including average numbers.

6.5.2 Results with REMOTE

Next, we show the results of executing the previously described benchmarks on REMOTE

compared to the baseline.

On one hand, Figure 6.12 (up) shows the speed-ups of executing the applications either

on the host cores or on the REMOTE devices. On average, the accelerators outperform the

execution on 8 out-of-order cores when using more than 8 devices. 8 out-of-order cores obtain
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Figure 6.11: Arithmetic intensity. In x-axis multiple graph and HPC bechmarks, including
average numbers.

a speed-up of 5.76×, while REMOTE obtains speed-ups of 6.33× and 9.77× with 16 and 32

devices, respectively. Therefore, in graph applications, REMOTE has a positive impact as it

outperforms the baseline no matter the number of host cores and it does not get affected by

scalability issues.
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Figure 6.12: Speed-Up of graph (up) and HPC (down) benchmarks executed on the baseline
and on REMOTE. Results normalized to 1 out-of-order core. In x-axis multiple graph

benchmarks, including average numbers.

On the other hand, Figure 6.12 (down) shows the same results for HPC applications. In

this case, the benchmarks contain more data structures that exhibit memory locality, and thus,

they can take advantage from the cache hierarchy. Moreover, as depicted in Figure 6.11, HPC

benchmarks have a higher arithmetic intensity than graph applications. In these situations, the

complex out-of-order pipeline design from the host cores performs well, whereas the REMOTE
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devices have a simple in-order micro-architecture that cannot extract available ILP. On average,

8 REMOTE units outperform 1 host core by 22.4% and 16 devices outperform 2 host cores by

11.56%. With 32 REMOTE devices, scalability issues appear in several applications and 8 host

cores perform better. Consequently, in HPC applications, REMOTE should only be used when

there are not enough host cores and there are many accelerators available in the system. For

instance, there are several combinations where REMOTE outperforms the baseline: in RandAcc,

4 devices are a 13.8% faster than 1 host core and 8 devices are a 9.63% faster than 2 host cores.

In Spatter, 4 accelerators achieve the same performance as 1 host core and 8 devices are a 59%

faster than 2 host cores. RandAcc and Spatter do not benefit from data locality in the cache

hierarchy and that is the reason why the REMOTE outperforms the baseline. When it comes to

the remaining HPC benchmarks, the baseline does benefit from data locality and mechanisms

such as prefetching make it perform better than REMOTE. However, increasing the number of

accelerators until a large value makes REMOTE outperform the baseline. For example, in Hist,

16 accelerators are a 15.9% faster than 1 host core and 32 are a 24.7% faster than 2. Despite

the performance benefits, area and power constraints makes us select the baseline as a better

candidate in these scenarios.

In terms of energy, Figure 6.13 shows the energy benefits when using the REMOTE devices.

In particular, each bar contains dynamic numbers relative to 8 out-of-order host cores both for

graph and HPC benchmarks.
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Figure 6.13: Relative dynamic energy of graph (up) and HPC (down) benchmarks executed on
the baseline with 8 out-of-order cores (“8c”) and on 8, 16 and 32 REMOTE (“8r”, “16r”, “32r”).
Results normalized to 8 out-of-order cores. In x-axis several graph benchmarks with average

numbers.

In graph applications the dynamic energy reductions are, on average, 62.5% for 8 devices,

69.06% for 16 devices and 71.1% for 32 devices compared to 8 host cores. These applications
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do not suffer in terms of performance scaling when increasing the number of accelerators, as

shown in Figure 6.12 (up). In HPC benchmarks the dynamic energy reductions are, on average,

52% for 8 devices, 50% for 16 devices and 34.6% for 32 devices. In HPC applications, the

scalability issues which appear with 16 and 32 devices in certain applications (e.g., randAcc,

PIC in Figure 6.12 (down)), prevent higher dynamic energy reductions.

In graph and HPC benchmarks, energy reductions when using REMOTE configurations

comes from employing simpler hardware to perform the computation, which in turn is more

performant for graph applications. The NOC represents less than 1% of the total dynamic

energy for all the applications. The core energy is also reduced. It represents the 80.98% of the

total dynamic energy with 8 host cores and it is reduced to 10.03% with 32 REMOTE devices

in HPC benchmarks. Finally, the memory controller represents most of the dynamic energy

consumption, ranging from 88.8% to 95.11% overall in all the applications.

6.5.3 Impact to the Memory Hierarchy
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Figure 6.14: Average miss latency reduction, normalized to the baseline, when executing the
applications on REMOTE. In x-axis multiple graph and HPC benchmarks, including average

numbers.

Since REMOTE devices operate near memory, the number levels of the memory hierarchy

that data has to traverse is reduced. In the case of the baseline, a cache block requested from

memory traverses the memory controller, the L3, the L2 and L1D caches. When it comes

to REMOTE, the L3 and the L2 are omitted, going from the memory controller directly into

the L1D cache of the REMOTE device. As a result, the memory access time is reduced as the

devices are closer to the data. Figure 6.14 shows the average memory access latency reduction

seen either by the host core or the REMOTE devices, as they perform a memory request. On

average, graph applications see a memory access latency reduction of 1.32× compared to the

baseline, and HPC applications do not see any. This happens as some HPC benchmarks, such
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as RandAcc have a reduction of 1.57× and others, such as PIC, contain data access locality

and take advantage of the deep memory hierarchy from the baseline. However, note that HPC

applications that do reduce their average access latency, would still experience a cache miss

ratio increase when using REMOTE devices.
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Figure 6.15: Memory bandwidth of graph (top) and HPC (bottom) benchmarks executed on the
baseline and on REMOTE. Maximum theoretical bandwidth 32GB/s. In x-axis multiple graph

benchmarks, including average numbers.

Figure 6.15 depicts the memory bandwidth utilization for graph and HPC applications.

These values show that, in average, the baseline cannot exceed 6GB/s in both types of bench-

marks while REMOTE reaches 16GB/s out of a theoretical peak of 32GB/s. Having more

accelerators operating in parallel contributes to a higher exploitation of the memory bandwidth,

ranging from 1.21GB/s with 1 device to 16.13GB/s with 32 devices in graph applications.

These results correlate with the ones presented for performance, as a higher memory bandwidth

utilization leads to higher speed-ups using REMOTE.

We may conclude that, despite the complex hardware design of the baseline which al-

lows many simultaneous memory requests, the irregular memory accesses translate into an

underutilized memory bandwidth and inefficient data movement on chip. Consequently, the

near-memory design of the REMOTE devices tackles both limitations, providing benefits both

in terms of performance and energy.
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6.5.4 Host Core vs REMOTE Performance and Area Comparison

In this section, we compare the performance of executing several applications on the host

cores with the performance obtained when executing the same benchmarks on the number of

devices that fit in the same area as the host cores. As estimated in Section 6.3, the area of a

single REMOTE device corresponds to the 26.64% of an out-of-order core. Approximately, 4

devices fit in the area of a single host core. For this reason, in Figure 6.16 we compare the

performance of 16 host cores with 8 host cores + 32 REMOTE devices, which fit in the area

of 16 out-of-order cores. We also show the results obtained when only the accelerators are

employed, without intervention of the host cores.
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Figure 6.16: Relative performance results, normalized to 8 host cores. In x-axis multiple
benchmarks, including average numbers.

Results demonstrate that using REMOTE accelerators leads to higher performance gains

than employing host cores. In all the applications, replacing 8 host cores with 32 REMOTE

devices provides higher benefits than using 16 host cores. On average, 16 host cores obtain

1.79× speed-ups, while 8 host cores + 32 REMOTE devices reaches a speed-up of 3.05×. In

the event that the host cores are busy, using the 32 accelerators translates into 2.53× gains.

When it comes to energy, Figure 6.17 depicts the total energy reduction for all the configura-

tions. On average, using 16 host cores represents an energy increase of 7.7%, while employing

8 host cores + 32 REMOTE devices obtains 63.75% energy reductions. In the case that only the

accelerators are employed, energy reductions reach 90.12%.

6.5.5 Comparison to Other Proposals

In this section, we compare the performance of REMOTE with three other hardware proposals.

In particular, the Smart Memory Cube (SMC) [21], the Programmable Prefetcher (PP) [3] and

the bigLITTLE configuration [186].
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Figure 6.17: Total energy reduction results, normalized to 8 host cores. In x-axis multiple
benchmarks, including average numbers.

Figure 6.18 presents the speed-up of the different proposals and the REMOTE approach with

respect to a baseline with out-of-order cores using the PageRank benchmark while changing

the graph connectivity. A higher graph connectivity implies a higher graph density, but the

irregular memory accesses are still present in the execution.

On the one hand, results show that REMOTE is faster than the baseline beyond 4 devices as

in Section 6.5.2. For instance, with 20% connectivity, 8 devices are 1.63× faster than 2 host

cores, 16 devices are 1.44× faster than 4 host cores and 32 devices are 1.30× faster than 8 host

cores. Moreover, results are more or less steady no matter the graph connectivity.

On other hand, the bigLITTLE configuration performs similarly to the baseline. It consists

of the same number of out-of-order (big) cores but several in-order (LITTLE) cores are added.

For instance, with 20% connectivity, 8 big cores with 16 LITTLE cores are 1.2% faster

than 8 host cores. These LITTLE cores are more complex than the REMOTE accelerators,

but they still suffer from the irregular memory accesses as they traverse the whole memory

hierarchy. In bigLITTLE, the code scheduling represents a performance bottleneck in low

graph connectivities but gets mitigated with higher graph densities. For example, employing

8 big cores plus 16 LITTLE cores the performance gains range from 3.82× to 6.02× with

connectivities of 5% and 20%. These results prove that the bigLITTLE configuration provides

negligible speed-ups and that it should only be considered with high graph densities.

When it comes to the PP, it only outperforms the baseline in low graph connectivities

by 4%, and the results improve marginally with the number of prefetchers. Higher graph

densities facilitate the predictions of the stride prefetcher employed in the baseline, and lead to

performance degradations between 1 and 2% for the PP. In general, speed-ups are low due to

the operation latency of the PP, which is summarized below.
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Figure 6.18: Comparison of the speed-up of three different proposals (the Smart Memory
Cube [21], the Programmable Prefetcher [3] and the bigLITTLE configuration [186]) to the

REMOTE approach using the PageRank benchmark. Results normalized to the performance of
1 out-of-order host core. In x-axis graph connectivities of 5%, 10% and 20%.

First, the PP examines the memory addresses of ongoing accesses to check whether the

access corresponds to a data structure to be prefetched. If it does, the subroutine containing

the code to make the prediction has to be assigned to a programmable prefetcher unit (PPU),

which has to be awakened. Then, the PPU enqueues one or several prefetch requests, based on

its prediction, and a translation for each is required. Moreover, the PP performs predictions

based on prefetched addresses (e.g., to perform prefetches in the event of indirection vectors).

The stride prefetcher is simpler, as it operates indexing with the PC of memory requests, not

needing a specific subroutine for each data structure to be prefetched, tracking the memory

access patterns and making a prediction.

In order to obtain higher speed-ups with the PP, a programming effort is needed to create a

better data distribution. For example, in their paper [3] the authors use a different PageRank

implementation which obtains higher speed-ups, but it is much more complex than ours and

not easily adaptable to other proposals such as the SMC.

Finally, SMC consists of an in-order core integrated in the memory chip. It exploits better

the memory bandwidth as it operates directly on it, reducing data movement on chip more

than REMOTE does. The SMC is a 30% faster than 2 out-of-order cores and a 50.1% faster

than 4 REMOTE devices. The synchronization between the host core and the SMC has to be

managed by the operating system, introducing an operation latency, and taken into account by

the programmer. Moreover, a flushing mechanism is required to keep data coherent between

main memory and the host cores, which leads to important performance overheads. We may

conclude that SMC is a good candidate to perform computation on memory, but it requires a

special memory technology (i.e., 3D-stacking), more compute logic to outperform REMOTE

and a larger programming effort.
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6.6 Conclusions

Irregular memory accesses represent a challenge for current and future architectures. In

this work, we present REMOTE, a programmable near-memory accelerator which performs

computation outside of the memory hierarchy and closer to where data is located. Contrary to

prior proposals, the design of REMOTE scales with multi-core systems and it does not require

a specific memory technology (e.g., 3D-stacking). It targets the Programmability wall, by

operating directly with virtual memory and by requiring simple pragma annotations to be added.

Moreover, the runtime system schedules code to the accelerators depending on their availability.

In our evaluation, we study two different types of applications and demonstrate why they

benefit more from REMOTE. As a result, in graph benchmarks REMOTE improves the 5.76×
speed-up of 8 out-of-order cores reaching 6.33× with 16 devices and 9.76× with 32 devices.

Other HPC applications outperform the baseline in particular configurations. Finally, we

compare REMOTE to three existing hardware proposals, achieving 1.41×, 1.82× and 1.29×
performance benefits.
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Chapter 7
Conclusions and Future Work

This chapter summarizes the main conclusions and the contributions of this thesis and presents

the future research lines opened by this work. Then it shows the list of publications produced

during the realization of this thesis and acknowledges the financial support.

7.1 Conclusions

Vector architectures have become an important component of current processors in the form

of SIMD extensions. They provide performance and energy benefits when it is possible to

exploit data-level parallelism. However, they are affected by several issues, such as divergence

control and irregular memory accesses. In current systems, these challenges remain unsolved

and measures must be taken, as future processors will be further affected by these situations.

When it comes to the Memory Wall, memory access latency and data movement on chip

lead to performance and energy degradations in the presence of irregular memory access

patterns. Current solutions fail to successfully mitigate these problems, converting both issues

in a challenge for the next generation of processors.

This thesis targets these challenges, proposing hardware/software solutions to better exploit

the potential of vector architectures and to make a proper utilization of the memory hierarchy.

Our hardware approaches can be combined with compile-time information, provided either

by the programmer or the compiler, to utilize them whenever they may lead to performance

benefits. Moreover, in our last contribution, the programmer may decide to delegate the

responsibility of using these resources to the runtime system depending on internal decisions.

The first contribution of this thesis focuses on efficiently performing predication in SIMD

extensions. We discovered that current implementations of predicated instructions have per-

formance and energy consumptions dependent on the vector register length, and not on the

number of active elements in the mask (mask density). For this reason, we propose a hardware
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approach that may be combined with compiler information, that achieves mask density-time

performance and energy with minimal hardware support. Our evaluation shows that this con-

tribution improves performance by up to 25% and reduces dynamic energy consumption by

up to 43% on real unmodified applications with predicated execution. Our proposal will have

a higher impact in next-generation processors, as the length of the vector registers doubles

approximately every four years [86]. Moreover, this proposal allows executing unmodified

legacy code with narrower vector instructions (AVX-2) on newer architectures with wider

vectors (AVX-512), achieving up to 56% performance benefits.

The second contribution targets the issues derived from irregular memory accesses. Appli-

cations suffering from irregular memory accesses have a poor memory access locality, do not

benefit from the memory hierarchy and have an inefficient vectorization, which is not consid-

ered by the compiler. Our proposal, called PLANAR, consists of a near-memory device, on the

processor side and connected to the memory controller, that performs data-layout transforma-

tions converting sparse data structures into dense ones. These operations are non-blocking, as

the host can compute and access memory while the device is operating, and fine-grained, as the

accelerator synchronizes with the host as the dense structure is being populated, allowing it to

be consumed. We demonstrate how this proposal reduces data movement on chip and enables

an efficient code vectorization due to the new dense version of the sparse data. The hardware

device, including a power and area estimations, and the software interface are described in

detail in this document. As a result, PLANAR improves performance for single-threaded runs

by 3.28× and 5.56×, and for multi-threaded executions by 4.58× and 5.71×, for scalar and

compiler-vectorized codes, respectively. Finally, we compare PLANAR to two state-of-the-art

proposals, achieving 2.12× and 2.23× average performance improvements.

The third contribution also targets the issues derived from irregular memory accesses. This

approach called REMOTE operates near memory but, contrary to PLANAR, it does not require

the host core to compute. REMOTE targets applications with irregular memory access patterns

where the computation is so simple (e.g., single addition) that the operation could be directly

done near memory rather than in the host core. REMOTE is programmed via pragmas and

the runtime system is in charge of scheduling code to the accelerators. The REMOTE device

directly operates with virtual memory and it does not require a specific memory technology

(e.g., 3D-stacking). In our evaluation, we perform a profiling of the applications to see which

perform better using REMOTE and a power and area estimation of the new hardware. As a

result, REMOTE outperforms our baseline of 8 out-of-order cores by 1.57× with 16 devices and
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by 4× with 32 devices, on average, for graph applications. Finally, we compare REMOTE to

three existing hardware proposals, achieving 1.41×, 1.82× and 1.29× performance benefits.

7.2 Future Work

The proposals presented in this thesis open the door to new research topics that could be

explored in the future. Among others, three main research lines can be of great interest.

• The Compaction/Restoration mechanism in multi-threaded systems. The CR mechanism

presented an evaluated in this thesis resorts to stalling the processor’s pipeline in order

to obtain CR candidates. Consequently, this translates into performance penalties and

the saturation of the processor’s internal resources, being both phenomenons currently

tackled by means of timeouts. However, this limitation could be mitigated in multi-

threaded systems. In such scenarios, CR could compact instructions with the same PC

from several threads running the same program, avoiding the latency of waiting for CR

candidates. In this contribution, we would explore the potential of CR in multi-threaded

systems and propose new hardware/software techniques which would lead to higher

performance and energy benefits.

• The Compaction/Restoration mechanism with PLANAR to avoid horizontal operations.

The CR mechanism cannot be applied to horizontal predicated SIMD instructions. These

instructions move the content of a vector register lane to a different one in the same

register. Doing the compaction, the original lane position is lost, so CR cannot be utilized

in these scenarios. However, we could employ PLANAR to reorganize data in memory

so that horizontal instructions are not longer required in the processor and CR could be

applied. In this contribution, we would study the situations where CR cannot be utilized

and how our second proposal could alleviate this issue.

• Runtime support to assist near-memory compute and DLT. Our second and third proposals

resort to a near-memory accelerator which can be used either to perform DLT or compute.

In this contribution, we would combine both approaches and instruct the runtime system

to determine when it is more suitable to perform each. It would require a deeper

analysis of the applications and the new proposal would be software-oriented. This

way, applications that suffer from irregular memory accesses and a high data movement

on chip would be automatically benefited from having these near-memory accelerators,

without programmer’s intervention.
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7.3 Publications

The contents of this thesis led to the following publications:

• (1) A. Barredo, A. Armejach, J. C. Beard and M. Moretó, "REMOTE: A Programmable

Near-Memory Compute Engine", Currently under review.

• (2) A. Barredo, A. Armejach, J. C. Beard and M. Moretó, "PLANAR: A Programmable

Accelerator for Near-Memory Data Rearrangement", 2021 International Conference on

Supercomputing (ICS), Worldwide online event. To appear.

• (3) J. M. Cebrián, A. Barredo, H. Caminal, M. Moretó, M. Casas and M. Valero,

"Semi-automatic Validation of Cycle-Accurate Simulation Infrastructures: The Case for

gem5-x86", Future Generation Computer Systems, 2020.

• (4) A. Barredo, J. M. Cebrián, M. Moretó, M. Casas and M. Valero, "Improving Predi-

cation Efficiency through Compaction/Restoration of SIMD Instructions", IEEE Interna-

tional Symposium on High Performance Computer Architecture (HPCA), San Diego,

CA, USA, 2020, pp. 717-728.

• (5) A. Barredo, J. C. Beard and M. Moretó, "SPiDRE: Accelerating Sparse Memory

Access Patterns", Accepted as a poster paper in: 28th International Conference on

Parallel Architectures and Compilation Techniques (PACT), Seattle, WA, USA, 2019, pp.

483-484.

• (6) A. Barredo, J. M. Cebrián, M. Moretó, M. Casas and M. Valero, "An Optimized

Predication Execution for SIMD Extensions", Accepted as a poster paper in: 28th

International Conference on Parallel Architectures and Compilation Techniques (PACT),

Seattle, WA, USA, 2019, pp. 479-480.

• (7) A. Barredo, M. Moretó and J. C. Beard, "Hardware Acceleration of Sparse Data

Rearrangement Near Memory", Accepted as a paper in: Arm Research Summit, Austin,

TX, 2019.

The following publications are related but not included in this thesis:

• (1) J. M. Cebrián, A. Jimborean, A. Barredo, M. Casas, T. Balem, A. Ros and M. Moretó,

"Compiler-Assisted Compaction/Restoration of SIMD Instructions", Currently under

review.
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• (2) J. Pavon, I. Vargas, A. Barredo, J. Marimon, M. Moretó, F. Moll, O. Unsal, M. Valero

and A. Cristal, "VIA: A Smart Scratchpad for Vector Units With Application to Sparse

Matrix Computations", IEEE International Symposium on High Performance Computer

Architecture (HPCA), Seoul, South Korea, 2021.

• (3) A. Barredo, J. M. Cebrián, M. Moretó, M. Casas and M. Valero, "Efficiency analysis

of modern vector architectures: vector ALU sizes, core counts and clock frequencies",

The Journal of Supercomputing, 2019.

• (4) A. Barredo, J. M. Cebrián, M. Moretó, M. Casas and M. Valero, "Reconfigurable

vector architectures", Accepted as a poster in: RoMoL project Final Workshop, Barcelona,

Spain, 2018.

• (5) A. Barredo, J. M. Cebrián, M. Moretó, M. Casas and M. Valero, "Advanced Vector

Architectures for Future Applications", Accepted as a paper in: 4th BSC Severo Ochoa

Doctoral Symposium, Barcelona, Spain, 2017, pp. 73-75.
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