ON THE CO-DESIGN OF SCIENTIFIC
APPLICATIONS AND LONG VECTOR
ARCHITECTURES

Constantino Gomez

Barcelona, 21 Mar, 2022

Advisors: Filippo Mantovani,

Marc Casas Guix

A thesis submitted in fulfillment of the requirements for the degree of

Doctor of Philosophy

Departament d’ Arquitectura de Computadors

Universitat Politecnica de Catalunya

UNIVERSITAT POLITECNICA
DE CATALUNYA
BARCELONATECH







The landscape of High Performance Computing (HPC) system architectures keeps ex-
panding with new technologies and increased complexity. To improve the efficiency of next-
generation compute devices, architects are looking for solutions beyond the commodity CPU
approach. In 2021, the five most powerful supercomputers in the world [82] use either GP-GPU
(General-purpose computing on graphics processing units) accelerators or a customized CPU
specially designed to target HPC applications. This trend is only expected to grow in the next
years motivated by the compute demands of science and industry.

As architectures evolve, the ecosystem of tools and applications must follow. The choices
in the number of cores in a socket, the floating point-units per core and the bandwidth through
the memory hierarchy among others, have a large impact in the power consumption and
compute capabilities of the devices. To balance CPU and accelerators, designers require
accurate tools for analyzing and predicting the impact of new architectural features on the
performance of complex scientific applications at scale. In such a large design space, capturing
and modeling with simulators the complex interactions between the system software and
hardware components is a defying challenge. Moreover, applications must be able to exploit
those designs with aggressive compute capabilities and memory bandwidth configurations.
Algorithms and data structures will need to be redesigned accordingly to expose a high degree
of data-level parallelism allowing them to scale in large systems. Therefore, next-generation
computing devices will be the result of a co-design effort in hardware and applications supported
by advanced simulation tools.

In this thesis, we focus our work on the co-design of scientific applications and long
vector architectures. We significantly extend a multi-scale simulation toolchain enabling
accurate performance and power estimations of large-scale HPC systems. Through simulation,
we explore the large design space in current HPC trends over a wide range of applications.
We extract speedup and energy consumption figures analyzing the trade-offs and optimal
configurations for each of the applications. We describe in detail the optimization process
of two challenging applications on real vector accelerators, achieving outstanding operation
performance and full memory bandwidth utilization. Overall, we provide evidence-based
architectural and programming recommendations that will serve as hardware and software

co-design guidelines for the next generation of specialized compute devices.
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Chapter 1

Introduction

There is a continued demand in industry and science for higher and efficient computing
capabilities. To satisfy not only the performance demands but also the energy consumption
and cost of production constraints, the landscape of High-Performance Computing system
architectures keeps expanding with new technologies and increased complexity. The use of
commodity server-grade processors as the common choice to design these systems is moving
into a more specialized landscape. Processor trends are evolving in different directions, such
as, leaner core designs [33], larger core counts per socket [81], wide vector units [78], or
with integrated memory like high-bandwidth memory (HBM) modules via silicon interposer
technologies [23]. Moreover, other trends in the semiconductor industry such as the blossoming
of the IP (Intelectual Property) licensing model, which helps to reduce the costs and time-
to-market of new chip designs, and pure-play foundries, capable of offering the best CMOS
technology, are also favoring the appearance of new companies selling custom computing
products in competitive markets. Consequently, the design space for next-generation HPC

machines is expanding.

In this quest for efficiency, accelerated computing is becoming more and more relevant. The
limitation to the performance improvements imposed by the slow-down of Moore’s law applied
to general purpose CPUs has made HPC providers looking for solutions that can complement
the computational power beyond the use of CPUs. The convenient programability of general
purpose CPUs comes at the cost of a significant energy overhead on each operation. Figure 1.1
inspired by the study of Horowitz in [36], shows the energy cost break down of a floating-point
add operation in a 45 nm process CPU with scalar instructions. Of the total 70 pJ spent in the
CPU executing the instruction, only a 1.4% of energy is used to perform the addition in the
floating-point unit. The rest is distributed between fetching the instruction from the instruction

cache, accessing the register file and activating the control logic. On top of that, the energy cost
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Figure 1.1: Energy cost break down of executing a scalar Floating-Point Add intructions in a
45 nm CPU.

of moving data from main memory into the register file is significantly higher than the the cost
of arithmetic instructions. Therefore, it is possible to achieve large improvements in energy
efficiency by increasing the effective computation per instruction. By balancing the architecture
to the needs of a particular set of applications, offering an optimized memory hierarchy and
special purpose instructions, accelerators attain, with the same power budget, several orders of

magnitude more performance than CPUs.

The most visible example of accelerators in HPC are GP-GPU based systems, that populate
3 places within the first 5 most powerful supercomputers in the world (Top500, November
2021 list [83]). GP-GPUs however, are not the only approach to acceleration: the use of
vector or SIMD (Single Instruction Multiple Data) extensions are also very common options
in HPC systems. Vector and SIMD architectures are capable, with a single instruction, of
performing operations on vectors instead of single scalar values. This approach helps mitigate
the excessive control energy overhead exposed in the previous figure. Beside the AVX-512 [58]
SIMD extension by Intel, we can find on the market the first CPU implementing the Arm SVE
extension (Fujitsu A64FX, ranked first in the Top500 as of November 2021) and the NEC
SX-Aurora vector engine (referred as VE from now on), a discrete accelerator leveraging vector
CPUs able to operate with registers of up to 256 double-precision elements. It should not
either be ignored the RISC-V architecture which recently ratified v1.0 of the V-extension [72],

boosting vector computation from the academic world and the open-source community.

Understanding how HPC applications perform under such different design points is crucial
to determine the best architecture for computing clusters. In that regard, microarchitecture
simulators [59, 29, 74, 42] become an essential tool allowing architects to test the behaviour
of applications running in a certain system that has yet to be built. However, capturing and
modeling the complex interactions between the hardware components present in the next
generation of HPC systems does not come without challenge. They must be fast, accurate
and flexible. There is a trade-off between accuracy and speed in simulators, as modeling
large multicore nodes with variety of hardware components has a very high computational

cost. To alleviate that, simulators may apply techniques to leverage certain characteristics of
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the workloads. For example, sampling exploits the regularity in execution patterns of HPC
workloads and reduces simulation time by modeling only a fraction of the full stream of
instructions then extrapolating the rest [30]. While it is not expected for any simulator to
be all-in-one solution, they must be flexible enough to interface with other state-of-the-art
models and simulators. If possible, they should integrate the performance results with power
dissipation, energy consumption and area figures. The desired goal is a toolchain capable of

providing insightful information used by architects in the design of new hardware.

Leveraging the full potential of new architectures in applications does not come without a
challenge. For example, in simple dense linear algebra codes (e.g., dot product), vector archi-
tectures may obtain straightforward benefits in performance with a trivial loop vectorization.
But porting complex routines to run fast in vector accelerators often requires profound changes
to algorithms and data structures with respect to prior general-purpose CPU implementations.
Such profound changes are usually beyond the reach of compilers. Programmers often rely on
manual tuning of the codes and the use of low-level intrinsics. The effort applied into designing
specialized hardware to deliver high performance in demanding scientific applications, should
be also applied in return, to rewrite such codes to make efficient use of the new architectural
features. Given the wide variety of kernels and applications with different computational

characteristics, a significant research effort is needed in the topic.

Developing fast next-generation systems will not be possible without a tightly coupled
hardware and software optimization process supported by advanced simulation tools. In this
thesis, we approach the co-design challenge of long vector architectures and HPC applications
considering those three aspects. We contribute to the hardware design effort by exploring
the performance efficiency trade-offs of the main state-of-the-art hardware components in
high-performance systems. We extend the simulation infrastructure as needed to capture the
latest compute trends and complex interactions between the application, the runtime system and
hardware components. As a result of our simulation experiments, we identify the critical aspects
of a compute system for performance and provide architectural design recommendations to
build efficient vector accelerators, especially for memory-intensive applications, in the field of
HPC. On the software side, we dive into the optimization process of challenging kernels and
applications targeting long vector architectures. Finally, we provide thorough details about the
performance impact of each optimization, and release open-source implementations for two of

the current most relevant vector architectures for benefit of the scientific community.
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1.1 Thesis Objectives and Contributions

This thesis brings the following contributions in the area of co-design of long vector architec-
tures and HPC applications.

1.1.1 Design space exploration of next-generation HPC architectures

The first contribution of this thesis is to provide a set of hardware and software co-design
recommendations for next-generation large-scale HPC systems. We undertake an extensive
simulation-based design space exploration that considers the most relevant design trends we are
observing in current HPC systems, providing estimations of performance, power and energy
consumption. The goal of this work is to understand the individual impact of each of the
multiple layers that compose the current complex HPC architectures.

To develop this study, we follow a recently introduced multi-level simulation methodology
(MUSA) [29]. MUSA enables fast and accurate performance estimations and takes into account
inter-node communication, node-level architecture, and system software interactions. We
extend MUSA in multiple ways to perform a detailed evaluation of the impact of a set of
identified key design trends on relevant HPC applications. In particular, we add support for
a larger set of OpenMP pragmas, multiple target architectures, a model for vectorization,
performance and power modeling of emerging memory technologies, and processor power
estimations. The resulting infrastructure can target a wide range of HPC applications, and
provide performance and power estimations of the trends that are currently dominating in HPC.

After extending MUSA, we perform large-scale simulations comprised of 256 MPI ranks,
each representing a compute node, and up to 64 cores per node adding a total of 16,384
cores. Our design space exploration methodology analyzes current HPC trends by factoring
in the relevant architectural parameters, for which we derive over 800 different architectural
configurations. We simulate each of the 5 selected representative HPC applications with these

configurations and provide estimations for performance, power and energy-to-solution.

1.1.2 Optimizing SpMYV on Long Vector Architectures

As a second contribution, we extend the state-of-the-art SELL-C-o sparse matrix format by
introducing a set of new optimizations. The goal of this contribution is to produce a highly
efficient SpMV implementation targeting long vector architectures.

Previous work proposals like SELL-C-o [48] and ELLPACK Sparse Block [54] matrix
formats improve both storage requirements and locality when running SpMV on SIMD CPUs.

Our work demonstrates that, although some of these approaches are very good abstractions to
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represent and manipulate sparse matrices, there are many unexploited opportunities to further
improve their performance on long vector architectures. Focusing on that, we develop, evaluate
and discuss the performance consequences of several SpMV optimizations using the SELL-C-o
on long vector architectures. As a result, we improve the SELL-C-o baseline performance by
12% on average.

Our implementation reaches 117 GFlops saturating 78% of the peak memory bandwidth in
a NEC SX-Aurora Vector Engine (VE) [46]. This accelerator leverages a vector instruction set
that goes beyond the SIMD approach (e.g., AVX-512 in x86 CPUs) with 16-kbit long vector
registers and instructions. This is the first time that the SELL-C-o format is implemented and
evaluated on an architecture leveraging long vectors and predication. Our implementation
shows how to deal with sparse data structures on emerging vector ISAs such as the Arm
SVE or the RISC-V vector extension. In addition, we compare our novel approach for long
vector architectures with other state-of-the-art approaches targeting SpMV in cutting-edge
multi-core CPU and GPU devices. We demonstrate that our approach is 3.02x and 1.72x
faster, respectively, than these approaches since it achieves an outstanding average SpMV

efficiency equivalent to 4.19% of the peak performance.

1.1.3 Efficient HPCG vectorization

For our third contribution, we push further in our effort to improve efficiency of scientific
applications in long vector architectures. In this case, we focus on the optimization of HPCG
on two emerging vector architectures leveraging large vector register size: the VE by NEC and
a RISC-V accelerator implementing the "V’ vector extension (RISC-VV from now on).

First, we revisit previous HPCG vectorization proposals to develop a new open imple-
mentation using public vector APIs. Leveraging the learnings from our previous contribution,
we apply unrolling and low-locality management techniques to the SpMV and Symmetric
Gauss-Seidel numerical kernels. Second, we discuss our experiments in real and simulated
accelerators obtaining individual performance estimations for each optimization in two acceler-
ator designs featuring a vector processing unit (VPU from now on) of 512-bit and another with
2048-bit. Finally, aiming to understand the design flexibility introduced by having a detached
VPU and architectural vector lengths, we employ a RISC-VV simulator to quantify the benefit

of such vectorized and optimized version of HPCG for different vector lengths.

1.2 Thesis Outline

The contents of this thesis are organized as follows:
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In Chapter 2 we review the prior work on the topics related to this dissertation, beginning
with the background on HPC trends, vector accelerators and architectural simulator challenges.
Further, we explore the different sparse matrix formats for efficient SpMV computation.
Finally, we introduce the HPCG benchmark and provide an algorithm description followed by
a breakdown of all the proposals from previous work on the optimization of HPCG for long
vector architectures. In Chapter 3 we present a large-scale design space exploration study that
considers the most relevant design trends we are observing today in HPC systems. In it, we
simulate five hybrid (MPI+OpenMP) applications over 864 architectural proposals based on
state-of-the-art and emerging HPC technologies and provide a detailed performance and power
trade-off analysis quantifying the individual impact of hardware components. In Chapter 4
we show our contributions to efficiently run the SpMV numerical kernel targeting aggressive
long vector architectures like the NEC Vector Engine. First we provide implementation details
for each of the proposed optimizations for the SELL-C-o format and SpMV algorithm, and
second, we discuss their effects in performance over a wide set of sparse matrices. In Chapter 5
we describe our efforts optimizing the HPCG benchmark for long vector architectures. Along
that, we provide two open-source implementations for RISC-VV and NEC Vector Engine
devices and evaluate the performance in both platforms. Finally, we propose two accelerators
configurations co-designed to run HPCG with high efficiency. Chapter 6 summarizes the

contributions presented in this thesis.



Chapter 2
Background

This chapter presents the background concepts necessary to put into context the research
developed in this thesis. To do so, in Section 2.1, we focus on the hardware, discussing the
current trends in HPC systems, the ideas supporting the use of long vector accelerators and
the challenges simulating next-generation complex architectures. In Section 2.2, we focus
on the necessary changes applied to algorithms and data structures in order to achieve high
performance in such new computing devices. We overview the state-of-the-art sparse matrix
formats for SpMV used in accelerators and, after that, we breakdown previous efforts by the

scientific community optimizing HPCG targeting long vector architectures.

2.1 HPC systems

2.1.1 Trends and challenges

The design space for next-generation HPC machines is expanding. First, the trend to use
commodity server processors as the common choice is changing towards processors with
leaner core designs that feature different microarchitectural characteristics. For example, Cray
has already deployed Isambard [32], a system with 10,000+ Armv8 cores; and now supports
ARM-based processors (including the Cavium ThunderX2) across their main product line.
Second, vector architectures with larger lengths than the ones employed in recent years are
starting to be considered again. In this regard, Arm recently introduced the Scalable Vector
Extensions (SVE) that support up to 2048-bit vectors and per-lane predication. Third, several
memory technologies are becoming more relevant in the HPC domain, for example: die-stacked
DRAM like the one employed in Knights Landing [76], or High-Bandwidth Memory (HBM)

already used in a number of GPUs.
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Figure 2.1: Chronograms representing the instruction flow operating on 16 FP elements (red
circles) using a SIMD(a) and Vector(b) instructions. The example assumes a FP compute unit
with a throughput of 4 FP elements per cycle and in-order execution.

The most visible example of this technological trend is that the five most powerful super-
computers in the world [82] use either GP-GPU accelerators or a customized CPU specially
designed to target HPC applications.

The advent of these trends and technologies leads to a large design space for next-generation
HPC machines that needs to be carefully considered. There is a clear opportunity to co-
design hardware and software by mapping application requirements to the available hardware

ecosystem that these trends are opening.

2.1.2 Long vector architectures

The use of vector or SIMD extensions is becoming commonplace in HPC systems. Some
examples are the Fujitsu A64FX, ranked first in the top500 and the NEC SX-Aurora Vector
Engine, a discrete accelerator leveraging vector CPUs able to operate with registers of up to
256 double-precision elements. The main difference between conventional SIMD architectures
and vector architectures is the detachment between the number of bits/elements that the
vector processing unit can compute in parallel (referred as VPU length from now on) and the
Architectural Vector Length (AVL), which is the maximum number of bits/elements that can
be processed with a single instruction. In SIMD architectures (e.g: Intel AVX [58]) the VPU
length and the AVL is the same. In vector architectures, the AVL can be longer than the VPU
length. In such case, the VPU computes the result of the operations in several batches of VPU

length elements until completion. By reducing the number of instructions fetched, decoded
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and scheduled, this approach is designed to be more energy-efficient than the more common
SIMD alternative [50]. The chronogram in Figure 2.1 shows a simple in-order pipeline example
executing the same FP operations in SIMD and vector architectures. While the number of cycles
remains equal in this example in both cases, the vector approach allows more instructions to
execute concurrently in the pipeline and requires less branching instructions in loop structures,

thus increasing the throughput of useful work in real applications.

The RISC-V ’V’ extension RISC-V is an open and royalty-free architecture quickly rising
in popularity. Due to its modular design, it is a suitable architecture for both general and
specialized compute devices. The V’ extension [72] (from now on RISC-VV) released in
September 2021, enables the use of vector instructions in RISC-V. Similar to SVE, RISC-VV
is a vector agnostic architecture meaning we can execute the same code in CPUs or accelerators
implementing different VPU length. The ISA features instructions supporting operations on
scalar, vector and matrix elements, on FP and fixed-point data types. The Xuantie910 [1 1] from
Alibaba is one of the first commercial implementations of the RISC-VV architecture and its
designed to accelerate their cloud applications.

In this thesis we focus on the NEC VE and the RISC-V'V vector architectures. These archi-
tectures permit aggressive implementations that exploit the inherent high data-level parallelism

found in many state-of-the-art compute-intensive workloads in fields like HPC, Al, etc.

2.1.3 MUSA and MUSA-RISCYV simulators

In this thesis, we employ two different simulation toolchains to produce the performance
modeling results. On one hand, we extend the MUSA architectural simulator to obtain the large
design-space exploration results we present in Chapter 3. Below, we provide details about the
status of the MUSA [29, 30] workflow before our work extending it. On the other hand, we use
the MUSA-RISCV simulator to obtain the results used in the performance figures in Chapter 5,
dedicated to HPCG optimization. The MUSA-RISCV simulator toolchain differs greatly from
the original MUSA. We describe the details of such new toolchain in Section 5.4.

Given the increasing complexity of HPC systems, the ability to predict and fine-tune appli-
cation performance for selected hardware designs that are deemed of paramount importance to
system architects. Architectural simulators are used for that purpose. Prior work [29] introduced
MUSA, a comprehensive multi-scale methodology to enable fast and accurate performance
estimations of large-scale HPC machines. The methodology captures inter-node communica-
tion as well as intra-node micro-architectural and system software interactions by leveraging
multi-level traces. These traces also allow for different simulation modes and execution replay

to quickly extrapolate results of entire hybrid applications running on large-scale systems with
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tens of thousands of cores. Methodologies like MUSA can therefore help understand current
and future scientific application performance on systems not yet available on the market and
identify the best design points.

MUSA employs two components: (i) a tracing infrastructure that captures communication,
computation and runtime system events; and (i1) a simulation infrastructure that leverages these

traces for simulation at multiple levels.

Tracing: The initial step is to trace an application’s execution at multiple levels. Given our
targeted hybrid programming model, we start tracing each MPI process representing a rank with
a single thread. This trace file contains coarse-grain information about the MPI communication
phases as well as high-level computation information of the runtime system events.

In addition, MUSA requires instruction-level instrumentation for computational phases,
such as the operation code, the program counter and the involved registers and memory
addresses. Such detailed instrumentation is deferred to a separate native execution due to its
higher overhead that might alter application behavior. Hence, when tracing in detailed mode,
the timestamps taken in the initial coarse-grain trace are used to correct any deviation in the
behavior of the application introduced in the detailed trace step.

This tracing methodology generates traces that allow simulations even if the characteristics
of the simulated computational node (e.g., the number of cores, the memory hierarchy) or the
communication network change. As a result, it is possible to perform architectural analysis of
a large design space using the same set of traces, reducing trace generation time and storage

requirements.

Simulation: The methodology initially identifies the different computation phases for each
rank using the initial coarse-grain trace, which are independent and can be simulated in parallel.
Each of these rank-level computation phases is simulated with the specified number of cores,
and parameters of the microarchitecture and the memory hierarchy. MUSA is able to simulate
an arbitrary number of cores per rank; to accomplish this, MUSA injects runtime system API
calls by using the runtime system events recorded in the trace, effectively simulating the runtime
system, including scheduling and synchronization for the desired number of simulated cores.
After the computation phases have been simulated, MUSA replays the execution of the
communication trace events in order to simulate the communication network and generate
the final output trace of the simulation. During this process, the durations of the computation
phases are replaced by the results obtained in the simulations, and the communication phases
are simulated using a network simulator. At the end of this process the entire simulation is

complete and the output trace is generated for visualization and inspection.
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2.2 Scientific kernels and applications

2.2.1 Sparse Matrix formats for SpMV

In this section, we introduce relevant state-of-the-art sparse matrix formats that set the grounds
to build our long vector architecture targeted optimizations for SpMV.
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Figure 2.2: Data layout representation of SELL-C-o with Column Blocking and Divergence
Flow Control optimizations.

CSR The Compressed Sparse Row (CSR) is one of the most commonly used formats to
represent sparse matrices. It stores the values and column indices of the number of non-zero
(NNZ) elements in two separate arrays in row order. A third array keeps a pointer to the starting
position of every row in those arrays. The main advantages of CSR are its large compression
ratio for any type of matrix element distribution, and the possibility to sequentially accesses
the A values and column indices. Its main disadvantages are lack of suitability for vector
architectures, and poor locality of x accesses.

ELLPACK ELLPACK [43] is designed to perform efficiently in GPUs and vector architec-
tures. Compared to CSR, it offers improved locality of memory accesses to x by storing and
accessing non-zero elements in column order at the cost of additional storage. For a matrix
A of size M x N with a maximum row size of K, it requires an array of size M x K to store A.
The two left-most drawings in Figure 2.2 visually describe how a sparse matrix is compressed
and represented in ELLPACK. The main downside of ELLLPACK is that it only offers good

performance and compression as long as the stored matrix has a regular NNZ elements per row.

Sliced ELLPACK SELLPACK [64] optimizes the ELLPACK format to improve storage

efficiency and throughput for both regular and irregular matrices. In this format, matrix rows
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are ordered by their NNZ. Then, the matrix is logically divided into slices of a fixed number of
rows. Rows are padded with zeroes to match the longest row within the same slice, as opposed
to ELLPACK that matches the longes row in the whole matrix.

SELL-C-0 SELL-C-o [48] introduces the idea of limiting the sorting window to avoid
reordering the whole matrix. SELL-C-o addresses two main issues: i) the large cost of sorting
matrices with a large number of rows; and ii) the exploitation of the natural locality in accesses
to x of adjacent rows, since applying a total sorting of the matrix can harm such locality.
The sorting window size is defined by the ¢ parameter, which is typically a multiple of the
maximum length of the SIMD or vector unit.

ELLPACK Sparse Block (ESB) ESB [54] introduces two additional optimizations to reduce
bandwidth requirements: column blocking, and the use of a bit array to mask instructions. In
an effort to improve the locality of accesses to x, ESB splits matrices into blocks of columns or
slices. ESB uses a bit array data structure to store a one-bit mask for each column of the slice.
A bit is set to one for each non-zero element in the column. This information is later used to
mask the elements of the SIMD operations. It achieves large compression rates since it does
not require zero-padding.

Figure 2.2 represents the logical steps to convert a sparse matrix to the SELL-C-o (with
blocking) format during the preprocessing phase. In this simplified example we consider the
parameters: C =4, 0 = 8 and num. blocks = 2. The natural representation of the matrix is
divided into two separate blocks of Block size columns. Then, the rows of each block are
ordered by size within a so-called ELLPACK window, i.e., within the orange region containing
contiguous chunks of ¢ rows. The rightmost drawing (SELL-C-o slices) shows the final
data layout within a window where two slices are highlighted in light-yellow and light-orange.
Elements within each slice, including the zero-padding are stored contiguously in column-major
order, if no optimization is applied. If the Divergent Flow Control optimization is applied
(described in Section 4.3.2), the elements are stored in the same column-major order, but

without any zero-padding. Red lines in the rightmost drawing of Figure 2.2 represent this order.

2.2.2 HPCG benchmark and optimization

The High-Performance Conjugate Gradient (HPCG) benchmark solves a symmetric sparse
linear system representing the 3D semi-regular grid of a finite element problem. It uses
the Conjugate Gradient method to precondition the sparse linear system on each iteration to

approximate faster to a solution.
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Algorithm 1 CG algorithm
Input: xo,A

1: ro < b—Axg

2: for (i = 1;i < max_iterations;i++) do

3 i My > MG(SpMV, SymGS)
4. 1tz <— (I”l',l,Zl') > DOT
5: if i =1 then

6 Di < Zi

7 else

8 pi < zi+ (rtzi/rtzi—1) pi-1 > WAXPBY
9: end if
10: O <— rtzi/(p,-,Ap,-) > SpMYV, DOT
11: Xi+l < X+ 0Oyp; > WAXPBY
12: rip1 < ri — OGAp; > WAXPBY
13: if ||ri||2 < threshold then > DOT
14: break
15: end if
16: end for

Algorithm 1 is the pseudocode representation of the Conjugate Gradient method used in
HPCG. Next to each line, we annotate the corresponding main kernel. Vector scale and add
(WAXPBY) and dot product (DDQOT), are vector-vector operation kernels. Sparse Matrix-
Vector multiplication (SpMV) and Symmetric Gauss-Seidel (SymGS), perform matrix-vector
operations. SpMV and SymGS are the most time-consuming kernels of HPCG, roughly rep-
resenting a 97% of the execution time [73]. Both kernels have also low arithmetic intensity
and very similar access pattern, and often suffer from memory bandwidth performance bottle-
necks. Additionally, using the default out-of-the-box (Vanilla from now on) implementation
of both kernels, it is very challenging to produce an efficient vector code, even with manual
vectorization. In order to maximize the HPCG performance, it is necessary to modify the code

to improve memory accesses and vector unit utilization.

2.2.3 State-of-the-art HPCG optimizations

Following, we break down the two most relevant state-of-the-art HPCG tuning proposals
targeting long vector architectures. A first proposal [44], demonstrates the benefits of using
i) ELLPACK (ELL) matrix format [43], ii) Hyperplane ordering [2] (more often known as
level-scheduling) and iii) selective caching in the on-chip scratch-pad memory available. In

future references, we will refer to such set of optimizations as Basic Vectorization. The proposal
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is evaluated in the SX-ACE compute system [63] and achieves roughly 30 GFlops (a 11.9%
performance efficiency). For reference, the SX-ACE is the previous generation of the VE.

A subsequent proposal [47], extends the work of the Basic Vectorization, and adds an
additional set of optimizations to boost the HPCG performance in long vector accelerators.
The most relevant changes are: iv) the use of a L+U, Halo, Diagonal matrix data structure
decomposition, v) tweaking the SymGS algorithm to reduce the number of floating-point
operations in half and vi) fusing kernel routines that operate over the same data consecutively,
improving temporal locality of the accesses to the cache. In future references, we will refer
to this set of optimizations as Advanced Vectorization. All optimizations together add to a
total performance of 128.8 GFlops in a VE (model 10B) accelerator, a 5.99% performance
efficiency.

Our work takes the Advanced Vectorization as a starting point and we build our contributions
on top of it. In the following paragraphs, we provide details of the most relevant vectorization
optimizations proposed by previous work. Further ahead in Section 5.3, we discuss and pro-

vide implementation details about our optimizations extending the state-of-the-art vectorizing
HPCG.

Halo Upper

[TTTITTT T

(1713) 4omon

Diagonal Array

Halo Upper (ELL)
(173) 4emo7 ojeH

a) Natural representation b)L+ U c) Halo d) Diagonal

Figure 2.3: A matrix data layout decomposition into L+U, diagonal and Halo.

Data structures layout The two main data structures are the sparse matrix A and the vector
x. Storing the matrix A in memory means storing the indices of the non-zero elements and
their values. Optimizing the data layout of this information in memory is key to achieve
performance. The default HPCG 3.1 code, stores the values of matrix A in a format equivalent
to CSR (Compressed Sparse Row) where data is stored sequentially by rows. However, using
ELL format is a better choice in this case. ELL is a well-known suitable format for vector
architectures [43, 7]. In kernels like SpMV and SymGS it allows a straightforward use of

vector instructions to perform operations on several rows in parallel. To support more complex
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optimizations, further layout modifications to the A data structures are required. Figure 2.3
shows a natural representation of a matrix similar to A in HPCG decomposed into L+ U, Halo,
Diagonal. In this new layout, the matrix A is split into Lower (L) and Upper (U) triangular
matrices. Each triangular matrix is formated in ELL and then stored sequentially one after
the other. The diagonal elements of the matrix are stored in a separate vector. The halo
boundary elements of the matrix (AH) are stored in a separate ELL data structure also split in a
lower-upper fashion. This new data reorganization enables total or partial SpMV and SymGS

efficient operations on the matrix using a single data structure.

Level scheduling In addition to the data structure changes, further modifications are needed
to obtain good parallelism and an efficient vectorization on SymGS. Some elements in the
matrix might have compute dependences between them, making impossible to process them
in parallel. A well-known technique to improve parallelism in SymGS is coloring. Coloring
relaxes some dependencies between elements of the matrix, to create groups (called colors)
of consecutive rows that can be computed concurrently, at the cost of slower convergence.
Another approach is to group the rows based on the level-scheduling algorithm [2]. In this
case, every group (called level) contains only elements that can be processed in parallel without
breaking any compute dependency. Therefore not requiring additional iterations to converge
to the solution with respect to the sequential approach. Even with strongest constraints, level-
scheduling is suitable for highly regular sparse symmetric matrices (like the one in HPCG)
where it is able to find enough row parallelism creating large levels to efficiently exploit wide

vector units.

Algorithm tweaks There are several opportunities to increase performance by reducing the
total number of floating-point operations required to solve the linear system. On one hand, once
the matrix is stored in three separate data structures (L+U, Halo, Diagonal decomposition),
it is possible to reformulate the SymGS algorithm to save half of the compute operations and
loads from memory, which has a significant impact on the performance. This is a well-known
technique also applied in several hardware vendor implementations [47, 68, 67, 55].

On the other hand, we can improve memory access locality by merging consecutive kernels
that operate over the same data. For example, we fuse the SpMV and DDOT, and WAXPBY
and DDOT operations (see Algorithm | lines 10 and 12 respectively). This last optimization
requires a relatively small modification in the code and yields a 1.9% performance increment.

Kernel vectorization On the Advanced Vectorization implementation the SymGS and SpMV
routines call to a vendor proprietary library from NEC. Such library is heavily tuned for the VE
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and achieves very high performance. Additionally, the simple WAXPBY and DDOT routines
are replaced by modified versions including custom NEC compiler directives to facilitate a
more efficient vectorization by the compiler. Since we can not access the code of such library,
we replace the calls to SymGS and SpMV by our own implementation written with public API
vector intrinsics for both the VE and RISC-VV [56, 72]. We also implement our own WAXPBY
and DDOT kernel routines. We provide more detailed comments about the implementation and

optimization of these four routines in Section 5.3.

Other optimizations The pre-process of HPCG is factored into the benchmark performance
measurements. Meaning poorly optimized data structure transformations, for example, the ones
required to obtain the L+ U, Halo, Diagonal decomposition or reordering the matrix, might
introduce a noticeable performance degradation in the final GFLOP count. For reference, in
our experiments, adding an overhead of 1.5 seconds spent in pre-processing routines resulted
in a performance degradation of 2.7%.

Additionally, the same work discusses the use of specific device optimizations, like using
tiling of the shared caches. In the particular case of the VE, tiling the last level cache partitions
the single shared coherence domain into two. In the context of an MPI application, where
processes do not share memory, tiling reduces unnecessary cache conflicts and provides roughly
10% performance benefits running HPCG in the VE. Since this paper focus on optimizations
applicable to long vector architectures in general, we do not include the tiling optimization in

our experiments executed in the VE.



Chapter 3

A Design Space Exploration of

Next-Generation HPC machines

This chapter develops the contributions introduced in Section 1.1.2. The chapter is organized as
follows. We discuss the related work in Section 3.2. We describe our work extending MUSA
methodology in Section 3.3.1. We introduce our experimental setup in Section 3.3.2. We

perform the design space exploration of next-generation HPC systems in Section 3.4.

3.1 Introduction

In Section 2.1.1, we discuss about the rapid changes in technology in current compute systems.
In this chapter, we undertake a design space exploration study that considers the most relevant
design trends we are observing today in HPC systems. To perform this study, we follow a
recently introduced multi-level simulation methodology (MUSA) [29]. MUSA enables fast and
accurate performance estimations and takes into account inter-node communication, node-level
architecture, and system software interactions. We extend MUSA in multiple ways to perform
a detailed evaluation of the impact of a set of identified key design trends on relevant HPC

applications. The contributions of this chapter are:

* We extend an end-to-end simulation methodology called MUSA. In particular, we add
support for a larger set of OpenMP pragmas, multiple target architectures, a model for
vectorization, performance and power modeling of emerging memory technologies, and
processor power estimations. The resulting infrastructure can target a wide range of
HPC applications, and provide performance and power estimations of the trends that are
currently dominating in HPC.
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* We perform large-scale simulations comprised of 256 MPI ranks, each representing
a compute node, and up to 64 cores per node adding a total of 16,384 cores. Our
design space exploration methodology analyzes current HPC trends by factoring in the
relevant architectural parameters, for which we derive over 800 different architectural
configurations. We simulate each of the 5 selected representative HPC applications with
these configurations and provide estimations for performance, power and energy-to-

solution.

* Through our extensive design space exploration, we provide hardware and software

co-design recommendations for next-generation large-scale HPC systems.

3.2 Related Work

Subsystem simulators are common tools that allow us to obtain performance predictions and
assist computer architects into designing specific parts of the HPC systems. Mubarak et al.[66]
propose CODES a fast and flexible simulation framework to model state of the art Torus and
Dragonfly networks at a large-scale. Compared to this, our work focuses on a multi-level
simulation of the whole parallel system.

Early proposals [90, 31, 16] offer solutions targeting large-scale systems capable of simu-
lating thousands of nodes, but their frameworks focus mainly on network events and they not
model CPU components or system software interactions in detail.

Wang et al. [85], present a multi-level simulation framework that is capable of modeling in
detail many parts of the system architecture including power estimations but is limited to single
node applications.

SST is a multi-scale simulator often used in combination with other simulators to model
distributed applications. In BE-SST, authors combine SST with coarse-grained behavioral
emulation models abstracting from microarchitectural details in favor of simulation speed.
Other implementations integrate SST with a highly accurate simulator but require too costly
full system simulations to produce a wide set of experiments [38, 70].

With the same objective, application specific analytical models [62, 40] use a small set
of parameters to predict performance for a single application on large systems. Once those
models are created and validated they are able to predict performance accurately with negligible
compute and time cost. The main downside of these models is that they have little flexibility;
any significant change in the application or hardware architecture requires the model to be
updated, refined and validated again. Our methodology focus on hardware microarchitectural

exploration and iterative fast co-design; new features can be tested on all applications the
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moment they are included in the simulator with enough level of detail to study in depth

hardware-software interactions.

3.3 Methodology

In order to be effective, we need to ensure the employed methodology captures the trends and
the characteristics of the technologies under consideration, as well as main design constraints
such as power consumption. In this chapter we significantly extend MUSA to support modeling
of key aspects to enable accurate performance estimations of large-scale HPC systems that
will make use of the technologies mentioned before. The following section describes these
extensions that are later used to perform a comprehensive design-space exploration analysis of
large-scale HPC systems.

3.3.1 Extending MUSA for Practical Design-space Exploration

We extend MUSA in multiple ways that not only allow us to capture the technological trends
described before, but also enable exploration of a wider range of applications on different
hardware architectures. The following paragraphs describe the functionalities added to MUSA
for producing the results we present in this chapter.

Support for OpenMP parallel for constructs: The tracing infrastructure had support to
trace applications based on tasks, both based on the OmpSs programming model[ | 8] and the
tasking features introduced in OpenMP 3.0 [15]. This was a limiting factor that did not allow
us to trace applications of interest that use classic parallel for constructs, restricting exploration
studies to a small set of application choices, thus narrowing co-design opportunities. For this
reason, we extend the tracing infrastructure to support parallel loops as well as other common
directives like omp critical. Therefore, MUSA 1is able to target a wide range of applications,
making design-space exploration studies more robust and with a better coverage of application
characteristics.

Support for multiple architectures: The tracing infrastructure was based on the dynamic
binary translation tool PIN [60]. However, PIN is x86-specific and has some pitfalls that are
not easy to overcome. For example, it is closed source code and comes with its own version
of libc, which is not c++11 compliant. This can lead to stiff restrictions when compiling
applications that need full compliance with this standard, either directly or through any external
library. To overcome these issues, we port the entire tracing infrastructure to DynamoRIO [19],
which allows MUSA to support both x86_64 and Armv8 binaries while also removing all

the restrictions that PIN imposes with its embedded libc. As we did with our PIN traces, we
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also validate that DynamoRIO traces are accurate. When compared to PIN traces on an Intel
Xeon E5-2670, the differences in terms of loads, stores, and micro-instructions remained below
0.14%, 0.27%, and 2.40% respectively for all tested applications.

Support for vectorization: We consider a simple and practical model to enable simulations
using different vector lengths while reusing the same application instruction trace. When
our instruction tracing infrastructure finds a vector instruction, our internal decoder breaks
them into scalar instructions with a special marker, effectively obtaining a trace with only
scalar instructions. During the simulation step, if a vector length of 128 bits or wider has been
requested, we fuse the marked instructions in order to simulate the specified vector length.
For example, if a 128-bit vector length is specified, two arithmetic instructions are fused into
one, while memory operations are also fused but its size is doubled to account for memory
bandwidth. This mechanism trivially works for vector lengths of the same size or narrower than
the one used during the tracing step. However, we also enable simulations with wider vector
lengths by applying this fusion-driven mechanism to dynamic instructions corresponding to the
same static instruction of the same basic block. We require a basic block to be executed several
times in a row to apply the fusion mechanism. While this simple model may overestimate
the vectorization impact, it is useful to indicate the potential that current HPC codes have for

performance improvements when exposed to long SIMD register sizes.

Support for emerging memory technologies: A key component that significantly impacts
the performance of current and future HPC machines is the employed memory technology. To
enable MUSA to accurately model a wide range of emerging memory technologies, we add
interfaces into our architectural simulator to support a fast and extensible external memory
simulator, Ramulator [42]. Ramulator is able to model a wide range of commercial and
academic DRAM standards, including: DDR, LPDDR, HBM, and Wide-1O. In addition, for
most of these standards, Ramulator is also capable of reporting power consumption by relying
on DRAMPower [10] as a backend. We integrate these tools into our toolflow, providing a

robust infrastructure to obtain performance and power estimations for the memory subsystem.

Support for power estimations using McPAT: We also integrate the McPAT [51] modeling
framework into our toolflow to obtain power estimations of the simulated multicore. We feed
MCcPAT with the different architectural descriptions, as well as the simulation statistics, to

obtain power estimations of the different cache levels and key core hardware structures.

The sum of these new features makes MUSA a robust tool to perform exhaustive design-
space exploration studies that can cover a wide range of applications, potentially on different

architectures, as well as hardware trends like vectorization and emerging memory technologies.
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3.3.2 Design space exploration

This section describes the methodology we employ to carry out our design space exploration of
HPC architectures.

Architectural Parameters

After reviewing the HPC systems landscape, we select a set of important compute node
features in current and upcoming HPC architectures. These features expose relevant energy and
performance trade-offs when considering different HPC workloads. We focus our exploration
on six features: number of cores in a socket, out-of-order (OoO) capabilities of the core,
memory technology, floating-point unit (FPU) vector width, CPU frequency and cache size.
Per each feature, we explore a set of possible values that are based on newly added Top500
systems or near-future announced systems [23, 65, 33, 75, 61]. Based on this information, we
use 32 to 64 cores per socket with clock frequencies ranging from 1.5GHz to 3GHz. We define
four types of core pipelines by modifying their OoO capabilities: a modest but floating-point
capable, close to in-order, low power core, with three floating-point units and small issue width
and buffers; two server-class cores in the medium high range; and an aggressive high-end
configuration with an issue width of eight instructions, large hardware buffers, and up to four
floating point units. To tweak the memory hierarchy we modify the L2 (private) and L3 (shared)
cache sizes as well as the number of off-chip memory channels using DDR4-2333 technology.
The private L1 cache size is fixed to 32kB per core. Lastly, we also explore the impact of
using 128-bit, 256-bit and 512-bit wide floating point units. Table 3.1 shows a detailed list of
all the parameters and values we explore and the names (labels) we will use to refer to them.
We consider each possible combination of architectural configurations, running in total 864

simulations per application.

HPC Applications

To perform our experiments we use five HPC applications: HYDRO [49], a simplified version of
RAMSES [80] that solves compressible Euler equations of hydrodynamics using the Godunov
method; SP and BT multizone NAS benchmarks [84], which implement diagonal matrix
solvers; LULESH [39], which implements a discrete approximation of the hydrodynamics
equations; and Specfem3D, which uses the continuous Garlerkin spectral-element method to
simulate forward and adjoint seismic wave propagation on arbitrary unstructured hexahedral
meshes. For each application we adjust the input sets to potentially have enough parallelism

when running on 256 MPI Ranks, one per node, and 64 cores per node, 16,384 cores in total.
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L.3:L2-caches Size / associativity / latency

Label L3 L2

32M:256KB 32MB/ 16/ 68 256kB/8/9

64M:512KB 64MB /16 /70 512kB /16 /11

96M:1MB 96MB /16 /72 IMB/16/13

Core 000 Issue&  Store #ALU/ IRF/
Label ROB commit buffer #FPU FRF
low-end 40 2 20 1/3 30/ 50
medium 180 4 100 3/3 130/70
high 224 6 120 4/3 180/100
aggressive 300 8 150 5/4 210/120
Other param. Values

Frequency [GHz] 1.5,2.0,2.5,3.0

Vector width [bits] 128, 256, 512

Memory [DDR4-2333] 4-channel, 8-channel

Number of Cores 1, 32, 64

Table 3.1: Simulation architectural parameters and values used in our design space exploration
including: cache size, associativity and latency; and OoO details like Reorder buffer (ROB)
and Integer/Float Register File (RF).

All applications use a hybrid programming model, either (MPI+OpenMP) or (MPI+OmpSs).
OmpSs [18] and OpenMP [15] (since ver. 3.0) allow the annotation of parallel regions as tasks
with input and output dependencies. During execution, OmpSs runtime system is in charge of
scheduling task instances to the compute units. We compile all applications with GCC 7.1.0
and OpenMPI [24] 1.10.4. In GCC we use the -O3 optimization flag and force -msse4.2 in
order to generate binaries with Intel SSE4.2 (128-bit width) SIMD instructions.

For the purpose of workload characterization and analysis discussion, in Figure 3.1 we

show runtime memory access statistics that we obtain in our detailed hardware simulations.

Tracing and Simulation Infrastructure

For our experiments, we use a toolchain that implements the MUSA methodology. It allows us
to obtain traces and to perform simulations at different levels of abstraction as we describe in
Section 3.3.1. We obtain application traces using two lightweight tracing tools: Extrae [21] and
DynamoRIO [19]. For each application we obtain two traces: a high-level trace (burst) using
coarse-grained instrumentation and a low-level trace using fine-grained instrumented (detailed).
The burst trace captures the events through the execution of the whole application. However,

we only trace in detail a sample region of each application: in our applications, tracing one



3.3 Methodology 37

| 1-MPK| | 2-MPK| | 3- I\/IPKJ_.h Giga-MemRequest/s

103 3
© o
2 c‘(\l Y <t
10 . N o
101 Lnoo X ©o -
100 W@e s | | =8
o 1 I
107t - IS_F | | N
o
1072 T
o s G
" (V)]
32 core x 256 Ranks 64 core x 256 Ranks

Figure 3.1: Application runtime statistics: Misses Per Kilo Instruction (MPKI) of caches and
Billions of requests to main memory per second.

iteration (usually the second) of one MPI rank, is enough to capture a representative sample
of the computational behavior of the application [29]. Obtaining the low-level traces takes
between 1 and 5 hours depending on the application.

For detailed instruction-level simulations we use TaskSim [71] and Ramulator. Full applica-
tion simulations are driven by Dimemas [5], which implements a high-level network model and
is capable of integrating the accurate timing values that we obtain doing detailed simulations
with TaskSim. Each of the 864 simulations takes between 2 and 50 hours depending on the

application.

We obtain node power estimations using McPAT [51] and DRAMPower [10]. During
TaskSim simulation Ramulator generates DRAM command traces that DRAMPower uses as
input. Although Ramulator splits that trace into a different file for every channel and rank,
DRAMPower does not support multi-rank DIMM simulation. Instead, we specify power
parameters using single rank DDR4 datasheet from Micron [1]. In simulations with four
channels we attach eight DIMMs for a total of 64 GB while in simulations with eight channels
we attach 16 DIMMs for a total RAM of 128 GB. All power measurements take into account
both static and dynamic power.

Dimemas and TaskSim, have been validated using the MareNostrum III supercomputer
and three MPI+OpenMP codes obtaining a < 10% relative error [29, 25]. Previous work [42]
describes how Ramulator is validated. We use the latest model adjustments in McPAT for
state-of-the-art CMPs in order to improve accuracy to < 20% error [86]. DRAMPower claims
to have < 2% error [22].
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3.4 Evaluation

3.4.1 Scaling Analysis of Applications

Speed-up

Number of Cores per Node

(a) Single compute region of the application.

70
=@ hydro L -
60 —A— spmz - ="
5 -8 btmz - ----------- R o -
. -
40 —#— spec3d : -

Speed-up

Number of Cores per Node

(b) Full application parallel region.

Figure 3.2: Scaling of applications using hardware agnostic simulations: a) measures a single
representative compute region without MPI communications, b) measures the whole parallel
region including MPI overheads.

Programming parallel applications to scale efficiently in next-generation systems where we
expect to have a high number of distributed compute elements is a challenge. Understanding
the code parallelization approach and scaling limits of applications is very valuable knowledge
that helps to explain possible unexpected hardware interactions: for example, underusage of
shared resources like memory buses and caches in memory intensive applications due to a low
number of concurrent tasks in a processor. In this section, we show a scaling analysis of the
five applications that are object in this study. We have been able to identify and quantify the
source of parallel programming-related bottlenecks limiting scalability like MPI overheads
or OpenMP task scheduling bottlenecks. We use the MUSA burst mode to obtain traces of
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Task and control dependencies @ sim_trace_64.prv-0001.prv
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Figure 3.3: Low level task parallelism is the main cause for low parallel efficiency in
Specfem3D. Many CPUs remain idle (in gray) during the whole execution, while few are
populated with tasks (in color). X axis represents time, the Y axis represents the thread number.

the compute and MPI regions. These traces drive the simulation of applications in nodes with
up to 64 cores. In burst mode, no details of the processor architecture are modeled and task
execution time is not affected by penalties from shared cache contention or memory bandwidth

exhaustion (see Section 2.1.3); we call this hardware agnostic simulation.

In Figure 3.2a we simulate a single representative compute region of each application;
across applications, we observe an average parallel efficiency of roughly 70% at 32 cores,
dropping rapidly to 50% at 64 cores. HYDRO is the only application whose main compute
region scales over a reasonable > 75% parallel efficiency in systems with 64 cores per node.
We analyze with visualization tools [69] traces containing task execution and task scheduling
events generated during the simulation of applications in burst mode. In them we observe that
the main overall source of performance losses at 32 and 64 cores for all codes is the lack of
task level parallelism. Even using relatively large input sets, the main parallel compute regions
in all applications except HYDRO do not have enough fine-grained task granularity to fill all
cores simultaneously. In Figure 3.3 we can appreciate this behavior in Specfem3D, where most
tasks (colored) are scheduled only in few of the threads while the rest remain idle (middle
horizontal gray area). We also find important serialized execution segments in all applications
except SPMZ. Lastly, thread level load imbalance is the main issue limiting LULESH scaling
potential on 64 core configurations.

To further study the additional overhead of MPI communications on top of the code paral-
lelization issues, we integrate all compute regions together with all MPI regions. Figure 3.2b
shows the achieved scalability without considering initial data structure allocation and final I/O
operations. Same as before, we do not consider shared caches or memory bus contention effects
inside the node. We simulate a network with a bandwidth and latency similar to Marenos-
trum IV [61]. In this case, average parallel efficiency scales up to 49% and 28% when using

configurations with 32 cores or 64 cores respectively. By analyzing MPI communication traces
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we observe that: i) message passing represents a minimal part of the total MPI overheads;
ii) load imbalance, across different MPI ranks in the presence of synchronization barriers,
causes a significant loss of performance in all applications except for HYDRO. In figure 3.4
we appreciate this behavior: colored in red the actual time spent point-to-point calls, in pink

MPI_AIlIReduce regions causes all ranks to synchronize.

MPI call @ lulesh_064cores.prv

THREAD 1.1.1
M outside MPI
THREAD 1.73.1 B MPI_Isend
EMPI_Irecw
THREAD 1.145.1 E MPI_Waitall
B WPI_Allreduce

11,224,672 us 2,078,478 us | MPI_Finalize

Figure 3.4: Visual timeline of a trace representing MPI and compute phases. Significant
unnecessary time is spent in MPI_Barriers due to load imbalance in LULESH. X axis represents
time, the Y axis represents the rank number.

3.4.2 Hardware Exploration

Next, we present our design space exploration based on detailed hardware simulations for six
main architectural components. For each component, we discuss the results that we provide
in form of performance, power dissipation and energy-to-solution figures. To quantify the
performance impact of each individual component, our plots represent the average values
obtained by normalizing each simulation against another simulation that shares all the other
architectural parameters except the one we are quantifying.

For example, in Figure 3.5a we measure the impact across applications of increasing
the FPU vector width. Considering that we have a total of six parameters, a simulation
instance would be {x,y,z,s,7,128bit}, where x,y,z, and t represent a specific value for each
of the other architectural components parameters. Then, we normalize the execution time
of each simulation with vector width = 256-bit against its baseline simulation that shares all
the other architectural parameters, i.e., we would normalize {x,y,z,s,t,256bit} against our
baseline {x,y,z,s,7,128bit}. In this case, with a total of 864 simulations per application, we

are averaging 96 samples per bar.

FPU vector width

Figure 3.5 summarizes the performance-energy trade-off when we increase the vector Floating

Point (FP) registers used for SIMD operations in each core. Results for 32 and 64 core configu-
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rations are very similar. Excluding LULESH, wider 512-bit FP units yield 20% (HYDRO) to
75% (SP-MZ) application performance speed-up; 40% on average.

As we describe in Section 3.3.1, the TaskSim approach to simulate SIMD instructions
targets loops containing vector instructions that run for a large number of iterations. In codes
with loops with a very short iteration count, like LULESH, our approach does not detect any
potential for performance improvement by extending the vector size.

Measuring the Core+LI component in Figure 3.5b, we see that using 512-bit vector width
translates into an average power increment across applications of 60% with respect to 128-bit
units in each core. As expected, the core power consumption is relatively larger in compute-
intensive applications like HYDRO and BTMZ than in memory bound counterparts. As a
consequence, we appreciate a larger impact in the power consumption of applications that are
compute-intensive, when increasing the vector units width. In terms of energy-to-solution, in
all applications except LULESH, 256-bit configurations obtain 3% to 18% energy savings.

A careful analysis of the current auto-vectorization extracted from the applications under
study shows that the auto-vectorization is enough to start obtaining gains from 256-bit vector
units, but we lack manual vectorization or more efficient compiler auto-vectorization techniques
in order to benefit from larger vectors.

We observe important timing differences when HYDRO is executed with L2 cache configu-
rations smaller than 512KB. Configurations that perform more accesses to main memory are
slower and have less throughput. In consequence, the stress to the individual compute units
inside each core is also reduced. This allows to such units to scale better in relative terms
when we upgrade them; absolute execution time will still be lower due to the slower additional
memory accesses (see Fig. 3.6a). For the same reasons and in a similar case, when using
smaller cache and low-end core configurations in BTMZ, widening the FP units from 128- to
256-bit yields a higher relative speedup compared to faster cores with bigger caches and better
000 capabilities.

Cache sizes

Figure 3.6 shows how only modifying L2- and L3-cache sizes affects performance in our
simulations; at 64 cores, upgrading to a cache configuration with 96MB:1MB (1.5MB:1MB
per core) results in an 11% average speedup across applications.

Fitting the workload dataset in cache has a huge impact on performance. In HYDRO we
obtain a 4 x drop in L2-cache MPKI when upgrading the L2-cache size from 256 kB to 512 kB
per core, meaning that the main working set of HYDRO fits in less than 512 kB. This translates
into a 21% average performance improvement for HYDRO. In the case of BTMZ and LULESH,

we also obtain 9% and 12% speedup respectively. Specfem3D shows no differences across
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Figure 3.6: Average simulation results varying L3- and L2-cache parameters. Normalized to
32MB:256KB cache configs.



44 A Design Space Exploration of Next-Generation HPC machines

cache configurations: although it obtains locality benefits using larger caches those are minimal
and it is not enough to compensate the increased latency per access to larger cache structures.

Figure 3.6b shows that with 64 cores, in configurations with 32MB, 64MB, and 96MB of
L3-cache, the L2+L3Cache component represents respectively around 5%, 10% and 20% of
the total power consumption. While the performance benefits when upgrading caches from
32MB:256KB to 64MB:512KB are significant in some applications; further upgrading from
64MB:512KB to 96MB:1MB at the cost of doubling the power budget of L2-/L.3-cache is not
justified due to smaller gains in terms of performance. Similar trends can be seen in the 32
cores configurations. Aside from Specfem3D, final energy reductions are minimal, around 5%
on average for 64MB:512KB and ~1% for 96MB:1MB.

Careful sizing of the L2 and L3 cache structures is necessary to minimize power consump-
tion while achieving a good level of performance. Based on our results, we find that 1MB
L3-cache and 512 kB L2-cache per core seem to offer the best trade-off. Note that we execute
our applications without any manual or auto-tuning optimizations. Also, adding software
optimizations, like cache blocking, to adequately fit application working sets into cache should
be specially considered in systems with a high number of cores per socket to improve the
energy consumption and reduce last-level cache miss overheads.

LULESH and HYDRO simulation results have a significant standard deviations of 5% and
15%, respectively. In LULESH, eight DDR4 channels compared to four DDR4 channels config-
urations achieve lower relative speedups when increasing L.2- and L3-cache sizes. Although in
absolute terms eight-channel configurations run faster, the relative improvement is lower. Also,
variations in HYDRO are caused by bottlenecks in configurations with more than 2.5 GHz

CPU frequency (see figure 3.9a).

Core Out-of-Order capabilities

In Table 3.1, we define four configurations to model different levels of core Out-of-Order
(O00) capabilities. The aggressive and low-end configurations are extreme cases that differ
considerably from the usual state-of-the-art type cores found in HPC systems. Between those
two, we simulate medium and high configurations to try to model cores with similar features to
the ones we find in current server processors.

In terms of performance (see Figure 3.7a), for the majority of applications, low-end ar-
chitectures are 35% slower than aggressive OoO configurations; 60% slower in the case of
Specfem3D. Additionally, intermediate configurations suffer less than 5% slowdown in all
applications except Specfem3D. We can appreciate similar results for 32 and 64 cores except

in HYDRO and LULESH. As we mention in Section 3.4.1 applications with low parallelism
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leave many idle cores throughout the whole execution, therefore task distribution in 32 and 64
core configurations is the same.

The low-end pipeline configurations consume around 50% less power than its high-end
counterparts (see Figure 3.7b), but as we discussed, these power savings come at a steep cost in
terms of performance. On the other hand, intermediate high and medium OoO configurations
consume 18% and 20% less power, respectively, across all applications, while still attaining
performance that is close to the aggressive OoO pipelines. Therefore, the additional power
that the aggressive cores consume is not translated into significant performance improvements,
which makes the high and medium OoO configurations better design points for a good trade-off
of performance and energy consumption (see Figure 3.7c). Additionally, we can observe
that heavy memory constrained applications such as LULESH are able to obtain great energy

savings since the impact in performance of the core compute capabilities is minor.

Memory channels

We evaluate memory configurations with four and eight DDR4 memory channels.

Figure 3.1 compares several memory metrics of our applications running on 64 core proces-
sors. Of all five, we find that only Specfem3D and LULESH have considerable high bandwidth
requirements. Although Specfem3D requires more memory bandwidth than LULESH when
simulating on a single core processor, at 64 cores it is the other way around: LULESH presents
much better performance scaling and the usage of memory bandwidth scales accordingly. In
Figure 3.8a we observe that despite the high bandwidth requirements of Specfem3D, increasing
the number of memory channels from four to eight does not yield performance benefits. On
the other hand, LULESH achieves up to 60% average speedup at 64 cores. Due to its very
high memory bandwidth utilization, only LULESH takes advantage of having extra memory
channels.

Upgrading from four to eight memory channels and populating them with DRAM DIMMs
increases total DRAM power consumption by almost 100%. Nonetheless, in 64 core configura-
tions, the impact of the memory component of this extra DIMMs over the overall total node
power consumption is roughly 10%. As we see in Figure 3.8c LULESH, as a memory bound
application, obtains on average 30% energy savings with eight channels.

As a side note, memory bandwidth consumption is another computational characteristic that
is expected to change significantly on improved versions of applications with better parallelized
codes capable of scaling efficiently up to 64 cores. For example, if SPMZ was able to scale
up to 64 cores with reasonable efficiency, it would demand more memory bandwidth than our
four channel configurations are able to provide and we would obtain clear benefits on eight

channel configurations. Another remark to consider is that, with the same micro-architectural
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configuration, the power consumed by memory can vary up to 20% from one application
to another. If we compare HYDRO with applications with similar core occupancy such as
LULESH, we observe that the total processor power consumption varies up to 5% in 64
cores configurations. Applications with many idle cores due to not having enough task level
parallelism, like SPMZ at 64 cores, vary up to 20% difference in power consumption compared
to HYDRO.

Frequency

We evaluate CPU frequency values from 1.5 to 3.0 GHz. For each step in frequency, we provide
MCcPAT with adequate voltage parameters to scale up voltage accordingly to 22nm process
technology. It is important to note that TaskSim uses the same frequency for all the components

of the chip, so the frequency at which L1, L2, and L3 caches run is the same as the CPU clock.

Figure 3.9a shows that all applications except HYDRO scale their performance linearly as
frequency increases. HYDRO encounters a scheduling bottleneck at high frequencies, tasks
are too small and the threads are not able to schedule tasks fast enough. This is a TaskSim
limitation as OpenMP/OmpSs runtime event timings are taken from the original trace. In real

systems, this issue is not expected to happen.

Regarding power, Figure 3.9b shows that when comparing 1.5 to 3.0 GHz there is a 2
increase in performance and a 2.5 increase in power consumption. It is almost linear so we
can consider that adding 1% in performance will increase by 1.25% the power consumption.
Commonly known, scaling up frequency is a good way to obtain higher performance but it has
a high power consumption cost. Frequency is a key aspect to consider and balance the different
clock frequencies of the different hardware components in a compute node.

3.4.3 Principal Component Analysis

In Section 3.4.2, we provide average performance and standard deviation to measure the
individual impact of each architectural feature. Even if bar plots are a convenient and straight-
forward way to visualize our experimental campaign, they do not provide insight about the
performance tradeoffs between different architectural parameters. To explore those, we use
Principal Component Analysis (PCA).

For each application, we find the principal components considering five variables: OoO
capacity, number of memory channels, SIMD width, cache size and the number of cycles of

that simulation.
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Figure 3.9: Average simulation results increasing CPU Clock Frequency. Normalized to
1.5GHz configurations.
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Next, we discuss our results when applying PCA to HYDRO and LULESH. Other applica-
tions show similar trends and insights. We consider just the 2GHz CPU clock frequency and

64-core simulations.
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Figure 3.10: PCA results: performance correlation between different architectural paremeters.

Figure 3.10 shows the two most relevant principal components (PC) labeled as PCO0, in the
x-axis, and PCI in the y-axis. For the case of LULESH, PCO explains more than 60% of the
variance and it clearly shows that the memory bandwidth parameters evolve in a similar way
as the total number of cycles. They evolve in an opposite way in the sense that an increase
in memory bandwidth implies a reduction in the total amount of CPU cycles that LULESH
requires. The cache size parameter has also a non-negative PCO value, which means that it
also related to the total cycles parameters for the case of LULESH, although not as much as
the memory bandwidth. The other two considered parameters, OoO capacity and SIMD width,
have no contribution to the PCO variable for the case of LULESH, which means that the total
cycles evolution is not related to them whatsoever.

In the case of HYDRO, the PCO axis stands for 42.64% of the variance. Both the OoO
capacity and the total number of cycles are major contributors to the PCO, which implies that
they evolve in a tight and opposite way. The larger are the OoO capacities, the smaller becomes
the total number of cycles for the case of HYDRO.
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SPMZ. specific config.

Label Core OoO FP Unit Cache(L3:L2) Memory

DSE Best. Aggressive 512-bit 96MB: 1M 8-Ch. DDR4
Vector+ High | 1024-bit 1 64MB:512kB | 4-Ch. DDR4 |
Vector++ High 2048-bit 1 64MB:512kB 4-Ch. DDR4
LULESH specific config.

Label Core OoO FP Unit Cache(L3:L2) Memory

DSE Best. High 512-bit 96MB: 1M 8-Ch. DDR4
MEM+ Medium || 64-bit || 64MB:512kB | 16-Ch. DDR4 1
MEM++ Medium 64-bit 64MB:512kB 16-Ch. HBM 1

Table 3.2: Application-specific architectural configurations. All of them in a 64 core setting
running at 2GHz.

3.4.4 Unconventional Configurations

We test two additional pairs of unconventional configurations for the SPMZ and the LULESH
codes (see Table 3.2). We select these two applications as the results shown in Section 3.4.2
clearly show that SPMZ and LULESH are very sensitive to the SIMD register size and the
memory bandwidth, respectively. In particular, results in Section 3.4.2 show how SPMZ
benefits significantly from increasing the SIMD widths while other parameters such as the size

of the 00O structures, cache and memory bandwidth have a minor impact in its performance.

Taking into account these observations, we simulate parallel executions of SPMZ consider-
ing architectures with increasing SIMD widths of 1024- (Vector+ configuration) and 2048-bits
(Vector++ configuration) while keeping the rest of the architectural features settings that give
the best possible performance-power tradeoff. LULESH is a heavily memory-bound application
which does not benefit from floating point computing capacity. We test both high-bandwidth
16-Channel DDR4 (MEM+) and HBM (MEM++) configurations. For all results presented
in this section, we compare the unconventional configurations against the best performing
configuration in terms of execution time of Section 3.4.2 (BEST-DSE) running on 64 cores at
2GHz.

As we see in Figure 3.11, compared to BEST-DSE, the Vector+ configuration for the case
of SPMZ achieves a performance increase of 1.13x with a similar increase in power while the

more aggressive Vector++ configuration obtains a performance benefit of 1.43 x but incurs in
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Figure 3.11: Performance, power and energy-to-solution of application specific configurations.
Normalized to the best result in Section 3.4.2 .

additional power consumption equivalent to 3.14 x the baseline. Overall, the Vector++ suffers
a pronounced 2.5 X increase in energy-to-solution.

With respect to LULESH, we achieve a 47% reduction in energy-to-solution by using
narrower FPUs units and a performance increase of 7% by doubling up the memory bandwidth.
Moreover, if we consider very low latency memory (MEM++), we can further achieve up to
1.30x speedup over DSE-BEST. It is not possible to provide energy measurements regarding
the MEM++ configuration due to the lack of data describing the energy consumption of the
HBM technology, although previous studies indicate that it would consume less power than the
MEM+ configuration [41].



Chapter 4

Efficiently Running SpMYV on Long

Vector Architectures

In the previous chapter, we analyze with simulations the interactions of specialized architec-
tures to improve efficiency in HPC workloads. However, we observed the particular case of
LULESH uncapable of taking advantage of wide SIMD units, thus, the most efficient hardware
configuration required to downsize the VPU and increase the available memory bandwidth. As
we note in Section |, scientific computation with scalar units has a significant energy overhead
and there is a large margin for improvement if we are able to exploit SIMD and vector units.
This chapter, takes on the issue of efficiently vectorizing challenging HPC codes on long
vector architectures, in particular, our work optimizing the SpMV numerical kernel in the NEC
Vector Engine. Previously in Section 2.2.1 we introduce the background of SpMV matrix
formats. The rest of the chapter is organized as follows: Section 4.1 provides an introduction to
the topic and the goals of this segment of the thesis; Section 4.2 contains an overview of other
relevant related work; in Section 4.3 we explain in detail the added contributions of this chapter;
in Section 4.4 we describe our experimental setup; in Section 4.5 we present and analyze the

results of our experiments.

4.1 Introduction

The Sparse Matrix-Vector (SpMV) product is an ubiquitous kernel in the context of High-
Performance Computing (HPC). For example, discretization schemes to solve Partial Differen-
tial Equations (PDE), like finite difference or finite element methods, produce linear systems
with a highly sparse matrix. Such linear systems are typically solved via iterative methods,

which require an extensive use of the SpMV kernel across the whole execution. In addition,
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emerging workloads from the data-analytics area require the manipulation of highly irregular
and sparse matrices via SpMV. Therefore, the efficient execution of this fundamental linear
algebra kernel is of paramount importance.

The performance of the SpMV y = Ax operation is strongly correlated to several factors.
First, accesses to data structures containing the A matrix and the y vector are typically regular,
which means that they benefit from hardware resources like memory bandwidth capacity and
structures like hardware pre-fetchers. The accesses on the x vector are driven by the sparsity
pattern of A, which makes them irregular and hard to predict. In addition, x is the only data
structure involved in SpMV where some degree of data reuse can be exploited, although the
irregular nature of its accesses makes it hard to fully exploit these reuse opportunities. Another
important performance aspect when parallelizing SpMV is the control flow divergence driven
by the different number of non-zero entries of the A matrix. Such divergence can significantly
limit the SpMV performance on high-end numerical accelerators like Graphic Processor Units
(GPUs) or long vector architectures.

Many different approaches have been proposed to efficiently store sparse matrices and
efficiently run SpMV. One of the most common approaches, Compressed Sparse-Row (CSR),
efficiently stores sparse matrices and enables simple stride-1 memory access patterns on A and
y. However, accesses on x are highly irregular. In addition, CSR suffers from flow divergence
issues since each row-vector product depends on the number of non-zeros it contains. As
such, CSR is not an appropriate format to manipulate sparse matrices on GPUs or long vector
architectures. Its column counterpart, Compressed Sparse-Column (CSC), displays very similar
issues.

Other approaches aim to mitigate the drawbacks of CSR by enlarging its storage require-
ments to increase the locality on x. SELL-C-o [48] and ELLPACK Sparse Block [54] make
use of row sorting and column blocking to improve both storage requirements and locality on x.
This chapter demonstrates that, although some of these approaches are very good abstractions to
represent and manipulate sparse matrices, there are many unexploited opportunities to improve
their performance on long vector architectures.

The main contributions of this chapter are:

* We develop a highly efficient SpMV implementation for long vector architectures lever-
aging the state-of-the-art SELL-C-o format. Our implementation reaches 117 GFlops
saturating 78% of the peak memory bandwidth in a NEC SX-Aurora Vector Engine
(VE) [46]. This accelerator leverages a vector instruction set that goes beyond the SIMD
approach (e.g., AVX-512 in x86 CPUs) with 16-kbit long vector registers and instruc-
tions. This is the first time that the SELL-C-o format is implemented and evaluated on

an architecture leveraging long vectors and predication. Our implementation shows how
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to deal with sparse data structures on emerging vector ISAs such as the Arm SVE or the

RISC-V vector extension.

* We implement, evaluate, and discuss the performance impact of several optimizations to
run SpMV on long vector architectures. We improve the SELL-C-o baseline performance

by 12% on average.

* We compare our novel approach for long vector architectures with other state-of-the-art
approaches targeting SpMV in cutting-edge multi-core CPU and GPU devices. We
demonstrate that our approach is 3.02x and 1.72x faster, respectively, than these ap-
proaches since it achieves an outstanding average SpMV efficiency equivalent to 4.19%

of the peak performance.

4.2 Related work

Since SpMV is a kernel of paramount importance in several algorithms of scientific computing,
a large body of research about SpMV optimization on many architectures has been published
in the last twenty years. Most recently, the research community is focusing on developing
efficient SpMV implementations targeting emerging architectures with different degrees of
parallelism, e.g., high number of cores and long SIMD or vector units. However, most of those
studies are limited to 8-elements SIMD units in CPUs or 32-elements warps in GPUs [3, 54, 12,
48, 13, 52]. Even if these approaches consider state-of-the-art Intel CPUs with the AVX-512
extension and the latest GPUs, they fall short compared to the 256 double-precision elements

vector platform, SX-Aurora, we consider in our study.

Several studies propose new formats capable of exploiting SIMD/vector units. They create
blocks of contiguous elements by adding padding of zeroes [53, 52, 13]. However, as these
formats rely on having big enough groups of NNZ elements close to each other to be efficient,

they are not suitable for long vector architectures.

Both Beamer et al. [6] and Buono et al. [9] propose a two-step SpMV algorithm that shows
good performance improvements for big-data matrices. Using the code provided by the authors
of this previous work [6], we were able to reproduce the results in an x86 system similar to
the one used in their study. However, we were not able to develop an efficient implementation

using intrinsics close in performance to our SELL-C-o code in the VE.
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4.3 Contributions

In this section, we describe our contributions to improve the performance of SpMV. Sec-
tion 4.3.1 focuses on format optimizations, while Section 4.3.2 describes our contributions to

speedup SpMV on long vector architectures.

4.3.1 Implementing the SELL-C-o format

SELL-C-o is an efficient sparse matrix format for vector architectures. Because of that, we
choose SELL-C-¢ as a starting point to develop our SpMV implementation for VE. From there,
we revisit and adapt some optimizations previously proposed in the literature extending them
with new approaches targeting long vector architectures. In detail, we explore: i) the adequate
sorting strategy based on the trade-off between performance and preprocessing overhead as
the o parameter increases; ii) the use of task-based parallelism and the impact of the task
granularity in the scaling performance of SELL-C-c; and iii) the impact of column blocking in

matrices to improve locality on vector x.

Sorting strategies The SELL-C-o format requires matrix rows to be sorted in terms of their
Number of Non-Zero elements, NNZ, which may incur a significant overhead. We mitigate the
cost of SELL-C-¢ in terms of sorting by applying the Radix Sort algorithm. It has a worst-case
cost of O(w x n), where w is the number of digits of the largest value, and is well suited
for sorting integers in long vector architectures [89]. Since reordering the whole matrix can
be costly, SELL-C-o splits the matrix into several subsets of rows, each one of them sorted
independently. Each subset can be easily sorted in parallel by using basic OpenMP parallel for
directives. We refer to the number of rows per subset as reorder window; represented with the &
parameter. We select an optimal o size for our tests by running our SELL-C-o implementation
with the Divergent Flow Control optimization described in Section 4.3.2. We evaluate the
trade-off between the performance gains of SELL-C-o during the SpMV computation, and the
additional time sorting the matrix. We use the optimal task partitioning for each matrix.

In some particular cases (see Figure 4.1), a bigger reorder window can boost performance
up to 2x. Overall, a 0 = 16K is enough to perform optimally with up to 30% improvement
compared to 0 = 256. In general, reordering the matrix in groups of 16K rows takes about
40% to 50% additional time during the preprocessing phase. In our experiments, converting
most matrices to SELL-C-o takes the equivalent in time of 10 to 15 iterations. We use the data
structure, row_order[num_rows], that keeps the initial row order of the matrix, to store back

the results in y.
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Figure 4.1: Performance increase and preprocessing overhead increasing the sigma window.

Task-Based Parallelism We orchestrate the parallel execution of our workloads by splitting
them into several sequential pieces, called tasks, and letting an underlying runtime system to
dynamically schedule them as computing resources become available. OpenMP supports this
parallel execution model via task constructs [8]. In this context, the programmer must assign an
appropriate amount of work to each parallel task to expose a significant amount of concurrency
to the parallel hardware while, at the same time, avoid incurring too much overhead in terms of
task creation or synchronization cost.

As the ideal task granularity depends on the input matrix, we perform a scalability test
up to 8 OpenMP threads, with a different number of tasks ranging from 8, which would be
the minimum for 8 cores, to 256 in power of two steps. Tasks deal with a similar amount of
work in terms of matrix non-zero coefficients for all domain decomposition configurations.
The results of these experiments indicate the level of task parallelism needed to achieve the
best workload balancing without creating too many task instances. In general, we observe
that most matrices achieve its best performance when the workload is divided between 8 to 64
tasks. Only a few experiments (around 10%) show better performance when the workload is
divided between 128 and 256 tasks. In such cases, the benefits are less than 1% compared to
dividing it by 8 to 64 tasks. For each matrix, we use the level of task parallelism that achieves
the highest performance. We use such configurations in the performance experiments described
in Section 4.5.1.

Column Blocking As we mention in Section 2.2.1, previous work [54] analyzes the effects
of column blocking on SpMV. However, that study is limited to Intel Xeon Phi (KNC) which
has a SIMD width of 512-bits. We extend our SELL-C-o base implementation with a similar
column blocking approach in order to test its suitability with longer vectors. We evaluate the
impact of this optimization in Section 4.5.1.
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4.3.2 Optimizations Targeting Long-Vector Architectures

In this section, we describe the optimizations we propose targeting long vector architectures
like SX-Aurora and others. Our proposals to accelerate SpMV on long vector architectures
are: i) the use of cache allocation to improve the reuse of x and deprioritization of store
dependencies; ii) divergence flow control adapting the length of vector operations to avoid
loading and computing zero-padded elements; iii) enabling loop unrolling in SELL-C-o using
partial loop fusion; iv) efficient computation of gather and scatter addresses with special
instructions.

In Listing 4.1 we provide a detailed pseudo-code of our basic implementation of SELL-C-o
for the VE. The rest of the optimizations are built on top of this code. We optimize our codes
using low-level intrinsics to leverage NEC specific architectural features such as arithmetics

using long vectors and memory access policies.

Cache allocation and store relaxation policies In the context of SpMV, data structures
corresponding to the matrix A have very different data access patterns and reuse properties
than the vector x. Indeed, data structures containing the matrix non-zero elements and their
corresponsing column indices, arrays values and column_indices, are accessed via a very simple
stride-1 memory access pattern and never reused, while vector x is accessed randomly but often
reused. One of the fundamental aspects to achieve good performance for SpMV is to exploit all
opportunities for data reuse to alleviate the pressure on the memory bandwidth. Therefore, it
is critical to reuse all vector x coefficients stored in the cache hierarchy as much as possible.
Long vector architectures typically offer support to explicitly guide from the source code the
cache replacement policy [46, 14]. We exploit such support to indicate to the architecture that
cache lines containing pieces of both values and column_indices arrays must be evicted before
than any other cache line. Therefore, we reduce the chances of evicting a cache line occupied
by the vector x, which may be reused. We refer to this policy as Non-Cacheable load.
Another important aspect is the way we handle stores, which exploits the memory access
pattern driven by the SELL-C-o format. We use a register to accumulate the intermediate
results within a slice. Once the pass over a certain slice finishes, the vector register holding
intermediate results is stored to several memory addresses that will not be accessed again until
many other slices are computed. Storing the whole vector register in memory is done via a
scatter store instruction. Typically, dependencies on scatter store instructions are computed
considering the whole range between the initial and final addresses they access, which can
delay subsequent memory instructions that access addresses within this range, although not
necessarily the same ones as the scatter store. Since we know that memory instructions

immediately following the scatter do not access the same memory addresses, we instruct the
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| void sell_c_sigma_mv(mtx, x, y, num_rows) {

2 int maxvl = 256;

3 /* Outer loop: iterates over rows in the mtx */

4 for (int row = 0; row < num_rows; row += maxvl) {

5 int vl=((num_rows - row) < maxvl)? (num_rows - row): maxvl;

6 vr res = vxor(res, res, vl);

7 /* Set pointers to values and column indices */
8 int sli = row / maxvl;

9 int nnz_idx = mtx.slices_ptr[sli]

10 double *values = &mtx.values[nnz_idx];

11 int *col_indices = &mtx.column_indices[nnz_idx];
12 /* Compute scatter addresses */

13 vr y_sc_addr = vload(8, &mtx.vrow_order[row], vl);
14 y_sc_addr = vshiftadd(y_sc_addr, 3UL, y, maxvl);
15 /* Inner loop: iterates over columns in the slice */
16 int swidth = mtx.slices_width[sli];

17 for (int i = 0; i < swidth; i++) {

18 /* Load mtx values and column index */

19 vr val = vload(8, values, vl);

20 vr col = vload(8, col_indices, vl);

21 vr xgather_addr = vshiftadd(col, 3, x, vl);

22 /* Gather and multiply */

23 vr x_val = vgather(xgather_addr, vl);

24 res = vmultiplyadd(res, x_val, val, vl);

25 values += maxvl; col_indices += maxvl;

26 }

27 vscatter(res, y_sc_addr, vl);

28 %}

29 }

Listing 4.1: Basic Vector Engine SELL-C-0 implementation

hardware to not check dependencies across the scatter and some subsequent instructions. We
refer to this policy as Store Overtake. A memory fence instruction is inserted to define where
this relaxation period finishes. Modern vector architectures support this kind of memory scatter
dependencies relaxation. [79].

Table 4.1 summarizes how we apply these policies in our SELL-C-o implementations to

increase performance.

Handling Flow Divergence by Adapting the Vector Length One major aspect when com-
puting SpMV on long vector architectures is the management of flow divergence. It mainly
arises from the varying number of non-zero elements per matrix row, which forces the loop

iterating over matrix non-zero coefficients to produce different control flow scenarios per row.
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Table 4.1: Policies applied to optimize SELL-C-o.

Loop Vector Mem. Access Policy applied
Inner Load Values Non-Cacheable
Inner Load Col. Indices Non-Cacheable
Inner Gather X coef. < none >
Outer Load Row Order < none >
Outer Scatter resultto Y Overtake

Therefore, vectorizing matrix rows containing very different numbers of non-zero elements
wastes computing resources, particularly the ones assigned to rows with small amounts of
non-zero coefficients.

One very popular technique to handle flow divergence is the use of predicated registers.
They contain an array of bits specifying whether its corresponding vector element is zero or
not. Predication is supported by commercial SIMD ISAs like AVXS512 [58] or SVE [77] and is
a valuable approach to let the compiler vectorize irregular loops. However, it requires a large
amount of storage, since every single vector element needs its corresponding predicated mask,
and many of its implementations do not avoid processing zeroed vector entries but just discard
the output of these meaningless computations.

We propose a new approach to handle flow divergence on vector architectures that relies on
the ratio between the number of vector elements v,; and the number of vector lanes v;,. We
call this new approach Divergent Flow Control (DFC). Vector architectures have the capacity
of processing vector elements in batches of v, that is, they require processing % batches of
Vi, to finish the pass over the whole set of v,; elements. Our approach instructs the hardware
to process just MAXnnz elements of the vector, which implies that the hardware will need
to process just “%W batches of v;, elements, where MAXnnz is the maximum number
of non-zeros over all rows involved in the vector operation. Importantly, this information
can be defined in just 8 bits. For example, the SX-Aurora architecture, which is described in
Section 4.4, has 256-element vector registers, hence the possible values are 1 < MAXnnz <256,
which means that in a single byte we can encode the vector length that we need for each vector

instruction.

As we describe in the previous section, we modify our code to enable this optimization
by adding an extra data structure, the active_lanes vector, which contains the MAXnnz for
every column-wise vector operation to do inside each slice. The rightmost drawing of Figure 2.2
shows a basic example of how MAXnnz are counted and stored in a vector. The computation of

zero-padded elements in yellow is avoided.
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Applying loop unrolling Loop unrolling is a well-know optimization to reduce control flow
overhead and maximize the use of the register file. Our loop unrolling approach particularly
maximizes locality on vector x by increasing the depth of vertical or column-wise vector
operations while, at the same time, maximizes data reuse on the register file. Figure 4.2 shows
how matrix elements are accessed in different order if unrolling is applied. This is a very natural
optimization in our context since SELL-C-o also targets the same kind of locality on vector x

without writing back to memory partial results until all the rows in a slice are completed.

Unroll 2
slices

Slice of C rows

Figure 4.2: Matrix access pattern when unrolling is applied.

| void sell_c_sigma_mv_unroll(mtx, x, y, num_rows) {
int maxvl = 256;
for (int row = 0; row < (num_rows - 511); row += 512) {
int sli = row / maxvl;

/* Set pointers to values and column indices */

&mtx.values[slices_ptr[slil];

double *values2 = &mtx.values[slices_ptr[sli+1]];

&mtx.col_idx[slices_ptr[slil];

2

3

4

5

6 double *valuesl
7

8 int *col_indicesl
9

int *col_indices2 = &mtx.col_idx[slices_ptr[sli+1]];

10 vr resl = vxor(resl, resl, maxvl);

11 vr res2 = vxor(res2, res2, maxvl);

12 int swidth = mtx.slices_width[sli];

13 int swidth2 = mtx.slices_width[sli + 1];

14 int all = active_lanes[sli];

15 int al2 = active_lanes([sli + 1];

16 vr y_sc_addr = vload(8, &mtx.vrow_order[row], maxvl);

17 y_sc_addrl = vshiftadd(y_sc_addrl, 3, y, maxvl);
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18 vr y_sc_addr2 = vload(8, &mtx.vrow_order [row+maxvl], maxvl);

19 y_sc_addr2 = vshiftadd(y_sc_addr2, 3UL, y, maxvl);

20 /* Partial loop fusion: Slices 1 & 2 */

21 for (int 1 = 0; i < swidth2; i++) {

22 /* Compute slice 1 */

23 int nl_1 = vactive_lanes[all++] + 1;

24 vr vall = vload(8, valuesi, nl_1);

25 vr coll = vload(8, col_indicesl, nl_1);

26 vr xgather_addrl = vshiftadd(coll, 3, x, nl_1);
27 vr x_vall = vgather(xgather_addrl, nl_1);

28 resl = vmultiplyadd(resl, x_vall, vall, nl_1);
29 /* Compute slice 2 */

30 int nl_2 = vactive_lanes[al2++] + 1;

31 vr val2 = vload(8, values2, nl_2);

32 vr col2 = vload(8, col_indices2, nl_2);

33 vr xgather_addr2 = vshiftadd(col2, 3, x, nl_2);
34 vr x_val2 = vgather(xgather_addr2, nl_2);

35 res2 = vmultiplyadd(res2, x_val2, val2, nl_2);
36 /* Advance pointers */

37 valuesl += nl_1; values2 += nl_2;

38 col_indicesl += nl_1; col_indices2 += nl_2;

39 }

40 /* Finish computing the remaining vector ops in slice 1%/
41 for (int i = swidth2; i < swidth; i++) {

42 /* Same code as above but only for slice 1 */
43 }

44 vscatter(resl, y_sc_addrl, maxvl);

45 vscatter(res2, y_sc_addr2, maxvl);

46}

47 }

Listing 4.2: Manually unrolling the SELL-C-o by 2 slices

An efficient implementation of loop unrolling is not straightforward in our context. In
Listing 4.2, we show an example including unrolling two slices of the algorithm. This example
also implements the DFC optimization that we describe above. The main issue when unrolling

slices is that each slice may have a different width. However, we know that within the same
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row order window, each slice has a width less or equal to the previous one. That is, in on our
example swidthl > swidth?2.

It is possible to fuse from the bottom-up the inner loop iteration space of the slices as we
show in lines 21 to 39 in Listing 4.2. We must add an additional loop to handle the remaining
elements of slice 1. This loop is represented in line 41 in our example. Note that, if unrolling is
applied, the sigma reorder window has to be a multiple of the number of rows the unroll covers.

The unroll size is limited by the number of vector registers. Since the number of local
variables increase each time we unroll, it is important to declare them in the most immediate
context where they are consumed, which makes it easier for the compiler to manage register
dependencies, apply architecture-specific optimizations and avoid spilling. Our implementation
is able to unroll up to 8 times without producing any spilling access on a vector architecture

with 64 architectural registers available.

Efficient computation of gather/scatter addresses Gather and scatter instructions fetch
and store, respectively, to the addresses provided in a vector. In our implementation, gather is
used to access non-contiguous elements of the x vector, while scatter is used to store the results
back to the corresponding element of the y vector. The addresses are generated by multiplying
the index of the vector element we access by the corresponding data type size. (e.g., by 8 if
we use 64-bit elements). To handle the integer arithmetic involved in address computation, a
multiply instruction followed by an add operation can be replaced by a single shift and add
instruction. Listing 4.2, (line 19) exemplifies how we apply this optimization.

To evaluate the impact of our proposals, we created five implementations which incre-
mentally include the optimizations we describe above. The optimizations included in every
implementation are specified in Table 4.2. In addition to those five, we also created an
implementation of SELL-C-o including the column blocking, sorting strategies, DFC and
efficient computation of gather/scatter addresses, that we evaluate in a dedicated subsection of
Section 4.5.1.

4.4 Methodology

In this section we introduce the hardware and software infrastructure used for our evaluation.
The main system on which we evaluate our implementation is the NEC SX-Aurora (described

in the following section), while for performance and energy comparison we consider:

¢ Intel Xeon Platinum 8160 CPU with 24 cores each running at 2.10 GHz. Each core
houses 32 kB L1 and 1024 kB L2 data cache. The L3 cache is shared among the 24
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Table 4.2: Optimizations applied on each of the implementations evaluated in the paper.

SELLCS SELLCS SELLCS SELLCS

Optimization SELLCS DFC US8-DFC U8-NC U8-NC-DFC
Sorting strategies ° °
Task-Based Parallelism ° °
Column Blocking

Cache Allocation & Store relaxation pol. ° °
Divergent Flow Control ° °
Loop unrolling °
Efficient gather/scatter address computation ° ° °

cores and its size is 33792 kB. Also, each core is powered by an AVX-512 SIMD unit,
allowing operating with registers of up to 512 bits (i.e., 16 floats, 8 doubles).

* NVIDIA V100 (Volta) GP-GPU with 84 Volta Streaming Multiprocessor (SM) running
at a maximum frequency of 1.5 GHz. The 84 SMs share 6144 kB L2 cache and are
connected to 4096 GB HBM2.

4.4.1 SX-Aurora Vector Engine

The NEC SX-Aurora Vector Engine (VE) is the latest incarnation of NEC’s long vector
architecture which combines SIMD and pipelining. Vector units and vector registers use a
32 x 64-bit wide SIMD front in an 8-cycles deep pipeline resulting in a maximum vector
length of 256 x 64-bit elements or 512 x 32-bit elements. The VE10B processor used for this
publication has been released in 2018. Its characteristics were presented at the IEEE HotChips
2018 [87], and the first performance evaluation was described in the same year [46]. Due to
its 6 HBM?2 8 high stacks the VE has a very high memory bandwidth of 1.22 TB/s out of the
48 GB on-chip RAM, shared by only 8 powerful cores. The VE10AE and VE10BE models
released at the end of 2019 have improved the memory bandwidth to 1.35 TB/s but were not
accessible for this publication’s work.

Sparse matrix operations performance benefits of large memory bandwidth, but equally
important are other characteristics of the processor like mechanisms for memory latency
hiding or caches. Each of the 8 VE cores consists of a scalar processing unit (SPU) and
a vector processing unit (VPU) and is connected to a common last level cache (LLC) of
16 MB. The core’s bandwidth to the LLC is 406.9 GB/s, bidirectional, therefore the memory
bandwidth (995 GB/s peak measured with STREAM) can be saturated by 4 cores. Each
VPU has 64 architectural vector registers of 256 x 64-bit elements and the threefold amount

implemented in hardware, used for register renaming. Three fused multiply-add vector units
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deliver a peak performance of 269 GLFOPS (double precision) per core at 1.4 GHz, and
307 GFLOPS for the VE10A model running at 1.6 GHz. The peak performance of the used VE
variant is 2.15 TFLOPS, which is not impressive when compared to the latest GPGPUs, but the
0.56 byte/FLOP represent a well-balanced CPU with coarse-grain parallelism in 8 cores and

fine-grain parallelism at vector level.

Vector Engines are integrated as PCle cards into their host machines and offload the
operating system functionality entirely to the host. They run in multitasking and multiprocessing
mode and, like standard CPUs, programs can run entirely on the VE (native programming
model), offload parts of code to the host machine (reverse offloading), or run on the host and
offload compute kernels to the VE (accelerator, offload model). Heterogeneous programs can
also be built with the hybrid MPI provided by NEC that connects processes running on the host
and the VEs. In all cases programmers can use languages like C, C++, Fortran, and parallelize
with MPI as well as OpenMP, while accelerator code can still use almost any Linux system call

transparently.

The proprietary compilers from NEC support automatic vectorization aided by directives.
They are capable of using most features of the extensive vector engine ISA [79] from high-level
languages loop constructs. For the work presented in this paper, we needed even tighter control
over VE features like vector masks generation and control, vector registers and LLC cache
affinity of data. Therefore, we use the open-source LLVM-VE project [57], which supports
intrinsics allowing full control over the generated code [56].

4.4.2 Experimental Setup

For our study, we select matrices frequently used in recent literature [13, 52, 48, 9] representing
a wide range HPC application problems. Table 4.3 includes the list of matrices and some of its
characteristics. All of them are available at SuiteSparse Matrix Collection repository .

For our SELL-C-0 implementations in the VE, we compile with LLVM-VE v1.8 and link
NEC’s proprietary compiler NCC v3.0.1. We also use the vendor-proprietary math libraries for
performance comparisons between platforms: NLC 2.0, cuSPARSE v10.2, and MKL v2020.0
for the VE, NVIDIA V100 and Intel Xeon systems described above. All these libraries were
released on 2019 or 2020. All codes are compiled with the -O3 optimization level. For easy
reproducibility, all the SpMV implementations, the benchmarking tool developed and the exact

. . . . . )
environment configuration files used for each system are provided in our repository~.

Thttps://sparse.tamu.edu/
Zhttps://repo.hca.bsc.es/gitlab/cgomez/spmv-long-vector
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Table 4.3: Sparse matrices used in the evaluation.
Name RowxCol = NNZ NNZ/row Density
scircuit 170K x 170K 958K 5 2.92E-05
mc2depi 525K x 525K  2.1M 3  5.71E-06
webbase-1M 1000K x 1000K  3.1M 3 3.00E-06
s4dkt3m?2 90K x 90K  3.7M 41  4.53E-04
dense2 2K x 2K 4.0M 2000 1.00E+00
bmw7st-1 141K x 141K 7.3M 51 3.61E-04
torsol 116K x 116K 8.5M 73 6.28E-04
mipl 66K x 66K 10.3M 155 2.33E-03
fcondp2 201K x 201K 11.2M 55 2.73E-04
pwtk 217K x 217K 11.5M 52 2.39E-04
fullb 199K x 199K 11.7M 58 2.91E-04
halfb 224K x 224K 12.3M 55 2.45E-04
BenElechil 245K x 245K  13.1M 53 2.16E-04
crankseg-2 63K x 63K 14.1M 221  3.46E-03
Si41Ge41H72 185K x 185K 15.0M 80 4.31E-04
TSOPF-RS-b2383 38K x 38K 16.1M 424  1.11E-02
msdoor 415K x 415K 19.1M 46 1.11E-04
bundle-adj 513K x 513K  20.2M 39  7.60E-05
ML-Laplace 377K x 377K 27.5M 73 1.94E-04
Idoor 952K x 952K 42.4M 44  4.62E-05
bone010 986K x 986K 47.8M 48  4.86E-05
af-shell10 1.5M x 1.5M 52.2M 34  2.25E-05
ML-Geer I.5M x 1.5SM  110M 73 4.85E-05
nlpkkt240 27M x 27TM  760M 27  9.65E-07
12monthl 12K x 837K 22.6M 1814  2.25E-03
spal-004 10K x 322K 46.1M 4524  1.46E-02

4.5 Evaluation

4.5.1 Performance of Long Vector Optimizations

In this section, we evaluate the performance impact of the different optimizations we describe
in Section 4.3. We build them on top of our SELL-C-o base implementation for the VE.
As several studies show [12], SpMV performance is highly dependent on the sparse matrix
structure. Therefore, our optimizations are not expected to deliver the same performance on
all the matrices evaluated. To discuss our performance results, we consider several aspects
like matrix size and density (see Table 4.3), and microarchitecture event information provided
by the hardware Performance Monitoring Counters (PMCs). The PMCs available in the VE,

report relevant metrics such as: total number of scalar and vector instructions executed, average
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vector instruction length, elapsed cycles, and cache miss ratios. We measure those and other
PMC:s right before and after the SpMV computation. We analyze these metrics in correlation

with the performance obtained applying our optimizations.

Figure 4.3 shows GFLOP/s performance results considering all matrices described in
Section 4.4.2 except the last two. We evaluate six different implementations of the SpMV
kernel: NLC, SELLCS, SELLCS-DFC, SELLCS-U8-DFC, SELLCS-US8-NC and SELLCS-US-
NC-DFC. The NLC category represents results obtained with the math library developed by
NEC which is particularly tailored for the VE.

Table 4.2 specifies which optimizations described in Section 4.3 are included in SELLCS,
SELLCS-DFC, SELLCS-US8-DFC, SELLCS-U8-NC and SELLCS-US-NC-DFC. Results in
Figure 4.3, are executed in SX-Aurora running in a single VE, with optimal ¢ and task
partitioning configurations as described in section 4.3. The performance measures the SpMV
computation without any pre- or post-process.

There are missing values for the dense2 and nlptkk240 matrices in Figure 4.3. In the case of
dense2, implementations containing the 8-slice unroll optimization require at least 2048 rows to
execute correctly and this matrix has only 2000. In the case of nlptkk240, the implementation
using NLC runs out of memory while trying to allocate the data structures. Despite these issues,

we still include these matrices as we consider them valuable for evaluation purposes.
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Figure 4.3: Performance comparison of NLC vs our SELL-C-o implementations for regular
matrices.
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Cases with significant performance issues

In Figure 4.3 we observe a particular set of matrices where the performance of our SELL-C-o
implementation is clearly suboptimal compared to the NLC math library. Those matrices are:
mipl and torsol. In such cases, we identify issues when scaling the number of cores. Ideally, if
we run a parallel workload using 1 or 8 cores, the sum of total instructions executed in each
core should be roughly the same for every run. In the case of mipl and torsol, when running
on 8 cores, the total number of scalar instructions is one order of magnitude larger than the
single-core run, while the number of vector instructions executed is roughly the same. This
large increment of scalar instructions is introduced by the OpenMP runtime due to workload

imbalance.

Divergent Flow Control evaluation

To understand the impact of the DFC optimization, we compare the performance of SELLCS
with SELLCS-DFC. These two implementations only differ in the use of the DFC optimization.
Only the second one includes it. On average, the overall performance gains of adapting each
vector length instruction to MAXnnz are almost negligible. However, it has a large impact
in some scenarios. For example, when considering webbase-1M, which represents a website
connectivity matrix and has a very low non-zero element density, SELLCS-DFC is 50% faster
than SELLCS. For this matrix, PMC data reveals that the average length of vector instructions
when using SELLCS is 256, while it drops to 148 for SELLCS-DFC. The performance difference
between SELLCS-DFC and SELLCS is explained by the vector length reduction achieved by
SELLCS-DFC, driven by the ratio of NNZ to zero-padding in webbase-1M. We observe very
similar behavior for the rest of the matrices that benefit from this optimization (e.g., bundle-adj).
While DFC does not offer any benefit in regular matrices where an average vector length of
256 does not waste resources, it can be critical for performance in highly irregular matrices. As
the minimum required length of vector instructions can be precomputed before running SpMV,

DFC potential benefits can be easily predicted.

Unrolling by 8 evaluation

To evaluate the benefits of unrolling we compare the performance of SELLCS-DFC with
SELLCS-US8-DFC, since they are equivalent with the only exception that SELLCS-U8-DFC
implements the unroll optimization. SELLCS-US-DFC unrolls its most inner loop 8 times to
process eight slices in the same iteration. SELLCS-US8-DFC is in average ~3% faster than
SELLCS-DFC. For 13 out of 24 matrices, unrolling yields benefits ranging from 1% to 15%,

while in the particular case of nlpkkt240 it brings a 51% performance increase.
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Unrolling introduces a constraint during the partitioning of the slices into tasks. The way
we implement it, requires that the first slice of the 8 unrolled slices is the longest of them.
After that, every next slice must be equal or shorter than the previous. To avoid breaking
this constraint, we do not allow slices from two different sorting windows to concur in the
same unrolled iteration; the number of slices per task is always a multiple of 8. However, this
forces our partitioner to create coarser than optimal tasks, which might end up causing load
imbalance between cores. The drop in performance we observe in bundle-adj on the unrolled
implementations is consequence of that: the first slices of the matrix contain a very uneven
amount of non-zeros compared to the rest of it; to satisfy our partitioning constraint, those first

slices are included in a single suboptimal large task.

Figure 4.3 shows that, in general, matrices with fewer rows barely benefit from the unrolling
optimization while the largest ones can obtain noticeable benefits. PMC data indicates that these
performance benefits come from a reduction in the time spent computing vector operations.
For the ML-Geer and ML-Laplace matrices, unrolling optimization yields 3% and 3.5%
improvements in LLC hit ratio, respectively. It also brings 14% and 7% improvement in vector
load throughput for ML-Geer and ML-Laplace, respectively. These benefits in load throughput
are not only due to improved locality of the accesses on x, but also in the vector ILP, since

unrolling exposes more instructions to the hardware.

Cache allocation and store relaxation policies

We evaluate the performance impact of using techniques that control cache eviction policies
when data is loaded, and the relaxation of instruction dependencies when data are stored. We
compare technique SELLCS-US-NC-DFC with SELLCS-US8-DFC. Figure 4.3 reports that two
thirds of the matrices obtain improvements ranging between 5% to 12% when using SELLCS-
U8-NC-DFC compared to SELLCS-US8-DFC. We examine in detail two cases that represent the
behavior observed in matrices that benefit from this optimization. When Cache allocation and
store relaxation policies are enabled, ldoor and pwtk obtain an increase in LLC hit ratio of 8%
and 6%, and an increase of the vector loaded elements per cycle of 10% and 8%, respectively.
We also observe a reduction of ~50% of the L1 cache misses in both cases. These results show
how preventing the eviction of the x vector is beneficial for performance. We do not observe
any major drawback in performance for any of the matrices we tested, so cache allocation and
store relaxation policies can be applied in any scenario without having to add complex logic
to enable or disable it. We do not observe any correctness issue when using store relaxation

policies.
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Applying all optimizations

We obtain in average 90.3 GFLOPs across all matrices by enabling all optimizations, which
constitutes a significant improvement of ~12% and ~17% compared to the baseline SELL-C-o
and NEC math library implementations, respectively. The significant performance increase that
we obtain over the NEC proprietary software, which is specially tailored to SX-Aurora VE,

demonstrates the relevance of our optimizations in long vector architectures.

Applicability of column blocking

60 Matrix
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spal-004
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Figure 4.4: Column Blocking: /2monthl obtains up to 2 x performance improvement.

We revisit the matrix column blocking optimization (see Figure 2.2) to evaluate the impact in
long vector architectures. We evaluate the matrices used previously in the previous experiments
(see Figure 4.3). For such matrices, we do not observe performance benefits increasing
the number of blocks in which the columns are divided. Previous studies [54] with SIMD
architectures, show that this optimization is only effective in skewed matrices with very long
rows, where x vector locality is more critical. We test a second group composed of two
additional matrices with such skewed shape: spal_004 and 12monthl. If Figure 4.4, 12monthl
achieves up to 2x performance if the matrix is divided in 16 blocks instead of one. In the case
of spal_004, we obtain a steady degradation in performance as the number of blocks increases.
Our results suggest that, while the applicability of this optimization in long vector architectures

seem to be limited, it can have a huge performance impact in a few particular cases.
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Figure 4.5: Performance and energy-to-solution comparison between different computing
platforms.

4.5.2 Comparison with state-of-the-art HPC architectures

We compare the performance and the energy efficiency of our SELLCS-US-NC implementation
in the VE against the Intel and NVIDIA platforms we describe in Section 4.4 using their
respective MKL and cuSPARSE math libraries. Both math libraries provide two methods to
partition and schedule workload among cores. To ensure fairness, we obtain performance results
for both methods and keep the best result per matrix. We report energy to solution metrics
measuring the whole execution of the SpMV including matrix loading and preprocessing. The
Intel platform reports total energy consumed by a run based on information provided by the
RAPL monitoring counters. The nvidia-smi tool, provides information about the power drained
by the GPU every second. In VE, we collect power information using a command-line program
that reports instantaneous current and voltage. Power samples are then integrated over time
to obtain the total energy consumption of each run. In all power measurement experiments,
we run 600K iterations of the SpMV algorithm so the time spent loading the matrix from
disk and pre-processing is less than 10% of the full duration. MKL experiments run with
OMP_NUM_THREADS=48 to utilize all the cores in both sockets. cuSPARSE experiments
use a single NVIDIA Volta V100 device.

The upper plot in Figure 4.5 shows our performance comparison of the three platforms.
The lower bars represent the normalized energy-to-solution with respect to MKL results. On
average, SELLCS-US-NC achieves a 1.72x and 3.02x improvement over the cuSPARSE and
MKL, respectively. In terms of energy efficiency, SELLCS-U8-NC consumes 22% less energy
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compared to cuSPARSE, and 9.09x less energy compared to MKL. Also, a careful reader can
detect that the performance figures of the VE presented in the upper part of Figure 4.5 are
slightly lower than the ones presented in Figure 4.3. The mismatch is on average below 5%
and it is due to the instrumentation overhead introduced by the power monitoring on the VE.

We excluded two matrices from this comparison: dense2, due to incompatibilities with the

Table 4.4: Percentage of the DP peak performance reached by SpMV on state-of-the-art HPC
architectures.

x86 Skylake NVIDIA v100 NEC SX-Aurora
GFlops % of peak GFlops % of peak GFlops % of peak
Peak DP 3200 7800 2150
Best SpMV 81.33 2.54% 86.15 1.11% 115.69 5.38%
Worst SpMV 3.05 0.09% 7.61 0.09% 28.07 1.30%
Average SpMV 29.84 0.93% 52.61 0.67% 90.25 4.19%

unroll optimization; and nlpkkt240, due to memory management errors in the instrumentation
libraries. In Table 4.4 we report the percentage of the double-precision peak performance

achieved by each of the three architectures.



Chapter 5

Optimizing HPCG using the new RISC-V

Vector Extension

The previous chapter shows how matrix data structures and routine implementations can be
optimized to perform standalone SpMV as fast as possible in long vector architectures.

In this chapter, we take on the optimization of a more complex benchmark application
such as HPCG. We introduce the background related to this topic in Section 2.2.3. The rest
of the chapter is organized as follows: Section 5.1 we introduce the HPCG benchmark, its
optimizations for vector architectures and the technological background; Section 5.2 contains
an overview of other relevant related work; in Section 5.3 we explain in detail the added
contributions of this chapter; in Section 5.4 we describe our experimental setup, the hardware
platform and the simulator used for our evaluation; in Section 5.5 we present and analyze the

results of our experiments.

5.1 Introduction

While the LINPACK [17] benchmark still drives the Top500 ranking, the High Performance
Conjugate Gradient [34] (HPCG) is widely accepted as an alternative choice complementing
LINPACK for evaluating the performance of large HPC systems. HPCG is recognized by the
community as a complementary benchmark to LINPACK because it stresses different arithmetic
intensity spots that appear to be representative of other relevant complex HPC workloads. For
this reason, in this chapter we focus on the optimization of HPCG on two emerging vector
architectures leveraging large vector register size: the VE by NEC and a RISC-V accelerator
implementing the *V’ vector extension.

The outcomes of this work are:
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* We provide the most optimized open implementation of HPCG for the NEC VE and

evaluate its performance.

* We port the vectorized version of HPCG to RISC-V taking advantage of the vector

extension.

» Using an architectural simulator of the RISC-VV accelerator, we quantify the benefit of

a vectorized and optimized version of HPCG for different vector lengths.

* We perform our study on two designs, one with a vector processing unit (VPU from now
on) of 512-bit and another with 2048-bit.

5.2 Related work

HPCG is one of the most used benchmarks for platform comparison. Many studies have
focused on optimizing the benchmark to run efficiently on heterogeneous HPC systems with
accelerators. Phillips et al. [68] presents an efficient HPCG implementation on CUDA suitable
for GP-GPU-based systems. The paper showcases the use of custom SpMV and SymGS
kernels, replacing the generic cuSPARSE library calls, to fully exploit the advantages of the
ELL format. Ao et al. [67] and Liu et al. [55] demonstrate how to achieve high performance in
HPCG by using the architectural features available in the Sunway TaihuLight and Tianhe-2
supercomputers respectively. These papers explore techniques such as host off-loading, fine-
grain overlapping of computation and data accesses and the use of low-latency intra-node
communication between CPUs to send and receive x vector data from boundary elements.
Our work extended previous efforts targeting long vector architectures, we cover most of their
tuning proposals in the background section [44, 47, 73]. We provide an open highly efficient
implementation for both RISC-VV and VE architectures and discuss in detail the impact of the

low-locality and unrolling optimizations in two accelerator designs.

5.3 Kaernel vector optimizations

In this section, we discuss our contributions to improve the performance of the main HPCG
matrix-vector kernels, SpMV and SymGS, in both the VE and RISC-V architectures.

We produce an open portable vector intrinsics HPCG implementation based on the Advanced
Vectorization code we describe in the previous section. We will refer to our new implementation
as Open Vectorization. Moreover, in the previous chapter, we show how applying unrolling

and cache prioritization to SELL-C-0 SpMYV algorithm in long vector accelerators can yield
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a positive performance impact close to 10% on average across a wide set of different sparse
matrices [26]. We adapt those SELL-C-o optimizations to support ELL in HPCG, in both
SpMV and SymGS kernel routines, allowing us to be more efficient in our matrix-vector

operations.

5.3.1 Low temporal locality data management

In Section 4.3.2 we describe the optimization opportunities in SELL-C-oc SpMV to manage
data with low locality, using cache allocation policies, and how we leverage them. In HPCG,
both SpMV and SymGS kernels have a similar memory access pattern to the matrix A, vector
x and y vector, therefore, in the of the VE we apply equivalent cache allocation policies as
in SELL-C-0 SpMV. The implementation however, differs in RISC-VV. The current RISC-
VV specification [72] does not include low locality management support yet. We test cache
bypassing in our RISC-VV architectural performance predictions by implementing it in the
simulator. Different from the cache allocation policies in the VE, cache bypassing avoids

storing any data flagged as with low locality in the cache.

Table 5.1: Memory access locality

Loop Memory Access Temporal locality
Outer Load Y values (SymGS only) Low
Inner Load Values Low
Inner Load Col. Indices Low
Inner  Gather X coef. High
Outer Store resultto Y Low

Cache bypassing and allocation implementation Similar to our work with SELL-C-o, in
Table 5.1, we categorize the memory accesses in each of the load and store instructions in the
SpMV and SymGS kernels on HPCG. We introduce the low priority hints in the code and the
simulator configuration accordingly. In the case of our RISC-VV code, we do not include any
locality hint directly, instead, we provide the simulator with an explicit list of the load and store

memory instructions whose accessed data should not be cached.

5.3.2 Unrolling

Unrolling the outer loop of vector ELL-based SpMV implementations can reduce control flow

overhead and improve the usage of the register file. In HPCG, it is possible to unroll the outer
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loop of the SymGS and SpMYV kernels. On top of the better register file usage, loading larger
chunks of elements column-wise, increase the locality of the random accesses to vector x.

In Figure 5.1 we show how the matrix access pattern changes with the unrolling optimization.
The red arrow and dotted lines indicate the element access order in two cases: without unrolling
(left) and unrolling by two the outer loop (right). In this example, we assume an AVL of four
elements. Without unrolling, the column-wise loads to the first four rows are issued before
loading any element from the next four rows. Unrolling by 2 changes the order to access the
elements of the eight rows column-wise, before loading elements from the next column.

Unroll
by 2

Figure 5.1: A matrix acccess pattern when unrolling is applied.

Unrolling implementation In HPCG we employ a different approach to implement the
unrolling optimization compared to SELL-C-o in Section 4.3.2. We implement unrolling
in the VE code by using the convenient #pragma clang loop unroll directives available in
LLVM. SpMV and SymGS use a low number of registers at the same time; up to three in
the inner loop. In the case of the VE with 64 ISA registers, it is possible to unroll up to 20
times without spilling registers. We create vector register arrays with the same size as the
unroll so each unrolled iteration works with an independent set of vector variables. In compile
time, this translates to every unrolled iteration having its own exclusive set of vector registers.
For this particular study, after testing several levels of unroll, unrolling by 4 yields the best
performance results, for the rest of the paper we will use implicitly unrolling by 4 in our VE
results. Epilogues are often needed when implementing unroll optimizations. We eliminate
the necessity of using epilogues by dynamically adjusting the granted vector length for each
instruction to avoid doing incorrect out-of-bounds accesses to the data structures. In our tests,
this additional management comes at the cost of a negligible overhead.

This optimization can be also applied to RISC-VV. However, due to limitations in our
compilation toolchain it requires a different implementation approach. In particular, the LLVM-

VE compiler allows declaring arrays of vector type variables the same way we can declare
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arrays of char type to hold a text string; our RISC-VV compiler does not. We use a workaround
using C code constructs and pre-processing macros. We replace every #pragma clang loop

unroll with a custom macro.

5.3.3 WAXPBY and DDOT

These kernels are simple vector-vector operations. We replace the WAXPBY and DDOT
routines using the NEC custom compiler directives (#pragmas) found in the Advanced Vector-
ization implementation [37] we describe in Section 2.2.3. We develop new intrinsics-based
versions for both VE and RISC-VV architectures, covering the especial cases found in HPCG
like for example, the calls to DDOT where the two input vectors are the same, etc. It is important
to remark at the moment of this publication, the toolchain supporting the RISC-VV is limited
and under development. Therefore, some of our implementation decisions are made according
to those current limitations, e.g: the use of macros instead of LLVM pragmas to implement
unrolling. Nonetheless, the underlying concepts applied should provide equal benefits if they
were reimplemented more conveniently in the future.

For easy access, we made the code for the Advanced Vectorization and Open vectorization
implementations, containing all our optimizations for the VE and RISC-VV, available in
GitHub.'

5.4 Methodology

In this section we introduce the hardware and software infrastructure used in our VE ex-
periments and RISC-V performance predictions. We obtain results corresponding to the
RISC-VV-based accelerators from Section 5.5 using the RISC-V simulation toolchain.

5.4.1 SX-Aurora Vector Engine

The NEC VE accelerator we use for the experiments in this chapter is the VE 20B. It a very
similar architecture to the VE 10B we describe in Section 4.4 with just improved memory
bandwidth and CPU clock frequencies. We upgrade our hardware from the VE 10B to provide
numbers based on the latest hardware available. The VE 20B has a memory bandwidth of
1.53 TB/s and the cores run at a 1.6 GHz frequency. As in our work with SpMV, we use the
open-source LLVM-VE project [57] which supports intrinsics allowing full control over the
generated code [56].

Thttps://github.com/efocht/hpcg-ve-open
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5.4.2 RISC-VYV simulation toolchain

To produce our results, we rely on a trace-based simulation toolchain provided by the EPI
project [20]. We use the instruction emulator Vehave and the cycle-accurate architectural
simulator MUSA

Tracing with Vehave Vehave is a user-space emulator for the V-extension of the RISC-V ISA
that runs on RISC-V Linux. It allows a functional verification of a program that uses V-extension
instructions or a code generator, such as a compiler, that emits V-extension instructions. Vehave
has been used on the HiFive Unleashed board [35]. This is a RISC-V hardware platform capable
to run Linux. Vehave emulates instructions by intercepting the illegal instruction exception that
a CPU emits when it encounters an unknown/invalid instruction. Once an illegal instruction
1s found, Vehave decodes it and if it is a valid V-extension instruction it emulates it, else an
error is propagated back. The program resumes once the emulation of the vector instruction
is complete. Vehave relies on the LLVM libraries of the compiler which already supports the
V-extension for the process of decoding the instructions. The output of Vehave is collected in a
.trace file which stores in plain text extensive details about each vector instruction emulated
and some quantitative figure of the scalar code executed before each vector instruction.

The tracing and simulation process is roughly 100x slower than the native execution on the
VE. Is not possible to perform a proper sweep in order to find a big enough and well-performing
input size. After a small set of tests, we set the HPCG input parameters for our simulations at
nx=ny=nz=128. This generates a matrix of 648 MB in size, with an x vector of 16 MB. We
trace a single CG iteration, which with this input size, it takes a bit more than 24h to generate
the trace. As every iteration roughly performs the same operations, one iteration is highly

representative of the rest of the CG execution and valid for our measurements and analysis.

MUSA simulator While Vehave has full visibility on vector instructions and their scope in
the code, it does not allow to collect performance information. The emulated time of vector
instruction, in fact, can not be correlated with their realistic timing. For this reason, the MUSA
simulator incorporates a timing model capability in the Vehave emulation infrastructure that
uses the initial trace to drive a microarchitecture simulation. From this simulation, it enriches
the trace by adding precise information in terms of instruction latency, memory hierarchy
level where accesses are served, or commit cycle time. The MUSA timing model keeps all
information present in the first trace unaltered and adds additional timing and performance
data. On top of the data stored in the trace, MUSA considers different architectural abstractions
to simulate fundamental aspects like memory hierarchy, instruction dependencies, or out-of-

order pipeline. Using textual configuration files we can instruct MUSA to simulate several
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Figure 5.2: MUSA simulator architecture overview.

architecture configurations such as instruction latency for all the vector instructions, number
and size of cache levels, memory access latency and size, number of reorder buffer entries
and other similar information about the underlying architecture. The output of the MUSA
simulator can be analyzed using Paraver as well [69], thoroughly visualizing all the architecture
behaviour during the execution of a vector program coupled with timing information. This
way we can estimate i) the performance of the vector implementation of our algorithms; ii) the
effect of architectural changes on our code.

The block diagram in Figure 5.2, shows an overview of the simulated pipeline stages and
modules of MUSA. Every instruction is simulated in five stages: Fetch, Decode, Execute,
Write-back and Commit. The labels in the arrows between stages indicate the parameter
determining the maximum throughput in terms of instructions, requests or bytes. For example,
Nigsue 1S the maximum number of instructions sent every cycle from the instruction buffer to
the reorder buffer, and also, from the reorder buffer to the scheduler. If the arrow is not labeled,
the throughput is infinite. N, expresses the number of arithmetic vector instruction pipelines.
Other simulation parameters not included in Figure 5.2 but listed in Table 5.2 are: ROB p;ries 1S
the number of instructions the Reorder buffer can hold, Cs;,, is the size of the LLC in bytes,
MS; g5 1s the number of simultaneous in-flight requests to main memory, V RF,, is the number
of physical vector registers available. The annotations at the lower part of the figure describe

the relevant behaviour of the components on that stage.

Simulated accelerators Using MUSA, we simulate two RISC-V'V floating-point accelerators
designs targeting different performance levels: i) a low-end design, with modest specifications
and 512-bit wide VPU similar to SIMD units used in mainstream supercomputer CPUs [58,
88]; and i1) another high-end design, with a more aggressive 2048-bit wide VPU and 7 x more
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Table 5.2: Simulation parameters

Parameter Label Low-end High-end
VPU throughput [64-bit elem/cycle] 8 32
Vector Registers VRFegs 40 64
Fetch/Decode/Commit [inst/cycle] Nissue 2 8

ROB entries ROB,tries 16 48

CPU to LLC ports Niic 1 4

Cache Size [MB] Cire 1 2
Memory bw. [Gbit/s] Mempw 21 150
Miss Status Registers (MSR) MS;egs 64 512

memory bandwidth than the first design. We list the rest of the accelerators key specifications
in Table 5.2. The table contains the values we assign to each structure and interconnection in
Figure 5.2. In both designs, we set the latency for each type of vector instruction based on other
state-of-the-art hardware accelerators. We configure our accelerator memory hierarchy such
that the vector load and store instructions access directly to the LLC. To simulate low locality
data policies, we use the MUSA support for cache bypassing. We specify the list of PC’s with
vector load and store instructions that bypass the LLC and access directly to the DRAM.

5.5 Evaluation

Following, we evaluate the performance impact of our kernel optimizations targeting long
vector architectures in HPCG described in Section 5.3. For that, we perform tests in real
hardware using a VE and architectural simulations using the MUSA RISC-VV simulator, both
introduced in Section 5.4.

To provide a comparison baseline, the first three blue bars in Figure 5.3 represent the
performance results corresponding to VE HPCG implementations prior to this work. On the
other hand, the bars in red represent the performance we obtain by progressively adding kernel
optimizations. The bars corresponding to previous work, left to right, represent: the default
HPCG 3.1 code without any kind of optimization (Vanilla); the Basic Vectorization (BV), exe-
cuted in a previous VE 10B model [45]; and the Advanced Vectorization (AV) implementation
(see Section 2.2.3) that achieves up to 120.8GFlops. We replace the heavily tuned proprietary
kernel library with our Open Vectorization (OV) kernel library coded using vector intrinsics.
The red bars, left to right, represent the performance obtained when progressively adding kernel
optimizations to such implementation. In the end, we obtain 122.71 GFlops when both unroll
and low-locality management optimizations are enabled. In the next sections, we break down

the individual performance impact of each of these optimizations.
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Figure 5.4: Performance impact of each kernel optimization in the simulated RISC-VV acceler-

ators.

We discuss low locality data accesses optimization in Section 5.3.1. The OV and the
OV+LM results in Figure 5.3 run the same code with the sole difference of using VE non-
cacheable directives for locality management as we specify in Table 5.1. Comparing those
results, we observe a 1.0% performance increase if this optimization is enabled. By measuring

the performance counters available in the VE, we observe that such increase in performance
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can be linked to a reduction of 0.6% in the LLC misses and 50% less L1 cache misses during
the execution of SymGS and SpMV.

In our RISC-VV accelerator performance predictions (see Figure 5.4), by comparing the
results simulating with bypassing enabled (OV+LM) and disabled (OV), we obtain a 3.5% and

2.0% performance increase in the low-end and high-end designs respectively.

5.5.2 Unrolling

In Figure 5.3, we also evaluate the benefits of the unrolling optimization on the VE by comparing
the OV+LM bar, without unrolling, and the OV+LM+UNR bar, which runs the same code as
OV+LM with the sole addition of unrolling. If enabled, unrolling four times the outer loop of
both SpMV and SymGS yields a 6.9% performance increase.

Back to Figure 5.4, we observe that the low-end accelerator experiences a negligible slow-
down of 0.7% when unrolling is used. Note that, our simulation statistics show 97.6% memory
bandwidth usage. Reaching that point, we do not expect further performance improvements on
the low-end design, as it is not possible to bring data from memory faster. On the high-end
accelerator, however, unrolling by four yields 12.6% performance increase, reaching a memory
bandwidth usage of 86.2%.

5.5.3 Accelerator designs

Compared to the low-end design, the high-end counterpart achieves 6.24 x more performance.
The best performance results of the low-end and high-end designs have a 20.5 GB/s and
a 129.3 GB/s average memory bandwidth usage respectively, which constitutes a 6.19x
difference. This similarity in the performance and memory bandwidth metrics suggest there
is a strong correlation between them. To take full advantage of the main memory bandwidth
available, it is important to balance the architecture hardware structures and other datapath
links in the hierarchy, e.g: CPU to LLC bandwidth. Analyzing the high-end simulation
statistics, we find that even its memory hierarchy is well balanced, there are a significant
amount of cycles where the front-end of the CPU is not issuing enough memory instructions
to saturate the memory bandwidth. One approach to tackle this issue is to increase the
reorder buffer size (ROB,;ries parameter in MUSA), so that more memory instructions can be
executed concurrently. In our experiments, doubling the ROB,,yies from 48 to 96 lead to 16.2%
performance improvements; further increasing up to 200 ROB,;ries did not yield additional
benefits.
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Figure 5.5: Performance impact increasing the AVL in our two accelerator designs.

In section 2.1.2, we comment on the potential advantages of having an (AVL) detached from
the VPU length. Long vector architectures benefit the most from compute-intensive workloads
with a high degree of data-level parallelism. But bear in mind, that not all applications might
benefit from having an aggressive AVL. In some cases, finding enough parallelism may be
challenging or rather impossible. On top of that, having a long VPU or AVL has a significant
impact on the area and power consumption of the core. Thus, it is important to carefully size
such hardware parameters according to the target application demands.

In figure 5.5, we present our experiments varying the AVL on HPCG on two accelerators.
We simulate AVL values ranging from 512-bit to 65536-bit in power of two steps. Compared
to 512-bit AVL, the low-end accelerator achieves a 6.05x speedup when scaling up to 4096-
bit. After that, the performance benefits obtained until reaching 16384-bit AVL are moderate.
Finally, the memory bandwidth of the device becomes the bottleneck of the application and
the performance curve flattens. In the case of the high-end accelerator, we obtain performance
benefits beyond the 16384-bit AVL used the experiments Section 5.5.1 and 5.5.2. In this case,
we find that the performance stops scaling at 32768-bit AVL.

Technological trade-offs Previous studies use custom implementations of McPat [4] to
model the chip area cost when increasing the VPU length. The trends observed in those studies
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suggest that doubling the VPU length roughly doubles its area too. A similar trend applies
to the vector register file which roughly doubles its size every time the AVL doubles. This
linear area increment, paired with the also close-to-linear benefits (until the memory bandwidth
becomes the bottleneck) observed in Figure 5.5, indicate that the optimal VPU length and AVL
design points for efficiency will vary depending on the target performance and application.
In the case of low arithmetic applications like HPCG, this target performance will be also

constrained by the memory bandwidth available on the device.



Chapter 6

Conclusions and Future Work

This last chapter summarizes the main conclusions of the thesis, highlighting the publications

derived from it and commenting on possible future work research areas.

6.1 Conclusions

This dissertation has analyzed the trade-offs adjusting the architectural features in a compute
node or accelerator to fit the needs of state-of-the-art HPC benchmark applications. We extend
the MUSA end-to-end simulation methodology to perform a wide design space exploration
campaign, analyzing parallel behavior and providing performance and power estimations for
each application and architecture simulated. We derive several conclusions from this campaign
that could be used to drive the design of next-generation HPC compute systems.

First, our scaling analysis shows significant parallel inefficiencies in most of the benchmarks
tested. Even without taking into account message passing communication overheads and using
an optimistic upper bound (hardware agnostic simulations), most applications are not capable
of scaling over 75% parallel efficiency on 64 core CPU configurations. Second, our hardware
explorations show how compute node configurations with 512-bit wide FP units yield 20%
to 75% performance speed-up and an average power increase of 60% with respect to 128-bit
wide configurations. Our study also shows that increasing the size of the SIMD units has a
general benefit, e.g., may provide energy reductions for parallel codes that properly exploit
both thread-level and SIMD level parallelism

With the continuous increase of static power consumption expected in next-generation
HPC systems, underutilization of computing resources is the main way to hurt overall energy
efficiency. Given the scaling issues and vectorization challenges observed, we insist in the

co-design point of view, bringing to the spotlight the necessity of a large effort on the task-
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level and data-level parallelization of applications, to maximize the utilization of the available
hardware resources.

As a result of the findings in the design space exploration, this thesis endeavors in the
optimization of challenging applications such as the SpMV numerical kernel and the HPCG
benchmark in long vector architectures. Specifically, we focused on a commercial accelerator by
NEC leveraging a vector length of 16-kbits and the emulation of a RISC-V vector architecture
that allows us to explore different vector lengths.

Our version of SpMV for the SX-Aurora long vector architecture shows roughly 17%
performance over the highly optimized proprietary vendor implementation. When compared to
other high-end architectures, our implementation performance on the VE is very competitive,
on average winning over both standard libraries from the competing architectures Xeon Skylake
Platinum and NVIDIA Volta: MKL and cuSparse. In terms of energy-to-solution, accelerators
allow up to 9x speed-up compared to general-purpose CPUs, even when using SIMD extensions
and highly optimized libraries. In addition, performance measurements indicate that long vector
architectures match the requirements of memory bandwidth-demanding data-parallel workloads
like SpMV.

The last set of conclusions is gathered from our work with HPCG. Leveraging the learnings
from the previous contribution, we study the performance boost given by the unrolling and
low-locality management kernel optimizations adapted to the ELLPACK-based SpMV and
SymGS kernels on HPCG. In our real hardware evaluation, enabling both kernel optimizations
in the VE results in 7.9% additional GFlops compared to disabling them. The total 122.71
GFlops attained represent a 1.6% performance increase over the previous proprietary proposal.
Using simulations, we estimate the performance of our open HPCG implementation in two
accelerator designs leveraging the RISC-V vector extension, called low-end and high-end.
On one hand, applying both optimizations running in the low-end accelerator yields a 2.7%
speed-up. In such case, the simulation statistics reveal that our vectorized baseline already
utilizes more than 95% of such DRAM bandwidth available, thus, making it difficult to obtain
further significant gains. On the other hand, the high-end accelerator has a much higher memory
bandwidth and the performance improves up to 14.9% when both optimizations are enabled.

Finally, the vector length scaling experiments support the idea that the increased flexibility
introduced by having an architectural vector length detached from the VPU length is a powerful

tool in the design space of compute accelerators and improves code portability.

6.2 Publications

This section lists the publications linked to the research presented in this thesis.
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In the first place, we perform a large design space explorations to analyze the trade-offs
of hardware components in next-generation systems. To achieve that, we extend the MUSA
methodology, improving the simulation of hybrid parallel workloads, adding support for new
memory technologies and accurate energy consumption estimations using third-party power
models. This work, presented in Chapter 3, has been published at the International Parallel and
Distributed Processing Symposium (IPDPS) [28]:

* "Design Space Exploration of Next-Generation HPC Machines"
Constantino Gémez, Francesc Martinez, Adria Armejach, Miquel Moretd, Filippo Man-
tovani, Marc Casas
International Parallel and Distributed Processing Symposium, May 2019 (IPDPS ’19)
DOI: 10.1109/1PDPS.2019.00017

We developed a very efficient SELL-C-0 SpMV for vector architectures as our second con-
tribution. The detailed study in Chapter 4, showing the optimization process was accepted and

published at the Symposium on Principles and Practice of Parallel Programming (PPoPP) [27]:

 "Efficiently running SpMV on long vector architectures"
Constantino Gémez, Filippo Mantovani, Erich Focht, Marc Casas
Symposium on Principles and Practice of Parallel Programming, February 2021 (PPoPP
'21)
DOI: 10.1145/3437801.3441592

We made all the SpMV codes available under Apache 2.0 license in a repository:

* https://repo.hca.bsc.es/gitlab/cgomez/spmv-long-vector

Finally, the last contribution takes on a more challenging application, the HPCG. We
propose vectorization optimizations for the main sparse kernels that compose the benchmark,
achieving high throughput in both VE and RISC-V long vector architectures. Our work with
HPCG developed in Chapter 5 has been submitted for publication.

* "Optimizing HPCG using the new RISC-V Vector Extension"

Constantino Gémez, Filippo Mantovani, Erich Focht, Marc Casas
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6.3 Future Work

During the development of this thesis, the interest in accelerators to build large scientific
computing systems kept growing at a higher rate than ever. In addition, the use of custom
hardware is becoming commonplace in mass consumer markets like the mobile phone industry
to accelerate demanding workloads (e.g., speech recognition, video decoding, etc.). This
explosion in the design space of hardware and applications opens many research opportunities
opportunities. Overall, we can only expect in the future further co-design studies tackling other
different software and hardware challenges in the field of high-performance accelerators and
applications.

We think there is a main research path that our work could be directly extended to. We
addressed two optimization challenges in the field of linear algebra: the SpMV algorithm and
the HPCG benchmark application. However, regular grids, like the one HPCG solves, only
represent a subset of the large spectrum of problems in computational physics.

Following this topic, a next step would be tackling the issue of optimizing mathematical
methods solving irregular grids problems. When mapped to matrices and operations, it is
possible to exploit such regularity to optimize and simplify otherwise complex routines. We
discussed these opportunities in the context of HPCG in Section 2.2.3, and how they allow us to
make efficient use of the vector units. Irregular grids might introduce stronger data dependences
reducing the data-level parallelism, thus limiting the performance in long vector accelerators.
It would be necessary then, a further study to asses the suitability of vector architectures for
this type of problems.

In addition, to converge faster to a solution, linear iterative solvers perform factorization
operations on the matrix on every step. Current state-of-the-art factorization implementations
often make use of branching instructions that are difficult to vectorize (e.g., Incomplete LU
factorization). Researching new techniques to handle such flow divergence efficiently on vector
architectures, could bring large performance benefits in linear algebra solvers, as factorization

represents a significant part of the total execution time.
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