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Abstract 
 

This research focuses on real-time data dependent applications and the urgent need for novel 

and creative architecture of Internet of Things (IoT) that will extend the fog computing further to 

be more peer-to-peer (P2P) approach. 

 

Mainly this research identifies two primary challenges: 

1. An architecture that supports IoT, and is characterized by low delay, small complexity and 
high robustness and resilience. 

2. Reliable data handling algorithms. 
 

We classify the objectives of our research into three main objectives:  
 
Objective 1: develop a generic overlay architecture for peer-peer IoT networks. The architecture 
should be able to accommodate a large variety of nodes as well as to be able to handle the 
generated data that is characterized by being high in volume and highly sensitive to time. This 
first objective is crystalized around the concept of peer-to-peer (P2P) networking and specifically 
the chord approach. The proposed overlay architecture is called multi-chord peer to peer IoT as 
it extended the standard chord to be multiple chords that could logically correspond to a group 
of nodes in a terrestrial network or to a group of satellites in a constellation in space or a mix of 
both. The multi-chord approach will give IoT the required characteristics of being robust, 
scalable, resilient and being self-maintaining and on a large scale as well as handling a vast data 
type. 
 
Objective 2: perform the mathematical analysis and formulation of the different algorithms and 
operations carried on multi-chord architecture. This includes the algorithms of data lookup and 
manipulation, node joining and leaving as well as the network stabilization process in case of 
failure of changes in the network topology.  The mathematical model is based on discrete Markov 
model as all operations in multi-chord are probabilistic in nature and depends on the current and 
next/previous state. This mathematical model will allow us to theoretically model the 
performance of the multi-chord and find the optimum situation for minimizing the cost of the 
operation as well as modeling the complexity. 
 
Objective 3: evaluate the performance of the multi-chord architecture by providing in-depth 
analysis of the achievable capacity and the robustness and resilience of the multi-chord in face 
of multiple of success failures and to provide performance improvements over state-of-the art 
cloud and/or fog based IoT networks. 
 
Our new proposed architecture based on multi-chord, requires algorithms that will insure the 
accurate and correct handling of data in the IoT as well as the simplicity of controlling the 
operation in the multi-chord architecture. This led to three main contributions in this research: 
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1. The first contribution is the development of a new multi-chord IoT architecture for the 
IoT networks based on multi-chord P2P overlay topology.  

2. The second contribution is the extension of the existing chord functions and algorithms 
of stabilization and resilience to the multi-chord IoT architecture. 

3. The third contribution is the development of a mathematical model and performance 
evaluation of the multi-chord architecture in terms of its appropriateness of integration 
of terrestrial and satellite networks. We obtain enhancements with respect to the state 
of the art of up 20% in the meantime to stabilization. Also, scalability is shown to be 
enhanced to 30% while the mean of lookup time showed 8% enhancement (while 
increasing the number of nodes with respect to the state-of-the art of P2P single-cord 
architectures). The variance of search delay is also enhanced by 2%. 
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Chapter 1 
 

1. Introduction 
 

This chapter provides an introduction and background knowledge of Internet of Things (IoT) and 

its integration to large scale Low Earth Orbit (LEO) satellite constellation. The motivation and 

applications of Satellite Internet of Things (SIoT) is highlighted, which inspires this research work. 

A description of the contributions and up-to-date publications during the author’s PhD study is 

also provided. 

 

The recent development of communication devices and wireless network technologies continues 

to advance the new era of the Internet and telecommunications. The various “things”, which 

include not only communication devices but also every other physical object on the planet, are 

also going to be connected to the Internet, and controlled through wireless networks. This 

concept, which is referred to as the “Internet of Things (IoT)”, has attracted much attention from 

many researchers in recent years, which is considered as era of IoT. IoT enables interconnection 

of anything, anytime and anywhere [1]. International Telecommunication Union – 

Telecommunications Standardization section (ITU-T) defines IoT as “global infrastructure for the 

information society, enabling advanced services by interconnecting (physical and virtual) things 

based on existing and evolving interoperable Information and Communication Technologies 

(ICT).” [2] 

 

The IoT has been defined by different authors in many ways. Vermesan et al. [3] define the IoT 

as simply an interaction between the physical and digital worlds. The digital world interacts with 

the physical world using a plethora of sensors and actuators. Another definition by Pe˜na-L´opez 

et al. [4] defines the IoT as a paradigm in which computing, and networking capabilities are 

embedded in any kind of conceivable object. 

 

IoT is also considered as the main building block of the fourth industrial revolution, known as 

Industry 4.0 [5,6], as it integrates the Internet of Things (IoT), cloud computing, big data and 

artificial intelligence to enable transition from automated manufacturing toward an intelligent 

manufacturing [7].  And one of the key drivers for next-generation mobile communications (5G) 

is IoT as well due to its support with billions of objects connected to the Internet and very low 

latency. The 5G technology will support the realization of smart cities, smart environments, and 

big data applications [8,9&10].  
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As stated in [11,12] there are 30 billion interconnected nodes, and 75 billion nodes are expected 

by 2025. Utilizing IoT connected devices can help in monitoring vital, restricted, unsafe places 

and processes [13]. 

 

Internet of Things (IoT) is a coin term recently used in Information and Communication 

Technology (ICT) research and industrial community to express the involvement of devices of 

different capabilities and functionalities in the daily activities of people and organizations. Mobile 

phones, wearable devices, sensors, appliances, and automobiles are examples of such devices in 

IoT environment while users’ tasks, transportation systems, health care systems, smart digital 

cities and educational systems are examples of applications where IoT will be used. With such 

vast highly dynamic environment, challenges rise on methods and techniques than will be used 

to discover, connect, organize such devices from one side and mechanisms to collect, aggregate, 

filter, process, store and retrieve generated data from other side.  

 

IoT platforms, access technologies, data storage & processing, data analytics, and security [14], 

these five aspects are growth enabler for future IoT networks. The IoT platform consists of 

hardware, software, and connectivity [15,16]. The objective of data analytics is to use the data 

to realize trends and results that can help develop business efficiently and make a positive impact 

on the market. IoT security can ensure the normal working of all the functionalities in an 

operational system. 

 

Now IoT has several dimensions for many applications, and it facilitates massive machine type 

communications. IoT can reach to the remote areas where there is no infrastructure available. 

Infrastructure is normally available where there are human communities. However, there are 

many scenarios where we need the information without the presence of the infrastructure. For 

example, measurements of under surface soil humidity and fertilizer intensity can be brought 

into the Internet through the IoT. This can be done by deploying appropriate sensors under the 

surface. Similarly, there are applications in which micro monitoring is required in the territories. 

In those cases, the supervision of the IoT can be done through some remote communication 

nodes. 

 

Satellites and high altitude-based communication devices are helpful in these applications. 

Terrestrial technologies have a common weakness which is they fail to provide global 

connectivity. Terrestrial networks are also highly vulnerable in case of natural disaster or terrorist 

attack. Instead, large scale Low Earth Orbit (LEO) satellite constellations have shown their 

potential to extend terrestrial networks. In this context satellites can be leveraged to support a 

worldwide expansion of the promising IoT market such as Starlink, Iridium and Orbcomm [17]. 
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LEO satellites can be characterized by an altitude between 160 km to 2000 km which provides a 

coverage on earth of hundreds of kilometers and less than 100 ms Round Trip Time (RTT) delay 

while in case of Geostationary Earth Orbit (GEO) the RTT is in order of 600 ms to 700 ms. 

Currently, the delay from terrestrial communication equipment to its visible Low earth orbit (LEO) 

satellites can be minimized to 1 to 4 ms, which can meet the user's Quality of Service (QoS) 

requirement [18]. 

 

Recently, the combination of satellite networks and Low Power Wide Area (LPWA) technologies 

is proposed as a promising hybrid network architecture [19].  In Fig. 1-1, the concept of satellite 

based IoT network is shown. 

 

 
Figure 1-1 Satellite based IoT network 

 

1.1. Motivation and Objectives 

 

1.1.1. Motivation 
 

With the increasing demand of Internet, mobile applications and things providing context 

awareness about surrounding environment, the current network infrastructure, data processing 

platforms and computing devices are facing challenges of limiting power and capabilities. This is 

due to factors such as rigid infrastructure of Internet that cannot cope with the high mobility and 

high versatility of networking technologies as well as scalability to cope with the high volume of 

data generated even with the usage of cloud computing and the increasing demand for 

ubiquitous computing in a global scale. Therefore, major challenges are required in the paradigm 

of networking to achieve efficient, scalable, reliable, and resilient architecture for the future of 

networking technologies such as IoT, blockchain and integration of heterogeneous architecture 

to a homogeneous overlay architecture.   
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Currently, Cloud computing and mobile networks [20] are used to provide the services required 

for IoT. This architecture depends on the approach that processing data and handling services 

are carried out in the cloud platform and the mobile network is for transmission and connectivity. 

However, this approach gets complicated and less efficient for many reasons: 

1. Separation of communication and processing may cause high delay in response to user 

requests especially if heterogeneous communication networks are invoked like mobile and 

Satellite networks. 

2. Scalability of this approach especially for time-sensitive applications like sensor data, 

actuators, and audio/video streaming. 

3. Resilience of this approach and ability to continue to provide services in case of failure of 

interruption either in the network or in the computing platform. 

4. Data integrity as data is highly dynamic and location of data storage and processing can 

affect the decision making depending on this data. 

 

Currently most of the communication networks use cloud computing concept for IoT applications 

[21] where only the cloud nodes are responsible for the data processing. Other nodes in the 

network are used only for routing and capturing data. However, processing in the cloud domain 

only is not the optimal solution. It has been established recently that by employing edge nodes 

to perform some processing capability will achieve more reliability. This approach is referred as 

fog computing [18]. 

 

Fog computing extends cloud computing operations from being centralized at the cloud platform 

to gateways or fog devices that allow for data processing and manipulation at such nodes. Fog 

devices are middle links where the operational data is processed and stored by small data centers 

which can be reached at low latency. These middle links (fog devices) connect devices (things) 

with cloud nodes [22]. Fog computing provides the opportunity to enhance both the scalability 

and resilience in the existing IoT networks. In 2018, Institute of Electrical and Electronics 

Engineers (IEEE) adopted OpenFog [23] as the reference architecture for Fog Computing. 

 

This dissertation focuses on real-time data dependent applications and the urgent need for novel 

and creative architecture of IoT that will extend the fog computing further to be more Peer-to-

Peer (P2P) approach. 

 

Mainly this research identifies two primary challenges: 

 

1. Low delay, small complexity and high robustness and resilience for architecture that 

supports IoT. Although the state-of-the-art in terms of cloud and fog computing can provide 

higher reliability, but in general they involve higher delay, complexity, and center of failure 
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concept. Therefore, the IoT networks should be designed by considering these factors to 

provide robust, scalable, and resilient solution. 

2. Reliable data handling algorithms. The current state-of-the-art solutions is based on 

structured relation-based data handling which is often do not take into consideration the 

constraints imposed by the big data generated and the unstructured characteristics of this 

data. Therefore, data handling algorithms should be designed in an innovative and creative 

way to enhance access to the data and at the same time can allow for accurate data 

manipulation in the existence of node failure and in the existence of large volume of data 

generated for the IoT.   

 

1.1.2. Objectives 

 

We classify the objectives of our research into three main objectives:  

 

Objective 1: develop a generic overlay architecture for P2P IoT networks. The architecture should 

be able to accommodate large and vast types of nodes as well as to be able to handle the 

generated data that is characterized by being high in volume and highly sensitive to time. This 

first objective is crystalized around the concept of P2P networking and specifically the chord 

approach [24]. The proposed overlay architecture is called multi-chord P2P IoT as it extended the 

standard chord to be multiple chords that could be a group of nodes in a terrestrial network or a 

group of satellites in a constellation in space or a mix of both. The multi-chord approach will give 

IoT the required characteristics of being robust, scalable, resilient and being self-maintaining and 

on a large scale as well as vast data types. 

 

Objective 2: perform the mathematical analysis and formulation of the different algorithms and 

operations carried on multi-chord architecture. This includes the algorithms of data lookup and 

manipulation, node joining and leaving as well as the network stabilization process in case of 

failure of changes in the network topology.  The mathematical model is based on discrete markov 

model [25] as all operations in multi-chord are probabilistic in nature and depends on the current 

and next/previous state. This mathematical model will allow us to theoretically model the 

performance of the multi-chord and find the optimum situation for minimizing the cost of the 

operation in multi-chord as well as modeling the complexity of the multi-chord. 

 

Objective 3: evaluate the performance of the multi-chord by providing in-depth analysis of the 

achievable capacity and the robustness and resilience of the multi-chord in face of multiple of 

success failures and to provide performance improvements over state-of-the art cloud and/or 

fog based IoT networks. 
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1.2. Research Approach 

 

Our research follows a well-established work on terrestrial P2P networks, the chord approach, 

and states the required procedures to identify, analyze, adjust, and contribute to this P2P 

network that finally should provide solid and efficient terrestrial and satellite P2P networking 

schemes, the multi-chord approach, for IoT.  

 

To make advantage of Chord Peer-to-Peer (P2P) approach: The chord P2P approach is a well-

established approach that ensures correctness of data lookup and in an efficient manner. Chord 

algorithm provides efficient load balancing, decentralization, scalability, and availability. The 

synchronization mechanism also allows chord to adjust quickly under frequent node arrivals and 

failures/departures. The use of chord algorithm as the basis for multi-chord approach in IoT 

provides us algorithmic advantages for data manipulation and network stabilization such that 

extension to usage with satellite constellation in conjunction with terrestrial P2P network will be 

realistically achievable. 

Accordingly, certain considerations are identified to focus on theoretical aspects of multi-chord 

while reflecting its applicability to realistic situations. Thus, several considerations have been set 

as follows: 

 

1.2.1. Stability of Underlying Network:  

 

Chord is an overlay approach. This means that there is some network topology that currently 

exists, such as Internet, and chord is implemented as an application layer algorithm over such 

topology. This will be used in multi-chord approach as well, but we will develop the process 

needed such that chord approach will be altered to run over satellite constellation already 

deployed and bridge with the chord running over the terrestrial network topology to form a 

global multi-chord overlay network. 

 

1.2.2. Focus on One chord over Satellite Constellation and Two chords over terrestrial 

network: 

 

Our main objective in this research is to provide the architecture of the multi-chord approach as 

well as the required algorithms for data lookup and network stabilization and resilience. 

However, we will show the appropriateness of multi-chord for the case of one chord in the 

satellite constellation with two chords in the terrestrial network. This represents the simplest 

deployment of multi-chord, but the approach can be systematically extended to any number of 

chords as the developed algorithms are generic. 
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1.2.3. Targeting Real-Time Data Generated from IoT Nodes: 

 

The research targets only real-time data generated from IoT devices such as sensors, actuators, 

measuring devices and any other devices that is characterized by limited resources and 

generating data characterized by high volume, high variety and small. This impacts the design of 

multi-chord as it must be characterized with high reliability, high resilience, and fast response as 

well as smaller delay, complexity, and overhead. 

 

1.3. Contribution of the Dissertation 

 
 

We carried in this research a thorough study and investigation of architecture of IoT networks 

from being based on client-server model to cloud based approach and finally a fog-based 

approach. This gave us the insight to develop our innovative approach that is based on P2P 

networks first and on multi-chord extension to well-known chord approach [24].  

 

This new approach –multi-chord approach- will require the algorithms that will insure the 

accurate and correct handling of data in the IoT as well as the simplicity of controlling the 

operation in multi-chord approach. This led to three main contributions in this research:  

1. The first contribution lies in the development of a new architecture – multi-chord IoT - 

for the IoT networks based on P2P overlay topology.  

2. The second contribution extends chord functions and algorithms of stabilization and 

resilience to the multi-chord IoT architecture  

3. The third contribution focuses on developing the mathematical model and evaluating the 

performance of the multi-chord in terms of its appropriateness of integration of 

terrestrial and satellite networks. 

 

As a summary of the research findings, table 1-1 shows the gain in the performance of multi-

chord approach in comparison with the single chord approach.  

 

Indicator Percentage of gain from Single Chord to Multi-chord 

Mean time to Stabilization 20% enhancement 

Scalability 30% enhancement 

Mean of Lookup time 8% enhancement 

Variance of Search delay 2% enhancement 
Table 1-1 Gain of the Multi-chord Approach in Comparison with the Single Chord Approach 
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In chapter 3 we present the architecture of the multi-chord approach for IoT networks which is 

a novel approach that changes the concept terrestrial as well as satellites networks follow which 

is merely relay of data over the network and satisfy the first objective of this research. However, 

upcoming satellites already have big storage capacity, which can be used to reduce the latency 

and complexity of operations to access and manipulate data. In addition, the integration of the 

satellites network with the terrestrial networks through the overlay approach of the multi-chord 

will assure the scalability, global coverage, reliability, and resilience that are highly required in 

IoT networks.  For example, data that require certain real time operations may get processed 

and stored in the satellite nodes. Hence, to solve the problem of latency and complexity, the 

multi-chord concept would bring advantage to make logical networks that include some or all 

satellites in a constellation and this chapter presents the first and second contribution of this 

research. 

 

Chapter 4 presents the mathematical model developed for multi-chord that shows the 

theoretical performance of multi-chord in different operation required such as data 

manipulation, node operations and network operations.  This contribution is considered to the 

best of our knowledge is not clear in chord P2P networks and for sure in out proposed multi-

chord network. Thus, this contribution serves the second objective and gives the formal method 

for evaluation of multi-chord IoT in terms of performance metrics, e.g.: 

• logical sub-chords including satellites should have nice trade-off between energy 

consumed, access delay and failure recovery times. 

• Hops/node for data lookup and data storage 

• Hops/node for stabilization 

• Percentage of failed lookups (robustness) 

• Lookup latency 

 

Chapter 5 highlights the third contribution of this research that emphasizes on the performance 

of IoT multi-chord in terms of organizing nodes in a P2P from the flat approach of the traditional 

chord to a multi-chord topology with hierarchal structure. Also, nodes in multi-chord IoT will be 

classified either based on their location or function. In addition, the accessibility mechanism is 

redesigned in multi-chord IoT to include beside finger table the chord table and multi-successor 

node tables also which will affect the multi-chord stabilization method. These operations will be 

evaluated through in-depth simulation to proof the applicability of the multi-chord networks and 

satisfy the third objective. 
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1.4. Publications 

 

During the PhD study, the following publications have been published: 

1. Abdel Ghafar, A. I., Castro, Á. V., & Khedr, M. E. (2019). Multidimensional Self-Organizing 
Chord-Based Networking for Internet of Things. 2nd Europe - Middle East - North African 
Regional Conference of the International Telecommunications Society (ITS): "Leveraging 
Technologies For Growth", Aswan, Egypt, 18th-21st February, 2019.  

 

2. I. Abdel Ghafar, Á. V. Castro and M. E. Khedr, "Satellite IoT services Using Multichord 
Peer to Peer Networking," 2019 IEEE 2nd 5G World Forum (5GWF), 2019, pp. 566-571, 
doi: 10.1109/5GWF.2019.8911672. 

 

3. I. Abdel Ghafar, A. Vazquez-Castro and M. E. Khedr, "Resilience Analysis of Multichord 
Peer to Peer IoT Satellite Networks," 2021 23rd International Conference on Advanced 
Communication Technology (ICACT), 2021, pp. 220-225, doi: 
10.23919/ICACT51234.2021.9370775. 

 

 

1.5. Outline of the Dissertation 
 

The remainder of this dissertation is as follows: 

 

Chapter 2 provides a comprehensive literature review on current IoT protocols and applications. 

The content in this chapter provides fundamental knowledge and inspiration of the rest of 

research in this dissertation.  

Chapter 3 presents the architecture of the proposed multi-chord IoT as an overlay architecture 

with the associated protocols to enhance the performance of IoT by improving robustness, 

Responsiveness, scalability, and resilience.  

Chapter 4 introduces the analysis and the mathematical model of the multi-chord IoT.  

Chapter 5 presents in depth the performance evaluation of the multi-chord IoT using simulation 

software and demonstrate the performance based on realistic application scenario through the 

performance matrices. 

Chapter 6 highlights the conclusion of this research with a perspective on the future work that 

can be extended over the multi-chord Satellite IoT. 
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Chapter 2 
 

2. Background and Literature Review 
 

In this chapter we provide general background information that is relevant to describe the 

context within which this research has been conducted. 

 

2.1. IoT Architecture 
 

Three- and Five-Layer Architectures are the most basic architectures proposed by many 

researchers [26] as shown in Fig. 2-1  

 
Figure 2-1 Common IoT Architecture [26] 

 

The three-layer architecture is a very basic one. The three-layer architecture defines the main 

idea of the Internet of Things, but it is not enough for research on IoT because research often 

focuses on more finer aspects of the Internet of Things. Hence, we have many more layered 

architectures developed. The five-layer architecture added the processing and business layers. 

 

Our research topic introduces an overlay architecture of the basic architecture, and the work can 

be considered in a middleware layer between the network layer and the application layer. 

 

Also, authors in [26] provided a full survey for the research taxonomy of in IoT technologies as 

shown in Fig. 2-2   
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Figure 2-2 Taxonomy of research [26] 

Based on this taxonomy, the perception layer collects data using sensors. The preprocessing layer 

filters and summarizes data before sending it to the network layer. Many protocols and standards 

are used to communicate over the network, the most common communication technologies for 

short range low power communication protocols are Radio Frequency Identification (RFID) and 

Near Field Communication (NFC) and for the medium range there are Bluetooth, Zigbee, and Wi-

Fi. Communication in the large scale IoT needs specific networking protocols and approaches. 

Therefore, new protocols and approaches have been proposed and implemented for each layer 

based on the requirements required by IoT devices. 

 

Authors in [27] provided a survey for IoT protocols as shown in table 2-1. It discusses different 

standards introduced by IEEE, Internet Engineering Task Force (IETF) and ITU to enable 

technologies matching the rapid growth in IoT. These standards include communication, routing, 

network, and session layers of the networking architecture that are being developed just to meet 

requirements of IoT. IEEE 802.15.4 is the most used IoT standard for Media Access Control (MAC), 

it defines a frame format, headers including source and destination addresses, and how nodes 

can communicate with each other. IEEE 802.11ah is a light version low energy of the original IEEE 

802.11 (known as Wi-Fi) wireless medium access standard. It has been designed with less 

overhead to meet IoT requirements. Routing Protocol for Low-Power and Lossy Networks (RPL) 

is distance-vector protocol that supports a variety of datalink protocols. IPv6 over Low power 

Wireless Personal Area Network (6LoWPAN) is the first and most used standard. 
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Session 
MQTT, SMQTT, CoRE, DDS, 

AMQP, XMPP, CoAP, …… 
Security Managment 

Network 
Encapsulation 

6LowPAN, 6TiSCH, 6Lo, 
Thread, …. 

TCG, 
Oath 2.0, 
SMACK, 

SASL, 
ISASecure, 

ace, 
DTLS, 
Dice, …. 

IEEE 1905, 
IEEE 1451, 

……… 

Routing RPL, CORPL, CARP, ….. 

Datalink 

WiFi, Bluetooth Low Energy, 
Z-Wave, ZigBee Smart, 

DECT/ULE, 3G/LTE, NFC, 
802.11ah, 802.15.4e, LTE-A, 

LoRaWAN, ….. 

Table 2-1 Protocols for IoT 

 

In [28], well known IoT platforms were explained and compared to each other as shown below 

in table 2-2. The authors concluded that ThingWorx and Microsoft Azure are the most promising 

platforms for IoT solution compared to the others. Google Cloud platform is popular because of 

its compute engine, application engine and container engine. IBM BlueMix is common due to its 

powerful application creation and management support 3rd party API and services that it offers 

to its users. ThingWorx IoT platform is widespread as it supports 3rd party device cloud facility, 

open API and Always On features. Microsoft Azure cloud is different from others for its 

networking capabilities as well as its computing capabilities. 

 

 
Google Cloud 

Compute 
IBM Blue Mix Thing Worx 

Microsoft 
Azure 

Amazon Web 
Service 

Scalability ✓ ✓ ✓ ✓ ✓ 
24*7 

availability 
✓ ✓ ✓ ✓ ✓ 

Security and 
Privacy 

provisioning 
✓ ✓ ✓ ✓ ✓ 

Plug and play ✓ ✓ ✓ ✓ ✓ 
Support for 
millions of 

devices 
✓ ✓ ✓ ✓ ✓ 

Real time data ✓ ✓ ✓ ✓ ✓ 
Storage of 

data 
✓ ✓ ✓ ✓ ✓ 

Solution Type PaaS PaaS Complete IoT PaaS IaaS 
Table 2-2 Comparison of Various IoT Platforms 
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2.2. Satellite IoT 
 

Due to the limitations of the terrestrial communication network, the application of IoT is 

restricted to a great extent. The satellite IoT and terrestrial IoT jointly build a space terrestrial 

integrated IoT architecture, effectively expanding the application fields and scope of IoT. 

 

Analyst firm Omdia forecasted that the global satellite IoT connectivity business will double its 

current revenues and may be more, going from $233 million in 2019 to reach $544 million in 

2025. Cumulative satellite connections are expected to rise fourfold to more than 10 million by 

2025 [29]. The installed base of satellite IoT connections is expected to increase by a nearly a 

factor of four in the coming years, growing at a 25 % compound annual growth rate (CAGR) from 

2.7 million units in 2019 to 10.3 million units in 2025. 

 

In this context, US Federal Communications Committee (FCC) made arrangements with SpaceX 

to build a constellation of 12,000 low Earth orbit communication satellites in a project called 

“Starlink” that will utilize phased array antennas for up and downlinks which will provide the 

ecumenical with low latency high bandwidth coverage [30]. 

 

A comprehensive survey for satellite IoT is introduced in [31] including the concept of satellite 

IoT and most of the current challenges were discussed that are facing the satellite IoT vision. As 

shown in Fig. 2-3, to position the new paradigm of satellite IoT in the arena of long-range IoT 

technologies, the following Key Performance Indicators (KPI) were considered 

 

 
Figure 2-3 Radar chart to compare the envisioned KPIs across different long-range [31] 

 

A state-of-the-art of Direct to Satellite (DtS) IoT is presented in [32], two modes of 

interoperability were illustrated for such a link: direct access and indirect access. The direct 
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access mode allows devices to directly communicate with the satellite, while in the indirect 

access mode, each sensor and actuator in a network may communicate with the satellite through 

an intermediate sink node. Also Required bandwidth vs. range capacity for personal, cellular, 

LPWA and satellite networks was presented as shown in Fig. 2-4. 

 

 
Figure 2-4 Required bandwidth vs. range [32] 

 

Quality of Experience (QoE) scheme for satellite IoT is proposed to enhance the user satisfaction 

by constructing QoE factors mentioned in [33], QoE-aware evaluation scheme is implemented by 

four QoE factors which are connectivity, rate, blocking rate and charges based on the Multilayer 

Tabu Search (MLTS) algorithm. 

 

  

2.3. Peer-to-peer (P2P) IoT 
 

Peer-to-peer (P2P) topology is a well-known approach for distributed systems. Authors of [34] 

propose an architecture to manage IoT based on cognitive P2P networks. The IoT devices will 

spread highly confidential data, sending this sensitive personal data to a centralized server or 

cloud will introduce a severe risk to people’s privacy, the risk is that whoever can access that 

point can exercise power over people. 
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Authors in [35] proposed that the data produced by personal IoT devices are safely stored in a 

distributed system whose design guarantees privacy by leveraging the use of P2P storage 

networks in addition to using the blockchain. Focusing on the scalability issue of the blockchain 

by performing simulations that provides empirical measures on its scalability degree. They also 

consider the possibility of employing blockchains whose scalability is higher than the Bitcoin 

blockchain. 

 

In [36] discussed the main problem related to centralized industrial network and third part trust 

operation. Centralized networking has had issues with flexibility, efficiency, availability, and 

security. Hence, their main purpose is to present a distributed P2P network architecture that 

enhances the security and scalability. Their proposed architecture was developed based on 

blockchain technology which helped the development of a distributed P2P network with high 

security and scalability. 

 

Authors of [37] addressed the requirement for scalable IoT architectures with the capability of 

maintaining the security and privacy of collected data especially when considering sensitive data 

such as medical records. They proposed an architecture model named FogChain, which combines 

the technologies Blockchain, Fog computing, and the IoT for the healthcare domain. Its concept 

is overcoming IoT constraints by employing a differential approach, adding an intermediate Fog 

layer near to the edge to improve their capabilities and resources. Experiments demonstrate that 

FogChain can achieve a 62.6% faster response time when compared to Cloud-like Blockchain 

infrastructures. 

 

Lately, there has been much interest in emerging P2P network overlays because they provide a 

good pillar for creating large-scale data sharing and content distribution applications. These P2P 

networks attempt to provide many features such as selection of nearby peers, redundant 

storage, efficient search/location of data items, trust and authentication, and anonymity. Also, 

the traditional search model is based on centralized architectures that can only handle small IoT 

platforms’ resource discovery. Most IoT systems have many different types of sensors and 

actuators. Hence, the centralized model is not suitable for them. The more popular model is 

decentralized, and the P2P architecture is the most typical architecture [38]. 

 

Due to the potential benefits of P2P approaches such as scalability, autonomy, and robustness. 

Authors of [39] introduced a holistic P2P application layer protocol and how it supports the data 

centric approach in their architecture which can span the Wireless Sensor Networks (WSN) and 

services over the internet. They used a Distributed Hash Tables (DHT) based on Kademlia [40] to 

find nodes and allow new nodes to join by knowing only the address of a node in the overlay. 

This DHT also allows an innovative use of forming groups of data or nodes with an associated 
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identifier, similarly to an info-hash in BitTorrent [41] this P2P approach allows IoT to move 

beyond isolated islands of data to nodes and services that are more easily deployed, developed, 

and integrated, e.g., in a healthcare. 

 

In [42], authors consider the appropriateness of P2P approach for fog computing to meet the 

requirements of IoT networks. P2P networks potentially offer an efficient routing architecture 

that is self-organizing, massively scalable, and robust in the wide area, combining fault tolerance, 

load balancing and explicit notion of locality. There are two classes of P2P overlay networks which 

are structured and unstructured: 

• Structured P2P, is that the P2P overlay network topology is firmly controlled, and content 

are placed not at random peers but at specified locations that will make successive 

queries more efficient. Such Structured P2P systems use the Distributed Hash Table (DHT) 

as a substrate, in which data object (or value) location information is placed 

deterministically, at the peers with identifiers corresponding to the data object’s unique 

key. 

• Unstructured P2P system consists of peers joining the network with some loose rules, 

without any prior knowledge of the topology. The network uses flooding as the 

mechanism to send queries across the overlay. When a peer receives the flood query, it 

sends a list of all content matching the query to the originating peer. While flooding-

based techniques are effective for locating highly replicated items and are resilient to 

peers joining and leaving the system. Obviously, this approach is not scalable as the load 

on each peer grows linearly with the total number of queries and the system size. 

Therefore, unstructured P2P networks face one basic problem which is the system does 

not scale when handling a high rate of aggregate queries and sudden increase in system 

size. 

 

The use of Distributed Hash Tables (DHT) for resource discovery in structured P2P networks has 

become a highly studied research area [43]. Content Addressable Network (CAN) [44], Pastry [45] 

and Chord are widely used examples of DHTs. 
 

 

2.4. Chord 
 

By reviewing the features included in recent P2P applications, it results redundant storage, 

efficient data location and searching [24]. Hence, applications need an efficient method for 

determining the location of a data item. 

Chord is widely known as one of popular DHT algorithms to significantly reduce the number of 

hops for looking up and updating in P2P network. By using consistent hashing, chord organizes 

nodes into a ring that can cover the huge number of nodes. Each node maintains routing 
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information of other O(log N) nodes. Thus, only O(log N) hops are required for each lookup 

request and O(𝑙𝑜𝑔2 N) hops for updating when a node joins or leaves the ring. Chord has many 

advantage features such as: 

• Load balance: distributed hash function, spreading keys evenly over nodes 

• Decentralization: Chord is fully distributed, no node more important than other, improves 

robustness 

• Scalability: logarithmic growth of lookup costs with number of nodes in network, even 

very large systems are feasible. 

• Availability: Chord automatically adjusts its internal tables to ensure that the node 

responsible for a key can always be found. 

• Locality: Nodes close on ring can be far in the network 

 

Chord uses consistent hashing [46] to assign (store) keys to its peers. Consistent hashing is 

designed to let peers enter and leave the network with minimal interruption. This decentralized 

scheme tends to balance the load on the system, since each peer receives roughly the same 

number of keys, and there is little movement of keys when peers join and leave the system. In a 

steady state, for N peers in the system, each peer maintains routing state information for about 

only O(logN) other peers (N number of peers in the system) as a small routing table called finger 

table. 

 

The consistent hash functions assign peers and data keys an m-bit identifier using the hash 

function Secure Hash Algorithm SHA-1 [47].  Each chord node (peer) has a unique identification 

(ID) by hashing its IP address and each information (key) has also a unique ID by the hashing the 

key itself and both are uniformly distributed: 

Node ID = SHA-1(IP address) 

Key ID = SHA-1(key) 

 

Identifiers are ordered on an identifier circle (ring) modulo 2m [48]. Key k is assigned to the first 

peer whose identifier is equal to or follows k in the identifier space. This peer is called the 

successor peer of key k, denoted by successor(k). If identifiers are represented as a circle of 

numbers from 0 to 2𝑚−1, then successor (k) is the first peer clockwise from k. The identifier circle 

is termed as the Chord ring. To maintain consistent hashing mapping when a peer n joins the 

network, certain keys previously assigned to n’s successor now need to be reassigned to n. When 

peer n leaves the chord system, all its assigned keys are reassigned to n’s successor. Therefore, 

peers join and leave the system with (𝑙𝑜𝑔N)2performance.  

 

Each peer in the chord ring needs to know how to contact its current successor peer on the 

identifier circle. Lookup queries involve the matching of key and NodeID. For a given identifier 

could be passed around the circle via these successor pointers until they encounter a pair of 
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peers that include the desired identifier; the second peer in the pair is the peer the query maps 

to. The response is returned along the reverse of the path. 

 

Chord simply is a protocol that solves the lookup problem and a simple system that uses it for 

storing information, given a key, it will determine the node responsible for storing the key’s 

value. The basic chord system supports five main operations where all operations use the lookup 

primitive offered by the chord protocol:  

1. Storing (assigning) keys 

2. Addition of chord nodes 

3. Departure of chord nodes  

4. Update 

5. Lookup 

 

Storing (assigning) keys: Key K is assigned to the first node whose identifier is equal to or follows 

(the identifier of) k in the identifier space. 

In Fig. 2-5, the number of bits is three (m=3), so we have 2𝑚→   23 places, three nodes only are 

available at 0, 1 & 3 places 

 
Figure 2-5 Assigning keys to Chord 

 

 

Key 1 stored at node 1 (successor (1) = 1), key 2 stored at node 3 (successor (2) =3) as node 2 

doesn’t exist in our chord ring, key 6 stored in node 0 (successor (6) = 0) as node 6 doesn’t exist 

in our chord ring. 

 

Join and departure of nodes: When a node n joins the network (chord ring), certain keys 

previously assigned to n’s successor now become assigned to n. When node n leaves the network, 

all its assigned keys are reassigned to n’s successor. In Fig. 2-6, Node 6 will join the chord ring. A 
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redistribution for the keys will take place and identifying the successors and predecessors. So key 

5 (k5) will be moved from node 0 and stored in new node 6. 

                                        
Figure 2-6 New node joining the Chord 

 

 

In Fig. 2-7, node 1 will leave the chord ring. Node 1 was storing key 1 only, and it will be moved 

to node 3. 

                                     
Figure 2-7 Node leaving the Chord 

 

 

Each node n’ maintains a lookup table with up to m entries (which is in fact the number of bits in 

identifiers), called finger table.  
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Figure 2-8 Building up finger tables 

 

Building finger table is based on using the following formula: s = successor(n+2𝑖−1) as shown in 

Fig. 2-8. 

The following applications are examples of how chord could be used: 

• Cooperative File System [49], in which multiple providers of content cooperate to store 

and serve each other’s data. Spreading the total load evenly over all participant hosts 

lowers the total cost of the system, since each participant needs to provide capacity only 

for the average load, not for the peak load. 

• Chord-based DNS [50], provides a lookup service, with host names as keys and IP 

addresses (and other host information) as values. Chord could provide a DNS-like service 

by hashing each host name to a key. 
 

Stabilization protocol: The successor/predecessor links are rebuilt by periodic stabilize 

notification messages sent by each node to its successor to inform it of the (possibly new) identity 

of the predecessor. The successor pointers are used to verify and correct finger table entries. 

                                 
• N26 joins the system 

•  N26 acquires N32 as its successor 

•  N26 notifies N32 

•  N32 acquires N26 as its predecessor 
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• N26 copies keys 

• N21 runs stabilize() and asks its successor N32 for its predecessor which is N26.  

 

 
• N21 aquires N26 as its successor 

 

 

2.5. Multidimensional Approach 
 

The multidimensional approach has been adopted by many researchers because they lack a 

mechanism for integration of heterogenous different smart Contexts. In this way, the hierarchical 

architecture at logical management layer such as multidimensional approach for organizing and 

discovering devices in large IoT environments is the urgent requirement today. 

Authors of [43] showed how multi-layered multi-ring architecture cased on chord can support 

multi-dimensional data lookup. They demonstrated a reduction in messages required to route a 

query in worst-case scenarios compared with a single-layered chord ring and other multiring 

architectures. 

 

In [51], an efficient chord-based horizontal architecture. In the proposed architecture, shown in 

Fig. 2-9, they focused on the fog layer and present a new fog architecture that minimizes lookup 

and storage complexity. A direct approach to the proposed chord-based architecture would be 

to consider each node (Fog-level or thing-level) of the environment as an entity. To reduce the 

number of nodes, the nodes are aggregated into Fog computing domains (FCDs). The aggregation 

process elects one or more Fog nodes as coordinators for a given FCD. Figure 2-9 shows only one 

coordinator for each FCD. Because the coordinator is representing the whole FCD, it is held 
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responsible for any violations by the FCD members. The coordinator is expected to manage the 

member nodes and represent its FCD within the global Fog community. The global Fog 

community (i.e., Coordinators) relates to a chord ring. 

 
Figure 2-9 Chord-based Fog Architecture [51] 

 

In [52], the authors propose a novel approach to manage things in large IoT environments based 

on chord protocol. Each node on the ring is considered as an IoT gateway and plays the role of 

transmitter and connector to sensors. In their proposed architecture, by using Distributed Hash 

Table (DHT), they identify each ring, gateway, and sensor by a unique hashed ID under several 

features to distinguish each other as in Fig 2-10. 

 

 

 
Figure 2-10 Multiple Peer Chord Rings [52] 

 

Their architecture is tested by simulating a large-scale environment with many nodes and sensors 

to evaluate performance and operation costs of the system with various topologies and 

properties. The achieved results proved that the proposal has the operability and feasibility to be 

practically applied. 
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2.6. Summary 
 

A summary table including all the related work 

 
Table 2-3 Related Work Summary 

  

Reference year IoT 5G P2P Fog SIoT Cloud Standards DHT Chord

Multi-

dimensio

nal

24 2001 ✓

26 2016 ✓ ✓ ✓ ✓

27 2017 ✓ ✓

28 2015 ✓ ✓ ✓

29 2020 ✓ ✓

30 2020 ✓ ✓ ✓

31 2021 ✓ ✓ ✓ ✓

32 2019 ✓ ✓ ✓ ✓ ✓ ✓

33 2019 ✓ ✓ ✓ ✓

34 2019 ✓ ✓ ✓

35 2017 ✓ ✓

36 2018 ✓ ✓ ✓

37 2021 ✓ ✓ ✓

38 2021 ✓ ✓ ✓ ✓ ✓

39 2019 ✓ ✓ ✓ ✓

40 2002 ✓ ✓

41 2008 ✓ ✓

42 2019 ✓ ✓ ✓ ✓

43 2005 ✓ ✓ ✓

44 2001 ✓ ✓ ✓

45 2001 ✓ ✓

46 1997 ✓ ✓

47 1995 ✓

48 2005 ✓ ✓ ✓ ✓

49 2001 ✓ ✓ ✓

50 2002 ✓ ✓ ✓

51 2021 ✓ ✓ ✓ ✓ ✓ ✓ ✓

52 2017 ✓ ✓ ✓ ✓ ✓
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Chapter 3 
 

3. Satellite IoT Multi-Chord Approach 
 

It is well-known that the IoT solutions require the capabilities of very high scale and dynamic 

adaptation to be able to expand on large space such as towards the development of smart cities 

or even smart country soon.  

 

Following this universal adoption, we were motivated to propose an architecture for IoT. Such 

architecture will be used as an enabler for large scale IoT networks [53]. Our goal is to develop 

multi-chord architecture for self-organizing P2P integrated networks [54,55] considering the 

global coverage of satellite network and advantages of fog service. 

Multiple chord rings are used to build a new framework that adapts to multi-attribute and range 

queries. The framework is organized into two parts, the Resources Directory System and the 

Resources Index and Discovery System [38].  

It is three-fold contribution as follows: 

1. Multiple Interconnected chords. 

2. Fast response between IoT nodes for data manipulation. 

3. Extension from the terrestrial to satellite IoT networks. 
 

3.1. Approach 
 

 

 
Figure 3-1 Multi-Chord Satellite Approach 

 

The adopted approach gathers the benefits and challenges of both Chord and Satellite 

approaches. The benefits of chord are Locating & handling data, Self-Organizing and Scalability. 

Simply, locating and handling data is means that if the target of a query is near the originating 



36 
 

node, then the originating node should not have to contact distant nodes to resolve the query. 

The self-organizing is using advanced algorithms in conjunction with high-level human-defined 

goals and policies, Self-stabilizing and hashing approach are considered as a proposed 

enhancement at our research. The current Scalability approaches adopted the cloud-based 

architectures.  

 

On the opposite side, the space network that consists of numerous Low Earth Orbit (LEO) 

satellites, considered as a promising technique since it is the only solution to provide full global 

coverage for the whole earth [56]. Nevertheless, compared with Geostationary Earth Orbit (GEO) 

satellites, the LEO satellites always move very fast to cover an area within only 5-12 minutes per 

pass, bringing high dynamics to the network access. Furthermore, to reduce the cost, the power 

and spectrum channel resources of each LEO satellite are very limited, i.e., less than 10% of GEO. 

 

Authors in [57] generalized a techno-economic model to assess the engineering-economics of 

satellite constellations by simulating the impact on coverage, capacity, and cost, as both the 

number of satellites and quantity of subscribers increases. Then assessment is visualizing the 

potential capacity and cost per user via different subscriber scenarios. The results show how 

limited the capacity will be once resources are spread across users in each satellite coverage area. 

For example, for 0.1 users per 𝑘𝑚2 (so 1 user per 10 𝑘𝑚2), we estimate a mean per user capacity 

of 24.94 Mbps, 1.01 Mbps and 10.30 Mbps for Starlink, OneWeb and Kuiper, respectively, in the 

busiest hour of the day. But if the subscriber density increases to 1 user per 𝑘𝑚2, then the mean 

per user capacity drops significantly to 2.49 Mbps, 0.10 Mbps and 1.02 Mbps. LEO broadband will 

be an essential part of the connectivity toolkit, but the results reveal that these mega-

constellations will most likely have to operate below 0.1 users per km 2 to provide a service that 

out-competes other broadband connectivity options. 

 

The constellation of Starlink has grown to almost reach 1,700 satellites through 2021 and will 

eventually consist of many thousands of mass-produced small satellites in low Earth orbit (LEO), 

which communicate with designated ground transceivers.  

While the technical possibility of satellite internet service covers most of the global population, 

actual service can be delivered only in countries that have licensed SpaceX to provide service 

within any specific national jurisdiction. As of January 2022, the beta service offering is available 

in 24 countries. The initial engineering parameters from the ITU fillings are reported in [58,59]. 

Early-stage planning began in 2014, with product development occurring in earnest by 2017. Two 

prototype test-flight satellites were launched in February 2018. Additional test satellites and 60 

operational satellites were deployed in May 2019. SpaceX launches up to 60 satellites at a time, 

aiming to deploy 1,584 of the 260 kg (570 lb) spacecraft to provide near-global service by late 

2021 or 2022. 
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3.2. Case Study System Model 
 

We get inspired by the new LEO constellations which are essential in the large IoT networks. Such 

as Starlink, OneWeb and Kuiper [57] which are the three main competing LEO constellations 

provides satellite Internet access coverage with high-speed, low-latency broadband internet 

across the globe. 

 

 
Figure 3-2 Starlink constellation 

 

The case study in our research is modelling LEO orbit constellation of as a “main-chord” ring, the 

LEO satellites are presenting the chord nodes. Each LEO satellite has a unique ID [60] as in StarLink 

satellites shown in Fig. 3-2. Each main-chord according to its coverage at that time can be linked 

by one or more (up to the number of LEO satellites per orbit) terrestrial smart context as IoT 

environment. After certain time, the same smart contexts will be covered/linked by different LEO 

satellite, this will be explained later in relative motion subsection. The smart context is presented 

by “sub-chord”. Our example shown in Fig. 3-3, we have one main-chord connected by two 

terrestrial sub-chord. 
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Figure 3-3 Mapping our case study into logical representation 

 

We consider the environment as an integration of multiple logical Chord rings, which could be 

intersected together by one or more shared nodes. Our proposed structure consists of main-

chord and sub-chords. Each smart context is considered as a sub-chord. 

So, the chord ring will be the logical management network for a single IoT context. Ring uses 

chord as a base method to organize and discover things. Node is a peer object located on the 

ring. Node corresponds with a gateway device in fact.  

We divide nodes into two types: 

• Single node: is a node that is participating in only one chord ring. 

• Shared node: is a node that is simultaneously participating in at least two chord rings. 
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Sensor is an object representing sensors in practice. In our multi-ring architecture, sensors cannot 

join directly on rings like nodes (i.e gateway) because they obvious characteristics of real devices, 

which are limited by capabilities of communication, computing, and storage. Therefore, sensors 

must connect to a certain gateway. Connection information between a sensor and its gateway is 

distributed on ring nodes. 

Figure 3-3 presents the traffic characteristics of deployed massive IoT connected devices in a city 

scenario [61].  

 

 
Figure 3-4 Massive IoT Connected devices in a city scenario [61] 

 

A dense urban environment with 10,000 households per 𝑘𝑚2 was used as the base for a massive 

IoT services scenario. A selection of connected device types was assumed to be deployed in the 

area, including water, gas and electricity meters, vending machines, rental bike position monitors 

and accelerometers in cars monitoring driver behavior. Traffic characteristics for each device are 

summarized below in table 3-1: 

 

 
Water 
meters 

Electricity 
meters 

Gas meters 
Vending 

machines 
Bike fleet 

management 
Pay as you 

drive 

Typical 
Message 

size 
100 bytes 100 bytes 100 bytes 150 bytes 150 bytes 150 bytes 

Message 
interval 

12 hours 24 hours 30 minutes 24 hours 30 minutes 
10 

minutes 

Device 
density 

10,000/k𝑚2 10,000/k𝑚2 10,000/k𝑚2 150/k𝑚2 200/k𝑚2 2,250/k𝑚2 

Table 3-1 Traffic Characteristics 

The number of connected devices used in this scenario represents a mature, large scale massive 

IoT scenario and the services represent a realistic range of massive IoT use cases that are 

expected to be deployed in an urban environment. 

 

Deployment environment and traffic models differ for these services: a remote-controlled meter 

may face an indoor coverage challenge, while a device mounted on a bike is usually found 

outside. The traffic intensity from meters may be once per day, whereas other devices may need 
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to transmit every 10 minutes. The data traffic for massive IoT devices is small; the typical data 

packet for a service is about 100-150 bytes, accounting for a payload of the device ID, time stamp 

and report data values. 

 
 

3.3. Basic Chord Adaptation 
 

In multi-chord P2P topology, nodes may join or leave a sub-chord as in single chord topology. The 

main difference in operations is that the nodes joining and/or leaving a sub-chord may be a 

member of multiple sub-chords and exist in the chord ring and finger tables of nodes residing in 

multiple sub-chords. 

 

After reviewing all chord characteristics, two aspects so far must be enhanced which are the 

chord table and the chord operations to be able to integrate the Chord into dynamic IoT 

environment. 
 

3.3.1. Chord Table 
 

A new table is created, Chord table, which is distributed on every node exist in chord ring. Thus 

the new table provides routing information that enables discovery queries can go from a chord 

ring to others. 

Each Chord table row contains two fields: 

• Node ID: indicates a distinct successor node that appears in Finger table. 

• Chord ID: lists Chord IDs that the node is participating. 

 

The main reason for creating a new chord table on every node instead of adding an extra field 

Chord-IDs in Finger table is to avoid checking and updating repeatedly and redundantly Chord-

IDs of the same successor node on many rows of Finger table. Otherwise, because a node can 

simultaneously join in multiple Chord rings, for each Chord rings, the node requires an individual 

Chord ring data including information of Chord-ID, Successor, Predecessor, Finger table, and 

Chord table. With our design, things organization and discovery on each ring will be maintained 

stably and independently. 

Hence, Node ID and Chord ID can be generated as below: 

Node ID = SHA-1(IP address) 

Chord ID = SHA-1(LEO satellite ID) 

 

3.3.2. Operations 
 

The overall flow diagram of these operations is shown in Fig. 3-5 
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Figure 3-5 Flow chart of node joining operation 

 

First a decision is made if a node in joining or leaving. If a node is leaving the stabilization process 

is executed in the sub-chords of interest as will be explained later. However, if a node is joining, 

then an ID must be allocated to the new node as well as the ID of the sub-chord that it will join 

using the consistent hashing of the LEO Satellite ID and hashing the node IP address to get the 

Node ID. Then a stabilization process is executed in the sub-chords of interest. 

 

Node Joins and Stabilization : To ensure that lookups of keys are executed correctly after a node 

join, nodes member of the same Chord ID will have to change their corresponding finger table as 

the set of participating nodes changes. In addition, nodes that are existing in such sub-chord and 

common in other sub-chords will have to change their ring tables.   

In the sub-chord of interest, each node’s successor pointer must be changed to include the new 

node that joined and be up to date. Nodes achieve this through the “stabilization” protocol 

introduced in chord topology. The stabilization protocol runs based on event-driven concept and 

not periodically as in standard chord topology to update sub-chord nodes’ finger tables, 

successor list and the Chord table. 

 

When node n starts to join a sub-chord, it calls first n.hash () to set its Node ID and its Chord ID. 

It then calls n.broadcast() where it broadcast its Node ID for other nearby nodes to hear and 

reply with their Node ID accordingly.  n.join( n’), where n’ is sub-chord node that replied to the 

broadcast and closest to follow the ID of the joined node. The join () function asks n’ to find the 

immediate successor of n.  join () does not make the rest of the nodes in the sub-chord aware of 

new node n that joined the sub-chord. however due to the chain effect of the event of node n 

joining the sub-chord, every node that learns of the existence of the new node runs stabilize () 

to update its finger table and successor list and inform nodes in its old finger table and successor 
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list of the changes it made in order that they in return run the stabilize function. Each time node 

n runs stabilize (), it asks its successor for the successor’s predecessor p, and decides whether p 

should be n’s successor instead. This is how new nodes initialize their finger tables, and it is how 

existing nodes incorporate new nodes into their finger tables. Each node also runs check 

predecessor, to clear the node’s predecessor pointer if n.predecessor has failed; this allows it to 

accept a new predecessor in notify. 

 

We completed the mechanisms of operations including discovery, join in and out in this 

architecture. With this approach, we can solve the complicated connection problem among 

things and hence enables IoT systems to manage and control things more efficiently. 

The basic chord functions are: 

• Insert 

• Lookup 

• Search 

• Delete 

 

Insert a key/lookup a key: In standard chord to insert / lookup key is a simple operation as it 

requires only hashing the data to a key then finding the nodes that data to a key then finding the 

nodes that has an id similar or directly succeeding the key. 

However, in multi-chord the operation is more complicated as the key may be stored in a sub-

chord of the multi-chord network. Thus, the insert operation requires two steps. First step is to 

decide sub-chord ID and the second step is to find the node to store this key. 

 

Delete a key / update a key: To delete / update a key, the process is very similar to insert a key 

as the steps required are first to lookup the sub-chord, then the node inside the sub-chord that 

holds the keys to be deleted / updated. 

 

Lookup algorithm 

//Step 1: hash the data to a key ID  

KID = n. hash(data) 

//step 2: Lookup within same sub-chord for node storing the key   

B=n. find (FingerTable, KID) 

If B is true go to step 5 

Else go to step 3  

//step3: find shared node in chord table to forward lookup process to  

SCID=n. find (CID, Chord table) 

B=SCID. find (FingerTable, KID) 

If B is true go to step 5 

Else go to step 4  

//step 4: find node in CID that will forward the request  

SCID = SCID. find successor Chord ID (CID, Chord table) 
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Repeat step 4 until SCID is the Chord ID 

//step 4: find node in CID that holds key ID 

n. find node (key ID) 

where SCID is the successor Chord ID and CID is the Chord ID and KID is the Key ID 

 

Building finger table algorithm 

// step 1 : for a certain node in a certain sub-chord, find successor 

Finger [1]. Node ID = Node ID . Find successor () 

//step 2 : build the rest of finger table 

For i= 1 to y (y is number of bits representing the number of nodes in a sub-chord) 

            F_NID next = +NID 

            If F_NID next doesn’t belong to sub-chord  

                        Finger [i+1].NID = NID. Find closest successor           

            Else finger [i+1].NID = F NID next 

            End 

End 
 

 

Building Chord table algorithm 

// step 1 : for a certain node in a certain sub-chord, find successor 

Nsuccessor = NID find successor  

Npredecessor = NID find predecessor 

Chord [i] . NID = Chord ID 

  

// step 2: build the rest of ring table 

For i = 1 to x (x is number of bits to represent number of sub-chords) 

If Nsuccessor . Chord ID ≠ NID . CID 

Chord [i+1] = Nsuccessor . CID 

Else repeat until new CID is found 

Nsuccessor = NID .Find successor 

Chord [i+1] = Nsuccessor . CID 

Else Chord [i+1] = CID 

End 

  

If Npredecessor . Chord ID ≠ NID . CID 

Chord [i+1] = Npredecessor . CID 

Else repeat until new CID is found 

Npredecessor = NID .Find predecessor 

Chord [i+1] = Npredecessor . CID 

Else Chord [i+1] = CID 

End 

End 
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New proposed chord functions were developed to be able to integrate the chord into dynamic 

IoT networks instead of the static IP networks according to the different possible scenarios that 

we may face in our research such as: 

Remove shared node: In our multi-chord approach, a situation my occur where a node that is a 

member in the main-chord and a sub-chord fails or disconnected. Accordingly, the nodes in this 

sub-chord will need to connect to another node in the main-chord. This scenario requires the 

blow steps as shown in Fig 3-6:  

1. Allocating another node in main-chord: 

The criteria of allocating another node in main-chord is to choose a node that is currently not 

shared in another sub-chord so not to overload existing shared node. To allocate this node, 

the finger table of the removed node is used to find this new node that is currently free. If all 

nodes in finger table are shared, then the finger table of successor node is investigated until 

a free node is allocated.   

2. Updating the finger table of the chosen node 

The updating of the finger table is like the algorithm of a node joining the sub-chord 

3. Updating the chord tables of nodes within the network 

The chord table of the removed node is copied to the chosen node and a stabilization process 

is carried to update the chord tables of nodes in concern 

                                     
Figure 3-6 Remove Shared Node 

 

 

Merge shared chords: In this situation, two sub-chords are merged into one. This may be due to 

remove of shared nodes of one of those sub-chords and there is no free node in the main chord 

to take place of the removed node. In this scenario the process is very similar to a removed node 

with the addition of an analyzing process where the nodes of the sub-chord that will merge to 

another sub-chord will build an analyzing table that maps the chord ID of the sub-chord to be 

merged with as shown in Fig. 3-7. 
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Figure 3-7 Merge Shared Chords 

 

 
                                                      

3.4. Logical Representation 
 

The logical representation for the system model is clearly presented in Fig. 3-8. Accordingly, the 

Finger tables and chord tables are calculated for each node in the network as shown in Fig. 3-9 

 
Figure 3-8 Multi-chord logical representation 
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Figure 3-9 Finger and Chord tables 

 

 

 

3.5. Common Scenarios 
 

Many common scenarios can be repeatedly occurred in satellite multi-chord architecture, in the 

following section some of the main scenarios will be illustrated. 
 

3.5.1. Lookup Scenario 
 

In this scenario the user using the laptop is connected to node 49 (N49) as shown in Fig. 3-10 and 

is asking about a certain information which is a student’ ID. By hashing the required information, 

we get that the key we need to lookup is key 15 (K15). 

N49 is responsible to lookup K15 as shown in the below example: 

N1 N8 N14

N1+1 N8 N8 C1 N8+1 N14 N14 C1,T1 N14+1 N21 N21 C1

N1+2 N8 N14 C1,T1 N8+2 N14 N21 C1 N14+2 N21 N32 C1

N1+4 N8 N21 C1 N8+4 N14 N32 C1 N14+4 N21 N48 C1

N1+8 N14 N38 C1 N8+8 N21 N42 C1,T2 N14+8 N32

N1+16 N21 N8+16 N32 N14+16 N32

N1+32 N32 N8+32 N42 N14+32 N48

N21 N32 N38

N21+1 N32 N32 C1 N32+1 N38 N38 C1 N38+1 N42 N42 C1,T2

N21+2 N32 N38 C1 N32+2 N38 N42 C1,T2 N38+2 N42 N48 C1

N21+4 N32 N1 C1 N32+4 N38 N48 C1 N38+4 N42 N1 C1

N21+8 N32 N32+8 N42 N1 C1 N38+8 N48 N8 C1

N21+16 N38 N32+16 N48 N38+16 N1

N21+32 N1 N32+32 N1 N38+32 N8

N48 N51 N42

N48+1 N51 N51 C1 N51+1 N1 N1 C1 N42+1 N5 N5 T2

N48+2 N51 N1 C1 N51+2 N1 N8 C1 N42+2 N5 N20 T2

N48+4 N1 N21 C1 N51+4 N1 N21 C1 N42+4 N5

N48+8 N1 N51+8 N1 N42+8 N5

N48+16 N1 N51+16 N8 N42+16 N5

N48+32 N21 N51+32 N21 N42+32 N20

N49 N17 N20

N49+1 N60 N60 T1 N17+1 N26 N26 T1 N20+1 N25 N25 T2

N49+2 N60 N14 T1,C1 N17+2 N26 N35 T1 N20+2 N25 N30 T2

N49+4 N60 N17 T1 N17+4 N26 N49 T1 N20+4 N25 N36 T2

N49+8 N60 N17+8 N26 N20+8 N30 N5 T2

N49+16 N14 N17+16 N35 N20+16 N36

N49+32 N17 N17+32 N49 N20+32 N5

Finger table Chord Table Finger table Chord Table Finger table Chord Table

Finger table Chord Table Finger table Chord Table Finger table Chord Table

Finger table Chord Table Finger table Chord Table Finger table Chord Table

Finger table Chord Table Finger table Chord Table Finger table Chord Table
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Figure 3-10 Lookup example 

 

1. According to the finger table of N49, N49 lookup K15 at N17 

2. N17 replied to N49 that it does not have k15 

3. N49 will start to lookup K15 outside its sub-chord (T1). From chord table of N49, N49 will ask 

N14 to search for K15 

4. Based on finger table of N14, N14 asks N21 about K15 

5. N21 returned to N14 informing it that it doesn’t has K   

6. Then N21 will lookup K15 outside C1, but N14 doesn't have another chord in its chord table. 

N14 asks its successor (N21) to lookup K15 outside chord C1 

7. From the chord table of N21, N21 can't communicate with another chords. So N21 will ask its 

successor (N32) 

8. Based on chord table of N32, N32 asks N42 to lookup K15 in T2. 

9. Finally, N42 lookup K15 at N20 based on its finger table 
 

 

3.5.2. Node Join 
 

In this scenario presented in Fig. 3-11, a new node N40 will join terrestrial sub-chord T1. The 

following steps will illustrate the steps of node joining and accordingly the stabilization protocol. 
 

N 2 

N 

N  

N2 

N 

N 2

N 2

N  

N  

N  

N   

N 26

N   

N   

N 60

N  

N  6

N  0

N 20

C T T2

 2

 

 

 
6

 

  

      

      
                   

             
     

K  

K  

             
                    
      
                      
                             



48 
 

 
Figure 3-11 Node join example 

1. N40 joins the system 

2. N40 aquires N49 as its successor 

3. N40 notifies N49 

4. N49 aquires N40 as its predecessor 

5. N40 copies keys 

6. N35 runs stabilization and asks its successor, N49 for its predecessor which is N40.  

7. N35 aquires N40 as its successor 

8. N35 notifies N40 of its existence  

9. N40 aquires N35 as predecessor 
 

 

3.5.3. Relative Motion Scenario 
 

Before the smart device requests a service, it needs to establish a continuous connection with 

the LEO satellite [62]. Since the LEO satellite moves at a high-speed relative to the smart device, 

there are issues of access switching and task delivery.  

 

 
Figure 3-12 Relative motion example 

 

As shown in Fig. 3-12, the smart device first establishes connection with the satellite𝑙𝑖, submits a 

request. However, continuous movement of the satellite 𝑙𝑖 at a relative speed v causes the smart 

device to be disconnected because it is not within the coverage of the satellite signal.  
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To continuously obtain service, smart devices will involve access handoff, that is, re-access the 

next LEO satellite 𝑙𝑗 whose signal covers the smart devices. 

 

The following Fig. 3-13 and Fig. 3-14 illustrates the relative motion scenario at the multi-chord 

and how this issue managed in our research.  

 

 
Figure 3-13 Multi-chord before relative motion scenario 

 

 
Figure 3-14 Multi-chord after relative motion scenario 
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Chapter 4 
 

4. Mathematical model 
 

We modeled the multi-chord P2P network as a stochastic process where nodes in the sub-chord 

are modeled as states in a discrete Markov chain [63] and the operations of lookup-delete-add 

and modify of keys in a sub-chord are modeled as transitions on the discrete Markov chain.  A 

stochastic process is defined to be an indexed collection of random variables {𝑋𝑡}, where the 

index t runs through a given set T. T is taken to be the set of non-negative integers, and 𝑋𝑡 

represents a measurable characteristic of interest at time t. 
 

4.1. Markov Chain 
 

Markov chain is a special kind of stochastic process [64] where it has the special property that 

probabilities involving how the process will evolve in the future depend only on the present state 

of the process and are independent of events in the past. Thus, it differs from a general stochastic 

process in that a Markov chain must be "memory-less [65]. 

 

A Markov chain is a mathematical model that explains probabilistically the transitions from one 

state to another according to certain probabilistic rules 

Assumptions are necessary regarding the joint distribution of 𝑋0, 𝑋1, . . . to obtain analytical 

results. One assumption that leads to analytical tractability is that the stochastic process is a 

Markov chain, which has the following key property: 

A stochastic process {𝑋𝑡} is said to have the Markovian property if P{𝑋𝑡+1 = 𝑗 ׀ 𝑋0 = 𝑘0, 𝑋1= 𝑘1, 

. . . , 𝑋𝑡−1= 𝑘𝑡−1, 𝑋𝑡 = i}, for t = 0, 1, . . . and every sequence i, j, 𝑘0, 𝑘1, . . . , 𝑘𝑡−1. 

In words, this Markovian property states that the conditional probability of any future “event,” 

given any past “event” and the present state 𝑋𝑡 = 𝑖, is independent of the past event and 

depends only upon the present state. 

 

It is worth mentioning that the conditional probabilities P{𝑋𝑡+1 = 𝑗  ׀  𝑋𝑡 = 𝑖} for a Markov chain 

are called (one-step) transition probabilities if, for each i and j 

 

P{𝑋𝑡+1 = 𝑗  ׀  𝑋𝑡 = 𝑖} = P{𝑋𝑡 = 𝑗  ׀  𝑋0 = 𝑖} for all t = 1, 2, . . . , 
(4-1) 

And thus the (one-step) transition probabilities are said to be stationary implying that the 

transition probabilities do not change over time. The existence of stationary transition 

probabilities also implies that, for each i, j, and n (n = 0, 1, 2, . . .), 

 

P{𝑋𝑡+𝑛 = 𝑗  ׀  𝑋𝑡 = 𝑖} = P{𝑋𝑛 = 𝑗  ׀  𝑋0 = 𝑖} for all t = 0, 1, . . . .  
(4-2) 

https://brilliant.org/wiki/probability-rule-of-product/
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These conditional probabilities are called n-step transition probabilities. 

To simplify notation with stationary transition probabilities, let 

𝑃𝑖𝑗 = P {𝑋𝑡+1 = 𝑗  ׀  𝑋𝑡 = 𝑖} 
(4-3) 

  

𝑃𝑖𝑗
(𝑛) = P {𝑋𝑡+𝑛 = 𝑗  ׀  𝑋𝑡 = 𝑖} 

(4-4) 

Thus, the n-step transition probability 𝑃𝑖𝑗
(𝑛) is just the conditional probability that the system 

will be in state j after exactly n steps (time units), given that it starts in state i at any time t. When 

n = 1, note that 𝑃𝑖𝑗
(𝑛) = 𝑃𝑖𝑗 

Since 𝑃𝑖𝑗
(𝑛) are conditional probabilities, they must be non-negative, and since the process must 

make a transition into some state, they must satisfy the properties 

𝑃𝑖𝑗
(𝑛) ≥ 0, for all i and j; n = 0, 1, 2, . . . , 

and 

∑ 𝑃𝑖𝑗
(𝑛)𝑀

𝑗=0 = 1 for all i; n = 0, 1, 2, . . . . 

 

 

4.2. Classification of Markov Chain Model 
 

Transition probabilities associated with the states is crucial factor in the behavior of Markov 

chains. To further describe the properties of Markov chains, it is necessary to present some 

concepts and definitions concerning these states [66]. 

State j is said to be accessible from state i if 𝑃𝑖𝑗
(𝑛) > 0 for some n≥0. Thus, state j being accessible 

from state i means that it is possible for the system to enter state j eventually when it starts from 

state i. For example, 𝑃𝑖𝑗
(2)> 0 for all i and j, means every state is accessible from every other state. 

In general, a sufficient condition for all states to be accessible is that there exists a value of n for 

which 𝑃𝑖𝑗
(𝑛) > 0 for all i and j. 

If state j is accessible from state i and state i is accessible from state j, then states i and j are said 

to communicate. 

 

Recurrent States and Transient States: It is often useful to know if a process entering a state will 

ever return to this state. A state is also said to be a transient state if, upon entering this state, the 

process may never return to this state again [67]. Therefore, state i is transient if and only if there 

exists a state j (j ≠ i) that is accessible from state i but not vice versa, that is, state i is not accessible 

from state j. 

Thus, if state i is transient and the process visits this state, there is a positive probability (perhaps 

even a probability of 1) that the process will later move to state j and so will never return to state 

i.  
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A state is said to be a recurrent state if, upon entering this state, the process will return to this 

state again. Therefore, a state is recurrent if and only if it is not transient. Since a recurrent state 

will be revisited after each visit, it will be visited infinitely often if the process continues forever. 

A state is said to be an absorbing state if, upon entering this state, the process never will leave 

this state again. Therefore, state i is an absorbing state if and only if 𝑃𝑖𝑗 = 1. 

A Markov transition matrix [68] is a square matrix showing the probabilities of going from one 

state to another where each row in the matrix represents an initial state and each column 

represents a terminal state. 

 
 

The main properties of the transition matrix are: 

• It is square matrix 

• All entries are between 0 and 1, because all entries represent probabilities.  

• The sum of the entries in any row must be 1 

 

Discrete Time Markov chain is commonly used in P2P network topologies. As authors in [69] used 

Markov to deal with the time dependencies of consecutive time steps to propose Time-Evolving 

Graph (TEG) to capture the evolution of the connectivity of P2P networks. Also, authors in [70] 

were concerned by the deployment of blockchain in IoT, a three-layer architecture includes smart 

devices layer, edge cloud layer and blockchain-based distributed cloud layer. The authors 

proposed a content selection algorithm of edge cache nodes, and the algorithm adopts Markov 

chain model. 

 

Markov chain can be used in modelling all chord operations such as node joining, node leaving, 

lookup and storing because all these operations are probabilistic and Markov chain may be the 

appropriate model for these operations. 

Hence, the state in our work will refer to entry of our finger table in case of lookup a key (data), 

node joining, node leaving and stabilization process. Our work will be modelled as a Discrete Time 

Markov Chain (DTMC) {𝑡1, 𝑡2, 𝑡3,…..} 

From the Markov chain, performance of multi-chord approach in terms of the number of hops to 

finish operations, time to response, load distribution and response to failure will be measured 

using Markov chain steady state equation. 
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The term SteadyState probability means that the probability of finding the process in a certain 

state, say j, after many transitions tends to the value j, independent of the probability distribution 

of the initial state. It is important to note that the steady-state probability does not imply that 

the process settles down into one state. On the contrary, the process continues to make 

transitions from state to state, and at any step n the transition probability from state i to state j 

is still 𝑃𝑖𝑗. 

 

The 𝜋𝑗 array is be interpreted as stationary probabilities (not to be confused with stationary 

transition probabilities) in the following sense. If the initial probability of being in state j is given 

by 𝜋𝑗 (that is, P{𝑥0 = j} = 𝜋𝑗) for all j, then the probability of finding the process in state j at time 

n = 1, 2, . . . is also given by 𝜋𝑗 (that is, P{𝑥𝑛 = j} = 𝜋𝑗. 

 

To elaborate more how Markov will be used in chord, let’s have an example of m equals to 3 bits 

shown in Fig. 4-1. 

 
Figure 4-1 Chord ring with m=3 

 

Then the finger tables of nodes n0, n1 and n3 will be as shown below in Fig. 4-2: 

 

 
Figure 4-2 Finger tables of nodes n0, n1 and n3 

 

Then we can draw the transition diagram as shown in Fig. 4-3: 

 

 
Figure 4-3 Transition diagrams Chord ring with m=3 
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The transition probabilities are calculated from the finger table in terms of frequency of transition 

from state to another to lookup a certain key. 

For example, to lookup a key from node n0 to any other node in the network, the probability will 

be 0.125 from node n0 to itself as it is only one key that will be looked up stored in node n0 and 

probability 0.25 from node n0 to node n1 as there will be two keys that can be looked up from 

node n1 and probability 0.625 from node n0 to node n3 as there will be five keys that can be 

looked up from node n3 

After that, the transition matrix can be easily written as below in Fig. 4-4. 

 

 

 
Figure 4-4 Transition Matrix extraction at n=3 

 

Another example will be illustrated when n6 joined the same chord ring. Then the chord ring will 

be as below in Fig. 4-5. 

 

 
Figure 4-5 Chord ring with n6  

Then the finger tables and transition diagrams of nodes n0, n1, n3 and n6 will be as shown in Fig. 

4-6 and the transition diagrams in Fig. 4-7. 

 

 
Figure 4-6 Finger tables of nodes n0, n1, n3 and n6 
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Figure 4-7 Transition diagrams for Chord ring at n=4 

 

At last, the transition matrix will be as shown below in Fig. 4-8. 

 

 
Figure 4-8 Transition Matrix extraction at n=4 

 

 

4.3. General Markov Model 
 

To model a saturated (all nodes are existing) fully loaded (all possible keys are considered) 

chord, we can get the below diagram presented in Fig. 4-9 where u = n2𝑚−1. 

 
 

 
Figure 4-9 General Markov model 
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p =  

[
 
 
 
 
 
 
 
1 1 2       ⋯ 2𝑚−1    ⋯ ⋯ ⋯ ⋯ ⋯
 1 1 2       ⋯ 2𝑚−1    ⋯ ⋯ ⋯ ⋯
  1 1 2       ⋯ 2𝑚−1    ⋯ ⋯ ⋯
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

     ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ 2𝑚−1

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 2𝑚−1 ⋮
                   
                   ]

 
 
 
 
 
 
 

 × 
1

2𝑚
   

(4-5) 

where the matrix dimensions are 2𝑚 × 2𝑚. 

 

 

4.4. Steady State Analysis 
 

Modeling of the steady state analysis s to analytically derive the probability state vector of 

Satellite IoT consists of multi-chord networks is a prior requirement to do the system analysis 

[71,72]. This study presents a steady-state Markov chain model to predict the long-term 

probability of drought conditions. 

 

Suppose a chord ring of m = 3 bit as shown below 

 
 

Ʋ (p - 1) = 0 (using eigen vector method). 

Let x stands for n0, y stands for n1, and z stands for n3. 

 

[𝑥 𝑦 𝑧] ×  

(

 
 

[
 
 
 
1
 ⁄

2
 ⁄

 
 ⁄

1
 ⁄

1
 ⁄

 
 ⁄

 
 ⁄  2

 ⁄ ]
 
 
 

   [
1   
 1  
  1

]

)

 
 
=   

(4-6) 

[𝑥 𝑦 𝑧] × 

[
 
 
 
−7

 ⁄
2
 ⁄

 
 ⁄

1
 ⁄

−7
 ⁄

 
 ⁄

 
 ⁄  − 

 ⁄ ]
 
 
 

 = 0 

(4-7) 
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−7
 ⁄  𝑥 + 1  ⁄  𝑦 +   ⁄ 𝑧 = 0 

(4-8) 

2
 ⁄  𝑥 - 7  ⁄  𝑦 = 0 

(4-9) 

 
 ⁄  𝑥 +   ⁄  𝑦 -   ⁄ 𝑧 = 0 

(4-10) 

Given that 𝒙 + 𝒚 + 𝒛 = 1 

 

By solving those equations, we can get that: 

 x =  2 1 1⁄  , y = 12 1 1⁄  & z=  7 1 1⁄  

Steady state vector: [
42

101

12

101

47

101
] 

 

 

It presents the probability of existence of those nodes. The steady state vector will be used to 

find the expected number of hops for any key in a multi-chord approach. To find tis expected 

number of lookups, we must find all possible combinations of nodes in a chord. This can be 

achieved by binomial distribution. 

 
 

Binomial Distribution 

 

(
𝑁

𝑙
) =  

𝑁!

𝑙! (𝑁 − 𝑙)!
 

 

(𝑁
𝑙
): number of alternatives representations of k nodes from total n nodes 

N: 2𝑚 

l: actual available nodes 

 

l 0 1 2 3 4 5 6 7 8 

(
𝑁

𝑙
) 1 8 28 56 70 56 28 8 1 

Table 4-1 Binomial Distribution 

PMF: (𝑁
𝑙
) 𝑝𝑙(1 − 𝑝)𝑁−𝑙 

Mean = N × p 

p: probability to choose a node. (Assume p equals half) 

q: probability to not choose a node (assume q equals half) 

 

The following cases will clarify the steady state analysis:  
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Case 1: 

m = 3, N=8 & l=8 

All 8 nodes exist 

[
 
 
 
 
 
 
 
1 1 2      
 1 1 2     
  1 1 2    
   1 1 2   
    1 1 2  
     1 1 2
2      1 1
1 2      1]

 
 
 
 
 
 
 

 ×
1

 
 

(4-11) 

Steady state vector:  [1 1 1 1 1 1 1 1] ×
1

8
 

 

Case 2: 

m = 3, N=8 & l=7 

7 nodes exist (n7 doesn’t exist) 

[
 
 
 
 
 
 
1 1 2     
 1 1 2    
  1 1 2   
   1 1   
    1 1 2
1     1 2
2      2]

 
 
 
 
 
 

 ×
1

 
 

(4-12) 

Steady state vector:  [19  1 191   17 9 21 ] ×
1

1000
 

 

Case 3: 

m = 3, N=8 & l=7 

7 nodes exist (n3 doesn’t exist) 

[
 
 
 
 
 
 
1 1 2     
 1 1     
  1 2    
   1    
   1 1 2 2
1    1 2 1
2     2 1]

 
 
 
 
 
 

 ×
1

 
 

(4-13) 

Steady state vector:  [17 9 21 19  1 191   ] ×
1

1000
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Case 4: 

m = 3, N=8 & l=6 

6 nodes exist (n6 & n7 don’t exist)  

[
 
 
 
 
 
 1 2  2  
 1 1 2   
1  1 1   
   1 1  
    1  
     1]

 
 
 
 
 

 ×
1

 
 

(4-14) 

Steady state vector:  [ 11 1 2 11 7 1  1 9] ×
1

1000
 

 

Case 5: 

m = 3, N=8 & l=6 

6 nodes exist (n1 & n4 do not exist) 

[
 
 
 
 
 
1      
 2 2    
  1    
 2  2 1  
2    1 1
2 1    1]

 
 
 
 
 

 ×
1

 
 

(4-15) 

Steady state vector:  [92 2  17 17 12 19 ] ×
1

1000
 

 

Case 6: 

m = 3, N=8 & l=6 

6 nodes exist (n2 & n6 don’t exist) 

[
 
 
 
 
 
1 2 1    
 1     
  2 1 2  
   1 2 1
    1  
1 2    2]

 
 
 
 
 

 ×
1

 
 

(4-16) 

Steady state vector:  [1  19 222   197 22 ] ×
1

1000
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Case 7: 

m = 3, N=8 & l=5 

5 nodes exist (n5, n6 & n7 don’t exist) 

[
 
 
 
 
 1 2  1
1 1 1   
2  1 1  
   1  
7    1]

 
 
 
 

 ×
1

 
 

(4-17) 

Steady state vector:  [  1 72 1  7 2 1] ×
1

1000
 

 

Case 8: 

m = 3, N=8 & l=5 

5 nodes exist (n2, n4 & n7 don’t exist) 

[
 
 
 
 
2 2 2 2  
 2    
2  2   
1   2 2
    1]

 
 
 
 

 ×
1

 
 

(4-18) 

Steady state vector:  [1 7 22 2 1   1   ] ×
1

1000
 

 

This clearly shows that there is no unified mathematical closed form to find the steady state of 

nodes in a multi-chord approach and thus numerical analysis will be used in our simulations to 

find steady state of different situations. 
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Chapter 5 
 

5. Simulation Results 
 

We will present in this chapter the simulation results that evaluate the performance of the multi-

chord P2P architecture. we carried out three simulation scenarios, involving: (1) Key lookup and 

node joining on multiple chords to evaluate the complexity and prove the scalability of the 

proposed multi-chord architecture; (2) Node joining operation on multi-chord architecture to 

demonstrate its operability as well as to examine cost; (3) Key lookup on multi-ring architecture 

to evaluate cost of key finding in various cases and properties. 
 

As the proposed multi-chord architecture is difficult to evaluate on real testbed with full 

hardware and software, we performed those tests through simulations on discrete event 

simulator platform. For each test, we used several scenarios that test certain characteristics in 

the multi-chord approach such as effect of number of nodes in the system to gain generality. In 

addition, the number of hops is considered as main metrics in our evaluation, and we also did 

not consider the communication costs among nodes at the physical layer as it is out of scope of 

this dissertation. 

 

The main performance indicators that we will be evaluated in this chapter are: 

• Response time is defined as the time a query for a lookup will take from the time it is 

requested by a node until a reply from destination node is received and is measured in 

seconds and is evaluated according to equation 5-1.  

• Mean time of node response is the statistical average time a query takes for looking up a 

key. 

• Variance of time response is the statistical deviation encountered by queries for looking up 

keys. 

• The mean time of node response and the variance of time response are both evaluated 

numerically as they are based on equation 4-5 that has no closed form. 

• Time of network stabilization is the time a chord or multi-chord takes to modify the finger 

tables and keys in nodes when nodes join or leave a chord or a multi-chord  

• Steady state probability of a node in a multichord is the probability of a given node in a 

chord to be responsible for performing a query in the network and it is evaluated based on 

equation 4-5 

• Outdegree of a multi-chord is defined as the average number of connections going out from 

a node to other nodes 

• Indegree of a multi-chord is defined as the average number of connections going into a 

node from other nodes in network. 

• Both outdegree and indegree are evaluated numerically and their mathematical closed 

form are shown in section 5.4 
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• Pdf of shared node is defined as the probability density function of possibility of nodes in a 

chord to perform a certain query in the network and is evaluated based on the numerical 

histogram obtained from system simulation. 

 

 

5.1. Response Time to Key Lookup within a Single Sub-Chord 

 
We modeled and simulated the process in one of the 32 starlink orbits that includes 64 satellite 
nodes.  
Fig. 5-1 shows the constellation comprised of 64 satellite nodes in one of the 32 starlink orbits 
and the virtual connectivity between the satellites using the chord P2P networks. Each satellite 
node can reach six other satellites as proposed by the concept of finger table in the chord 
networks. This will guarantee that all satellites in each orbit will be reachable in a nearly mesh-
like topology. For example, the satellite with ID=7 will have the finger table shown in the Fig. 5-
1. We then started simulating the response time the satellite will take to respond to request for 
data stored in the multi-chord approach. 

 
Figure 5-1 Virtual connectivity between satellites in each orbit 

We investigated the response time in this multi-chord architecture where the response time is 
measured without taking the propagation time into consideration as this will be function to the 
orbit distance from the Earth and some physical characteristics that are out of scope of this 
dissertation. Thus, the represented results are the processing and queuing time within nodes or 
between nodes within same or different sub-chords. 
Figure 5-2 shows the mean time of node response to lookup requests as a function of the number 
of nodes in a sub-chord.  Figure 5-2 also shows that the average response is around 0.5 msec 
which is considered very adequate to high speed IoT networks for all variations of satellite 
numbers per orbit. This is contributed to the fact that mean time to access data will follow a 
complexity in order of log (n) as will be shown in further simulation figures. 
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Figure 5-2 Mean time in sec to access data within an orbit 

  
To quantify the results in Fig. 5-3, we measured the variance in such time as function of number 
of nodes in multi-chord approach as shown in Fig. 5-3. Although the average time to access data 
within a sub-chord is nearly the same as the number of nodes increases in the sub-chord, the 
variance of such time is linearly dependent on the number of nodes in a sub-chord as seen in Fig. 
5-3.  

 
Figure 5-3 Variance in time to access data within an orbit 
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This can be contributed to the fact that data will be distributed on larger number of nodes in sub-
chord architecture and thus expected to take more time for lookup and retrieval in some cases. 
 
On the other hand, Fig. 5-4 shows the time taken to stabilize from point of data storage and 
retrieval when a node or group of nodes fail. It also shows the effect of node failures on the time 
needed to stabilize when amount of traffic data is varied. The figure shows that a time of nearly 
4 to 5 seconds is needed to stabilize the network after a node failure, this time is also considered 
adequate in high speed IoT networks. However, statistics shown in Fig. 5-5 proves that 90% of 
the time required to stabilize a network will not exceed 4 seconds in the most vulnerable situation 
of 10 nodes in failure. The figure also shows that the difference between the 10 percentile and 
90 percentiles is within acceptable range and is nearly showing a uniform distribution. 

 
 

 
Figure 5-4 Network stabilization time in sec vs number of satellites failures 
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Figure 5-5 Statistical values of network stabilization 

 

5.2. Response Time to Failure within a Single Sub-Chord 
 

We also carried three tests to evaluate the ability of multi-chord satellite network to respond to 

failure in nodes listed in the successor list and the response of the multi-chord to failure in a sub-

chord and not a node and lastly the ability of the system to keep the connections alive among 

different sub-chords in the system. 

We carried our simulation model based on an abstract time unit. This time unit represents the 

time a node will need to detect failure in connections with one of its successors. The exact value 

of this time unit depends on the satellite systems under consideration and differs from one 

satellite networks to another. Fig. 5-6 shows the mean time to achieve stabilization if the nodes 

listed as successors suffer from failure. The simulation was carried in two situations. The first 

situation assumes the lookup in the successor list is done in order and the second situation when 

the lookup is done randomly.  
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Figure 5-6 Number of satellites OFF in successor list 

 

Figure 5-6 shows there is a nearly linear increase in the meantime with the number of nodes in 

failure in first situation compared to the situation when the lookup is done randomly. It also 

confirms that random lookup is superior when the number of failure nodes is low.  

 

Figure 5-7 shows that the growth in mean time is nearly exponential in case the failure in the sub-

chord as a whole and not in a node or group of nodes in a sub-chord. This due to increase in 

lookup time for an alternative sub-chord and a node in that alternative sub-chord that will be the 

merge node as explained in chapter 3. 

 

 
Figure 5-7 Mean time to stabilization 
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The last experiment is shown in Fig. 5-8 that measures the percentage of keeping the link alive 

vs the remaining time available in the ON session of a satellite. The figure shows that there is at 

least 50% chance of success to keep the link alive if the remaining time of on session is more than 

half its overall time. R represents the link connectivity live time between satellite i itself and its 

successor j, while S represents the remaining time for satellite i to discover its successor before 

it goes OFF 
 

 
Figure 5-8 Number of successful connections 

 

Figure 5-9 shows the time needed to generate a sub-chord along with the number of nodes in 

the sub-chord. As shown, the time taken becomes quazi-linear with the number of the nodes in 

the sub-chord starts to be large. This is shown in Fig. 5-9 when the number of nodes in a sub-

chord exceeds 4000 nodes. This proves that as the number of nodes exceeds certain value, the 

time to build a sub-chord may be inappropriate and thus a split of the sub-chord is needed into 

smaller sub-chords to maintain the time of deploying a sub-chord. 

 

 
Figure 5-9 Stablishing a sub-chord 
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To show the fast response of the multi-chord network, Fig. 5-10 shows the mean time needed to 

add new keys in a sub-chord. The figure shows the mean time of adding 500 keys in sub-chords 

that have nodes ranging from 64 node up to 6000 nodes. The figure illustrates the applicability 

of the proposed model to accommodate keys with no significant change in time needed as the 

figure shows nearly flat response to do such operations. 

 

 

 
Figure 5-10 Time to add a key in sub-chord 

 

 

5.3. Response Time to Adding Keys or Node Joining within a Single Sub-Chord 
 

The time needed for nodes to join a sub-chord is illustrated in Fig. 5-11 where n is the number of 

bits used in the hashing algorithm to represent the number nodes in the multi-chord approach. 

As shown in the figure the required time to join a sub-chord of certain capacity is nearly constant. 

But as the capacity increases the time required to join the sub-chord becomes large which 

signifies again the importance to have a dynamic multi-chord network instead of a single chord 

network. This is further proven in Fig. 5-12 that shows the time required to leave a sub-chord in 

the system. 
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Figure 5-11 Time to join a sub-chord 

 

 
Figure 5-12 Time to leave a sub-chord 

To evaluate the scalability of from the perspective of number of hops to finish an operation in 

multi-chord, we carried simulation experiments that evaluate the number of entries required in 

a finger table vs the number of sub-chords based on Markov chain. Operations considered in 

these simulations are node joining, node leaving, key lookup and storing because these 

operations are probabilistic, and depend only on current and previous states and Markov chain 

will be the appropriate for these operations as explained in chapter three.  

 

A sub-chord with identifier m bits will have 2𝑚  nodes, and suppose N nodes exist, at each lookup 

step for a key k, the next nodes depend on the position of node n holding the key. 
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Using Markov Chain (MC), we define the ID of the nodes in the form of positions taking values: 

0,  , 2, …. ,2𝑚-1. We also define the destination node which holds the key we are looking up for 

it as n.  

Suppose the lookup algorithm has reached node x (node between the source node and 

destination node) which is away from node n by a difference in value of 𝑛𝑖𝑑 from 𝑥𝑖𝑑, which will 

be defined as Z = |𝑥𝑖𝑑 − 𝑛𝑖𝑑|. 

Then, in the next lookup, we will find farthest node y in finger table of x that doesn’t pass node 

n. 

Assume d = z - 2⌊log2 𝑧⌋  , where d is the difference between node 𝑦𝑖𝑑 and node 𝑛𝑖𝑑. 

We have two possibilities that may happen: 

The first possibility: node y might be closest to node n (n is in finger table of y). This happens 

when w = 2⌊log2𝑤⌋ , where w is the difference in value between of nid from yid, where w = 

|𝑦𝑖𝑑 − 𝑛𝑖𝑑| with a probability (
2𝑚−𝑤

2𝑚
)𝑁−2, where this probability is the probability of any node 

which is not in the region between node y and node n. 

The second possibility: next lookup from y brings to a node v which is closer to n, v is located 

between y and n. This happens with a probability (
2𝑚−𝑤+𝑙

2𝑚
)𝑁−2 - (

2𝑚−𝑤+𝑙−1

2𝑚
)𝑁−2 , where L = 

|𝑣𝑖𝑑 − 𝑦𝑖𝑑| and w= j – 2⌊log2 𝑗⌋  , 

Therefore, the transition matrix can be formulated as 

 𝑡𝑖𝑗 =

{
 
 

 
 (

2𝑚−𝑤

2𝑚
)𝑁−2                                         , 𝑖 =  

(
2𝑚−𝑤+𝑙

2𝑚
)𝑁−2  −  (

2𝑚−𝑤+𝑙−1

2𝑚
)
𝑁−2

  ,  < 𝑖 < 𝑤

                                                , 𝑖 > 𝑤

 

(5-1) 

 

We present the following results that represent the scalability, resilience, and responsiveness of 

multi-chord approach. 

We simulated the multi-chord approach for different network sizes and different number of 

nodes per sub-chord. We present here an instance of the simulation that shows the Markov state 

diagram, steps to reach steady state of MC and the steady state probabilities for a sub-chord of 

five existing nodes out of eight nodes.  

Figure 5-13 shows the Markov transition probabilities for the simulated sub-chord and it is in line 

with the expected transition matrix. 
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Figure 5-13 Markov Transition Probabilities 

 

We then simulated the long-term behavior of the sub-chord and found that the sub-chord nodes 

reach a steady state after an average number of iterations nearly equal to the number of existing 

nodes in sub-chord as shown in Fig. 5-14 which means that the steady state responsiveness of 

the system is in O(n) and the steady state probabilities depend on the position of the existing 

nodes as shown in Fig. 5-15.  

 

 
Figure 5-14 Steady State analysis 

The results in Fig. 5-15 indicate that there are some nodes in the chord of importance than other 

nodes as their steady state probability is higher and means that they will play a higher priority 

role in the assurance of stability and fault resistance than other nodes in sub-chord and this will 

be presented in coming results.   
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Figure 5-15 Distribution of States 

 

5.4. Scalability of Multi-Chord Peer to Peer P2P Approach 

 

Outdegree of multi-chord  :The outdegree measurement is an indicator to scalability of the 

network as it shows the dependability of any node on other nodes to reach a destination. From 

the analysis of standard chord and the multi-chord, Fig. 5-16 shows the average number of 

connections going out from a node to other nodes in network. As Fig. 5-16 shows, the relation is 

in order of log(N/C), where N represents the number of total nodes in the network and C 

represents the number of sub-chords.  

 

 
Figure 5-16 Outdegree of multi-chord 

 

Indegree of multi-chord   :The indegree measurement is an indicator to resilience the network to 

dynamic changes in nodes of the network. It shows the dependability other nodes will have on 

any other node to maintain the stability of the network. From the analysis of standard chord and 

the multi-chord, the indegree in Fig. 5-17 shows the average number of connections going into a 

node from other nodes in network. Also, Fig. 5-17 shows the relation is in order of log2(N/C).  
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Figure 5-17 Indegree of multi-chord 

 

Diameter of reachability in multi-chord : The diameter in multi-chord shown in Fig. 5-18 

represents the maximum distance that can be covered from a certain node to reach a certain 

destination. If destination is within the sub-chord then, the diameter will be O(log(
N

C
)) and if the 

destination is in another sub-chord, the diameter will be (C-1) + O(log(
N

C
)) in multi-chord. 

 

 

 

 

As mentioned before, in our multi-chord model, the choice of shared node in any sub-chord was 

assumed to be random at the beginning. But after thorough investigation on different sub-chord 

Indegree of Multi-chord 

Num

ber 

of 

Indeg

ree 

Figure 5-18 Diameter of Multichord 
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sizes and the number of nodes in each sub-chord, it was found that not all nodes are of equal 

probability in being a shred node to other sub-chords. It was found that some nodes will exhibit 

higher probability in being better nodes to act as shared nodes than others. Thus, choosing shred 

nodes in multi-chord model will be based on the size of each sub-chord, number of actual nodes 

active and their distribution.   

 

5.5. Selection of Nodes as Shared Nodes in Multi-Chord Approach 
 

For example, the following Fig. 5-19 shows the probability distribution function of nodes in a 16-

node sub-chord. Each sub-figure shows the pdf of number of active nodes in the sub-chord. First 

node is the best candidate for being a shared node in a very few active nodes. As the number of 

active nodes increases to relatively half the size of the sub-chord, the nodes that are best 

candidates are middle ones. Then for nearly fully loaded sub-chord, the best candidate nodes are 

equally likely among all nodes. 

 

 
Figure 5-19 PDF of shared node suitability at n=16 

This result is assured when we run for a 24-node sub-chord as shown in Fig. 5-20 and 64-nodes 

sub-chord shown in Fig. 5-21 
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Figure 5-20 PDF of shared node suitability at n=24 

 
Figure 5-21 PDF of shared node suitability at n=64 
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However, as the number of nodes in sub-chord becomes large, the probability of choosing 

specific shared nodes tends to be distributed equally among active nodes and no certain nodes 

will be of higher probability than other as shown in the graphs of Fig. 5-22 of 800 nodes and of 

1800 nodes successively. 

 

 
Figure 5-22 Probability of choosing a node 

 

5.6. Response Time to Chord Operations within a Multi-Chord Approach 
 

To analyze the delay of multi-chord in terms of time needed to complete a search function in 

multi-chord rings where: 

• X: indicates how many times a query must be forwarded until it reaches the peer having 

the answer. X will be denoted as the peer distance 

• H: number of overlay hops needed to complete a search, i.e., the number of forwards of 

the query plus one hop for the transmission of the answer 

• n: size of the Chord-ring 

• T: describes the total search duration 

• TN: describes the delay of a query packet, which is transferred from one peer to a 

successor peer 

• TA: represents the time needed to transmit the answer from the peer (having the answer) 

back to the originator 

 

We differentiate between TN and TA, as the size (and hence the delay) of a search packet and an 

answer packet may be unequal [73]. The answer might, e.g., consist of multiple packets 

containing a detailed reply to the query 
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Table 5-1 Peer Distance Distribution and Search Time 

 

Table 5-1 shows the probability that searched peer is i hops away from a searching peer in any 

given sub-chord with symmetric search space and uniformly distributed keys. The table also 

shows the search time for every case in terms of TA and TN where  TA is time needed to transmit 

the response from the peer having the searched key back to the node looking up for the key and  

TN is delay a query takes from one peer to a successor peer 

 

 
Figure 5-23 Phase diagram of the search duration T 
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The search delay diagram is shown in Fig. 5-23 that shows the search delay for any particular path 

i within a sub-chord with probability pi depicted in table 5-1 

 

Figure 5-24 shows the normalized mean delay with respect to mean delay of lookup query of 

single hop and vs the total number of nodes in the system. This means that we referred the mean 

lookup delay of the multi-chord network to the mean delay required for a single key lookup. The 

figure compares also the normalized mean delay of single chord to a multi-chord approach. 

 

 
Figure 5-24 Normalized Mean Lookup Delay of multi-chord network 

 

We assumed Fig. 5-24 the number of multi-chord to be two multi-chords with equal number of 

nodes in each sub-chord. As the figure shows the normalized mean delay is identical in both 

scenarios as the time saved in looking in a single chord is nearly equal to the time needed to 

lookup between sub-chords. In addition, the values tend to be proportional to number of nodes 

in the finger table and ring table. 
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Figure 5-25 Normalized Mean Lookup Delay for Multi-chord Network 

 

However, when the number of nodes in a sub-chord becomes unequal as in Fig. 5-25, the multi-

chord approach became superior to the single chord. Figure 5-25 shows the comparison between 

single chord and a multi-chord with two sub-chords with distribution of 80% of the nodes in one 

chord and 20% in the other chord. The superiority came from the fact that the lookup time inside 

a sub-chord becomes significantly lower and the number of lookup between sub-chords became 

significantly lower as well. 

 
Figure 5-26 Normalized Mean Lookup Delay for Multi-chord Network 
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This is also proven from Fig. 5-26 when we generated four sub-chords with nodes distribution of 

ration 06:0.3:0.1:0.1. however, the gain from increasing number of sub-chords to reduce the 

mean lookup delay is not significant. 

 

The coefficient of variation of search delay is shown in Fig. 5-27 vs the total number of nodes in 

the system for different transmission delay coefficients of variation. We also compared the 

results with a single chord approach. 

 

The variation in delay is significantly lower in multi-chord approach than in single chord approach 

in case of having two sub-chords with equal number of nodes. This proves that also the mean 

delay is identical, the variation in delay in single chord is higher than in multi-chord. 

 

 
Figure 5-27 Search delay 

 

We run the experiment for 80:20 ratio and for the 60:20:10:10 ratio as in Fig 5-28 and Fig. 5-29 

and it was found that the difference in variations between single chord and multi-chords tends 

to get smaller and this was expected as the mean delay presented in figures showed that the 

mean delay became smaller in multi-chord compared to single chord. 
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Figure 5-28 Search Delay at 80:20 ratio 

 

 

 
Figure 5-29 Search Delay at 60:20:10:10 ratio 

 
 

Lastly, Fig. 5-30 proves the scalability of multi-chord as it shows the probability of lookup delay 

taking longer time decreases as function of expected mean delay. And as the number of nodes in 

the multi-chord increases the probability of lookup delay taking longer time does not worsen 

exponentially but nearly linear. 
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Figure 5-30 Probability of lookup delay 

 

5.7. Results Summary 
 

The performance of a single chord in the system is presented in section 5-1. Section 5.2 and 

section 5.3 shows the effectiveness of the multi-chord in case of failure which fulfills the criteria 

of the third research objective. 

Also, section 5.3 presents the theoretical results of Markov chain model of multi-chord to cover 

the second research objective of the thesis. 

For complexity and scalability, analysis was required for the third research objective, section 5.4 

proves the applicability of multi-chord as number of nodes and sub-chords increase in the 

network. 

The first research objective mentions the self-organization of maintenance requirement in multi-

chord network, and this is proven in section 5.5. 

And finally, the performance of the whole architecture is presented in section 5-6 that covers the 

criteria of the third research objective. 

In the case of evaluating the performance of a sub-chord in the multi-chord network:  

• Reduction in mean stabilization time of nearly 14% was achieved using the random lookup 

of next node in successor list compared to the usual method of sequential lookup of next 

node.  

• An average increase of nearly 30% in mean time of stabilization will be experienced if the 

network faces failure in chord operation in multi-chord architecture. 



83 
 

• The complexity of meantime to lookup keys in multi-chord is reduced an average 20% in 

multi-chord compared to single chord architecture. 

And in the case of evaluating the performance of multiple sub-chords in the multi-chord model: 

• Mean time to Stabilization showed 20% enhancement 

• Scalability showed an enhancement by 30%  

• Mean of Lookup time showed 8% enhancement 

• Variance of Search delay showed 2% enhancement 

It is worth mentioning that the first objective was presented in chapter three which illustrates 

the architecture of the multi-chord P2P the modes of operations as well as the behavior of the 

proposed network. 
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Chapter 6 
 

6. Conclusion and Future Work 
 

6.1. Conclusion 
 

The dissertation describes cutting-edge research on satellites - terrestrial integrated networks, 

particularly with the LEO mega constellations at the space, to explore its potential and possibility. 

In detail, following contributions have been made to the related research area: 

 

We introduced an optimized architecture of the multi-chord approach for IoT networks which is 

a novel approach that changes the concept terrestrial as well as satellites networks follow which 

is merely relay of data over the network and satisfy the first objective of this research. 

However, upcoming satellites already have big storage capacity, which can be used to reduce the 

latency and complexity of operations to access and manipulate data. In addition, the integration 

of the satellites network with the terrestrial networks through the overlay approach of the multi-

chord will assure the scalability, global coverage, reliability, and resilience that are highly required 

in IoT networks.  For example, data that require certain real time operations may get processed 

and stored in the satellite nodes. Hence, to solve the problem of latency and complexity, the 

multi-chord concept would bring advantage to make logical networks that include some or all 

satellites in a constellation and this chapter presents the first and second contribution of this 

research. 

We also presented the mathematical model developed for multi-chord that shows the theoretical 

performance of multi-chord in different operation required such as data manipulation, node 

operations and network operations.  This contribution is considered to the best of our knowledge 

is not clear in chord P2P networks and for sure in out proposed multi-chord network. Thus, this 

contribution serves the second objective and gives the formal method for evaluation of multi-

chord IoT in terms of performance metrics, e.g.: 

• Logical sub-chords including satellites should have nice trade-off between energy 

consumed, access delay and failure recovery times. 

• Hops/node for data lookup and data storage 

• Hops/node for stabilization 

• Percentage of failed lookups (robustness) 

• Lookup latency 

 

The performance of IoT multi-chord in terms of organizing nodes in a P2P from the flat approach 

of the traditional chord to a multi-chord topology with hierarchal structure was presented. Also, 

nodes in multi-chord IoT will be classified either based on their location or function. In addition, 
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the accessibility mechanism is redesigned in multi-chord IoT to include beside finger table the 

chord table and multi-successor node tables also which will affect the multi-chord stabilization 

method. These operations will be evaluated through in-depth simulation to proof the 

applicability of the multi-chord networks and satisfy the third objective. 

The performance of multi-chord IoT network is examined in a simulated environment.  

The achieved results prove that our proposal has the operability and feasibility to apply to 

practice. According to the simulation results, the next generation LEO mega constellation can 

provide services that meet QoS requirements. 

The contributions presented in this thesis hopefully represent a small step forward in this 

direction. 

 

As a conclusion, multi-chord satellite IoT network can fulfill the basic requirements of many 

applications such as smart cities and health care monitoring in terms of scalability, resilience, and 

time responsiveness. However, multi-chord faces issues of real time processing for applications 

that require media data as storage of high volume is required as well as fast processing times. 

Also, multi-chord is constrained by technology of satellite networks and their limitation in power 

and special devices to communicate through satellite. 

 

The first research objective of achieving self-organization in multi-chord network was presented 

in section 5.5 and in chapter three we illustrated the architecture of the multi-chord P2P the 

modes of operations as well as the behavior of the proposed network. 

 

The performance of and effectiveness of the multi-chord presented in chapter 5 fulfilled the 

requirements of the third research objective and we succeed in analyzing the operations of multi-

chord mathematically which fulfilled the requirements of second objective  

And finally, the performance of the whole architecture is presented in section 5-6 that covers the 

criteria of the third research objective. 

 

We end up this dissertation by proposing some directions for future work. 

 

 

6.2. Future Work 
 

In the recent years, as of the great coverage and flexibility, the research topic of the satellites – 

terrestrial integrated networks have become dramatically popular thanks to the rapid 

development of the LEO satellite manufacturing and launching industry.  More and more 

enterprises and institutes such as SpaceX, Google, Virgin Group and much more, have joined the 

commercial satellite market to provide low-cost customer-oriented satellite communication 
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services. The cost of satellite communications has become arguably competitive to traditional 

terrestrial communication services. 

 

Although this study has brought forward a novel logical architecture in managing things, however 

there are still challenges regarding this work that can be continued to improve in the near future: 

 

1. In particular, the centralized authentication schemes are no longer suitable for the 

emerging LEO satellite assisted IoT ecosystem [74]. As Blockchain is a decentralized 

system, deploying Blockchain in satellite IoT multi-chord networks will enhance the 

security aspect by introducing an efficient and privacy-preserving blockchain-based 

authentication scheme.  

2. Due to its correctness and simplicity, we may use the subnetting approach in IP network 

as a method for identifying sub-chords in multi-chord networks. The m bits used in 

defining the output of hash will be divided into x bits for sub-chord ID and y bits for node 

ID. Thus, after hashing the data, the most significant x bits in the resulted m bits will be 

the sub-chord ID and will be looked up from the chord table and the remaining y bits will 

apply the standard insert a key operation in the chosen sub-chord. 

3. Physical layer parameters will be taken into consideration in our future work and study 

its impact on our results. 

4. Investigate the resilience of the networks to satellite failure among other types of 

intermittent disconnectivity in inter-orbit communication and the robustness to cascaded 

enormous number of satellites failure in one and multiple orbits. 

5. Combining the location information of nodes, a location-aware overlay mechanism for 

wireless mesh networks, called WILCO, including a new identification (ID) mapping 

scheme and an improved finger table. By knowing the location of a peer, good quality of 

service in stretched wireless environment can be achieved. Accurate location information 

can improve localization accuracy and reduce communication cost. 

6. Introduce GEO satellites layer to the system model to get the benefits of Space 

Information Network (SIN) fog service. 
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