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Resumen

Las tecnoloǵıas de la simulación computacional facilitan la resolución de proble-

mas complejos de la biomedicina al ayudar a los investigadores a predecir lo qué

sucederá en un sistema natural en respuesta a diversas condiciones externas. Ac-

tualmente existen escasos análisis por simulación computacional sobre los efectos

del pH en estructuras macromoleculares. Por ejemplo, la ureasa de Helicobacter

pylori permite la supervivencia del patógeno a condiciones de pH ácidos. Otro caso

reciente es la importancia de considerar el pH en blancos terapéuticos de SARS-

CoV-2, debido a que algunos mecanismos ocurren a pHs ácidos o pHs alcalinos.

Otro problema en biomedicina es la agregación de compuestos aromáticos y la

formación de Ąbras tóxicas que conllevan a grandes problemas de salud, como es

el caso de la fenilcetonuria. Además de las aplicaciones que permiten comprender

las macromoléculas de importancia en biomedicina, existen compuestos orgánicos

como los ácidos tricarboxilicos que son utilizados en el diseño de nanopart́ıculas

con aplicaciones médicas y el diseño depende de la incorporación de soluciones de

estos ácidos tricarbox́ılicos y otros disolventes.

Este proyecto de tesis tuvo como objetivo analizar por modelamiento computa-

cional el efecto del medio sobre moléculas y biopoĺımeros de interés en biomedic-

ina. Se consideró estudiar cinco diferentes escenarios de interés en biomedicina.

El primer objetivo fue analizar la resistencia a la desnaturalización de la estruc-
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tura macromolecular de la ureasa de Helicobacter pylori a pHs ácidos, por lo que

se buscó analizar el comportamiento a siete pHs desde 2 hasta 7.5. El segundo

objetivo estuvo enfocado en analizar la estabilidad estructural de la proteasa prin-

cipal de SARS-CoV-2 a pHs bajos y la unión al fármaco PF-00835231 de PĄzer.

Por otro lado, el tercer objetivo fue analizar la union de cinco variantes de la

Spike-S1 de SARS-CoV-2 a ACE2 teniendo en cuenta cinco pHs (4,5, 6,7 y 8).

El cuarto objetivo fue analizar la congregación de monómeros de fenilalanina en

temperatura Ąsiológica. El ultimo objetivo de esta tesis fue estudiar por simula-

ciones atomı́sticas el citrato de sodio como un modelo de ácido tricarbox́ılico sobre

diferentes cantidades de los disolventes dietilenglicol y etilenglicol.

La metodoloǵıa computacional utilizada en este trabajo de tesis, fue usar

el procedimiento Semi-Grand-Canonical Monte Carlo para asignar el estado de

carga para cada residuo de las macromoleculas propuestas según el pka individ-

ual obtenido por programa PROPKA. Posteriomente, se aplicaron simulaciones de

dinámica molecular de todos los átomos con solvente explicito para todos los sis-

temas propuestos y Ąnalmente se calculó la enerǵıa libre de union por MM/GBSA

para los sistemas de cinco variantes de la Spike-S1 frente al ACE2.

Se adaptó a partir de un código casero un programa informático capaz de pre-

decir los estados de protonación de residuos titulables de protéınas en diferentes

condiciones de pH. La nueva adaptación se puede encontrar en el enlace https:

//github.com/smadurga/Protein-Protonation. Este programa fue diseñado

considerando el método Semi-Grand Canonical Monte Carlo para diferentes pH.

Las simulaciones computacionales nos permitieron analizar el comportamiento

de protéınas a pHs Ąjos. En principio se tuvo en cuenta los estados de protonación

para siete pHs de la estructura supramolecular de la ureasa de Helicobacter pylori

teniendo en cuenta la carga Ąja del centro activo y su coordinación con los iones de

xx
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ńıquel. Se observó que existe una alta estabilidad estructural de la ureasa a pHs

ácidos, debido a la compleja conformación que posee esta enzima. Por otro lado,

se observó que los doce sitios activos de la ureasa están cubiertos por regiones

móviles que actúan como aletas las cuales aumentan su movilidad a pH ácidos.

Sin embargo, las condiciones ácidas extremas hacen que la ureasa tenga el menor

número de interacciones estabilizadoras entre sus subunidades proteicas, dando

inicio a su desnaturalización.

La proteasa principal de SARS-CoV-2 analizada a pHs demostró que los resid-

uos del sitio activo y los residuos que permiten la dimerización de la proteasa

principal no se vieron afectados por los cambios de pH. Sin embargo, los residuos

de unión al sustrato de la proteasa principal se alteraron a pH bajos, lo que per-

mitió el aumento del volumen del centro activo. Otro resultado, demostró que la

distribución de los solventes alrededor de los residuos cataĺıticos Cys145 e His41

mostraron una baja y alta aĄnidad por el agua a pH ácido, respectivamente. Lo

que podŕıa ser crucial en el mecanismo cataĺıtico de SARS-CoV-2 Mpro a pH ba-

jos. Además, el análisis de las interacciones la proteasa principal y el fármaco de

PĄzer PF-00835231 muestra una excelente aĄnidad a diferentes pH.

El análisis de las variantes, alfa, beta, delta, kappa, y omicron de la Spike-S1

de SARS-CoV-2 frente a la protéına ACE2 fueron analizadas a pH 4, 5, 6, 7 y 8,

resultó en que las mutaciones localizadas en las zonas de unión de la Spike-S1 son

capaces de contribuir con una mejor unión al ACE2. Donde, la variante omicron

posee mas mutaciones en la zona de union que las otras variantes y esta variante

es capaz de unirse fuertemente a pHs ácidos y alcalinos.

Los resultados de las simulaciones de dinámica molecular de los monómeros de

fenilalanina a temperatura Ąsiológica nos ayudaron a comprender el autoensam-

blaje de la fenilalanina mediada por interacciones no covalentes como puentes de
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hidrogeno y enlaces π-π entre los anillos aromáticos. Este fuerte apilamiento se

organiza para crear un núcleo hidrof́ılico formado por terminales zwitteriónicos,

donde se sugiere que la v́ıa de agregación de la fenilalanina inicia en forma de

escalera y a partir de 200 monómeros de fenilalanina se presenta la conformación

en zig-zag que posteriormente involucra la formación de una Ąbra que dif́ıcilmente

puede disgregarse.

Se demostró que la conformación de citrato en cada uno de los disolventes

mantuvo una orientación gauche+ o gauche−, mientras que la dispersión del Na+

alrededor del citrato t́ıpicamente ocuparon una orientación cercana a su anión

carboxilato central. Paralelamente, se observaron más enlaces de hidrógeno entre

el citrato con dietilenglicol puro que con el etilenglicol puro. El citrato tiene un

momento dipolar alto cuando se combina con dietilenglicol puro, donde numerosas

conexiones de enlaces de hidrógeno entre ambas moléculas causan este momento

dipolar signiĄcativo. El blindaje del citrato aumenta con el alto número de enlaces

de hidrógeno, lo que reduce la constante dieléctrica del disolvente.

En conclusión, podemos ver que el uso de las herramientas computacionales

es de gran utilidad para lograr comprender diferentes ambientes biológicos donde

se lograron nuevos alcances sobre el comportamiento de moléculas y biopoĺımeros

de importancia en biomedicina. En principio del estudio de la ureasa de Heli-

cobacter pylori, se logró demostrar que la ureasa es una estructura macromolecular

altamente compleja que posee doce centros activos y que estos presentan un col-

gajo que se abre a condiciones de pH ácidos permitiendo el acceso del sustrato. En

cuanto al estudio de la proteasa principal de SARS-CoV-2 se pudo comprender que

es una estructura estable a pH 5 y que es capaz de unirse al fármaco PF-00835231

a las condiciones de pH analizados. El estudio del pH de un sistema interactuante

como es el caso de cinco variantes de la Spike-S1 de SARS-CoV-2 y ACE2 nos
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mostró que la variante omicron logró la mejor enerǵıa de unión al ACE2, lo cual

podŕıa demostrar el rápido contagio de esta variante. Las conclusiones que resul-

tan del análisis del autoensamblaje de los monómeros de fenilalanina demuestran

la inĆuencia de la interacción no covalente como enlaces de hidrógeno y π-π, los

cuales inĆuyen en el apilamiento de estos monómeros. Aśı mismo, las Ąbras de feni-

lalanina formadas son capaces de atraer otro tipo de aminoácidos, como es el caso

de la alanina. Finalmente, los hallazgos Ąnales de las simulaciones atomı́sticas so-

bre el comportamiento del citrato sódico en solventes orgánicos a una temperatura

relevante (473.15 K) fue de gran importancia para la creación de nanopart́ıculas

de importancia en biomedicina.
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Abstract

Computer simulation technologies facilitate solving complex biomedical problems

by helping researchers predict what will happen in a natural system in response

to various external conditions. Currently, there are few computational simulation

analyses on the efects of pH on macromolecular structures. For instance, Heli-

cobacter pyloriŠs urease enables the pathogen to survive in acidic pH environments.

Another recent example shows how crucial it is to consider the pH of SARS-CoV-2

treatment targets because some mechanisms only take place at acidic or alka-

line pHs. Another problem in biomedicine is the aggregation of aromatic com-

pounds and the formation of toxic Ąbres that lead to signiĄcant health problems,

such as phenylketonuria. In addition to the applications that allow understanding

macromolecules of importance in biomedicine, there are organic compounds such

as tricarboxylic acids that are used in the design of nanoparticles with medical

applications, and the design depends on the incorporation of solutions of these

tricarboxylic acids and other solvents.

This thesis project aimed to analyze by computational modelling the efect of

the medium on molecules and biopolymers of interest in biomedicine. It was con-

sidered to study Ąve diferent scenarios of interest in biomedicine. The Ąrst goal

was to examine the urease from Helicobacter pyloriŠs resistance to denaturation at

acidic pHs; hence it was desired to examine the behaviour at seven diferent pHs
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between 2 and 7.5. The second goal was to examine the structural stability of the

SARS-CoV-2 major protease at low pHs and its binding to the PĄzer medication

PF-00835231. The third goal was to examine the binding of Ąve SARS-CoV-2

Spike-S1 variants to ACE2 while accounting for Ąve pHs (4, 5, 6, 7, and 8). Ana-

lyzing the coaggregation of phenylalanine monomers at physiological temperature

was the fourth goal. The Ąnal goal of this thesis was to investigate the efects of

various concentrations of diethylene glycol and ethylene glycol solvents on sodium

citrate, a model for tricarboxylic acid, using atomistic simulations.

The computational methodology used in this thesis work used the Semi-Grand-

Canonical Monte Carlo procedure to assign the charge state for each residue of

the proposed macromolecules according to the individual pka obtained by the

PROPKA program. Then, molecular dynamics simulations of all the atoms with

explicit solvents were used for each of the suggested systems. Finally, the binding

free energy using MM/GBSA was determined for the systems of the Ąve Spike-S1

versus ACE2 variations.

A computer program capable of predicting the protonation states of titratable

protein residues under diferent pH conditions was adapted from a homemade code.

The new adaptation can be found at the link https://github.com/smadurga/

Protein-Protonation. This program was designed considering the Semi-Grand

Canonical Monte Carlo method for diferent pHs.

Computer simulations allowed us to analyze the behaviour of proteins at Ąxed

pHs. In principle, the protonation states for seven pHs of the supramolecular

structure of Helicobacter pylori urease were taken into account, considering the

active centreŠs Ąxed charge and its coordination with nickel ions. It was observed

that urease has high structural stability at acidic pHs due to this enzymeŠs complex

conformation. On the other hand, it was observed that the twelve urease active

xxv

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



sites are covered by mobile regions acting as Ćaps, increasing their mobility at acidic

pH. However, extreme acid conditions cause urease to have the least number of

stabilizing interactions between its protein subunits, starting its denaturation.

The SARS-CoV-2 main protease analyzed at pHs demonstrated that the active

site residues and residues allowing dimerization of the signiĄcant protease were

unafected by pH changes. However, the substrate-binding residues of the main

protease were altered at low pH, allowing for increased volume of the active site.

Another result showed that the distribution of solvents around the Cys145 and

His41 catalytic residues showed low and high ainity for water at acidic pH, which

could be crucial in the catalytic mechanism of SARS-CoV-2 Mpro at low pH. In

addition, analysis of the main protease and PĄzer drug interactions PF-00835231

shows excellent ainity at diferent pHs.

The analysis of the variants, alpha, beta, delta, kappa, and omicron of the

Spike-S1 of SARS-CoV-2 against the ACE2 protein was analyzed at pH 4, 5, 6,

7 and 8; it resulted in that each mutation located in the Spike-S1 binding sites

are capable of contributing to a better binding to ACE2. The omicron variant has

more mutations in the binding zone than the other variants and can bind Ąrmly

to acid and alkaline pHs.

The results of the molecular dynamics simulations of phenylalanine monomers

at physiological temperature helped us to understand the self-assembly of pheny-

lalanine mediated by non-covalent interactions such as hydrogen bonds and π-π

interactions between aromatic rings. This strong stacking is organized to create

a hydrophilic nucleus formed by zwitterionic terminals, where it is suggested that

the phenylalanine aggregation pathway begins in the form of a ladder and from 200

phenylalanine monomers the zig-zag conformation is presented that later involves

the formation of a Ąber that can hardly be disintegrated.
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It was shown that the citrate conformation in each of the solvents maintained

a gauche+ or gauche− orientation, whereas the Na+ dispersion around the citrate

typically occupied an orientation close to its carboxylate anion central. In parallel,

more hydrogen bonds were observed between the citrate with pure diethylene glycol

and pure ethylene glycol. Citrate has a high dipole moment when combined with

pure diethylene glycol, where numerous hydrogen bond connections between the

two molecules cause this signiĄcant dipole moment. The citrate shielding increases

with the high number of hydrogen bonds, which reduces the dielectric constant of

the solvent.

In conclusion, using computational tools is very useful for understanding dif-

ferent biological environments where new insights on the behaviour of molecules

and biopolymers of importance in biomedicine were achieved. At the beginning of

the study of Helicobacter pylori urease, it was possible to demonstrate that urease

is a highly complex macromolecular structure with twelve active centres. These

present a Ćap that opens at acidic pH conditions allowing access to the substrate.

Regarding the study of the main protease of SARS-CoV-2, it was possible to un-

derstand that it is a stable structure at pH 5 and capable of binding to the drug

PF-00835231 at the pH conditions analyzed. The study of the pH of an inter-

acting system, such as the case of Ąve variants of Spike-S1 of SARS-CoV-2 and

ACE2 showed us that the omicron variant achieved the best binding energy to

ACE2, which could demonstrate rapid contagion of this variant. The conclusions

resulting from the analysis of the self-assembly of the phenylalanine monomers

demonstrate the inĆuence of non-covalent interactions, such as hydrogen bonds

and π-π interactions, which inĆuence the stacking of these monomers. Likewise,

the phenylalanine Ąbres formed can attract other types of amino acids, such as

alanine. Finally, the Ąnal Ąndings of the atomistic simulations on the behaviour
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of sodium citrate in organic solvents at a relevant temperature (473.15 K) were of

great importance for creating nanoparticles in biomedicine.

xxviii

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



Chapter 1

Introduction

Biomedicine is a multidisciplinary Ąeld that consider chemistry, biology, mathe-

matics, computer science, and others. For some years, advances in biomedicine

have been notable, from deciphering the genetic code to designing new treatments

for known or little-explored diseases.

Recent advances in computational tools allow exploration in biomedical sciences

to predict moleculesŠ behaviour in diferent biological environments. Unlike experi-

mental methods, computer-aided models are cheaper and highly reproducible. This

methodŠs application allows the identiĄcation of potential ligands towards receptor

macromolecules that are becoming increasingly valuable and accurate. However,

to better understand the behaviour of diferent compounds, it is imperative to

consider some conditions of the medium, such as temperature, ion concentrations,

pH, among others.

Beyond theories, considerable research has been addressed to study atomistic

simulations. The atomistic simulations feature is the individual description of

the atoms that make up molecular structures and allows us to study systems of

thousands of atoms, such as proteins. There are two main categories of atomistic
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2

simulations; the Ąrst is molecular dynamics simulation methods, and the second

category focuses on Monte Carlo simulations.

In this doctoral thesis, classical molecular dynamics simulation techniques, also

called deterministic simulations, were used, which produce dynamic trajectories

for a system composed of N particles by integrating NewtonŠs law of motion. The

powerful ability to treat thousands of atoms provides us with quantitative and

qualitative data of interest in biomedicine against external factors such as temper-

ature, pH and other medium properties regarding the problems and high cost of

experimental tests.

The molecular dynamics simulations have some limitations, such as the prepa-

ration of the initial conditions of some structures. For instance, consideration

of proteinsŠ protonation/deprotonation states must be addressed from the outset.

Nowadays, several strategies allow us to consider the constant pH of proteins. In

this work, we have used the Semi-Grand Canonical Monte Carlo (SGCMC) meth-

ods to deĄne the protonation/deprotonation states from acidic and basic amino

acids for a speciĄc pH considering the experimental titration data.

This thesis is divided into Ąve chapters. The Ąrst chapter referred to the general

introduction of the importance of computational tools to predict the behaviour of

molecules of importance in biomedicine. The objectives are shown in the second

chapter. The third chapter tells us the computational theory methods used. Chap-

ter 4 presents the results, where the Ąrst two are accepted articles, and the other

three are completed works ready to be submitted for publication.

The Ąrst result shows us the approximations of the protonation/deprotonation

states by SGCMC technic for six diferent pHs in the Helicobacter pylori urease

enzyme. Urease is a metalloprotein composed of twelve heterodimeric subunits,

where each dimer contains the active centre with two Nickel cations (Ni+2). The
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3

importance of studying the behaviour of this enzyme at low pHs is of importance

in public health because Helicobacter pylori infection in its early stage is silent and

normally, patients become aware of this problem in a complicated stage, as well

the treatment they follow leads to the use of a set of medications. The results were

published in the MDPI journal Polymers.

Since this thesis was developed during the season of COVID-19 pandemic.

The behaviour of the enzyme SARS-CoV-2 Main protease has been analysed with

diferent protonation/deprotonation states for a particular pH. The pH studies

were linked to the fact that this enzyme is usually in the late endosome, where the

pH conditions are altered. Likewise, we have observed that a drug explored in the

clinical phase shows a feasible action at pH 4. These results were speciĄed in a

paper for publication in the MDPI journal Polymers.

Currently, mutations in the SARS-CoV-2 virus turn out spontaneously dur-

ing replication. Therefore, analyzing the diferent protonated/deprotonated states

from mutations in a speciĄc target of SARS-CoV-2 motivated us to include this

study. The SGCMC methodology analyzed six mutations of the SARS-CoV-2

Spike Protein S1 to determine the protonation/deprotonation states for Ąve pHs.

Molecular dynamics and MMGBSA analyzed the alpha mutation of SARS-CoV-

2 Spike Protein S1 with ACE2 receptor. The preliminary results are shown in

Chapter 6.

On the other hand, inborn errors of metabolism (IEM) represent a group of

inherited diseases that are receiving tremendous attention in biomedicine. The

IEM in phenylketonuria leads to blockage of the phenylalanine metabolic pathway,

resulting in a enzymatic dysfunction. The atomistic simulations allowed us to eval-

uate the phenylalanine accumulation. The results showed that each phenylalanine

stacks orderly, forming beta strands, where the main bond between them is usually
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dominated by hydrogen bonds between their amino and carboxyl groups. As the

number of phenylalanines in the medium increases, these unions manage to gen-

erate Ąbres that are diicult to denature and that can attract other compounds,

subsequently causing toxicity to the cellular environment. The results are shown

in Chapter 7.

In Chapter 8, the analysis of diferent organic solvents on the behaviour of

sodium citrate is shown. This study investigated the efect of water, polyethylene

glycol, and ethylene glycol solvent over sodium citrate. The results showed us the

importance of the concentration of organic solvents on the structural conformation

of sodium citrate, which is used in the design of magnetic nanomaterials such as

Fe3O4.

Finally, the last chapter shows the most outstanding conclusions of this thesis,

which include recommendations and future perspectives.
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Chapter 2

Objetives
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2.1 General Objetive

To study by computational modelling the medium efect over molecules and biopoly-

mers of interest in biomedicine.

2.2 Specific Objetives

• To design a computational protocol to predict the protonation/deprotonation

state.

• To determine the protonation/deprotonation state of macromolecules by

Semi-Grand Canonical Monte Carlo (SGCMC) for an speciĄc pH.

• To analyzed by atomistic simulation the biological macromolecules at difer-

ent pHs.

• To evaluated the the binding free energy by Molecular Mechanics with Gen-

eralised Born and Surface Area solvation (MM/GBSA) of receptor-ligand.

• To evaluated the accumulation of phenylalanine as study of amino acid dis-

orders.

• To study the importance of diferent concentration of organic solvents over

sodium citrate structure.
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Chapter 3

Computational Methods
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8

The behaviour of macromolecules is particularly interesting in biomedical sci-

ences and can be approached at a multiscale level. Molecular dynamics (MD) has

frequently been utilized to examine structural function connections since biomolec-

ular behaviour is complex and diicult to identify using conventional studies. A

branch of physics known as statistical mechanics uses probability theory to infer

speciĄc hypotheses about the atoms or particles that make up macroscopic phys-

ical systems and their reciprocal interactions, as well as the behaviour of those

systemsŠ statistically signiĄcant number of equivalent constituents.

Three methods were used in this research project, Semi-Grand Canonical Monte

Carlo (SGCMC) simulations, Molecular Dynamics (MD) simulations, and Gibb

free energy analysis by Molecular Mechanics Generalized Born Surface Area (MM/GBSA)

methods. The SGCMC method was used to determine the probability of the par-

tial charge of sensitive residues to be protonated or deprotonated at a given pH.

The classical molecular dynamics method was applied in all the chapters of this

project in order to know the structural behavior of molecules and macromolecules

under diferent biological conditions. Finally, the MM/GBSA method allowed us

to relate the free energy between the interacting systems considering molecular

dynamics simulation trajectories. The following are the three methods used in this

project:

3.1 Semi-Grand Canonical Monte Carlo (SGCMC)

The non-deterministic Monte Carlo (MC) method is the ancestor of the Semi-

Grand Canonical Monte Carlo (SGCMC) technique. Based on various probabil-

ities, this approach calculates a quantiĄable macroscopic property by averaging

a representative sample of degrees of freedom. MC methods are used to calcu-
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9

late thermodynamic properties without providing information regarding the rate

of change or kinetics of molecular processes because they eiciently sample the

conĄguration space of a molecular structure without accounting for a time depen-

dence.

It is important to utilize a Monte Carlo model for systems based on the Grand

Canonical ensemble, which is a theory for open systems. The Grand Canonical

Monte Carlo (GCMC) simulation difers in that the new conĄguration corresponds

to both the insertion or removal of a particle within the system and a random

displacement of the molecule within the system, with diferent acceptance criteria

applied sequentially in each of these cases.

A few attempts combine a GCMC for the ion binding with a Canonical Monte

Carlo (CMC) for the other ions in the supporting electrolyte, known as SGCMC

simulations. While the Grand Canonical formalism is required to examine chem-

ical events, such as protonation and deprotonation processes occurring when the

polyelectrolytes include binding sites, introducing the CMC technique enables the

explicit description of the electrolyte solution. Combining the two methods makes

it possible to accurately describe the equilibrium between the charged polyelec-

trolyte and the electrolyte solution.

In this thesis we work with macromolecular structures, therefore an advantage

of using the SGMCM method is demonstrated in Ąnding the diferent conditions

of deprotonation and protonation states at diferent pHs of the amino acids that

are part of these macromolecular structures.

Since amino acids, as well as peptides and proteins, incorporate both acidic and

basic functional groups, the predominant molecular species present in an aque-

ous solution will depend on the pH of the solution. The homemade developed

code was used to calculate protonation states and was adapted for macromolec-
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10

ular proteins. The new adaptation of the code is available for free on GitHub

https://github.com/smadurga/Protein-Protonation. In which the free en-

ergy associated with the protonation and deprotonation of each titrable group is

calculated using Equation (3.1) [1, 2].

∆G = ±kBT (ln(10)(pH − pKa,i) (3.1)

The positive sign of expression is used for protonation and the negative sign

for deprotonation. Ka,i is the constant of the acid/base equilibrium corresponding

to each protonable i residue of proteins determined by PROPKA program.
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3.2 Molecular Dynamics Simulation

Molecular dynamics simulations aim to describe a molecular system of a large

number of atoms as a function of time, where a classical approach is used to

integrate NewtonŠs equations of motion. In this thesis, we worked with atoms that

make up biological structures. The systems were evaluated at the atomistic level,

and structural and energetic information was obtained.

3.2.1 Force Field

A force Ąeld is a mathematical expression describing the dependence of the en-

ergy of a system on the coordinates of its particles. The parameters are typically

obtained either from ab initio or semi-empirical quantum mechanical calculations

or by Ątting to experimental data such as neutron, X-ray and electron difraction,

NMR, infrared, Raman and neutron spectroscopy, etc.

There are many force Ąelds available in the literature, a typical expression for

a force Ąeld may look like this:
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U(R) =
∑

bonds

kr(r− req)
2

+
∑

angles

kθ(θ− θeq)
2

+
∑

dihedrals

kφ(1 + cos[nϕ− γ])

+
∑

impropers

kω(ω − ωeq)
2

+
atoms
∑

i<j

ϵij







rm

rij

12

− 2



rm

rij

6




+
atoms
∑

i<j

qiqj

4πϵ0r(ij)

(3.2)

Where the Ąrst four terms refer to intramolecular or local contributions to the

total energy (bond stretching, angle bending, dihedrals, and impropers), and the

last two terms describe the intermolecular interactions.

3.2.1.1 Intramolecular terms or Bonded Interactions

Intramolecular terms refer to bond stretching terms, angle bending terms, dihedral

or torsional terms and improper dihedrals. The bond stretching and angle bending

contribute to the potential energy as harmonic oscillators as a function of the bond

length and valence angle, respectively. In this approximation, the parameters are

needed for each bond and angle: the reference or equilibrium value (reqand θeq)

and the force constant (kr and kθ). The torsional energy or dihedral angle is

represented by a sum of cosine functions with multiplicities and amplitudes kφ,

this torsion angle is the angle of rotation about the covalent bond between the

middle two atoms and the potential. Finally, the improper torsion potentials are
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deĄned for groups of 4 bonded atoms where the central atom is connected to the 3

peripheral atoms, in which the energy functions include an additional out-of-plane

term, usually an improper dihedral, where the potential energy is harmonic as a

function of the out-of-plane angle ω.

3.2.1.2 Intermolecular terms or Non-bonded Interactions

The intermolecular term or non-bonded interactions describe non-electrostatic and

electrostatic interactions between all pairs of atoms.

The Lennard-Jones model is a pair potential that describes the essential fea-

tures of interactions between atoms. The Lennard-Jones potential or non-electrostatic

interaction is given by the following equation:

V (r) = 4ϵ



(

σ

r

)12

−

(

σ

r

)6
]

(3.3)

Where r is the distance of separation between both particles, ϵ is the well depth

and a measure of how strongly the two particles attract each other,σ is the distance

at which the intermolecular potential between the two particles is zero, and V is

the intermolecular potential between the two atoms or molecules.

The electrostatic interactions are represented by a Coulomb energy, which uti-

lizes atomic charges qi to represent chemical bonding ranging from covalent to

polar covalent and ionic bonding. The electrostatic potential is described with the

CoulombŠs law:

VElec =
qiqj

4πϵ0ϵrrij
(3.4)

where rij is the distance between the pair of atoms, qi and qj are the charges on

the atoms i and j,ϵ0 is the permittivity of vacuum and ϵr is the relative permittivity.
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3.2.2 Energy minimization

The most standard problem of molecular mechanics applied to proteins is the

following: what is the best (optimum) structure of the studied protein? The

common assumption is that the minimization of the energy (or sometimes other

thermodynamic functions such as free energy) will give the answer. It is believed

that such a structure is a good approximation to the native structure of the protein

of interest.

Energy minimization is essential to determining the proper molecular arrange-

ment in space since the drawn chemical structures are not energetically favor-

able. The potential energy of a molecule contains diferent energy components like

stretching, bending, and torsion; hence, when an energy minimization program is

run, it will immediately reach a minimum local energy value, and it might stop

if the employed program is not exhaustive. In other words, an energy minimiza-

tion might stop after it Ąnds the Ąrst stable conformer that is structurally closest

to the starting molecular arrangement. Several energy minimization algorithms

are available: Steepest descent (robust but slow), conjugate gradient (aster than

steepest descent), NewtonŰRaphson (Rapid, but computationally expensive), and

Dynamic quenching (Freeze minimization).

3.2.2.1 Steepest descent

In thiw work, we apply the steepest descent or saddle-point method that is an

extension of LaplaceŠs method for approximating an integral, where one deforms

a contour integral in the complex plane to pass near a stationary point (saddle

point), in roughly the direction of steepest descent or stationary phase. The saddle-

point approximation is used with integrals in the complex plane, whereas LaplaceŠs
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method is used with real integrals.

3.2.3 Molecular Dynamics in Different Ensembles

A Molecular Dynamics (MD) simulation can be carried within diferent conditions

often referred to as ensembles, a fancy term from statistical mechanics. A ther-

modynamic ensemble provides a way to derive the thermodynamic properties of a

system through the laws of classical and quantum mechanics. The mathematical

methods needed to understand how the thermodynamic quantities are obtained

will not be discussed in too many details. For now, we simply show the existing

ensembles, underlining what type of system they aim to simulate. The main idea

is that diferent ensembles represent systems with diferent degrees of separation

from the surrounding environment, ranging from completely isolated systems (i.e.,

microcanonical ensemble) to completely open ones (i.e., grand canonical ensem-

ble). The ensemble you choose depends on the speciĄc problem you are trying to

solve and the conditions under which you want to simulate the system.

3.2.3.1 NVT ensemble

The canonical ensemble is considered representative of classical systems, described

by continuous conjugate canonical variables. The system is in thermal equilibrium

with an external bath at temperature T. The other variables that deĄne the macro-

scopic state in a hydrostatic system are the volume V and the number of particles

N. The thermodynamic potential associated with this ensemble is the Helmholtz

free energy F(N,V,T).

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



16

3.2.3.2 NPT ensemble

In the isothermal-isobaric ensemble, energy can transfer across the boundary, but

matter cannot. The volume of the system can change such that the internal pres-

sure of the system matches the pressure exerted on the system by its surroundings.

Similar to the canonical ensemble, we can describe the isothermal-isobaric ensem-

ble as a system immersed in a heat bath at a temperature (T), where the heat

bath is much larger than the system. No amount of heat put of by the system

will signiĄcantly increase the temperature of the surroundings.

The isothermal-isobaric ensemble is a statistical mechanical ensemble that

maintains a constant total number of particles, and constant temperature (T)

and pressure (P), typically abbreviated NPT. This ensemble plays an important

role in chemistry since the majority of important chemical reactions are carried

out under constant pressure conditions. The isothermal-isobaric ensemble is also

important when attempting to describe the Gibbs free energy of a system, which

is the maximum amount of work a system can do at constant pressure (P) and

temperature (T).
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3.3 Molecular Mechanics with Generalised Born

and Surface Area solvation (MM/GBSA)

Most molecular-level biological processes include molecule binding and unbind-

ing. Nearly all biological functions revolve around protein-protein interactions.

Understanding the biological function of protein-protein interactions requires a

thorough understanding of the structure of protein-protein complexes and their

binding ainities. The related binding free energy of protein-protein interactions

determines the stability of association and the prerequisites for complex formation.

Numerous methods have successfully Ągured out how the Gibbs free energy

change of protein-protein binding changes. The binding free energy is frequently

calculated using molecular dynamics and related techniques. Furthermore, because

molecular dynamic simulations can reveal atomic-level information on the dynam-

ics of interactions between proteins, ligands, and solvent molecules, structural Ćex-

ibility and entropic efects are explicitly considered in free energy estimates.

A continuous solvent model and full atomic resolution molecular mechanics

methods have recently been used to assess protein-protein complexes. After delet-

ing the explicit water molecules using an implicit solvent model, the trajectory is re-

analyzed due to the signiĄcant energy Ćuctuations of the explicit solvent molecules.

A common way for determining the free energy of the binding of biological

macromolecules is to combine the molecular mechanic energies with the Poisson-

Boltzmann or Generalized Born and surface area continuum solvation (MM/PBSA

and MM/GBSA) methodologies.

The pairwise electrostatic Coulomb interactions and electrostatic (polar) solva-

tion contributions calculated using the Ąnite-diference Poisson-Boltzmann (PB)

or Generalized Born (GB) equations make up the mean interaction energy. In
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order to create a cavity in a solvent where the solute resizes, and solute-solvent

dispersion interactions occur, the nonpolar component of the solvation free energy

is connected with attractive short-range dispersion interactions. A hydrophobic

term, a modiĄcation of the van der Waals interaction between proteins and sol-

vent, and a cavity that depends on surface area can also be used to split the

nonpolar component further. A solvent grid representation of the complex or a

surface integral technique can be used to calculate the latter contribution.

In MM/PBSA or MM/GBSA, the binding free energy (∆Gbind) between a

ligand (L) and a receptor (R) to form a complex RL is calculated as:

∆Gbind = ∆H − T∆S ≃ ∆EMM + ∆Gsol − T∆S (3.5)

∆EMM = ∆Einternal + ∆Eelectrostatic + ∆Evdw (3.6)

∆Gsolv = ∆GP B/GB + ∆GSA (3.7)

where ∆EMM , ∆Gsol and -T∆S are the changes of the gas phase MM en-

ergy, the solvation free energy, and the conformational entropy upon binding,

respectively. ∆EMM includes ∆Einternal (bond, angle, and dihedral energies),

∆Eelectrostatic (electrostatic), and ∆Evdw (van der Waals) energies. ∆Gsolv is the

sum of electrostatic solvation energy (polar contribution), ∆GP B/GB, and the non-

electrostatic solvation component (nonpolar contribution), ∆GSA. The polar con-

tribution is calculated using either the GB or PB model, while the nonpolar energy

is estimated by solvent accessible surface area (SASA). The conformational entropy

change -T∆S is usually computed by normal-mode analysis on a set of conforma-
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tional snapshots taken from MD simulations.
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Chapter 4

Effect of pH on the Supramolecular

Structure of Helicobacter pylori

Urease by Molecular Dynamics

Simulations

The efect of pH on the supramolecular structure of Helicobacter pylori urease was

studied by means of molecular dynamics simulations at seven diferent pHs. Ap-

propriate urease charge distributions were calculated using a semi-grand canonical

Monte Carlo (SGCMC) procedure that assigns each residueŠs charge state depend-

ing on the assigned individual pKa obtained by PROPKA. The efect of pH on

protein stability has been analyzed through root-mean-square deviation (RMSD),

radius of gyration (RG), solvent-accessible surface area (SASA), hydrogen bonds

(HB) and salt bridges (SB). Urease catalyses the hydrolysis of urea in 12 active

sites that are covered by mobile regions that act like Ćaps. The mobility of these

Ćaps is increased at acidic pHs. However, extreme acidic conditions cause urease
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to have the least number of stabilizing interactions. This initiates the process of

denaturalization, wherein the four (αβ)3 subunits of the global structure ((αβ)3)4

of urease start to separate.

1The article derived from this chapter has the title ”Effect of pH on the Supramolecular

Structure of Helicobacter pylori Urease by Molecular Dynamics Simulations” and was published
in the journal Polymers of the MDPI[3].
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4.1 Introduction

Helicobacter pylori (HP) is a Gram-negative helical bacterium, infects about half

of the worldŠs population, inducing gastritis, peptic ulcers and increased risk of

gastric cancer [4, 5]. Interestingly, HP is highly adapted to the medium found

in the stomach. First, HP stays in the lumen with a pH of about 2.0, and then

colonizes the mucus layer which has a pH that ranges from 4.5 to 6.5 [6]. HP is a

spiral-shaped Gram-negative bacterium, microaerophilic and highly motile due to

the presence of 4Ű8 Ćagella [7]. Cheng-Yen Kao et al. described four fundamental

steps for colonization, which consist of survival, motility, adhesion and toxicity [8].

One of the key characteristics that makes HP to survive at acidic conditions is the

generation of large quantities of the urease enzyme.

Urease is an enzyme that catalyses the hydrolysis of urea to ammonia and

carbamate. Carbamate further decomposes to ammonia and carbonic acid. The

protonation of ammonia and dissociation of carbonic acid causes an increase in

the pH, allowing HP to survive in the pH conditions of the stomach. Thus, this

important role in the survival of HP bacteria makes urease an excellent target for

inhibitors.

Some studies have been performed to elucidate the mechanism of action of the

enzyme and to identify suitable inhibitors for HP urease using quantum mechanical

(QM), molecular dynamics (MD) and docking methodologies. QM/MM method-

ology was applied to study the mechanism of inhibition of hydroxamic acids acting

on Helicobacter pylori urease [9]. Mechanistic pathways were also explored in com-

bination with MD simulations based on hydrogen-bonding network of the catalytic

center [10]. Molecular dynamics (MD) studies reveal the mobility of regions called

Ćaps that open and close the access to the active center of the urease [11, 12].
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Docking calculations have been performed to identify potential inhibitors of ure-

ase that could interact with the active center [13] or could lock the Ćexible loop in

open conformation [14].

The Ąrst crystallized urease was jack bean urease [15]. It was observed that

urease has a complex structure requiring nickel ions for its activity. Nam Chul-ha et

al. analyzed the supramolecular assembly of HP urease, identifying two functional

subunits named α and β of 26.5 and 61.7 kDa, respectively [5]. The α and β

subunits constitute a heterodimeric unit. Then, three heterodimeric units of αβ

((αβ)3) form the tetrahedral complex ((αβ)3)4 which turns out to be the structure

of urease [5]. Additionally, the macromolecular complex of urease presents an

internal hollow with a diameter of 1.3 nm. HP urease has 12 active sites, each

being coordinated with two Ni2+ ions. It is one of the most important regions of

the enzyme that could protect it from the acidic environment by urea hydrolysis.

The active site is covered by a protein region, denominated ŤĆap,Ť having high

Ćexibility that could change from closed to open state in order to promote the

access of urea at the dinickel center [12, 14].

For a long time, the pH dependence in structural protein stability has been

considered. Decreased stability at more acidic pH is explained by the increase

of unfavourable electrostatic interactions due to the high increase of distributed

positive charges, and the contrary occurs with negative charges at a highly basic

pHs [16]. Therefore, the pKa values of ionizable groups in proteins play essential

roles in their stability and functions [17].

The optimum pH of urease is known to be approximately 7.5, and below a pH

of 4.5 the enzyme has been reported to be inactive [18]. However, the efect of pH

on the mechanism of urease is still not known. For this reason, in this work we

determined the diferent protonation states at seven pHs by semi-grand canonical
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Monte Carlo (SGCMC) [1, 2, 19, 20]and the behaviour of each system through

molecular dynamic simulations.

4.2 Computational Methods

4.2.1 Multimeric protein preparation

Urease is a protein with a dodecameric ((αβ)3)4 architecture with spherical as-

sembly. The fundamental unit is a heterodimer with two chains labeled α and

β. The crystal structure obtained from the Protein Data Bank (PDB) with the

access code 1E9Z was used as initial structure. Urease has 12 active sites located

on the β chains. The residues of this chain that participate in the active site are a

set of four histidines (His136, His138, His248, and His274), a carbamylated lysine

(KCX219), an aspartic acid (Asp362), two nickel ions (Ni2+) and a hydroxide ion.

The non-natural carbamylated lysine was parameterized using the atom types and

parameters corresponding to the similar fragments of lysine and aspartic acid.

HP urease has an interesting structural arrangement with diferent levels of

chain assembly. Figure 4.1 shows three diferent levels of organization of urease

protein. The fundamental unit is a heterodimer (αβ) which interacts with two

other heterodimers of the (αβ)3 assembly, and Ąnally, this assembly interacts with

three other (αβ)3 assemblies, completing the full structure ((αβ)3)4 [5].

4.2.2 Protonation states for different pHs

In order to determine the charge state of each titrable residue of urease, and to

determine how it changes with the simulated pH, it is required to have the pKa

values of all titrable residues of the protein. The urease structure was evaluated
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(a) (b)

(c)

Figure 4.1: Structural arrangement of HP urease at pH 7.5. a.) Heterodimer (αβ).
b.) Arrangement of one (αβ)3) subunit. c.) Entire urease structure where each
(αβ)3) is shown in a diferent color and labeled with I, II, III and IV.

using PROPKA [21], which predicts the pKa values of ionizable groups based on

the 3D structure. PROPKA uses the terms indicated in Equation (6.1) to estimate

the pKa value of each titrable residue:

pKa = pKmodel + ∆pKDS + ∆pKHB + ∆pKCC (4.1)
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where pKmodel is the pKa of the ionizable groups in an ideal system; pKDS takes

into account the penalty of desolvation; pKHB considers the efect of hydrogen

bonds of the side chain and backbone; and pKCC takes into account the efect of

the interaction of the charge groups.

We have designed a homemade c program to calculate the diferent protonation

states of Asp, Glu, Arg, Lys and His residues, and the C- and N- termini for seven

pHs (2, 3, 4, 5, 6, 7 and 7.5) using the semi-grand canonical Monte Carlo (SGCMC)

ensemble [1, 2, 19, 20, 22]. A characteristic feature of semi-grand canonical Monte

Carlo (SGCMC) simulations is that the total charge is not constant but it Ćuctu-

ates as a natural result of the dynamic proton binding/unbinding. The required

inputs of the program are the pH, number of trial protonation/deprotonation steps

and the list of acid/base constants in the format given by the summary of Propka.

Initially, all protonable residues are assigned the protonated stated. The system

arrives quickly to the equilibrium, as the pKa values are considered to be inde-

pendent, being unafected by the protonated state of neighbour residues. The

histidines that coordinate the Ni2+ ions are Ąxed to be in the appropriate depro-

tonated state to correctly coordinate the metal ions. The program calculates the

total charge, the distribution of protonated/desprotonated forms for each residue

and generates a output Ąle with the format that the pdb2gmx command of Gromacs

requires for the interactive selection of charged states.

The free energy associated with the protonation/deprotonation of each titrable

group is calculated using Equation (6.2) [1, 2].

∆G = ±kBT (ln(10)(pH − pKa,i) (4.2)

The positive sign of expression of Equation (6.2) is used for protonation and the
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negative sign for deprotonation. Ka,i is the constant of the acid/base equilibrium

corresponding to each protonable i residue of urease determined by PROPKA.

A total of 30,000 steps for protonation and deprotonation trials for residues of

urease were performed with the SGCMC simulation program at each pH. As the

protonation states are obtained from pKa values calculated with PROPKA using

the crystal structure of urease, these protonation states will correspond correctly to

the assigned pHs if the global structure of the urease does not change signiĄcantly.

Furthermore, the efect of the explicit Na or Cl ions included in the simulations to

neutralize the systems is not taken into account in the selection of the protonated

or deprotonated states of the titratable residues.

4.2.3 Molecular dynamic simulations

All molecular dynamics simulations were performed with Gromacs (Groningen Ma-

chine for Chemical Simulations) version 2019.2 software [23, 24] using the OPLS-

AA force Ąeld. Seven diferent initial structures of urease were prepared while

attending to the diferent charge states of the titrable amino acids obtained from

the SGCMC calculations corresponding to each simulated pH. In each case, the

urease structure was located in the center of a box with dimensions about 18 nm3

having a minimum separation of 1.5 nm to the box edges. Distances of the Ni2+

with the coordinated residues of the active site were restrained at the values of

the crystal structure because there are not available bonding parameters for nickel

metal ions in the used force Ąeld. The protein was solvated with TIP4P [25] wa-

ters and the system was neutralized with the addition of the appropriate quantity

of Na+ or Cl− (Table A.1 from Appendix A). It is worth knowing that the salt

concentration of ions required to neutralize the system is higher than the normal
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physiological salt concentrations (0.154 M) for the more acidic pHs, being, for

example, 0.4 and 0.35 M for pHs 3 and 4, respectively. However, although the

survival of Helicobacter pylori has been reported to be optimal at physiological

salt concentrations, it survives also at high concentrations, as the simulated in this

study [26].

Initially, the systems were relaxed with an energy minimization using the steep-

est descent algorithm with 20,000 steps while applying 0.001 nm as a maximum

step size. Periodic boundary conditions were applied in all directions. Short-range

interactions of van der Waals (vdW) and electrostatic interactions were considered

with a cut-of of 0.9 nm. Long range electrostatic interactions were considered

with the particle-mesh Ewald (PME) [27] method.

Preparation of the systems was performed with MD in a canonical ensem-

ble with V-rescale [28] thermostat (309.65 K) during 10 ns. Finally, an isobaric-

isothermal ensemble with V-rescale thermostat (309.65 K) and Parrinello-Rahman [29]

barostat (1.0 bar) were performed for a simulation length of 100 ns. Molecular visu-

alization of the diferent systems was performed using Visual Molecular Dynamics

version 1.9.4. [30] and Chimera UCSF version 1.12.0 [31]. All plot analysis were

performed with Gnuplot version 5.3 software.

Simulations corresponding to pHs 2 and 7.5 were prolonged for 100 ns in order to

check that the simulation length was appropriate for obtaining converged results.

In Table A.2 from Appendix A shows the statistics of the poor and favoured

rotamers and of the Ramachandran outliers and favoured angles after the NVT

and NPT simulations. It can be seen that for all pH, the 10 ns NVT simulations

improved the initial quality of the structure. Ramachandran outliers were reduced

signiĄcantly, and residues in Ramachandran favoured regions achieved the stability

value. Subsequently, the 100 ns NPT simulations were able to obtain a greater
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number of rotamers in favoured regions. The results obtained from the 100 ns

NPT continuation simulations indicate that longer simulations are not required to

obtain equilibrated rotamers and Ramachandran angles.

4.3 Results

4.3.1 Urease charge as a function of pH

The appropriate distribution of charged residues over the proteins will confer struc-

tural stability. This distribution is a function of the pH of the medium. In Fig-

ure 4.2, a monotonic decrease of the positive total charge of the urease from pH 2

until pH 7 can be seen. After this pH, the urease changes the total charge from a

positive to a negative sign, indicating this point, 7.0, as the isoelectric point (IP) of

urease. Experimental IPs of urease range from 5.4 [32] to 6.1 [33]. Diferences with

calculated IP could be attributed to precision of calculated intrinsic constants of

titrable residues and/or the efects of condensed counterions in the internal cavity

of the urease protein that could distort the deduced protein charge obtained by

usual techniques.

In Table 5.2 the charge as a function of pH obtained from SGCMC simulations

for the Asp, Glu, Arg, Lys and His titrable amino acids and for the entire structure

of the urease can be seen. It can be seen that the greatest contributions to the

variation of the charge are because of the Asp and Glu acid residues. From pH 2 to

pH 7.5, the charges change from −7 and −33 to −575 and −653 for Asp and Glu,

respectively. In contrast, the efect of the variation of the charge of Arg and Lys

basic residues is very reduced as the average pKa of these residues (Table 4.2) is

located outside of the studied pH range (average pKa of 12 and 10 for Arg and Lys,
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Figure 4.2: Total urease charge obtained from SGCMC simulations of titrable
amino acids at diferent pHs.

Table 4.1: Charge as a function of pH for titrable amino acids and for the entire
structure of the urease.

System ASP GLU ARG LYS HIS Urease
pH2 −7 −33 360 792 237 1373
pH3 −73 e99 360 792 204 1208
pH4 −246 −281 360 791 162 810
pH5 −415 −464 360 789 144 438
pH6 −505 −566 360 778 98 189
pH7 −554 −627 360 757 37 −3

PH7.5 −575 −653 359 744 18 −83

respectively). It is worth noting that the His residues show the wider distribution

of pKa (4 ± 3). This could be the result of a more variable environment for residues

of this kind.
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Table 4.2: Number an average pKa values of titrable amino acids of urease.

AA Number pKa

ASP 624 4.7 ± 1.6
GLU 696 4.6 ± 1.6
ARG 360 12.3 ± 1.5
LYS 792 10.0 ± 1.2

4.3.2 Structural changes at different pHs: RMSD, RG and

SASA.

The temporal evolution of the root-mean-square deviation (RMSD) of the back-

bone atoms of the entire structure of urease is shown in Figure 4.3a. Two patterns

can be distinguished, depending on the simulated pH conditions. Simulations from

pHs of 4 to 7.5 show a plateau in the RMSD starting approximately around 40Ű50

ns. However, simulations at pHs 2 and 3 show a linear increase of RMSD with

time after 20 ns. The fact that the RMSD proĄle does not arrive at a constant

value with more time indicates that the urease structure is not stable at the two

more acidic pHs. To better quantify this efect, the average RMSD values through

the last 20 ns were computed (Table 4.3). The average RMSD values show a difer-

entiated behavior for the two more acidic pHs (about 0.8 nm) with respect to the

other cases (0.32Ű0.45 nm). It has to be noted that pH 4 and pH 5 have greater

RMSD values than the more basic pHs, indicating more structural Ćexibility of the

protein for these intermediate pHs with respect to the neutral cases.

The efect of structural distortion could be analyzed for the diferent simulated

pHs by computing the radius of gyration (RG) Figure 4.3b. As in the analysis

of global RMSD, two patterns could be distinguished depending on the simulated

pH conditions. pHs 2 and 3 showed a linear increase of RG, whereas pHs 4 to

7.5 show a plateau. Thus, the two more acidic conditions presented a structure
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Table 4.3: Root-mean-square deviation (RMSD), radius of gyration (RG), solvent-
accessible surface area (SASA), hydrogen bonds (HB) and salt bridges (SB) av-
eraged over the last 20 ns or in the last frame of MD simulations at diferent
pHs.

pH RMSD(nm)a RG(nm)b int-RGc ext-RGd SASA(nm2)e HBf SBg Exp.Activityh

2 0.81±0.02 6.56±0.01 2.69±0.02 8.34±0.02 3589±13 5853±40 96 0
3 0.83±0.05 6.60±0.03 2.79±0.04 8.40±0.04 3482±28 6044±56 131 0
4 0.45±0.01 6.29±0.01 2.46±0.01 8.10±0.01 3182±11 6518±41 183 0
5 0.38±0.01 6.24±0.01 2.41±0.01 8.07±0.01 3052±11 6973±42 179 0.38
6 0.33±0.01 6.20±0.01 2.40±0.01 8.02±0.01 2893±11 7287±44 182 1.75
7 0.35±0.01 6.22±0.01 2.42±0.01 8.03±0.01 2852±9 7549±47 169 4.5

7.5 0.32±0.01 6.18±0.01 2.35±0.01 8.01±0.01 2828±11 7460±41 179 5.5
a Root-mean-square deviation of the backbone atoms of the entire structure of urease,
b radius of gyration of the entire urease, c radius of gyration of internal Glu505,
d radius of gyration of external Glu101, Glu116 and Glu386, e solvent-accessible surface area of the entire urease,
f total number of intramolecular hydrogen bonds of urease, g Intramolecular urease salt bridges

in the last snapshot of the simulations, h experimental urease activity in µmols/min/mg.

that is increasing in size during time. The other conditions showed again a stable

structure which is structurally more compact. In the last 20 ns, the RG values of

the two more acidic conditions were about 0.4 nm greater that those corresponding

to the other pH conditions (Table 4.3). Thus, the analysis of the radius of gyration

of the entire structure of the ureases allows us to identify the increase of the size

at acid conditions. In order to distinguish if this growth is performed on the

external surface, and if the inner part of urease is more separated or more compact,

two new calculations of radius of gyration were performed while selecting only

the internal Glu505 (to analyze the size variation of the internal cavity) and the

external Glu101, Glu116 and Glu181 (to analyze the size variation of the external

surface). The obtained values indicate that both internal and external RG increase

at acidic conditions in the same range (Table 4.3). Diferences between pHs 2 and

3 seem to be attributable to statistical Ćuctuations. Thus, these values indicate

that urease is increasing in size at the same time that the dimensions of its internal

cavity increase.
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(a)

(b)

(c)

Figure 4.3: Representation of the temporal evolution of structural properties of
urease in the molecular dynamics simulations at pH 2, 3, 4, 5, 6, 7 and 7.5. a.)
Root-mean-square deviation (RMSD) for the total Helicobacter pylori urease. b.)
Radius of gyration (RG). c.) Solvent accesible surface area (SASA).

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



34

(a) (b)

Figure 4.4: Representation of urease at pH 2. a.) ((αβ)3)4 multimeric structure.
Each (αβ)3) is shown in a diferent color and indicated with I, II, III and IV. The
separation of cluster I and cluster II increases at pH 2. b.) Similar structural
arrangement for the (αβ)3 subunit.

The variation of the solvent-accessible surface area (SASA) with time for the

diferent pHs is shown in Figure 4.3c. The greatest SASA values were obtained for

conditions of pH 2 and 3. This behaviour is related to the observed increased of

RG for these pHs. The more compact structures in terms of surface were obtained

for the more basic pHs. The increase of size at acidic pHs can be also noticed

in Figure 4.4a where an increase in the separation between I (blue) and II (red)

(αβ)3 subunits in the Ąnal frame of the simulation at pH 2 can be seen. This dis-

aggregation phenomenon is in correspondence with mass spectrometry studies that

observe that the dodecamer disassembles readily into (αβ)3 subunits in solution

and under controlled collision-induced dissociation in the gas phase [34].

4.3.3 Analysis of stability at different pHs: HB and SB

The number of the total intramolecular hydrogen bonds is a measure of the internal

stability of the protein. Gromacs tools were used to analyze the hydrogen bonds
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Figure 4.5: Representation of the temporal evolution of the number of total in-
tramolecular hydrogen bonds of urease in molecular dynamics simulations at pH
2, 3, 4, 5, 6, 7 and 7.5.

considering all possible donor and acceptor atoms with a geometric criterion of a

distance of less than 3.5 Åand an angle of 180◦ ± 30◦.

In Figure 4.5, the variations of the intramolecular hydrogen bonds of urease

with respect to time at diferent pHs can be seen. In contrast to the observed

pattern for RMSD and RG properties, the total number of hydrogen bonds shows

a more gradual variation among the simulated pHs. Simulations at pH 7 and 7.5

presented the largest numbers of intramolecular hydrogen bonds (around 7500),

and then they diminished progressively with lower pHs to arrive at about 5900 for

pH 2 (Table 4.3). The reduced number of hydrogen bonds at more acidic conditions

could explain the reduced structural stability and the increase in size of the urease

with time.

An important feature of urease is its tetrahedral arrangement of four subunits of

(αβ)3. The interactions of (αβ) dimers were analyzed at diferent pHs by means of

hydrogen bonds. Each subunit αβ establishes hydrogen bond interactions with two

neighbour subunits αβ (of the same (αβ)3), and to a lesser extent, with the other

αβ subunit of another (αβ)3 arrangement. All the hydrogen bond interactions

established between atoms of diferent subunits are referred as interdimer hydrogen
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Figure 4.6: Numbers of average inter- and intradimer hydrogen bonds in urease at
diferent pHs.

bonds. In contrast, all the hydrogen bonds established between atoms of the same

dimer are referred as intradimer hydrogen bonds. In Figure 4.6, the average of the

last 50 ns of the inter- and intradimer αβ hydrogen bonds for each pH is shown.

It can be seen that the numbers of both inter- and intradimer αβ hydrogen bonds

diminish at acidic pHs. The separation of (αβ)3 subunits at acidic pHs could be

attributed to the reduction of interdimer hydrogen bonds. On the other hand, the

reduction of the number of intradimer hydrogen bonds could make the individual

subunits more Ćexible and mobile.

Another property that provides information about the structural stability of

urease is the number of established intramolecular salt bridges (SB). SB were

calculated using the salt bridges plugin of VMD based on a cut-of distance of

3.2 Åbetween any oxygen atom of an acidic residue and nitrogen atom of a basic

residue. It can be seen in Table 4.3 that the numbers of SB corresponding to the

last frame of pHs 2 and 3 (96 and 131, respectively) are signiĄcantly lower than in

the other pH conditions.

It is worth noting that the more acidic conditions that are shown to be less

structurally stable correspond to the conditions where there is not experimental
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activity of the urease (Table 4.3). At pH 7.5, it is found to have the greatest

experimental activity, and the simulation at this pH shows the lowest values of

SASA and RG. It seems that the compactness of the protein is related to high

enzymatic activities.

4.3.4 Mobile flap at different pHs

Urease has 12 binding pockets with two Ni+2 each. In the crystal structure of

urease, it can be seen that these binding pockets are hidden by fragments composed

of residues 304Ű347 of the beta monomers. These regions, named Ćaps, have

been reported to be Ćexible and mobile, allowing the entrance of substrates to

the binding pockets [12]. The average RMSD of the backbone atoms of each Ćap

is represented as a function of the simulated pH in Figure 7.5. The temporal

evolution of RMSD of the 12 Ćaps of urease enzyme at diferent pHs can be also

seen in Figure A.1 from Appendix A. It can be seen that highest RMSD values

were obtained for the most acid condition, indicating the greatest distortion with

respect to the close state of the Ćaps. The lowest RMSD values are for those Ćaps

simulated at pHs from 6 to 7.5, whereas the more acidic conditions correspond

to states having more Ćaps in a more open state. Mean RMSD values and their

corresponding dispersion are greater for the more acidic pHs, indicating a less

stable urease structure. A similar pattern found for Ćap RMSD was found for the

calculated RMSD values of dimers (Figure A.2 from Appendix A). pHs 2 and 3

have greater RMSD values and a greater dispersion among dimers, whereas RMSD

values of dimers of pHs 4 to 7.5 have similar and more stables values.

In addition, the process of the opening of the Ćap could be analyzed by means

of the distance of residue Cys321 to one of the Ni+2 ions (Figure 5.6). As Cys321
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is a residue located in the central part of the Ćap, an increase of the distance with

respect to the nickel ion of the binding pocket implies an opening of the Ćap. It

can be seen that the Ćuctuation of these distances among the Ćaps has the general

tendency to increase with the reduction of the pH. The greatest diference was

observed for the more acidic condition having two Ćaps with the greatest average

distances among all simulations. In Figure 4.9a we show the Cys321ŰNi+2 distance

corresponding to one of the Ćaps at pH 2 (3.1 nm) being signiĄcantly greater than

corresponding to the Ćap at pH 7.5 (0.6 nm) in closed state (Figure 4.9b). This

important Ćuctuation in conjunction with the results obtained from RMSD of Ćap

residues indicates that the pH is an important factor that modulates the mobility

of the Ćaps. It can be seen that the highest mobilities are obtained for the more

acidic pHs.

The activity of urease could be related to the ability of reactants to access each

of the 12 active centers. This access seems to be regulated by the region that acts

as a Ćap. The efect of reduction of pH is to increase the mobility of this Ćap.

Thus, a reduction of pH is expected to increment the proteinŠs activity. However,

at extremely acidic pHs, the most important efect is the signiĄcant reduction of

the stabilizing interactions (intermolecular and intramolecular non-bonded inter-

actions). This important reduction of stabilizing interactions in combination with

the absence of stabilization of the RMSD of the entire urease seems to indicate

a denaturation process at very high pHs. However, at moderate acidic pHs, the

increase of mobility of these Ćaps could facilitate ureaŠs access to the active site,

increasing the pH in the environment of urease proteins in order to avoid their

denaturation.
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Figure 4.7: Average root-mean-square deviation (RMSD) values of backbone atoms
of each Ćap at diferent pH simulations. Each Ćap is aligned with respect to the
backbone atoms of its corresponding dimer. Each Ćap is displayed with a diferent
color.

Figure 4.8: Average nickelŰCys321 distances of each subunit for all pH simulations.
Same color code as Figure 7.5.

4.4 Conclusion

The efect of pH on the supramolecular structure of Helicobacter pylori urease

has been studied with a set of molecular dynamics simulations. The diferent

protonation states of titrable residues of urease have been determined by semi-

grand canonical Monte Carlo (SGCMC) at diferent pHs.

The SGCMC procedure used to obtain the urease charge distribution seems
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(a) (b)

Figure 4.9: Final snapshots of one urease Ćap (yellow) in the simulations at a.)
pH 2 in open conformation and b.) pH 7.5 in closed conformation. Ni+2 ions are
represented in green. Distances of Ni+2 to Cys321 (orange) are also indicated.

to be an eicient method to generate diferent charge states to simulate proteins

under a wide range of pH conditions [1, 2, 19, 20]. This procedure assigns charges

to monomers of the protein that are not identical but are statistically compatible

with the simulated pH.

Molecular dynamics simulations performed until 100 ns allow one to under-

stand the activity of urease in a wide range of pHs. At more acidic conditions

represented with simulations at pH 2 and 3, the subunits (αβ)3 start to separate.

This would lead to the disaggregation of the protein at these extreme pH condi-

tions. Protein stability could be also analyzed by means of inter- and intra-dimer

hydrogen bonds and salt bridges. Extreme acidic conditions cause urease to have

the least number of these stabilizing interactions. This behaviour correlates well

with the experimental activity of the urease observed only in acidic media greater

than pH 5 [35, 18].

The measured RMSD, RG and SASA properties and HB and SB analysis seem

to be appropriate indicators to study protein stability at diferent pHs through

molecular dynamics simulations.

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



Chapter 5

Unveiling the Effect of Low pH on

the SARS-CoV-2 Main Protease by

Molecular Dynamics Simulations

Main Protease (Mpro) is an attractive therapeutic target that acts in the replica-

tion and transcription of the SARS-CoV-2 coronavirus. Mpro is rich in residues ex-

posed to protonation/deprotonation changes which could afect its enzymatic func-

tion. This work aimed to explore the efect of the protonation/deprotonation states

of Mpro at diferent pHs using computational techniques. The diferent distribu-

tion charges were obtained in all the evaluated pHs by the Semi-Grand Canonical

Monte Carlo (SGCMC) method. A set of Molecular Dynamics (MD) simulations

was performed to consider the diferent protonation/deprotonation during 250 ns,

verifying the structural stability of Mpro at diferent pHs. The present Ąndings

demonstrate that active site residues and residues that allow Mpro dimerisation

was not afected by pH changes. However, Mpro substrate-binding residues were

altered at low pHs, allowing the increased pocket volume. Additionally, the results
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of the solvent distribution around Sγ, Hγ, Nδ1 and Hδ1 atoms of the catalytic

residues Cys145 and His41 showed a low and high-water ainity at acidic pH, re-

spectively. It which could be crucial in the catalytic mechanism of SARS-CoV-2

Mpro at low pHs. Moreover, we analysed the docking interactions of PF-00835231

from PĄzer in the preclinical phase, which shows excellent ainity with the Mpro

at diferent pHs. Overall, these Ąndings indicate that SARS-CoV-2 Mpro is highly

stable at acidic pH conditions, and this inhibitor could have a desirable function

at this condition.

2The article derived from this chapter has the title ”Unveiling the Effect of Low pH on the

SARS-CoV-2 Main Protease by Molecular Dynamics Simulations” and was published in the
journal Polymers of the MDPI[36].
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5.1 Introduction

The COVID-19 pandemic is still an ongoing major health threat for the whole

world, caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-

2) [37, 38, 39]. The coronavirus family enters the host by fusion with the plasma or

endosomal membranes [40, 41]. This mechanism has been used by many positive-

strand RNA viruses like the inĆuenza A virus (IAV) [42, 43], the human immunod-

eĄciency virus (HIV) [44, 45], coronaviruses and others. Among the therapeutical

targets of these types of viruses are proteases, classiĄed according to their catalytic

site as cysteine proteases [46], serine proteases [47] aspartic proteases [48, 49] and

metalloproteases.

In the SARS-CoV-2 entry mechanism, the coronavirus spike protein binds to

ACE2 receptors found on the surface of many human cells. The virus enters the

cytoplasm by endocytosis, then its genetic material, a single-stranded RNA, is

released into the cytoplasm. This material encoded two polyproteins (pp1a and

pp1ab) which are necessary for viral replication and transcription [50, 51, 52]. The

proteolytic process was carried out by the SARS-CoV-2 Main Protease (Mpro), a

cysteine protease with a catalytic dyad that compromises two principal residues,

Cys145 and His41 [53, 54, 55, 56, 57, 58]. This protein is essential in the life cycle

of the virus and is considered a relevant target against the replication of the coro-

navirus. The catalytic mechanism among coronavirus cysteine proteases involves

either using a catalytic dyad to perform a nucleophilic attack that covalently links

the protease to the substrate protein, releasing the Ąrst half of the product. This

covalent acyl-enzyme intermediate is then deacylated by an active water molecule

releasing the second half of the product [59, 60].

SARS-CoV-2 Mpro is active in its dimeric conformation, but the SARS-CoV-1
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Figure 5.1: SARS-CoV-2 Mpro, PDB ID: 5RE4. Domain I in purple colour, domain
II in yellow colour and domain III in green colour.

Mpro is found as a mixture of monomer and dimers in solution [61]. SARS-CoV-

1 Mpro has been crystallised in diferent pH-dependent conformations suggesting

Ćexibility, particularly around the active site [62]. The protease is highly conserved

in all coronaviruses, including SARS-CoV-2, so targeting either dimerisation or

enzymatic activity may give rise to drugs that can target multiple coronaviruses,

known and yet unknown [63, 64]. In Figure 5.1, the three-dimensional structure

representation of SARS-CoV-2 Mpro (approx. 33kDa of total weight) shows two

identical protomers (homodimer conformation). Each protomer has three domains,

domain I (residue 10 to 99), domain II (residue 100 to 182), and domain III (residue

198 to 303); a cluster of Ąve α-helices characterises this last domain. Domain II is

connected to domain III via a longer loop.

Many macromolecular properties in the coronavirus family are pH-dependent [40,

65]. As a starting point, it is important to mention that there are studies on

the efect of pH in SARS-CoV-1 Mpro, showing the high proteolytic activity of

SARS-CoV-1 Mpro around the physiological pH (7.0Ű7.6) [66, 67, 62, 68, 69]. The

probability of the pH-activity proĄle of the SARS-CoV-1 Mpro was determined by

protonation of His163 (inactivation at acidic pH) and deprotonation of His172 [62].
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This behaviour is diferent for conformational stability; some viral proteases have

shown their biological role at low pHs, as shown in the endogenous viral proteases

from porcine coronavirus are active in a low-pH environment [70].

The SARS-CoV-2 Mpro activity is thought to exhibit a bell-shaped pH-rate

proĄle as determined for the SARS-CoV-1 Mpro. For SARS-CoV-1, Ątting kinetic

data to model equations provides rate constants and two pKa values (6.2Ű6.4,

7.7Ű8.3) that presumably correspond to the catalytically competent His41 and

Cys145 side chains [71, 72]. Further understanding of pH efects can be gained

from theoretical pKa estimations for all the titratable amino acids of Mpro, which

have been also employed to determine their most likely protonation states [67].

Another recent work has demonstrated that the structure of SARS-CoV-2 Mpro

shows pH dependence. At basic pH, the Mpro structure was less stable, and as pH

becomes more acidic, the protein gets destabilised. Moreover, the SARS-CoV-2

Mpro showed maximum stability at neutral pH but in the other pHs analysed other

than neutral pH, dimerisation and S1 binding pocket were found to be afected [73].

Moreover, due to the high homology between SARS-CoV-1 Mpro and SARS-

CoV-2 Mpro, similar behaviour is expected. Indeed, the coronavirus family is

characterised as an enveloped virus that may or may not be low pH depen-

dent [62, 74, 75]. It has been reported that higher levels of ACE2 in tissues could be

the consequence of some of the comorbidities associated with severe SARS-CoV-2

infection [76]. They showed that the acid pH associated with BarrettŠs oesophagus

patients might drive an increased expression of ACE2. In addition, they studied

human monocytes cultured in acid pH, observing an increased ACE2 expression

and higher viral load upon SARS-CoV-2 infection [76]. A recent review shows that

acidosis is generally associated with the severity of SARS-CoV-2. Lactic acidosis

produces an excess of the levels of lactate, which is associated with a reduction of
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pH [77]. The associated enzyme, lactate dehydrogenase (LDH), which transforms

pyruvate to lactate, could be selected as one biomarker, as high LDH levels have

been associated with worse outcomes in patients with the viral infection [78]. The

excess of lactate, a stronger acid than pyruvate, leads to a decrease in the pH

of the medium. Herein, we investigate the efect of acidic conditions on the pH-

dependent conformational properties of SARS-CoV-2 Mpro, which may be involved

in inhibition processes associated with severe SARS-CoV-2 infections. Currently,

the literature shows us several studies of the efect of pH by docking calculations.

These studies have shown that the pH dependence of the enzyme activity may

reĆect structural changes in the catalytic dyad [79, 80, 81, 82, 83, 84, 85]. For

instance, Drazic et al. tested the inĆuence of diferent pH values on substrate

cleavage velocity and found no signiĄcant impact in the pH range from 7.0 to

8.0 [86]. Several publications described the inĆuence of pH on the enzyme activ-

ity of the SARS-CoV-1 Mpro, which reported a peak of substrate cleavage at pH

7.0 [87, 62], whereas other studies reported the highest processing at around pH

7.5 [67], or pH 8.0 [88, 89].

The Ąrst analysis by molecular dynamic simulation at pH 7 of SARS-CoV-2

Mpro demonstrated the active siteŠs Ćexibility and efects induced by substrate

binding [71]. On the other hand, SARS-CoV-2 Mpro showed high thermodynamic

stability in a wide pH range and low stability in the presence of salts [81]. With

respect to the catalytic site, the most likely hydrolysis mechanism assisted by

the coronavirus Mpro, the reactive events would involve the proton transfer from

Cys145(SγH) to His41(Nϵ) and the nucleophilic attack of the Sγ atom to the

carbonyl group of a Gln. Thus, the general mechanism considers that Cys145

should be protonated and His41 acts as a base, as in the case of the neutral

pH [71].
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Verma et al. analysed the proton-coupled dynamics of SARS-CoV-2 Mpro that

represented the Ąrst step toward the mechanistic understanding of the proton-

coupled structure dynamics function at pH 5 to 9 [90]. Likewise, new advances in

pH-dependence have shown the importance of appropriate histidine protonation

states of SARS-CoV-2 Mpro in the coupling with inhibitors [91]. In the last two

years, diferent SARS-CoV-2 inhibitors have been studied, such as synthetic and

natural compounds [92, 93, 94, 95, 96, 97, 98, 64, 99, 100, 101, 102, 103, 104, 105,

106, 107].

Our study provides evidence about the relation between Ćexibility and pH-

dependent Mpro, which was observed at the low pH conditions. We applied Semi-

Grand Canonical Monte Carlo (SGCMC) method [1, 2, 19, 20] to assign diferent

protein charge distributions, considering the protonation/deprotonation states for

each pH. The homemade developed code within our group makes it possible to de-

Ąne diferent protonation/deprotonation microstates for a particular pH as shown

in the work of Barazorda-Ccahuana et al. [3]. One step further was made by

analysing the observed conformational changes due to protonation/deprotonation

states by atomistic molecular dynamics simulations.

Along with the explored protonation/deprotonation impact presented in an

atomistic level for the Mpro in the frame of molecular dynamics simulations, also

we stressed the efect of interaction with PF-00835231 as a potent inhibitor of

SARS-CoV-2 Mpro by docking calculations at diferent pHs. The Ąnding of the

therapeutic efect of the PF-00835231 has demonstrated promising data or out-

comes in PĄzer preclinical studies [55, 108, 109, 110, 111, 112, 113]. Indeed, the

SARS-CoV-2 Mpro and PF-00835231 coupling analysis could serve as a model to

study other molecules of natural origin targeting SARS-CoV-2.
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5.2 Computational Methods

5.2.1 Protonation/Deprotonation States by SGCMC

We have used the SARS-COV-2 Mpro crystal structure reported in the Protein

Data Bank (https://www.rcsb.org, accessed on 10 June 2020) by the access

code PDB ID: 5RE4. It was determined by the X-ray difraction method with

a resolution of 1.88 Å. The Ąrst step was to determine the pKa values of each

ionisable residue with the PROPKA v. 3 program [21, 114]. Indeed, the summary

of pKa values were used for the calculation of protonation states of Asp, Glu, Arg,

Lys and His residues, and the C-terminal and N-terminal ends.

In this work, we use the homemade code (freely available at GitHub https:

//github.com/smadurga/Protein-Protonation) that calculates the protonation

and deprotonation states by Semi-Grand Canonical Monte Carlo (SGCMC) proce-

dure based on the free energy associated with the pKa of each i titratable residue,

this is calculated using the Equation (6.1) or Equation (6.2) [1, 2, 19, 20]

∆G = +kBT (ln(10)(pH − pKai)) Protonation (5.1)

∆G = −kBT (ln(10)(pH − pKai)) Deprotonation (5.2)

In this work, we applied 200,000 steps for protonation/deprotonation of SARS-

CoV-2 Mpro residues generating ten independent microstates for Ąve pHs (3 to

7).
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5.2.2 Molecular Dynamics Simulation Details

Molecular Dynamics (MD) simulations have been performed for four microstates

for each condition of pHs with the Gromacs (Groningen Machine for Chemical

Simulations) v. 2019.1 software [23]. AMBER99SB-ILDN [115] force Ąelds have

been used in the simulations of SARS-CoV-2 Mpro. The periodic boundary condi-

tions (PBC) [116] were considered to minimise edge efects in a Ąnite system. For

each system, the protein was in the centre of a cubic box with a minimum distance

of 1.5 nm to the faces of the simulation box. The box system was solvated with

TIP5P [117] water model. As well as, the total charge of each microstate was neu-

tralised with Cl− or Na+ to attain equilibration. Energy minimisation was carried

out using the steepest-descent algorithm with 200,000 steps of simulation. WE

performed 10 ns MD simulations of equilibrium in the canonical ensemble NVT

with position restraint, and the temperature was regulated with the V-rescale ther-

mostat at 309.65 K. Furthermore, we performed the production of simulation in

the isothermal-isobaric ensemble with the ParrinelloŰRahman barostat with a ref-

erence pressure of 1 bar, V-rescale thermostat with 309.65 K and 250 ns time of the

simulation. To further corroborate our Ąndings, the conformational ϕ and ψ angles

of residues in Mpro were analysed. This analysis of the quality of the structure

was solved with the Ramachandran plot in the Molprobity server [118].

5.2.3 Molecular Docking

Molecular Docking calculations were performed using the AutoDock Vina soft-

ware [119] integrated into the SAMSON molecular design platform as a SAMSON

extension available at http://samson-connect.net. The extension provides ad-

ditional functionality to prepare receptors and ligands easily, dock ligand libraries,
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analyse and export docking results. We used SAMSON and Vina extensions to

conĄgure calculations, export input Ąles, and run docking calculations.

The number of modes was set to 100 with an energy range = 3 kcal/mol (default

value). The energy range (kcal/mol) is a maximum energy diference between the

best binding mode and the unfavourable one displayed. The energy (ainity) that

difers more than 3 kcal/mol from the best mode are not saved among results. In

the conĄguration Ąle, the parameter called ŞexhaustivenessŤ was set to 8. This

parameter controls how comprehensive will be the search space.

5.2.4 Simulation Data Analysis

The RMSD (Root-Mean Squared Deviation), RMSF (Root-Mean Squared Fluctua-

tion), RG (Radius of Gyration), HB (Number of Hydrogen Bonds), SASA (Solvent

Accessible Surface Area) and RDF (Radial Distribution Function) analysis were

calculated by Gromacs tools.

Additionally, the Salt Bridges (SB) were analysed, considering the last frame

of MD for each microstate with the ŞSalt BridgesŤ utility of the Visual Molecular

Dynamic (VMD [30]) program. Finally, the plots were made in Gnuplot v. 5.4 [120]

and the represented in the manuscript images were created with VMD.

5.3 Results

5.3.1 Protonation/Deprotonation states of SARS-CoV-2 Mpro

The molecular structure of SARS-CoV-2 Mpro is a homodimeric structure with

approximately 36% of acid/base residues (Asp, Glu, Arg, Lys, His), and almost

8% corresponds to Cys residue distributed throughout the protein structure. For
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this reason, the analysis of protonation and deprotonation of titratable residues

could afect the total charge of Mpro. In this work, diferent charge distributions

are used to assign the protonation state of Mpro acid/basic residues for each pH.

For instance, in the case of acidic residues (Glu and Asp) of each microstate, these

can be found in protonated or deprotonated mode for pH studied; as well as for

basic residues (His, Lys, and Arg). In the case of the residues of the catalytic dyad

(His41 and Cys145), we considered Cys145 protonated and His41 in neutral state.

Thus, as conventional MD simulations are used, the atomic charges and the

associated protonation states are constant throughout the simulation. The efect

of charge Ćuctuation on a pH is approximated by averaging diferent simulations

with diferent charge distributions. This approach should be a good approximation

of the pH efect, as no overall structural changes of the protein are observed that

could signiĄcantly change the intrinsic acidity constants.

For instance, the Figure 7.2 shows the Mpro at pH 3 and pH 7, where the

beads of blue colour represent the protonated residues and the red colour the

deprotonated residues. We notice that at pH 3 there is a low concentration of red

beads, the microstates are more protonated at this condition. In contrast, at pH7

a more equilibrated distribution of red and blue beads are seen in the structure

of the Mpro. Whereas, in both states (pH 3 and pH 7) the yellow (Cys145) and

green (His41) beads represented the residues from the active site with a neutral

charge.

Indeed, in Table 5.1 we evaluate the total charge of 10 microstates generated

by the SGCMC method, where the average total charge was +(41±2) (pH 3) and

-(8.4±0.7) (pH 7), and zero value around pH 5, as shown in Figure 7.3. These

results allowed us to Ąnd the estimated computationally isoelectric point (pI) of

SARS-CoV-2 Mpro (pI=5.5) similar to other studies [121].
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Figure 5.2: SARS-CoV-2 Main Protease (Mpro) with titratable group in beads
representation. Yellow beads (Cys145), green beads (His41), blue beads (basic
amino acids), and red beads represent (acidic amino acids).

Table 5.1: Total charge of Mpro as a function of pH for the diferent microstates
(MicroS).

MicroS-1 MicroS-2 MicroS-3 MicroS-4 MicroS-5 MicroS-6 MicroS-7 MicroS-8 MicroS-9 MicroS-10 Average value
pH3 38 40 41 42 43 43 42 41 39 41 41±2
pH4 24 27 20 22 23 20 26 22 22 22 23±2
pH5 7 4 8 6 2 5 1 5 2 7 5±2
pH6 -6 -5 -4 -4 -5 -6 -8 -7 -4 -6 -(5.5±1.4)
pH7 -8 -9 -9 -8 -8 -7 -8 -9 -9 -9 -(8.4±0.7)

Table B.1 from Appendix B shows the distribution of the total charge of the

protein among the diferent titratable residues of the protein. It could be seen that

the charge state of acidic residues (Asp and Glu) was the most afected by pH in the

studied range, where a large part of these residues at pH 3 was in their protonated

state, generating an average of -(9±1) (Asp) and -(4±1) (Glu) partial charge. For

pH 4, there are values of -(23±2) (Asp) and -(7±1) (Glu). For the case of pH 5, pH

6, and pH 7, they have had the similar number of Asp and Glu deprotonated. The

basic residues (Lys and Arg) were always charged independently of the studied pH.

Contrary, the average total charge of His was +10, +(9±1), +(6±1), +(2±1), and

+(1±1) for pH 3, pH 4, pH 5, pH 6, and pH 7, respectively (as shown in Table B.1

from Appendix B). Additionally, we focused on the charge state of two important
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Figure 5.3: Total charge of Mpro at diferent pHs. The representation of smooth
(color) indicates the average and the error for each microstate, the estimated com-
putationally pI=5.5 is in blue color, and the points were Ątted to a polynomial
regression line (black line).

histidines of the active site, His41 and His172. In general, these two histidines were

protonated at pH 3 and pH 4 and deprotonated at pH 5, pH 6, and pH 7 (Table

B.2 from Appendix B).

5.3.2 Analysis of Molecular Dynamic simulation

To envisage the role and the importance of conformational Ćexibility of the explored

cases 20 MD simulations were conducted (4 independent microstates for each of

5 pHs considered). In Figure 7.4a the RMSD diagram indicates that the Mpro in

explicit solvent TIP5P water model starts to be relatively stable around 50 ns at

the diferent conditions of pHs.
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Figure 5.4: RMSD, RMSF and RG graph of backbone for each pH modelled. a.)
RMSD presented as a function of time. b.) RMSF per residue of C-α, highlighting
the most important residues of Mpro, during last 100 ns of MD simulations. c.)
RG analysis of structural compactness.

It could be seen in Table 5.2 that the average value of the RMSD at pH 3 was

(0.26±0.06) nm; this was the highest value among all simulated pHs. In the range

of pHs 4 to 7, the average RMSD value was very similar. In order to analyse the

dispersion of RMSD values among diferent microstates, individual RMSD values

are given in Table B.3 from Appendix B.

The RMSF for C-α atoms per residue of Mpro were computed at diferent pHs

(Figure 7.4b). In all cases, the behaviour seems to be similar for all pHs; for ex-

ample, the catalytic dyadŠs residues (His41 and Cys145) presented low Ćuctuation
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Table 5.2: Values of the MD was Ątted against the average structure of the last
100 ns of the dynamics was used.

pH
RMSD RG SASA Hbond Hbond
(nm) (nm) (nm2) (protein-protein) (protein-waters)

pH3 0.26±0.06 2.553±0.010 268±2 401±1 (107±4)x10
pH4 0.20±0.02 2.538±0.002 261±2 437±10 (110±2)x10
pH5 0.21±0.04 2.537±0.005 259±3 448±3 (114±8)x10
pH6 0.20±0.02 2.532±0.005 260±2 456±6 (114±12)x10
pH7 0.19±0.02 2.526±0.007 259±1 461±1 (114±12)x10

independently of the studied pH. On the other hand, the average RMSF of the

regions that compromise residues 45 to 50 (Thr45, Ser46, Glu47, Asp48, Met49,

Leu50) and 186 to 190 (Val186, Asp187, Arg188, Gln189, Thr190) showed us high

Ćuctuation at pH 3 and pH 4 (Figure 7.4b). Regarding the Glu166 residue, an

important residue that participates in the protomers dimerisation, its degree of

Ćuctuation is not afected by the studied pHs. Therefore, the relative stability of

global RMSD in conjunction with the relative low values of RMSF of the main part

of the amino acids implies that the global structure of Mpro does not disaggregate

at low pH conditions, dimeric conformation is stable.

The RG values determined the compactness of the Mpro and were plotted as a

function of time. It could be seen in Table 5.2 that at pH 3 and pH 4 are obtained

the highest RG value 2.55±0.01 and 2.54±0.01, respectively. In contrast, at pH 5,

pH 6 and pH 7 the stability and compactness of the protein were similar (approx.

2.53 nm). The SASA analysis of each pH studied is given in Table 5.2. The average

SASA value at pH 3 exhibited increased compared to the other systems (SASApH3

= (268±2) nm2). Therefore, the SASA value increase in average as pH decreases.

The temporal evolution of the SASA values at diferent pHs are shown in Figure

B.1a from Appendix B.

However, signiĄcant diferences could be observed in the number of protein-
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Figure 5.5: Salt-bridges of whole Mpro structure at diferent conditions of pHs.
At low pHs, Mpro is more protonated than pH 6 and pH 7, this graphic show less
salt-bridges at pH 3. The line-tendency (black) represent the average value and
the smooth tendency (gray) represent the statistical error.

protein and protein-waters hydrogen bonds. In particular, the average number

of hydrogen bonds protein-protein and protein-waters increase in average as pH

increase (Figure B.1b and B.1c from Appendix B show additional information of

each pH studied). In summary, these results show that Mpro at pH 3 presented a

lower quantity of hydrogen bonds (protein-protein) than other pHs analysed. The

fact that Mpro has many aspartic residues led to constraints for hydrogen bonds

formation when the residues were protonated at low pH.

Another parameter that determines the stability of Mpro, was the number

of salt-bridges which depend on the binding of positively and negatively group

charges. [122] In this work, the change in the protonated and deprotonated states

of Mpro determined that at low pHs exist a loss of salt-bridges. Usually, since the

salt-bridges depend on the pH, we saw that at pH 3, there is a lower number of

salt-bridges than the other pHs (Figure 7.5). Since these systems are further from

the isoelectric point (pI = 5.5), the positive and negative charge is unbalanced, so

a lower amount of salt bridges is expected.

The Ćexibility of residues close to the active site was the object of interest of

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



57

interest and for other studies dedicated to the same stated problem. The S1 pocket

was crucial in the protein dimerisation and residues involved in the substrate-

binding sites of SARS-CoV-2 Mpro. For these reasons, we focused on the residues

of the catalytic dyad (Cys145 and His41), two residues of the S1 pocket (His172

and Phe140) proposed by Verma et al. [90] and additionally the most Ćuctuating

residues of RMSF analysis (Met49 and Gln189). In Figure 5.6, the relative distance

of His41 and Met49 to Cys145 was analysed for the last frame of each microstate.

The most remarkable diference is observed at pHs 3 and pH 4, where Met49 is

located with the most signiĄcant distance to Cys145 (in both protomers). Despite

this behaviour in Met49, the other residues (His41, Cys145, Phe140, and His172)

were not altered by changing the pH.

The calculation of the average distance of the last 100ns between Cα atoms

showed us a constant distance value between Cys145-His41 and His172-Phe140;

therefore, the active centre and pocket S1 of Mpro is not signiĄcantly altered

by pH efect. However, the average distance between Met49 and Gln189 shows

signiĄcant diferences at pH 3 (see Table B.4 and Figure B.2 in the Appendix B

for more details). This Ąnal result indicates that the pocket increase its volume as

there is a greater distance between these residues at pH 3 and pH 4. Therefore,

the size of the pocket can compromise the selectivity of the substrate.

Two main steps are identiĄed in the catalytic dyad: the acylation (acyl-enzyme

complex) and deacylation (acyl-enzyme hydrolysed). Świderek and Moliner anal-

ysed the deacylation step mediated by a water molecule activated by His41. [123]

Therefore we have evaluated how the pH afects the solvation of the reactive atoms

of this catalytic residue.

The radial distribution function (RDF) is the probability distribution to Ąnd a

particle at a distance r away from a given reference particle. In this work, the RDF
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Figure 5.6: Snapshots of the last frame of all microstates in Mpro, highlighting the
active site (pink area) and pocket S1 (gray area). a.), b.) pH 3 and pH 4 did not
show a constant Met49-Cys145 distance, which was also analysed in the RMSF,
where the Met49 residue showed high Ćuctuations at these pHs. c.), d.), and e.) pH
5, pH 6, and pH 7 with a constant distance between Met49-Cys145, His41-Cys145,
and His172-Phe140. The His41, His172, Cys145, and Phe49 residues (polyhedral
graphic representation) and Met49 (bead graphic representation) are shown.

of speciĄc atoms of Cys145 (Sγ, Hγ), His41 (Nδ1, Hδ1), Met49 (Sδ), water sites

(Hω, Oω), and ions, were analysed. In Figure 7.8, the high of the Ąrst peak-height

of SγŰHω and SγŰOω appear at r distance of 0.36 nm and 0.34 nm, respectively.

The most striking variation is seen at pH 7 and pH 6, followed by pH 5 and lower

peaks at pH 4 and pH 3. In general, the RDF of the solvent distribution on Sγ and

Hγ shows a low water ainity at low pHs, which could be crucial to understand

the role of environmental conditions in the catalytic mechanism of SARS-CoV-2

Mpro. Adittionally, the RDF analysis of ions around Sγ from Cys145, shows the

peak-height at r distance of 0.5 nm for pH 3 and pH 4. It is worth noting that
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Figure 5.7: Radial distribution function of Cys145. The graphs show the average
value of the Mpro protomers and the diferent microstates for each pH. a.) SγŰHω.
b.) SγŰOω. c.) HγŰOω.

there is a signiĄcatively presence of mobile ions close to the active site (see Figure

B.3a from Appendix B).

His41 reported more ainity for water at pH 3 than pH 7 (Figure 7.9). Indeed,

Nδ1ŰHω and Nδ1ŰOω show the high Ąrst of the peak-height at pH 3 with r=0.33

nm and r=0.28 nm, respectively. Likewise, the Hδ1ŰOω showed a large peak at r

distance of 0.18 nm, where the highest was pH 3. Therefore, with this result we

can observe that the Nδ1 and Hδ1 atoms from His41 are more related to water at

low pHs. Furthermore, His41 with ions showed a similar behaviour of Cys145 (see

Figure B.3b from Appendix B).

The RDF analysis of Met49 is seen in Figure 7.10. The SδŰHω obtained the

peak-height at r distance of 0.49 nm, similar to SδŰOω at pH 3. Although Met49
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Figure 5.8: Radial distribution function of His41. The graphs show the average
value of the Mpro protomers and the diferent microstates for each pH. a.) Nδ1Ű
Hω. b.) Nδ1ŰOω. c.) Hδ1ŰOω.

is highly Ćuctuating at pH 3, this does not inĆuence the early interaction with

water molecules.

In summary, all Ąndings of MD simulations allowed us to understand the high

stability of Mpro at low conditions of pHs. The conformational stability of Mpro

during the simulation time remains stable at the explored pHs scales. The signif-

icant number of residues at low pHs led to increased SASA. The impact of this

efect was translated and to hydrogen bonds formation (intramolecular and inter-

molecular), which was conĄned. Although these results are not unexpected, they

show that the ensemble of the Mpro dimer remains stable and that the most acidic

pH conditions seem to be unable to disaggregate the enzyme. Furthermore, we

have shown that the distance between the residues of the active site and the S1
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Figure 5.9: Radial distribution function analysis of Met49. The graphs show the
average value of the Mpro protomers and the diferent microstates for each pH. a.)
SδŰHω. b.) SδŰOω.

pocket of the Mpro remained constant during the simulation time, which indicated

that the structure of Mpro could not disaggregate at low pH conditions. On the

contrary, the residues of the zone of binding-substrate supported conformational

changes at pH 3, which increased in the pocket volume. This result has related

to the high Ćuctuations are presented in the RMSF diagram. Taking into account

the importance of the solvent in the reaction mechanism of SARS-CoV-2 Mpro. In

the RDF analysis, we have found that the solvent showed a high and low ainity

towards the atoms of His41 and Cys145, respectively. Finally, the last frame of

each trajectory was utilized to analyze the accessible values of the torsion angles

ϕ and ψ create a Ramachandran plot. This analysis allowed us to validate the

protein structures of each pH. Mpro at diferent pHs conditions (3 to 7) had a sim-

ilar percentage of residues in allowed (∼99%) and favoured (∼92%) regions (more

details are in Table B.5 from Appendix B).

5.3.3 Molecular Docking analysis

To analyse the efect of environmental pH in the interaction with protease in-

hibitors, a recent ligand of Mpro protease has been selected in the docking study.
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Molecular docking calculations with PF-00835231 ligand [55] and the 40 receptors

(last frame of Ąve pHs x Ąve microstates x two monomers) in diferent conforma-

tions according to the protonation states have been conducted (See Figure B.4 from

Appendix B, where PF-00835231 presents an estimated pKa equal to 12.76±0.10

predicted using ACDlabs software v11.02, which allows it to be neutral and does

not sufer alteration with the change in pH.). Appropriated protonation states

were preserved to both receptors and ligand. Both the number of Ćexible side

chains and the size of the search domain were diferent for all the cases because of

the receptorŠs conformation (i.e. chain orientation, the position of residues). On

average, there were about 30 Ćexible side chains (from about 27 to about 35 Ćexible

side chains). Table B.6 from Appendix B represents the data for the SARS-CoV-

2 Mpro with diferent pH: sizes of the search domain, the volume of the search

domain, and the number of the Ćexible side chains.

The search space was deĄned by a docking box that wraps the space around the

receiver for each system with 40 diferent docking boxes. Active pocket amino acid

residues were used to centre the docking box. Therefore, the pocket was placed

around Cys145.

In AutoDock Vina the electrostatic interactions were mainly determined through

hydrogen bonding terms. Figure 5.10a shows the residues of Mpro that establish

hydrogen bonds with the PF-00835231 drug at diferent pHs (Figure B.5 from

Appendix B shows the 2D representation of the best coupling of each pH). Fur-

thermore, at pH3, an additional pattern of interaction could be seen that shows

the interaction of the drug with residues Met82, Asn84, and Cys85. For the other

hand, Figure 5.10b shows the binding ainity of the best docking poses for each

microstate. The binding mode of the drug close to the catalytic Cys145 shows a

similar range of ainity (-7 to -6 kcal/mol) among all studied pHs. However, the
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Figure 5.10: Binding analysis. a.) Mpro residues that interact with the drug PF-
00835231 through hydrogen bonds at diferent pH (3, 4, 5, 6 and 7). For each pH,
the best docking of each of the 8 microstates is analysed. To distinguish between
the diferent docking poses, each is shifted slightly on the pH axis. A horizontal line
is also depicted at 145 to help visualize the interaction with the catalytic Cys145.
b.) Predicted binding ainity of drug PF-00835231 with Mpro at diferent pH. For
each pH, the best binding ainity of the 8 diferent microstates are shown.

more acidic pH shows an additional mode of interaction, more separated from the

catalytic Cys145 with the highest ainity.

According to the docking results, the Figure 5.11 reports the best coupling

energies for each system studied. Where the His41 and Cys145 residues remain
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Figure 5.11: Docking snapshot of the best binding ainity at diferent pHs between
PF-0085231 and SARS-CoV-2 Mpro. The Cys145 is yellow highlighted and the
PF-00835231 drug is pink highlighted. The ligand is located close to the SARS-
CoV-2 Mpro active site at diferent conditions of pHs.

very close to PF-00835231 at diferent pH conditions.

5.4 Conclusion

The SARS-CoV-2 Mpro is an exciting target gaining the attention of many research

groups globally. Its primary importance lies in the replication of the virus, and

its inhibition could be the key to stopping the virus from spreading. However,

one of the parameters in which is compromised the activity of this enzyme is the

pH-dependence.

Although from the point of view of experimental analysis, the study of pro-
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teins under low pH conditions is a great challenge. The computational chemistry

approach looks the way to study the efect of pH on many important mechanisms

such as explored herein.

The program was developed to deĄne a total charge distribution for a speciĄc

pH, developed under the SGCMC method. This work showed the distribution

of protonation/deprotonation states of the titratable residues with a total net

positive charge in pH 3 until pH 5 and a total net negative charge at pH 6 and

7. Moreover, this analysis was able to estimate the isoelectric point (pI = 5.5)

computationally. The conventional all-atom MD showed us that Mpro has a stable

at low pH structure.

Indeed, Mpro at pH 4 to 7 showed high structural stability of the whole protein,

active site, permitting the promotersŠ dimerisation. For the case of microstates at

pH 3, slight conformational changes were observed. This pH-dependent computa-

tional approach revealed that Met49 showed the most signiĄcant Ćuctuations at

pH 3 and increased the Mpro pocket volume. Identifying these mechanisms could

be used for target selectivity validation.

The last part of the paper elucidates the druggability interface for protonation-

dependent Mpro binding sides for a drug candidate in the clinical trial phase. The

protein surface was explored using a molecular docking-based screen for a new

drug candidate (PF-00835231). The predicted binding modes and ainity for the

drug candidate were found in the range from pH 4 to pH 7. While at pH 3, an

additional mode of binding was observed; however, more studies could be necessary

to elucidate its relevance in Mpro inhibition at very acidic pH.
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Chapter 6

Computational study of pH effect on

different SARS-CoV-2 mutations in

the S1 region of the Spike protein

against the ACE2 receptor

The spike glycoprotein mediates the entry to the host cell in the numerous SARS-

CoV-2 variations, which have placed the entire globe on high alert about a potential

spread. Likewise, the importance of pH in the binding of spike glycoprotein S-1

(Spike-S1) with the angiotensin-converting enzyme 2 (ACE2) is also becoming

increasingly apparent. This study aimed to assess the binding of Spike-S1 of Ąve

SARS-CoV-2 variants with ACE2 at Ąve pHs. Here, the charges of the titratable

residues at Ąve pHs were deĄned using the Semi-Grand Canonical Monte Carlo

approach. The structural stability of the complex was next examined using all-

atom molecular simulation methods, and the estimation of the binding energy

between the proteins by MM/GBSA was assessed. The results show that among
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the Ąve variants of SARS-CoV-2, omicron was the one that presented the best

binding free energy against ACE2, suggesting that this variant has a high tolerance

for acidic and basic pHs.
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6.1 Introduction

At the beginning of 2020, the World Health Organization (WHO) declared the

outbreak of Coronavirus disease 2019 (COVID19) as an international public health

emergency [52, 124]. The new virus called Severe Acute Respiratory Syndrome

Coronavirus 2 (SARS-CoV-2) is a variety of the coronavirus family. Although the

clinical management of COVID19 has achieved signiĄcant advances, the diferent

mutant variants of the virus have managed to adapt to the human host, which

keeps the world on alert regarding the spread of the virus [125, 126].

To prioritise global monitoring and research, the WHO characterises the speciĄc

Variants of Interest (VOIs) and Variants of Concern (VOCs). In September 2020,

the B.1.1.7 (Alpha) variant was reported in the United Kingdom; this variant

showed a signiĄcant increase in transmission [127, 128, 129, 130]. Subsequently,

the B.1.351 (Beta) variant was reported, which appears to be less sensitive than the

alpha variant [131, 132, 133]. The lineage B.1.617 is divided into three sublineages

B.1.617.1 (Kappa) [134, 135], B.1.617.2 (Delta) [136, 137], and B.1.617.3. Among

them, Delta caused the resurgence of COVID19 in early 2021, which kept countries

that initially had COVID19 outbreaks under control on alert [138, 139].

In mid-November 2022, 99.2% of sequences reported globally correspond to

variant B.1.1529 (Omicron) [140, 141, 142]. This variant of SARS-CoV-2 con-

tinues to be a Variant of Concern (VOC) considered as such due to its rapid

transmissibility and its subvariants. The WHO emphasizes that these descendant

lineages should be monitored as distinct lineages by public health authorities, and

comparative assessments of their virus characteristics should be undertaken.

In general, it has been possible to identify diferent therapeutic targets of SARS-

CoV-2 that are important for its spread. Among them are the spike glycoprotein
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(S) [143, 144, 145], a small envelope protein (E) [146, 147, 148], membrane proteins

(M) [149], and nucleocapsid (N) [150]. The spike glycoprotein protruding from the

virion surface plays a critical role in the initiation of viral infection by facilitating

the binding of the coronavirus to the host cell surface receptor and the fusion of the

viral and host cell membranes. The spike glycoprotein consists of two functional

subunits, S1 and S2, and the receptor-binding domain (RBD) resides within the

S1 subunit. RBD binds to the peptidase domain of angiotensin-converting enzyme

2 (ACE2), initiating virus attachment to the host cell surface [151, 152, 153, 154,

155]. Fusion and genome penetration into the host cell require exposure of the

virion to an acidic medium ranging from pH 6.2 to 6.8. This event is closely

related to the conditions of the respiratory mucosa that could facilitate the rapid

entry of SARS-CoV-2 [156].

In order to understand how coronaviruses enter the host cell, it is crucial to

understand the impact that pH plays in these processes. Several studies have

examined how pH levels can change how these virusesŠ target proteins fold [3,

157, 36]. Within these, the pH is important in folding protein structures. In the

Main protease of SARS-CoV-1 and SARS-CoV-2, the structural stability at low

pH conditions was observed by computational simulation methods in which the

protonated and deprotonated states of titratable residues have a desirable impact

at diferent pHs [62, 36]. On the other hand, a study by Yixin Xie et al. related to

the stability of SARS-CoV-2 Spike-S1 at pH values ranging from 7.5 to 9 [158]. To

date, few investigations have involved the study of pH conditions in SARS-CoV-

2. Therefore, considering this condition is relevant to understanding the binding

mechanisms between the virus and the host cell. Thus, although the SARS-CoV-2

virus is controlled in diferent countries, the worldŠs concern is not lowering its

guard against the diferent variants that can come to light. This work aim is to
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analyse by computational simulation of Ąve variants of SARS-CoV-2 (Alpha, Beta,

Delta, Kappa, and Omicron) and how the pH could inĆuence the binding with the

therapeutic target SARS-CoV-2 Spike-S1 against ACE2.

6.2 Computational Methods

This study analyzed the structures of the spike-S1 protein of Ąve SARS-CoV-2

variants. These were obtained from the Protein Data Bank (PDB) database under

the following access codes: alpha:7LVW, beta:7LYO, kappa:7V7E, delta:7V7Q,

and omicron:7T9K.

The design of the coupled systems was based on aligning the diferent mutations

taking as a Ąxed point the Spike-S1 wild previously linked to ACE2. This test made

it possible to obtain six coupled systems considering the structural model of ACE2

reported in the Spike-S1 wild.

The Semi-Grand Canonical Monte Carlo (SGCMC) method was used to cal-

culate the protonation/deprotonation states [1, 2, 19, 20]. In principle, the exper-

imental pKa of each atom that makes up the two protein models was considered.

The pKa value was based on the use of PROPKA v3 [159] program. The output

Ąle provided us with a list of experimental pKas values. Later, this Ąle was used

as the input Ąle in the homemade program designed by our group (available at

the link https://github.com/smadurga/Protein-Protonation). The protona-

tion/deprotonation state is calculated based on the following Equations:

∆G = +kBT (ln(10)(pH − pKai)) Protonation (6.1)
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∆G = −kBT (ln(10)(pH − pKai)) Deprotonation (6.2)

A thousand cycles of calculations were applied, and ten microstates of proto-

nation/deprotonation states were obtained at Ąve pHs (4, 5, 6, 7, and 8) for each

system (Spike-S1 mutated vs ACE2).

The atomistic simulations of the interacting systems were carried out in the free

access program GROMACS v. 2021 [23]. For this work, the CHARMM27 [160]

force Ąeld was selected for all simulations. Herein, the protonation/deprotonation

states for each titratable residue were Ąxed in the topology preparation. Each

system was placed in a cubic box with a distance of 1.5 from the boxŠs edge

towards the macromoleculeŠs surface. In addition, each system was solvated with

water molecules, considering the TIP5P [161] water model. Likewise, the NA and

CL ions were to added to neutralize the systems. Periodic boundary conditions

(PBC) [116] were considered in all systems. Three molecular dynamics simulation

steps were carried out; the Ąrst step consisted in relaxed the structure through

energy minimization with the steep-descent algorithm, the second step was the

equilibrium simulation conducted under an NVT ensemble (Number of particles,

Volume, and Temperature constant) with the V-rescale [28] thermostat at 309.65

K, and the third step was the production simulation conducted under an NPT

ensemble (Number of particles, Pressure, and Temperature constant) at 50 ns

with the V-rescale [28] thermostat at 309.65 K and the Parrinello-Rahman [29]

barostat at constant pressure (1 bar).

Additionally, the binding energy between the diferent Spike-S1 mutated against

ACE2 was evaluated. The Molecular Mechanics Generalised Born and Surface

Area Solvation (MM/GBSA) [162] method was adequate to evaluate the best en-
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ergy contribution based on the following Equations:

∆Gbind = Gcomplex − (Gprotein +Glig) (6.3)

∆Gbind = ∆EMM + ∆GGB + ∆GSA − T∆S (6.4)

∆Gbind = ∆Evdw + ∆Eele + ∆GGB + ∆GSA − T∆S (6.5)

Where ∆EMM is the variation between the minimized energy of the van der

Waals (∆Evdw) and electrostatic ( ∆Eele) interactions of the Spike-S1 mutated

against ACE2; ∆GGB and ∆GSA are the polar and non-polar component of solva-

tion free energy; and −T∆S refers to the contribution of entropy to temperature

(T).

For this analysis, it was used the gmx MMPBSA [163] tool based on the Am-

berTools22 [164] program aiming to calculate the free energy with GROMACS

output Ąles.

6.3 Results

6.3.1 Sequence-based alignment of SARS-CoV-2 Spike-S1

variants

Five SARS-CoV-2 Spike-S1 mutations were investigated. The Ąrst step in this

study was to align the amino acid sequences of the proposed Spike-S1 mutations

using the Spike-S1 alpha sequence as a reference. The results of the alignment

helped us to identify the residues that stand out in the diferent mutations, the

diferences in Spike-S1 mutation sequence alignments are shown in Figure 6.1.

Despite the high homology between them, they demonstrate how point mutations

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



73

can alter the look of characters in an alignment column. Numerous secondary

structural elements, such as beta strands (green shadow) and alpha helices (yellow

shadow), have been identiĄed. Moreover, a red box that encircles each sequenceŠs

alterations is emphasized.

The sequences imply three major hot spot locations (blue shadow), with the

Ąrst hot spot enclosing residues at positions 416 to 418. The second hot spot com-

mits residues from the mutated Spike-S1 from position 439 to 455. The third hot

spot considers from position 493 to 506 of Spike-S1 mutations. In the second and

third hot spots, delta and kappa showed two alterations with the R450 and N501

mutations. A mutation that distinguishes delta (K478) from kappa (T478) is found

in a separate region of the sequence. The only mutation N417 in beta is around

the Ąrst hot spot residues. The hot spot locations in the omicron sequence show

higher recombination rates than the alpha (wild Spike-S1) sequence expectation.

In the three hot spot zones, the Spike-S1 omicron exhibits six alterations (N417,

K440, S446, R493, S496, and R498). Also noted are three omicron alterations

(K440, R493, and R498) that are titratable residues.

6.3.2 Protonation/deprotonation states by Semi-Grand Canon-

ical Monte Carlo

Proteins are polyelectrolytes made up of protonable amino acids [165, 166]. The

acidic and basic amino acids (Asp, Glu, Arg, Lys, and His), which can carry a net

charge, comprise most of a proteinŠs electrostatic potential. The charge distribu-

tion will change with pH due to some neutral protein residues, which is crucial to

remember. The Spike-S1-ACE2 complex was considered; Figure 6.2 shows where

each proteinŠs titratable residues are located. This study used the Semi-Grand
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Figure 6.1: A multiple sequence alignment demonstrating how the Spike-S1 muta-
tions used in this research are comparable. The sequences are very homologous to
each other. The alpha helix, beta strand, speciĄc mutations, and hot spot residues
are depicted by the yellow, green, red box, and blue shadows, respectively.

Canonical Monte Carlo (SGCMC) method to determine the protonation state of

the titratable residues at Ąve pHs (4, 5, 6, 7, and 8). SGCMC simulations are

naturally distinguished by the overall charge changes due to the dynamic proton

binding and unbinding. The homemade software needs the pH, the number of trial

protonation/deprotonation steps, and the list of acid/base constants in the format

speciĄed by PropkaŠs summary as inputs. The protonated state is initially allo-

cated to each protonable residue. The system reaches equilibrium quickly because

the pKa values are thought to be independent of one another and unafected by

the protonation state of nearby residues.
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Figure 6.2: Highlighting the titratable residues in complex ACE2-Spike-S1.

The program SGCMC allowed us to analyze ten microstates, which showed

similar values at each pH. In Table 6.1, the average of the total net charge for each

pH is displayed. The Spike-S1 mutations exhibit diferent total charges at diferent

pHs. The average charge at pH4 and pH5 typically implies a positive total net

charge. In contrast, the total net charge at pH6, pH7, and pH8 are negative.
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Table 6.1: Description of the speciĄc total charge for ten microstates for each Spike-S1 mutated at diferent pH.

Spike-S1 variant pH MicroS-1 MicroS-2 MicroS-3 MicroS-4 MicroS-5 MicroS-6 MicroS-7 MicroS-8 MicroS-9 MicroS-10 Average

alpha

pH4 38 37 32 36 44 36 40 37 41 39 38±3
pH5 3 4 6 3 6 7 0 1 12 3 5±3
pH6 -9 -9 -13 -16 -9 -11 -9 -13 -12 -10 -11±2
pH7 -19 -20 -18 -21 -22 -19 -18 -19 -24 -20 -20±2
pH8 -23 -25 -22 -22 -25 -24 -24 -24 -25 -24 -24±1

beta

pH4 42 39 39 34 33 36 41 39 38 41 38±3
pH5 6 8 5 7 6 6 5 11 10 4 7±2
pH6 -16 -12 -15 -12 -9 -7 -10 -11 -12 -10 -11±3
pH7 -20 -21 -20 -20 -22 -16 -20 -18 -20 -21 -20±2
pH8 -25 -24 -25 -25 -24 -24 -24 -23 -24 -26 -24±1

delta

pH4 42 42 41 40 39 36 40 43 46 41 41±3
pH5 4 11 4 6 4 9 8 9 5 4 6±3
pH6 -10 -9 -10 -13 -11 -7 -11 -8 -13 -10 -10±2
pH7 -17 -20 -18 -18 -20 -18 -19 -16 -16 -18 -18±1
pH8 -22 -22 -20 -22 -21 -21 -20 -22 -20 -21 -21±1

kappa

pH4 41 42 39 33 35 40 43 41 36 42 39±3
pH5 12 5 11 4 8 7 15 9 6 4 8±4
pH6 -7 -9 -13 -10 -8 -10 -11 -11 -11 -11 -10±2
pH7 -19 -19 -18 -19 -20 -20 -18 -17 -18 -16 -18±1
pH8 -24 -22 -23 -22 -22 -21 -22 -20 -23 -22 -22±1

omicron

pH4 43 33 52 44 42 45 39 45 49 45 44±5
pH5 11 7 13 7 10 7 15 10 8 10 10±3
pH6 -8 -13 -6 -10 -12 -6 -12 -5 -9 -10 -9±3
pH7 -15 -18 -17 -16 -17 -14 -17 -18 -18 -18 -17±1
pH8 -20 -21 -24 -20 -21 -21 -21 -21 -22 -21 -21±1
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6.3.3 Molecular Dynamics Simulation Analysis

From the ten microstates that the SGCMC software generated, two microstates

were chosen for molecular dynamics (MD) simulation. The interactions from Spike-

S1 binding into ACE2 were examined using MD simulations; each model was eval-

uated using explicit water models and ions to balance the system. In addition,

the protonation/deprotonation states for the titratable residues at Ąve pHs by the

SGCMC method were assigned in the Gromacs pdb2gmx module.

The MD simulation optimized the position of the residues that facilitate the

interaction between Spike-S1 and ACE2. Root-mean-square deviations (RMSD)

and root-mean-square Ćuctuations (RMSF) of the Spike-S1 regions were exam-

ined. The RMSD allows us to measure the diference between the reading frames

of a protein from its initial conformation to its Ąnal conformation during a sim-

ulation period. The structural stability is determined based on the deviations

generated, whereas a lower deviation indicates that the protein structure is stable.

In Figure 6.3, the RMSD plots of the diferent mutations at each proposed pH are

observed, where we highlight omicron (blue line). Herein, omicron forms a more

stable conformer at all pHs than the other mutations.

When comparing the results at the various pHs, we Ąnd that the alpha and

beta variants act in a very unstable form at pH 4, where they appear unable to

achieve equilibrium at 50 ns. In contrast, the omicron displays an approximately

average value of 0.3 nm. Alpha, beta, delta and kappa mutations at pH5 present a

more altered behaviour than omicron. Beta and omicron are more stable than the

other mutations at pH6. ItŠs interesting to note that all mutations showed similar

behaviour at pH7. Concerning the investigations at pH8, we found that Spike-S1

mutations are more stable than other pHs, especially omicron standing out. The
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Spike-S1 variations generally exhibit more unstable behaviour at pH values below

8, which suggests that these structures behave better at alkaline pHs.

Subsequently, the Ćexibility of the Spike-S1 residues was tested by analyzing

the RMSF of the backbone per residue. This allowed us to verify the low Spike-S1

residues Ćuctuation in contact with ACE2, identifying the most efective contact

to the ACE2 binding area. Figure 6.4 shows the RMSF of Spike-S1 over the last

5 ns, where the hot spots residues region was identiĄed with a grey shadow (Ąrst

hot spot enclosing residues at positions 416 to 418, the second hot spot residues

from position 439 to 455, and the third hot spot considers from position 493 to

506 of Spike-S1 mutations).

Herein, the low Ćuctuations in the hot spots residues region are shown con-

cerning the other residues that are part of the Spike-S1 surface. Likewise, in all

cases, the low value is obtained by omicron. This analysis reveals that this area

forms a stable complex with ACE2. Evaluating the alpha variant reveals that the

hot spot area exhibits signiĄcant changes in all pHs. The beta, delta, kappa, and

omicron variants behave similarly at various pHs in the hot spot zone. Also, it is

highlighted that the range from 493 to 506 position residue of Spike-S1 exhibits

little Ćuctuation in all the systems examined.

The proteinŰprotein interaction plays a crucial role in the biological system [167].

The interactions that are analyzed from the atomistic Ąeld are non-covalent interac-

tions, which are weak interactions between the atoms of proteins; within these are

electrostatic forces, hydrophobic efects, hydrogen bonds, π-efects, van der Waals

forces, among others. Hence, we analyzed this intriguing complexation between

ACE2 and Spike-S1 by analyzing hydrogen bonds and salt-bridges.

The hydrogen bonds are interactions at the boundary between chemical and

non-covalent interactions. They occur between pairs of atoms only if one is a pro-
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(a) (b)

(c) (d)

(e)

Figure 6.3: RMSD plot for the C-alpha backbone to the whole protein of systems
Spike-S1 with ACE2 during the simulation. a.) pH4. b.) pH5. c.) pH6. d.) pH7.
e.) pH8.

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



80

(a) (b)

(c) (d)

(e)

Figure 6.4: RMSF of mutated Spike-S1 at each pH of the last 5 ns of the MD
trajectory, where we highlight the hot spot areas in colour gray. a.) alpha. b.)
beta. c.) delta. d.) kappa. e.) omicron.
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ton donor and the other is a proton acceptor. This type of interaction is often

associated with the driving force of complexation, so it is important to explore

the relative contributions of these efects and review diferences between the ana-

lyzed mutations. On the other hand, salt-bridges in proteins are bonds between

oppositely charged residues that are close enough to each other to experience elec-

trostatic attraction. They contribute to the structure of the protein and to the

speciĄcity of the protein-protein interaction, where it is not necessary to increase

the unfolding free energy of a protein.

Table 6.2 shows the number of hydrogen bonds generated during the molecular

dynamics simulation time and the salt-bridges of the last frame. Hydrogen bonds

at pH4 were higher in omicron > kappa > delta > alpha > beta. For pH5,

the trend from highest to lowest was in omicron, kappa, delta, beta, and alpha.

At pH6, omicron remains on the enzyme, followed by kappa, delta, beta, and

alpha. At pH7, the trend increases from beta, alpha, delta, kappa, and omicron.

Regarding pH8, omicron had the highest number of hydrogen bonds. This Table

shows that omicron generally maintains more hydrogen bonds with ACE2 than

other mutations. Another result that can be seen in the Table 6.2 is the number

of salt-bridges in the last frame.

For the alpha, we have found that the salt-bridge is formed between two

groups of opposite charge of Arg403(Spike-S1) and Glu37(ACE2), and the sec-

ond salt-bridge by Lys417(Spike-S1) and Asp30(ACE2), estos salt-bridges are only

observed at pH8. In the case of the beta, the formation of salt-bridge was ob-

served at pH6 (Glu75(ACE2) with Lys484(Spike-S1)) and pH8 (Glu23(ACE2)

with Lys458(Spike-S1)). For delta, the salt-bridges were shown at pH6, pH7 and

pH8; in all cases, they were formed by Asp30(ACE2) with Lys417(Spike-S1). For

the kappa, the presence of salt-bridges occur in all pH conditions, where at pH4
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Table 6.2: The number of hydrogen Bonds and salt-bridge of the contacts and
interacting residue of ACE2 and Spike-S1

alpha beta delta kappa omicron
#Hbond #SB #Hbond #SB #Hbond #SB #Hbond #SB #Hbond #SB

pH4 5 0 3 0 5 0 6 1 7 2
pH5 4 0 4 0 5 0 7 2 7 3
pH6 5 0 5 1 5 1 6 1 8 1
pH7 5 0 3 0 6 1 6 1 8 2
pH8 5 2 5 1 6 1 5 1 9 1

we Ąnd a salt-bridge formed by Glu23(ACE2) with Lys458 (Spike-S1). Kappa

at pH5 presents two salt-bridges formed by Glu37(ACE2)-Arg403(Spike-S1) and

Asp30(ACE2)-Lys417(Spike-S1), while for pH6, pH7, and pH8 only one salt-bridge

formed by Asp30(ACE2)-Lys417(Spike-S1) is observed.

The Ąndings for omicron were diferent; more salt-bridges were visible in all

the pHs examined, emphasizing the union of Glu35(ACE2)-Arg493(Spike-S1). At

pH4 and pH7, Glu35(ACE2)-Arg493(Spike-S1) and Asp38(ACE2)-Arg493(Spike-

S1) created two salt-bridges. Three salt-bridges, Glu35(ACE2)-Arg493(Spike-S1),

Asp38(ACE2)-Arg493(Spike-S1), and Glu23(ACE2)-Lys458(Spike-S1), are formed

for omicron at pH5. The union of Glu35(ACE2)-Arg493(Spike-S1) for omicron

at pH6 and pH8 only indicates the presence of one salt-bridge. In summary, the

residues necessary for the union of ACE2 with Spike-S1 are often glutamic acids.

As a result, the binding of these proteins will be improved if the Spike-S1 binding

region contains basic residues. Interestingly, the omicron mutation displays altered

residues in the ACE2 binding area compared to the other mutations of SARS-CoV-

2.
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6.3.4 Binding free-energy estimation by MM/GBSA

Based on the last 10 ns of MD simulation, the protein-protein MM/GBSA calcu-

lation was utilized to estimate the free energy of binding of Spike-S1-ACE2. This

approach uses the continuous solution method to compute the binding energy while

considering the polar desolvation term.

Figure 6.5 shows the average total binding energy between the diferent muta-

tions. Here, the best binding energy occurs in omicron (blue colour bar) except at

pH5, where the best energy occurs with kappa. In this Table, the energy values

of omicron were -43.04 kcal/mol (pH4), -38.41 kcal/mol (pH5), -49.54 kcal/mol

(pH6), -48.70 kcal/mol (pH7), and -55.29 kcal/mol (pH8). Additionally, here we

report the Table 6.3 of the average value of each energy contribution. ∆EGB pro-

vides the best energy input at pH4 in all mutations, while ∆EEL produces the

worst outcomes. This Ąnding suggests that the ∆EEL can negatively impact the

system due to the wide variety of titratable residues in their protonatable state.

Omicron has a much lower free energy of binding than other mutations in all

mutations at pH4. Kappa has the highest interaction energy when we look at the

pH5 values, followed by omicron, delta, beta, and alpha. From pH6 to pH8, the

pattern in the various mutations is often similar, with ∆EEL contributing the most

energy. At these pHs, it is also noted that omicron has the best interaction energy

with -43.04 kcal/mol, -38.41 kcal/mol, -49.54 kcal/mol, -48.70 kcal/mol, and -55.29

kcal/mol for pH4, pH5, pH6, pH7, and pH8 respectively.

In order to determine the energy contribution of each amino acid involved in

the binding to ACE2, the free energy decomposition analysis was also carried out.

Remainders are displayed in our analysis from positions 417 to 506 of Spike-S1

(See Figure 6.6).
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Table 6.3: MM/GBSA calculations and individual energy terms showed that omi-
cron Spike-S1 had considerable binding free energy in each pH. All values are in
kcal/mol.

pH4 pH5 pH6 pH7 pH8
Spike-S1 alpha vs ACE2

∆VDWAALS -71.79 -66.44 -78.98 -71.29 -71.67
∆EEL 2095.15 -159.55 -579.89 -815.81 -690.60
∆EGB -2042.29 212.83 636.07 867.31 745.77
∆ESURF -10.71 -9.49 -11.17 -10.31 -10.30
∆GGAS 2023.36 -225.98 -658.87 -887.10 -762.28
∆GSOLV -2053.00 203.34 624.90 857.00 735.47
∆TOTAL -29.64 -22.64 -33.97 -30.10 -26.81

Spike-S1 beta vs ACE2
∆VDWAALS -71.89 -69.60 -75.64 -70.48 -79.97
∆EEL 2323.33 74.26 -604.46 -662.80 -830.58
∆EGB -2265.28 -19.80 663.56 722.61 892.62
∆ESURF -10.23 -9.58 -10.61 -9.80 -10.95
∆GGAS 2251.44 4.66 -680.10 -733.28 -910.55
∆GSOLV -2275.51 -29.38 652.95 712.81 881.67
∆TOTAL -24.07 -24.72 -27.15 -20.46 -28.88

Spike-S1 delta vs ACE2
∆VDWAALS -70.78 -73.54 -74.61 -72.32 -75.24
∆EEL 1510.69 340.47 -862.38 -617.88 -705.62
∆EGB -1459.48 -290.25 912.38 670.23 760.94
∆ESURF -9.99 -10.58 -10.79 -10.77 -11.03
∆GGAS 1439.91 266.94 -936.99 -690.20 -780.86
∆GSOLV -1469.47 -300.83 901.59 659.46 749.90
∆TOTAL -29.55 -33.89 -35.40 -30.74 -30.96

Spike-S1 kappa vs ACE2
∆VDWAALS -68.40 -78.71 -78.95 -79.32 -73.29
∆EEL 2180.61 42.04 -579.02 -1052.53 -1125.04
∆EGB -2130.60 4.91 627.43 1103.97 1182.16
∆ESURF -10.33 -11.85 -11.74 -12.01 -10.76
∆GGAS 2112.21 -36.66 -657.96 -1131.85 -1198.33
∆GSOLV -2140.93 -6.94 615.69 1091.96 1171.40
∆TOTAL -28.72 -43.61 -42.27 -39.89 -26.93

Spike-S1 omicron vs ACE2
∆VDWAALS -67.05 -72.77 -81.02 -82.95 -81.15
∆EEL 2931.89 19.20 -776.23 -1132.82 -1357.34
∆EGB -2897.62 26.14 819.99 1179.65 1395.69
∆ESURF -10.25 -10.99 -12.28 -12.58 -12.50
∆GGAS 2864.83 -53.57 -857.25 -1215.77 -1438.48
∆GSOLV -2907.87 15.16 807.71 1167.07 1383.19
∆TOTAL -43.04 -38.41 -49.54 -48.70 -55.29
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Figure 6.5: The MM/GBSA calculations for Spike-S1-ACE2 of the last ten ns
reveal the average total binding free energy in kcal/mol. Where the blue bar
shows the total average binding free energy of omicron at pH 4, pH6, pH7, and
pH8.

Figure 6.6a depicts the energy contribution in the alpha variant, where the

major residues involved in ACE2 binding were Lys417, Tyr453, Leu455, Gln493,

Gly496, Gln498, Thr500, Tyr501, Gly502, Val503, and Tyr505. The most notable

residues in the beta variant (Figure 6.6b) were Leu455, Gln493, Gln498, Thr500,

Tyr501, Gly502, Val503, and Tyr505, with Tyr505 having the highest energy con-

tribution.

On the other hand, the analysis of the energetic contribution in the delta variant
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Figure 6.6: The residue decomposition plot MM/GBSA of the Spike-S1 hot spots
representing the binding free energy contribution per residues. a.) alpha. b.) beta.
c.) delta. d.) kappa. e.) omicron.
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Figure 6.7: The best binding energy between omicron Spike-S1 and ACE2 at pH8
is represented. The Glu35 and Asp38 residues from ACE2 are highlighted against
the Arg493 residue from Spike-S1 omicron.

shows us that the residues Lys417, Leu455, Gln493, Thr500, Asn501, Gly502,

Val503 and Tyr505 were the ones that had a strong interaction with ACE2, where

it is observed that Asn501 and Tyr505 had the highest energy (See Figure 6.6c).

The residues Lys417, Tyr453, Leu455, Gln493, Tyr495, Gly496, Gln498, and

Tyr505 all exhibit an energetic contribution in the kappa variant (See Figure 6.6d).

In Figure 6.6e, the ARG493 residue of the omicron variant made a signiĄcant

energetic contribution above -4 kcal/mol at all pH levels. Therefore, we believe

that the union of omicron Spike-S1 to ACE is greatly impacted by this mutation.

In light of this signiĄcant energy contribution of the omicron variant, a study

of the principal residues that interact with ACE2 was conducted. We can see that

Glu35 and Asp38 are seen interacting with Arg493 for pH values of 4, 5, and 7.

While, Arg493 and Glu35 are seen to interact for pH values of 6 and 8. The result

indicates that Arg493 has a strong ainity for Glu35 and Asp38 of ACE2 at pH8;

this representation is observed in Figure 6.7, where the formation of hydrogen

bonds between the carboxyl groups of the ACE2 residues and the amino group of

omicron is shown.
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6.4 Conclusion

SARS-CoV-2 continues to be one of the worldŠs challenges, mainly caused by the

several varieties that develop as the virus develops resistance. The omicron vari-

ation was one of the variants that attained substantial concern over the past two

years. In this investigation, we were able to comprehend the causes of the appar-

ent diferences in the Spike-S1 therapeutic target of this variation. Alpha, beta,

delta, kappa, and omicron were the Ąve varieties whose linear structures were

brieĆy compared. In the hot spot of the omicron variant, we discovered about

Ąve residues that underwent mutation and became titratable residues. The charge

distribution was examined for pH values of 4, 5, 6, 7, and 8 to see if the pHŠs

impact may enhance the binding of ACE2 to Spike-S1. The net total charge that

we discover in the various complexes reveals a net positive total charge for pHs

lower than pH6, and a net negative total charge for pHs higher than this pH. The

molecular dynamics stability study was performed in 50 ns with the various charge

distributions for a certain pH. The union of the omicron Spike-S1 with the ACE2

at the various pHs produced the most remarkable complex. The binding free en-

ergy estimation by MM/GBSA shows that the Arg493 from omicron contributes

the maximum energy with the Glu35 and Asp38 from ACE2 in all pHs. Over-

all, this study clariĄes the signiĄcance of taking protonation/deprotonation states

into account for macromolecular structures at a certain pH and how it may aid in

developing future drugs for COVID-19 patients.
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Chapter 7

Unveiling the Phenylalanine

Coaggregation Mechanism for a

Deep Understanding of

Phenylketonuria Disease

Abnormal accumulation of the amino acid phenylalanine is an essential cause of the

metabolic disorder phenylketonuria (PKU). In an efort to understand the mecha-

nism of phenylalanine coaggregation, it was important to analyze the self-assembly

of phenylalanine. In this work, the mechanisms associated with the coaggregation

of phenylalanine at physiological temperature (309.65 K) were analyzed using all-

atom molecular dynamics. The results show that the phenylalanine monomers are

organized to create a hydrophilic nucleus made of zwitterionic terminals, where

it is suggested that the phenylalanine aggregation pathway starts in a ladder-like

structure and from 200 phenylalanine monomers, the zig-zag conformation be-

comes present. Our Ąnding demonstrates the inĆuence of non-covalent interaction
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as hydrogen bonding and π-stacking of phenylalanine monomers for self-assembly

formation.
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7.1 Introduction

In 1938 the biochemist Asbjorn FollingŠs observations on mentally disabled children

led him to conclude that this was due to a defect in phenylalanine metabolism.

Later this disease has attributed the name phenylketonuria. Phenylketonuria

(PKU) is mainly due to mutations in the enzyme phenylalanine hydroxylase (PAH),

which is responsible for metabolizing L-phenylalanine (PHE) into L-tyrosine [168,

169, 170, 171, 172]. The problem with the non-processing of phenylalanine is that

it is impossible to generate essential amino acids such as tyrosine, a dopamine

precursor. The high blood and brain PHE concentrations can impair neuropsy-

chological function through several mechanisms [173].

The PHE self-assembly is linked to amyloid formation toxicity in PKU, [174] be-

cause this type of aromatic amino acid shows an intrinsic ability in self-assembly [175,

176]. The self-assembly of various biological molecules is generated by external

factors [177]. Further, the amino acid self-assembly has demonstrated the devel-

opment of clearly deĄned, well-ordered self-assembled architects [178].

Generally, the self-assembly mechanism is governed by speciĄc non-covalent

interactions facilitated by hydrophobic, electrostatic interaction, aromatic π-π in-

teraction, van der Waals, and hydrogen bonding. [179, 180, 181, 182] These interac-

tions play a key role in the formation of various nanoscopic physical morphologies,

for which it is necessary to gain a better understanding of these interactions and

their role during the bottom-up self-assembly process [183]. The non-covalent in-

teraction analysis in biological systems is fundamental to rationalising the structure

and getting insights into the functions and dynamics of macromolecules [184].

Computer simulations increasingly provide us with exciting approximations of

the behaviour of molecules of biological importance. Analyzing the self-assembly
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of aromatic amino acids such as tyrosine, tryptophan and phenylalanine at difer-

ent temperatures by molecular dynamics allowed exploring the self-assembly that

allows the formation of Ąbril-like aggregates [185, 186]. Another study by Thanh

et al. [187] examined how phenylalanine oligomers self-assembled under various pH

conditions. Unstable interactions drive phenylalanine monomers at high pH, while

aggregation and compactness are more pronounced in the systems at neutral pH.

Considering the importance of phenylalanine Ąbres in generating aggregates

and the limited information on the mechanisms that lead to their toxicity, we seek

to analyze phenylalanine Ąbrils in solution and how it drives the aggregation of ala-

nine amino acids. For this, we use computational strategies of molecular dynamics

simulations with diferent concentrations of phenylalanine in its zwitterionic form

at 309.65 K.

7.2 Computational Methods

Molecular Dynamics (MD) simulations have been performed with the Gromacs

(Groningen Machine for Chemical Simulations) v. 2019.1 software [23] and OPLSAA [188]

force Ąeld. The periodic boundary conditions (PBC) [116] to minimize edge efects

in a Ąnite system were considered. For each system, the protein was located in

the centre of a cubic box with a minimum distance of 1.5 nm to the faces of the

simulation box. The box system was solvated with TIP5P [117] water model. As

well as, the total charge of each microstate was neutralized with Cl− or Na+ to

attain equilibration.

Energy minimization was carried out using the steepest-descent algorithm with

200000 simulation steps. To equilibrate the system, 10 ns MD simulations were

carried out in the canonical ensemble NVT with position restraint and the temper-

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



93

ature was regulated with the V-rescale thermostat at 309.15 K. To determine the

average properties of the systems, an MD simulation was performed in isothermal-

isobaric ensemble with the Parrinello-Rahman barostat with a reference pressure

of 1 bar, V-rescale thermostat with 309.15 K and a simulation length of 500ns.

To further corroborate our Ąndings, the RMSD (Root-Mean Squared Devi-

ation), SASA (Solvent Accessible Surface Area), and RDF (Radial Distribution

Function) analysis were calculated by Gromacs tools. We also analyze the non-

covalent interaction (NCI) using the Multiwfn program [189] to reveal intra and

intermolecular interaction between phenylalanine monomers. Finally, the plots

were made in Gnuplot v. 5.4 [120] and the manuscript images were created and

rendered by Visual Molecular Dynamics (VMD) [30] software.

7.3 Results

7.3.1 Molecular Dynamics Simulation Analysis

This research evaluated the zwitterionic phenylalanine model during 500 ns of tra-

jectory. Samples in water at 100, 200, 300, 400, and 500 monomers of phenylalanine

monomers were used. During the equilibration phase, the monomers quickly con-

solidated into aggregates (within 100 ns) after starting from random beginning

positions and orientations. At this point, we analyzed the behaviour through the

MD simulation time.

The analysis of the Root-mean-square deviation (RMSD) shows us the similar-

ity in three-dimensional structures along the MD from its initial structural con-

formation to its Ąnal position. The variations during the MD simulation can be

used to assess the stability of the aggregate systems concerning their conformation,
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Figure 7.1: RMSD plot calculated for phenylanine monomers during the 500 ns of
molecular dynamic simulation.

Table 7.1: Average values of RMSD and SASA of the last 100 ns of MD simulation
for each system.

Concentration RMSD (nm) SASA per residue (nm2)
Phe100 7.20±0.15 1.6±0.9
Phe200 3.70±0.11 1.1±0.7
Phe300 2.56±0.04 0.7±0.6
Phe400 1.68±0.03 0.6±0.5
Phe500 1.10±0.03 0.5±0.4

where the smallest deviations reĆect the stability of the new conformer. Figure 7.1

shows the plot of the RMSD for each proposed system. The RMSD results of the

diferent systems were obtained, where the lower concentrations showed a higher

average RMSD than the other concentrations (the average values are shown in

Table 7.1).

The Solvent Accessible Surface Area (SASA) is the surface area of a biomolecule

that is accessible to a solvent. The average SASA value analyzed per residue is

presented in Table 7.1. Where, Phe100 was higher than Phe200, Phe300, Phe400,

and Phe500 SASA values. Figure 7.2 shows us the SASA per residue for each
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Figure 7.2: SASA per residue over the trajectory for each system. Phe100 is in
solid purple colour, Phe200 is in solid green color, Phe300 is in solid sky blue color,
Phe400 is in solid orange color, and Phe500 is in solid yellow color.

system analyzed during the last 100 ns. It should be noted that the highest SASA

occurs in 100 and 200 phenylalanine monomers.

Phenylalanine is the only amino acid known to self-assemble into toxic Ąbrillar

aggregates [187, 174]. Similar to experimental studies,[171, 190] our molecular

dynamics results over the monomers organised to create a hydrophilic core made
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Figure 7.3: Last frame of the molecular dynamics simulation time for the diferent
phenylalanine systems.

of zwitterionic terminals and expose the hydrophobic aromatic side chains to the

outside are shown in Figure 7.3.

7.3.2 Non-covalent interaction analysis

Designing and comprehending supramolecular self-assembly processes requires a

thorough grasp of intermolecular interactions. Electrostatic contacts, hydrogen

bonds, π-cationic interactions, π-anionic interactions, π-π interactions, and van

der Walls are examples of typical non-covalent interactions. This work identiĄed
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Figure 7.4: Representation of the top and side view of the analysis of the hydrogen
bonds formed by two phenylalanine monomers, last frame taken from the study
system of 100 phenylalanine units.

two types of non-covalent interactions; hydrogen bonding and the π-π interactions.

The hydrogen bond can be considered as a particular type of dipole-dipole in-

teraction. The Lewis base claims this is a desirable interaction between a hydrogen

bond donor and an acceptor. Hydrogen atoms bound to electronegative atoms like

oxygen or nitrogen are the most common sources of hydrogen donors. Figure 7.4

shows the best model of the ladder-shaped structure formed by six phenylalanine

monomers of the Phe100 system in which the amino and carboxyl groups joined

to generate hydrogen bonds. This result shows us the most straightforward way

for two phenylalanine monomers to initiate the formation of the Ąrst core.
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Figure 7.5: Molecular patterns detected by all-atom simulations from phenylala-
nine monomers. Representation of the top and side view of the last frame taken
from the system of 200 phenylalanine units.

Figure 7.5 shows the system with 200 phenylalanine monomers, where a zig-

zag pattern between the monomers is detected. Like Phe100, the hydrogen bonds

mediate this conformation between each phenylalanine monomerŠs carboxyl and

amino groups. This stacking allows the formation of a Ąbre.

Additionally, we captured the last frame of the system with 300 phenylalanine

monomers. Here we Ąnd that the Ąbre is stable, and the union between the pheny-

lalanine monomers is given by hydrogen bonds formed by the zwitterionic endings.

This representation is observed in the Figure 7.6 where the green box focuses on

the hydrogen bonds formed by the zwitterionic terminations.

Furthermore, another non-covalent interaction mediated by π-π interaction be-
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Figure 7.6: Conformation of the phenylalanine Ąbre taken from the system with 300
phenylalanine monomers; the green contour represents the zone of union between
the monomers mediated by hydrogen bonds.

tween the aromatic rings of phenylalanines is observed. The π-π interactions are

weak between two π systems; usually, one π is deĄcient, and the other π is surplus.

These interactions combine electrostatic forces, hydrophobic efects, dipole-dipole

or charge transfer between an electron donor and acceptor, repulsive forces between

clouds or solvatophobic efects.

In the association between two aromatic rings, two types of π interactions can

occur, the Ąrst is face-face interaction, where the aromatic rings are located parallel

to each other, and the second is the T-shaped arrangement, where the aromatic

rings are located perpendicularly creating a T-shaped geometry. In this work, we

found the face-face interaction of the phenylalanine aromatic rings. Figure 7.7

illustrates this type of interaction between the aromatic rings in green.

In order to verify the interactions formed between the phenylalanine monomers,

the analysis of the radial distribution function (RDF) was used. The g(r) between

the alpha carbons of phenylalanine (CA) was investigated in order to clarify the
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Figure 7.7: Non-covalent interaction π-π interactions.

diference in the coordination state of each zwitterionic termini.

Figure 7.8a shows the analysis of the g(r) of CA, in which we see two large

symmetrical peaks. The Ąrst peak occurs at a distance of 0.5 nm and the second

at 0.56 nm. This result indicates that CA atom interacts with two CA atoms (two

phenylalanine monomers).

Additionally, the g(r) of CZ of the phenylalanine ring was determined. The

distance of the largest peak is given at 0.5 nm for the case of the CZ atoms of

the phenylalanine rings (see Figure 7.8b). This result indicates that phenylalanine

rings are shown one above and one below of each phenylalanine monomer.

In this work, we can see that the Ąnal shape of the physical morphology can

be regulated based on the intermolecular interactions involved in the self-assembly

process of phenylalanine. Therefore, a high concentration of zwitterionic pheny-
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Figure 7.8: Radial distribution function of CA-CA of zwitterionic termini and CZ-
CZ of phenylalanine aromatic ring. a.) g(r) of CA-CA. b.) g(r) of CZ-CZ. c.) g(r)
integer of CA-CA. d.) g(r) integer of CZ-CZ

lalanine manages to form a Ąbre.
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Figure 7.9: Number of hydrogen bonds of the phenylalanine Ąber with respect to
the alanine monomers analyzed in the last 50 ns.

7.3.3 Co-aggregation of alanine to phenylalanine fibres

Previous studies show the spontaneous aggregation of amino acids towards pheny-

lalanine Ąbres[175]. Therefore, alanine aggregation was analysed by taking the

phenylalanine Ąbres obtained from 200 monomers as a model. Ten systems were

designed, where 100 alanine monomers were introduced into the phenylalanine

Ąbres and evaluated by molecular dynamics simulation for 500 ns.

The results showed us that in ten repetitions of calculations, the behaviour of

the alanines against the phenylalanine Ąbres was mediated by hydrogen bonds. For

this reason, the number of hydrogen bonds between the alanine monomers against

phenylalanine Ąbre is analysed. Figure 7.9 plots the number of hydrogen bonds

during the last 50 ns of the simulation time. Here, the alanines incorporated into

the system were attracted by the phenylalanine Ąbre, forming approximately 100

hydrogen bonds between them.

Figure 7.10 shows the Ąnal snapshot of phenylalanine Ąbres against the ala-
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Figure 7.10: The Ąnal illustration of the co-aggregation of alanine in Ąbres of
200 phenylalanines, where the alanines are depicted in orange, the blue sphere
represents the nitrogen atom of the amino group of the phenylalanines, and the
red spheres indicate the oxygen atoms of the group phenylalanine carboxyl.

nine monomers. The co-aggregation of alanine (orange coloured surface) is shown

attached to the terminal region of phenylalanine (blue and red coloured surface

corresponds to the amino and carboxyl group, respectively) by hydrogen bonds.

The aromatic rings of phenylalanine are shown as a white van der walls surface,

linked by hydrophobic interactions.

The results show that the Ąbres allow the contact of the carboxyl and amino

groups towards the lateral part of the Ąbre, which makes this area vulnerable to

joining other residues.

7.4 Conclusion

In summary, this research analyses Ąve systems with diferent amounts of zwit-

terionic phenylalanine monomers (100, 200, 300, 400 and 500 monomers) using
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all-atom molecular dynamics for a time of 500 ns. Likewise, it should be noted

that we have focused on a system at 309.65 K with explicit water molecules. It

was observed that when working with 100 phenylalanine units, these are joined in

a ladder-like structure by hydrogen bonds. At the same time, the systems of 200 or

more phenylalanine units presented a dominant aggregation in the form of stairs

and zig-zag conformation, which seems to inĆuence the formation of the Ąbres.

Additionally, the role of non-covalent interactions such as hydrogen bonding and

π-π interaction inĆuence the stacking of these monomers. It is worth mentioning

that the Ąbres formed are capable of attracting another type of amino acid. Fi-

nally, we use the Ąbre obtained from 200 phenylalanine monomers with 100 alanine

monomers considering doing ten repetitions for a time of 500 ns. It was concluded

that alanine could bind to phenylalanine Ąbre through the zwitterionic end zone,

which could be related to the toxicity of phenylalanine Ąbres in biological systems.
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Chapter 8

Influence of polar solvent mixtures

in the conformation of

polycarboxylates: Case study of

citrate in ethylene glycol and

diethylene glycol mixtures

Aspects of solvation dynamics play an essential role in the strong intramolecu-

lar hydrogen bonds between polar solvents and tricarboxylic acids. This study

used atomistic simulations to explore sodium citrate as a tricarboxylic acid model

about diferent quantities of two solvents (diethylene glycol and ethylene glycol).

Explicit solvent models were used in all-atom molecular dynamics simulation. It

was demonstrated that the citrate conformation in each of the solvents maintained

a gauche+ or gauche− orientation, whereas the dispersion of the Na+ around the

citrate typically occupied an orientation close to its central carboxylate anion. In
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parallel, more hydrogen bonds between citrate with pure diethylene glycol were

observed over pure ethylene glycol. Citrate has a high dipole moment when com-

bined with pure diethylene glycol, where numerous hydrogen bonding connections

between both molecules cause this signiĄcant dipole moment. The shielding of

the citrate increases with the high number of hydrogen bonds, which lowers the

solventŠs dielectric constant. In conclusion, these Ąndings show the importance of

the solvent against a tricarboxylic acid by atomistic simulations at a high constant

temperature (473.15 K).
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8.1 Introduction

Carboxylic acids are organic acids widely present in nature. The leading functional

group is the carboxyl group (-COOH), and depending on the number of groups

present in the structure, these are classiĄed as dicarboxylic acid, tricarboxylic

acid, and others. These carboxylic acids have a high boiling point and are weak

acids in an aqueous solution, and they can interact intermolecularly with water

and alcohols. Carboxylic acids wide range of applications including use in many

synthetic reactions, for example as alternative carbon structures to build various

derivatives of carboxylic acids as connecting sites [191]. For instance, synthetic

substitutes for many halides and organometallic reagents can be also made using

carboxylic acids.

One of the beneĄts of using carboxylic acids in the construction of nanoparticles

(NPs) is that they act as stabilizing agents that limit the expansion of the particles.

The sodium citrate (Na3(C6H5O7)) is a tricarboxylic acid of natural and synthetic

origin, non-toxic, and eco-friendly chemical, forming biocompatible NPs [192] and

is the most abundant form in the nature. The citrateŠs carboxyl groups attach

to iron oxide and create a stable magnetised NP dispersion in an aqueous solu-

tion [193]. To efectively bind to many metallic NPs, sodium citrate must work

in the presence of other solvents, which must be considered [194, 195, 196]. For

example, the work developed by Wentao Wang et al. shows an experimental pro-

cedure of synthesis of magnetite NPs using mixed solvent system with diethylene

glycol (DEG) and ethylene glycol (EG), obtaining a highly water-dispersible su-

perparamagnetic NP of size-controlled [197]. The superparamagnetic properties of

these NPs are broadly used for diagnosis, drug delivery, and therapy. Furthermore,

it has been seen that DEG and EG behave as solvents and reducing agents, which
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afects the overall size of the NPs [198, 199, 200, 201, 202].

Computational calculations have been proof to be a good approach to study

molecular solvation. However, when dealing with large or complicated molecules

or when there are two or more functional groups close to one another, these ap-

proaches are not good enough because they exclude the efect of stereochemistry.

As a result, molecular dynamics simulations can be used as an alternative to com-

pute the molecular solubility in any mixture of solvents [203]. These analyses

have the beneĄt of providing predictions based on the surrounding environment

of the molecule. On the basis of an understanding of the efect of solvation in

conformational properties in mixtures of DEG in solvents, investigations of DEG

using molecular dynamics simulation methods were reported [204, 205]. The same

trend has been noted for EG, which exhibits diverse conformational and structural

behaviour [206, 207].

This work aimed to use all-atom molecular dynamics simulation techniques

to examine the conformational properties of citrate in the presence of mixtures

of organic solvents at a temperature of 473.15 K. This temperature has been

taken into consideration for this study because it is the one employed in several

experiments for the construction of magnetized nanoparticles, including ferrite

nanoparticles [208, 209, 210] magnetite magnetic nanoparticles [211, 212], metallic

nanoparticles [213, 214, 215], and others. During the molecular dynamics simu-

lation period, the behaviour of the citrate population was examined, and it was

discovered that gauche conformers dominate. Additionally, it was determined that

the distribution of the molecular dipole moments and estimation of the dielectric

constant of solvents.
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8.2 Computational Methods

Six diferent systems of solvents were prepared: diethylene glycol with 200 molecules

(DEG100%), ethylene glycol with 200 molecules (EG100%), diethylene glycol:ethylene

glycol with 50:150 molecules (DEG75%), diethylene glycol:ethylene glycol with

100:100 molecules (DEG50%), diethylene glycol:ethylene glycol with 150:50 molecules

(DEG25%), and water with 621 molecules (WAT100%). We employed PMEMD ver-

sion of Amber 16 package [216]. Subsequently, we used an Antechamber [217] gen-

erator of topology Ąles for use with the AmberTools to assign a set of point charges

by semiempirical method AM1-BCC [218] for citrate, DEG, and EG molecules.

Each system had one citrate molecule with a total net charge of -3 and three

sodium atoms (Na+). Additionally, we added organic solvents in the concentra-

tion proposed, in which the total net charge of diethylene glycol and ethylene glycol

was equal to zero. For the case of citrate in water, the water model TIP3P was

considered.

We applied four steps in molecular dynamics calculations. The Ąrst step was

the energy minimization using 100 minimization cycles, switched from steepest

descent to conjugate gradient. A cut-of of 8 Å and periodic boundary condi-

tion (PBC) [116] in all directions were considered. Additionally, the systems were

heated from 0 K to 300 K during 0.5 ns in the canonical (NVT) ensemble. Then,

the systems are equilibrated with molecular dynamics calculations in the isobaric-

isothermal (NPT) ensemble with a reference pressure of 1 atm at 300 K, pressure

relaxation time of 2.0 ps, and isotropic position scaling during 100 ns. The pro-

duction MD for data collection was simulated in the canonical (NVT) ensemble

with a cut-of distance of 8 Å during 100 ns at 473.15 K. The visualization and

the graphs were plotted in Visual Molecular Dynamics v. 1.9.4 (VMD) [30] and
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Gnuplot v. 5.4 packages, respectively.

8.3 Results

8.3.1 Role of solvent on sodium citrate conformation

In general, carboxylic acids are completely miscible with water. However, diferent

solvation properties could be expected in organic solvents, as dipole forces become

less signiĄcant and dispersion forces become more signiĄcant. Therefore, sodium

citrateŠs conformation may difer depending on the solvent and the proportion

of solvent mixtures. Herein, we explored the conformation of sodium citrate in

the solution of diethylene glycol (DEG), ethylene glycol (EG), mixtures of DEG

and EG, and in pure water (WAT) using molecular dynamics (MD) simulation.

For the preparation of the solution, a sodium citrate molecule was considered

in a solution of DEG100%, DEG75%/EG25%, DEG50%/EG50%, DEG25%/EG75%,

EG100%, and WAT100%. The chemical structures of sodium citrate, diethylene

glycol, and ethylene glycol are depicted in 2D and 3D in Figure 8.1.

In this illustration, sodium citrate is shown to have three carboxylate anions

(COO−); the carbon atoms were given the designations C1, C5, and C6, while the

oxygen atoms were given the designations O1, O1*, O5, O5*, O6, and O6*. The

carbon atoms C4 and C2 are joined to the carboxyl groupŠs carbons (C5 and C1),

the central carbon (C3), and two hydrogen atoms. After that, the central carbon

(C3) is linked to one hydroxyl molecule and carbon (C6) with two oxygens (O6

and O6*)

The citrate conformation was conveniently described via two dihedral angles

along the main chain that connect the central carboxylate anion with the terminal
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(a)

(b)

(c)

Figure 8.1: Pictorial drawing of 2D (left) and 3D (right) representation. a.)
Sodium citrate. b.) Diethylene glycol. c.) Ethylene glycol.

carboxylate anions (see Figure 8.2). The measurement of the dihedral angles was

one of the analyses that allowed us to assess the most consistent structural confor-

mation throughout molecular dynamics simulation. To deĄne a speciĄc dihedral

angle it is required to select four atoms. In this study, the sodium citrate dihedral
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(a) D1 (b) D2

Figure 8.2: Representation of dihedral angles of citrate analysed in the simulation.
a.) Dihedral angle 1 around C2ŮC3 bond (D1). b.) Dihedral angle 2 around
C3ŮC4 bond (D2).

angles selected were formed by C1ŮC2ŮC3ŮC6 atoms (dihedral angle 1 = D1)

and C5ŮC4ŮC3ŮC6 atoms (dihedral angle 2 = D2).

CitrateŠs molecular dynamics in various solvents are carried out to analyze the

conformational properties over time in which the values of the sodium citrate dihe-

dral angles (D1 and D2) served as a dynamic variable that deĄned the motion of the

molecules during the MD simulation. In general, this study reports the dihedral

angle distributions of citrate having the position of the maximum conformational

probability at -50°and 50°. These dihedral angles correspond to the gauche confor-

mation because there are close to its canonical value (±60°). The dihedral angles

analyzed are well illustrated in the Newman projection (Figure8.3). It should be

emphasized that citrate dihedral angle distribution is symmetrical, where the av-

erage value 50°and -50°corresponded to the gauche+ and gauche− conformation,

respectively. It difers from the structure of citric acid, which exhibits a second

conformation known as trans conformation.[219]

The systems with DEG100%, DEG75%, DEG50%, and WAT100% had the position

of the highest maximum in D1 and D2 dihedral angles at -50°and 50°, respectively.
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Figure 8.3: Newman projections of two conformational minima obtained from the
rotation of the C2ŰC3 and C3ŰC4 central bonds of sodium citrate.

While, DEG25% and EG100%, the highest peak of D1 is shown at 50°and the highest

peak of D2 is shown at -50°(see Figure 8.4).

We can see that the population of DEG100%, DEG75%, DEG50%, and the

WAT100% presented the tendency gauche− > gauche+ on D1 and gauche− <

gauche+ on D2 when we examine each of the systems separately. While DEG25%

and EG100% displayed a population distribution for D1 and D2 with a population
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of gauche− < gauche+ and gauche− > gauche+, respectively. In all systems stud-

ied, according to the MD simulation the citrate molecule prefers the gauche+ or

gauche− conformations over the trans conformation.

8.3.2 Principal Component Analysis

In this study, we acquire a sizable amount of data from MD simulations, which can

be processed using diferent techniques like principal component analysis (PCA)

that extract essential trajectory data. A mathematical approach known as PCA [220]

reduces the dimensionality of data while retaining the majority of the data setŠs

variation. The PCA analysis was based on Cartesian coordinate of the citrate

analysis during simulation time [221], where the Cartesian coordinates describe

the position of each sodium citrate atom in each frame. To achieve an optimal

analysis, the center of mass of each citrate generated in the simulation steps was

aligned in all frames. The results that we observe in Figure 8.5 show us the Carte-

sian PCA analysis of the entire trajectory in which we can visually evaluate the

similarities and diferences between each frame at 473.15 K.

CitrateŠs behaviour in relation to the DEG and EG solvents difers noticeably

from that of citrate in water (Figure 8.5f). This happens as a result of a larger

disturbance in the medium, which modiĄes the conformational properties of citrate.

It should be noted that each point on the graphs represents a particular citrate

conformation. On the graph, two conformations are similar if the corresponding

points are close and conformations are diferent if the corresponding points are

separated by a large distance.

In all cases, it is observed that the color that represent the last frames of the

simulations cover all the explored map (yellow dots). In light of the fact that the
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yellow dots cover the whole conformational space in the D1 and D2 planes rather

of being distributed solely in a speciĄc area, this result suggests that simulations

were suiciently long to sample all relevant conformations.

8.3.3 Dispersion of Na+ counterions around citrate’s car-

boxyl groups

We computed the radial distribution function (RDF) of Na+ counterions around

the carboxylate anions and compared them. The analyzed oxygens were named

according to their location in each carboxylate anions, in which the oxygens that

were close to the C1 side carbon were designated as O1 and O1*, while for the

other C5 side carbon their oxygen atoms were named as O5 and O5*, and as for the

central carbon C6, its oxygen atoms had the denomination O6 and O6*. In general,

the results of the distribution of the Na+ counterions around the diferent types of

oxygen revealed the presence of a unique peak, where the peaks were similar for the

oxygen groups that corresponded to each carboxylate anions. Figure 8.6 displays

the RDF of Na+ counterions around the oxygens, where we have designated them

as O1 (average value of O1 and O1*), O5 (average value of O5 and O5*), and O6

(average value of O6 and O6*).

The RDF of NaŰO6, NaŰO5, and NaŰO1 showed the position of the highest

peak at 2.275 Å. Figure 8.6a indicates a trend where the highest peak occurs

with the solvent DEG100%, followed by DEG75%, DEG50%, DEG25%, EG100%, and

WAT100%. Where DEG100% shows integration of the radial distribution function at

the high peak of 1.696 (NaŰO6), 1.562 (NaŰO5), and 1.585 (NaŰO1), respectively.

In the case of the oxygens found in the lateral carboxylate anions (O1 and O5) the

behaviour is similar between them (Figure 8.6b and Figure 8.6c). It is interesting

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



116

to note that the peak was moved to lower distances in water (red line), and that

the RDFs in non-polar solvents and water difer considerably. As a result, we

can see that the central carboxylate anion has a high value relative to the lateral

carboxylate anions in terms of the number of counterions integrated up until the

Ąrst minimum in the RDFs.

In addition, the RDF of Na+ around the carbon atoms of the carboxylate

anions of the citrate (C1, C5, and C6) was calculated, which behaved similarly to

the oxygen atoms (the results can be seen in Figure D1 from Appendix D). In this

result, two clear peaks exist in the Ąrst solvation shell at r ≈2.7 Å and ≈3.2 Å.

The Ąrst has a shorter distance peak and the second has a longer distance peak.

As expected from the results obtained from the radial distribution functions with

respect to the oxygen of citrate, the carboxylate anions of citrate with Na+ in

DEG100% has the highest peaks compared to the other solvents.
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(a) DEG100% (b) DEG75%

(c) DEG50% (d) DEG25%

(e) EG100% (f) WAT100%

Figure 8.4: Population estimation histograms of citrate dihedral angle throughout
MD simulation in diferent solvents at 473.15K. Blue line and orange line deĄne
the dihedral angle 1 (D1) and dihedral angle 2 (D2), respectively. a.) Diethylene
glycol 100%. b.) Diethylene glycol 75% with Ethylene glycol 25%. c.) Diethylene
glycol 50% with Ethylene glycol 50%. d.) Diethylene glycol 25% with Ethylene
glycol 75%. e.) Ethylene glycol 100%. f.) Water 100%.
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(a) DEG100% (b) DEG75%

(c) DEG50% (d) DEG25%

(e) EG100% (f) WAT100%

Figure 8.5: Cartesian PCA analysis of citrate during the MD simulation at 473.15
K in which Citrate in the diferent systems is balanced, covering all conformations
(dots in yellow colour). a.) Diethylene glycol 100%. b.) Diethylene glycol 75%
with Ethylene glycol 25%. c.) Diethylene glycol 50% with Ethylene glycol 50%.
d.) Diethylene glycol 25% with Ethylene glycol 75%. e.) Ethylene glycol 100%.
f.) Water 100%.
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(a) O6 (b) O5 (c) O1

(d) O6 (e) O5 (f) O1

Figure 8.6: Radial distribution function between Na+ counterions with oxygen O6, O5, and O1 from carboxylate anions
of citrate at 473.15 K. a.), b.), c.) Plot of the radial distribution function, g(r) vs the distance r(Å). d.), e.), f.) The
integral of radial distribution function values plot.
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Figure 8.7: Representation of the average of the solvent-citrate number of hydrogen
bonds in each solvent composition.

8.3.4 Hydrogen bond analysis

Measurements of the number of solute-solvent hydrogen bonds were used to analyze

the efects of the various solvents on the sodium citrate molecule in the simulations.

Hydrogen bonds (HB) have a dynamic process with frequent unions and breaks

caused by the moleculesŠ quick vibrational motions. It could be seen that the

highest number of HB occurred among water-citrate, followed by DEG100% and

DEG75%. The systems that showed similar number of HB for DEG50%, DEG25%

and EG100% (see Figure 8.7). In the DEG/EG mixtures, a decrease in the number

of HB is observed with the proportion of DEG in the mixture. Regarding the MD

simulation of citrate in water, a greater capacity of water molecules to establish

HB with citrate is observed.
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8.3.5 Dipole moment and dielectric constant analysis

Each systemŠs dipole moments were determined from its trajectory and displayed

as probability distributions. In this efort, we converted the Amber output Ąles to

Gromacs output Ąles for the dipole moment calculus. Figure 8.8a illustrates the

average dipole moments of citrate in each solvent. Citrate in DEG100% had the

highest value, followed by combinations of DEG25%, DEG50%, and DEG75%, then

EG100%, and citrate in WAT100% which has the lowest value. This is because the

water molecules on citrate provide a stronger shielding efect, which results in a

lower dipole moment.

On the other hand, when we review the dipole moment for each solvent, we

notice that the DEG conformer tends to have a lower distribution dipole moment

than the EG conformer (Figure 8.8b and Figure 8.8c). The value of the dipole

moment for pure DEG is shown with a 3.1 Debye (Table 8.1). While the values

obtained for DEG75%, DEG50%, and DEG25% were similar with 3.1 Debye average

value. The dipole moment distribution of systems with EG had values of 2.8 Debye,

whereas the greatest value for the pure EG solvent was recorded at 2.9 Debye. The

fact that the dipole moment of DEG or EG does not change as a function of the

mixing ratio suggests that there havenŠt been any major conformational changes

caused by the composition. The mean value for the magnitude of water dipole

moments shows the high hydration of citrate at 473.15 K in the NVT simulation.

In general, the citrate dipole moment is conserved regardless of the concentration

of DEG or EG. In contrast to water, citrateŠs dipole moment is decreased by water

molecules nearby.

The dielectric constant is yet another physicochemical characteristic of liq-

uids that enables the examination of citrate-solvent interactions. In this study,
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(a)

(b) (c)

Figure 8.8: Graph plot of the dipole moment distribution. a.) The average value of
dipole moment of citrate in diferent solvents. b.) Distribution of dipole moment
of DEG at 100%, 75%, 50%, and 25%. c.) Distribution of dipole moment of EG
at 100%, 75%, 50%, and 25%.
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Table 8.1: The weighted mean value of probability distribution functions of the
magnitude of the calculated solvents dipole moments.

Solvents Dipole Moment (Debye)
DEG100% 3.1±1.1
DEG75% 3.1±1.1
DEG50% 3.1±1.1
DEG25% 3.1±1.1
EG25% 2.8±0.9
EG50% 2.8±0.9
EG75% 2.8±0.9
EG100% 2.9±0.9

WAT100% 3.7±0.9

molecular dynamics simulations were used to examine how the solventsŠ dielectric

constants changed over time and in relation to their composition (see Figure 8.9).

As the water molecules approach the citrate, we observe an increase in the relative

permittivity (WAT100%). Moreover, comparing the results obtained for all studied

systems we can observe that the value of dielectric constant of water was higher

than that of other solvents. The tendency observed in DEG and EG for the di-

electric constant was (from highest to lowest values): EG100%, DEG25%, DEG50%,

DEG75%, and DEG100%.

In this inquiry, the values obtained from simulations are shown in Table 8.2, the

average dielectric constant value displays a tendency from greater to smaller, con-

sidering the following order: water (ϵ = 45.5), EG100% (ϵ=15.3), DEG25% (ϵ=13.4),

DEG50% (ϵ=11.9), DEG75% (ϵ=10.7), and DEG100% (ϵ=9.4). All these values have

been obtained at 473.15 K at constant volume. As in the experiments, the volumes

correspond to those the system would have at standard pressure and a temperature

of 298.15 K. At the moment, the dielectric constant value of EG was reported from

243 K to 453 K,[222] where the dielectric constant reported by Lifanova et al.[223]

was ϵ=18.37 at 453 K. While the value of the dielectric constant of diethylene
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Figure 8.9: Dielectric constant during the MD simulations for each solvent.

Table 8.2: Theoretical dielectric constant values at 473.15 K and constant volume.

Solvents Dielectric constant (ϵ)
DEG100% 9.4±0.1
DEG75% 10.7±0.1
DEG50% 11.9±0.1
DEG25% 13.4±0.2
EG100% 15.3±0.3

WAT100% 45.5±0.4

glycol at 423.2 K was ϵ=15.5, so far the information of the dielectric constant of

temperatures from 253.2 K to 423.2 K has been reported.[224]

Finally, this research revealed a speciĄc distribution of Na+ counterions in the

space with respect to the orientation of the central carboxylate anion (See Fig-

ure 8.10). If the central carboxylate anion is oriented upwards, the surrounding

Na+ counterions are located only in the upper plane. As a result, the Na+ coun-

terions are not arranged in the opposite direction of the central carboxylate anion.
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Figure 8.10: Distribution of Na+ counterions in the superĄcial layer of citrate.

This is the key feature of the citrate that best illustrates the dispersion of the Na+

counterions.

8.4 Conclusion

In this study, we examined simulations of molecular dynamics for citrate in organic

solvents. Using this methodology, we were able to identify the solvents water,

diethylene glycol, ethylene glycol, and various mixtures of these solvents as having

high structural stability for citrate at 473.15 K. The examination of the distribution

of the dihedral angle revealed that the primary conformations of the citrate were

gauche+ or gauche−. As a result, we also stated that the Na+ counterions were

closer to the central and lateral carboxylate anions of citrate, with the central O6

(corresponding to carbon C6) having a stronger attraction to the Na+ than the

lateral O5 and O1 (corresponding to C1 and C5) in all systems examined. It should

be noted that the values of the dipole moments of just the solvents showed a trend
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consistent with prior experimental research, with the maximum dipole moment

occurring in pure water, then ethylene glycol, and Ąnally diethylene glycol. In

conclusion, this research contributes to our understanding of citrate behaviour in

organic solvents at a temperature relevant to the creation of various nanoparticles.
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Chapter 9

Conclusions
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1. A program based on the Semi-Grand Canonical Monte Carlo method was de-

signed to calculate the protonation states of a proteinŠs titratable residues at

diferent pH and generate ten microstates for each type of protein submitted.

2. The protonation and deprotonation states of titratable residues were deter-

mined at diferent types of pH, taking into account the experimental pka for

the urease protein of Helicobacter pylori, and the main protease and Spike-S1

of SARS-CoV-2.

3. The structural stability of macromolecular systems was analysed using all-

atom molecular dynamics simulations, considering diferent protonation states

for a Ąxed pH. We have found that the high stability of Helicobacter pylori

urease at extreme pH conditions is linked to its complex structural conforma-

tion, organised by twelve heterodimeric subunits and twelve active centres,

which allow its stability at acidic pHs. Regarding the structural stability of

the main protease of SARS-CoV-2 at acidic pHs, the high stability at pH 5

demonstrates its survival in the late endosome when SARS-CoV2 infects its

host. On the other hand, analysing the pH for Ąve Spike-S1 mutations of

SARS-CoV-2 helped us identify the very stable omicron variant at pH 8.

4. The analysis of the binding energy of interacting systems (Spike-S1 and

ACE2) showed us that the mutations present in Ąve variants of SARS-CoV-2

were very important to compare because it was possible to observe that the

mutations in the omicron variant allow better coupling to ACE2.

5. All-atom computational simulation methods evaluated the self-assembly of

phenylalanine; this amino acid is directly linked to the disease phenylke-

tonuria, and indeed our results demonstrated that the non-covalent interac-
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tions between phenylalanines allow stacking in the ladder-shaped structure

and zig-zag, allowing the formation of a Ąbre.

6. The behaviour of sodium citrate in diferent diethylene glycol and ethylene

glycol solvent mixtures was analyzed by computational simulation methods,

where we found that the temperature that is typically used in experimental

laboratories contributes to the control of the citrate form, which favours the

design of magnetized nanoparticles.
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Appendix A: Effect of pH on the Supramolecular

Structure of Helicobacter pylori Urease by Molec-

ular Dynamics Simulations
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Table A.1: Number of molecules in the system for each pH

pH TIP4P Water Ions
2 148944 1373 Cl
3 149121 1208 Cl
4 149573 810 Cl
5 149987 438 Cl
6 150261 189 Cl
7 150465 3 Na

7.5 150391 83 Na
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(a) pH2 (b) pH3

(c) pH4 (d) pH5

(e) pH6 (f) pH7

(g) pH7.5

Figure A.1: MD analysis of each protomer at diferent pHs.
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(a) pH2 (b) pH3

(c) pH4 (d) pH5

(e) pH6 (f) pH7

(g) pH7.5

Figure A.2: MD analysis of each Ćap at diferent pHs.
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Table A.2: Structural properties of Ramachandran analysis

Structural model Poor rotamers Favored rotamers Ramachandran outliers Ramachandran favored
Crystal 9.90% 77.60% 7.10% 76.10%

pH2 4.20% 86.40% 1.90% 87.00%
pH3 3.90% 86.50% 2.30% 86.60%
pH4 4.20% 85.50% 2.10% 87.10%
pH5 4.10% 86.40% 2.10% 87.20%
pH6 4.80% 84.80% 2.00% 87.40%
pH7 4.90% 85.30% 2.10% 87.10%

pH7.5 4.60% 85.40% 1.80% 87.40%
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Appendix B: Unveiling the Effect of Low pH on

the SARS-CoV-2 Main Protease by Molecular Dy-

namics Simulations
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(a)

(b)

(c)

Figure B.1: Plot of hydrogen bonds and SASA during the time of MD simulations
at diferent pHs. (a) Solvent Accessible Surface Area. (b) Intramolecular Hydro-
gen bonds between protein-protein. (c) Intermolecular Hydrogen bonds between
protein-waters.
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(a)

(b)

(c)

Figure B.2: Distances between C-α atoms from residues of the active site (Cys145
and His41) and S1 pocket in Mpro. (a) Average distance Cys145-His41. (b) Average
distance of Met49-Gln189. (c) Average distance of His172-Phe140.
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(a) (b)

(c)

Figure B.3: Radial Distribution of active site residues against Mpro. (a) SγŰions
of Cys145. (b) Nδ1Űions of His41. (c) SγŰions of Met49.
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CH3

CH3

NH

OH
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NH
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Figure B.4: 2D representation of PF-00835231.
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(a) (b)

(c) (d)

(e)

Figure B.5: 2D representation of the best binding ainity MproŰPF-00835231 .
(a) pH3. (b) pH4. (c) pH5. (d) pH6. (e) pH7.
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Table B.1: Total charge of each titratable amino acids.

pH3
Residues MicroS-1 MicroS-2 MicroS-3 MicroS-4 MicroS-5 MicroS-6 MicroS-7 MicroS-8 MicroS-9 MicroS-10 Average value
ASP (34) -11 -9 -9 -8 -8 -8 -9 -7 -10 -8 -(9±1)
GLU (18) -5 -5 -3 -4 -3 -3 -3 -6 -5 -5 -(4±1)
ARG (22) 22 22 22 22 22 22 22 22 22 22 22
LYS (22) 22 22 22 22 22 22 22 22 22 22 22
HIS (14) 10 10 9 10 10 10 10 10 10 10 10

pH4
Residues MicroS-1 MicroS-2 MicroS-3 MicroS-4 MicroS-5 MicroS-6 MicroS-7 MicroS-8 MicroS-9 MicroS-10 Average
ASP (34) -21 -21 -27 -22 -22 -24 -20 -26 -22 -24 -(23±2)
GLU (18) -6 -6 -6 -9 -8 -8 -6 -6 -7 -6 -(7±1)
ARG (22) 22 22 22 22 22 22 22 22 22 22 22
LYS (22) 22 22 22 22 22 22 22 22 22 22 22
HIS (14) 9 10 9 9 9 9 9 10 8 8 9±1

pH5
Residues MicroS-1 MicroS-2 MicroS-3 MicroS-4 MicroS-5 MicroS-6 MicroS-7 MicroS-8 MicroS-9 MicroS-10 Average
ASP (34) -32 -30 -34 -33 -31 -33 -30 -34 -33 -32 -(32±1)
GLU (18) -9 -13 -7 -9 -12 -11 -15 -10 -12 -10 -(11±2)
ARG (22) 22 22 22 22 22 22 22 22 22 22 22
LYS (22) 22 22 22 22 22 22 22 22 22 22 22
HIS (14) 6 5 7 5 3 7 4 7 5 7 6±1

pH6
Residues MicroS-1 MicroS-2 MicroS-3 MicroS-4 MicroS-5 MicroS-6 MicroS-7 MicroS-8 MicroS-9 MicroS-10 Average
ASP (34) -34 -34 -34 -33 -33 -34 -34 -34 -34 -33 -(34±1)
GLU (18) -16 -16 -14 -16 -15 -16 -17 -17 -15 -16 -(16±1)
ARG (22) 22 22 22 22 22 22 22 22 22 22 22
LYS (22) 22 22 22 22 22 22 22 22 22 22 22
HIS (14) 2 3 2 3 1 2 1 2 3 1 2±1

pH7
Residues MicroS-1 MicroS-2 MicroS-3 MicroS-4 MicroS-5 MicroS-6 MicroS-7 MicroS-8 MicroS-9 MicroS-10 Average
ASP (34) -34 -34 -34 -34 -34 -34 -34 -34 -34 -34 -34
GLU (18) -17 -17 -17 -16 -17 -17 -16 -17 -18 -18 -(17±1)
ARG (22) 22 22 22 22 22 22 22 22 22 22 22
LYS (22) 22 22 22 22 22 22 22 22 22 22 22
HIS (14) 1 0 0 0 1 2 0 0 1 1 1±1
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Table B.2: Protonate/deprotonate microstate of His41 and His172. The symbol P and D deĄne the protonated and
deprotonated states, respectively.

Residue MicroS pH3 pH4 pH5 pH6 pH7

His41

1 chainA(P)/chainB(P) chainA(P)/chainB(D) chainA(D)/chainB(D) chainA(D)/chainB(D) chainA(D)/chainB(D)
2 chainA(P)/chainB(P) chainA(P)/chainB(P) chainA(D)/chainB(D) chainA(D)/chainB(D) chainA(D)/chainB(D)
3 chainA(D)/chainB(P) chainA(D)/chainB(P) chainA(P)/chainB(P) chainA(D)/chainB(D) chainA(D)/chainB(D)
4 chainA(P)/chainB(P) chainA(P)/chainB(P) chainA(D)/chainB(D) chainA(D)/chainB(D) chainA(D)/chainB(D)

His172

1 chainA(P)/chainB(P) chainA(P)/chainB(P) chainA(P)/chainB(P) chainA(D)/chainB(D) chainA(D)/chainB(D)
2 chainA(P)/chainB(P) chainA(P)/chainB(P) chainA(D)/chainB(D) chainA(D)/chainB(D) chainA(D)/chainB(D)
3 chainA(P)/chainB(P) chainA(P)/chainB(P) chainA(D)/chainB(D) chainA(D)/chainB(D) chainA(D)/chainB(D)
4 chainA(P)/chainB(P) chainA(P)/chainB(P) chainA(D)/chainB(D) chainA(D)/chainB(D) chainA(D)/chainB(D)
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Table B.3: Values of the MD was Ątted against the average structure of the last
100 ns of the dynamics was used.

pH MicroS
RMSD RG SASA Hbond Hbond
(nm) (nm) (nm2) (protein-protein) (protein-waters)

pH3

pH3-1 0.28±0.02 2.543±0.009 269±3 404±9 (111±9)x10
pH3-2 0.21±0.02 2.561±0.011 269±3 409±10 (103±5)x10
pH3-3 0.32±0.05 2.543±0.019 266±5 393±10 (110±8)x10
pH3-4 0.24±0.02 2.562±0.008 267±3 405±9 (109±9)x10

Average 0.26±0.06 2.553±0.010 268±2 401±1 (107±4)x10

pH4

pH4-1 0.22±0.02 2.537±0.008 261±3 438±10 (109±10)x10
pH4-2 0.21±0.02 2.538±0.008 262±3 427±9 (110±10)x10
pH4-3 0.18±0.02 2.536±0.008 259±3 447±10 (109±9)x10
pH4-4 0.21±0.02 2.541±0.009 263±4 432±10 (112±10)x10

Average 0.20±0.02 2.538±0.002 261±2 437±10 (110±2)x10

pH5

pH5-1 0.25±0.03 2.532±0.009 258±3 448±9 (122±15)x10
pH5-2 0.24±0.02 2.542±0.008 262±3 450±10 (109±9)x10
pH5-3 0.24±0.02 2.518±0.008 256±3 445±10 (107±9)x10
pH5-4 0.18±0.02 2.537±0.008 262±3 449±9 (115±11)x10

Average 0.21±0.04 2.537±0.005 259±3 448±3 (114±8)x10

pH6

pH6-1 0.18±0.01 2.534±0.007 261±3 462±9 (102±2)x10
pH6-2 0.22±0.01 2.527±0.007 258±3 450±9 (122±10)x10
pH6-3 0.20±0.02 2.534±0.008 259±3 452±9 (126±12)x10
pH6-4 0.21±0.02 2.537±0.008 259±3 458±8 (116±11)x10

Average 0.20±0.02 2.532±0.005 260±2 456±6 (114±12)x10

pH7

pH7-1 0.16±0.02 2.533±0.010 259±3 460±10 (102±2)x10
pH7-2 0.21±0.02 2.526±0.008 258±3 462±9 (126±10)x10
pH7-3 0.21±0.03 2.528±0.008 260±3 460±9 (118±12)x10
pH7-4 0.19±0.01 2.519±0.006 258±3 461±10 (121±12)x10

Average 0.19±0.02 2.526±0.007 259±1 461±1 (114±12)x10
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Table B.4: Distances between amino acids from the catalytic dyad for each mi-
crostate.

pH MicroS His41-Cys145 Met49-Cys145 His172-Cys145

pH3

pH3-1 0.74±0.10 2.50±0.09 0.94±0.10
pH3-2 0.71±0.11 1.59±0.18 0.93±0.16
pH3-3 0.65±0.06 1.39±0.04 0.67±0.09
pH3-4 0.50±0.03 1.37±0.05 0.85±0.04

Average 0.65±0.04 1.71±0.05 0.85±0.05

pH4

pH4-1 0.61±0.08 1.62±0.14 1.20±0.04
pH4-2 0.68±0.09 1.31±0.08 1.13±0.13
pH4-3 0.57±0.07 1.53±0.19 1.21±0.06
pH4-4 0.60±0.07 1.39±0.05 1.11±0.14

Average 0.62±0.04 1.46±0.07 1.16±0.05

pH5

pH5-1 0.55±0.04 1.41±0.06 0.91±0.06
pH5-2 0.59±0.06 1.41±0.06 0.72±0.08
pH5-3 0.53±0.06 1.43±0.07 0.68±0.12
pH5-4 0.54±0.07 1.43±0.06 0.87±0.12

Average 0.55±0.03 1.42±0.03 0.79±0.05

pH6

pH6-1 0.54±0.08 1.43±0.06 1.06±0.07
pH6-2 0.56±0.08 1.41±0.06 0.70±0.10
pH6-3 0.54±0.06 1.41±0.07 0.89±0.10
pH6-4 0.48±0.05 1.49±0.05 1.00±0.06

Average 0.53±0.03 1.43±0.03 0.91±0.04

pH7

pH7-1 0.52±0.06 1.40±0.06 0.97±0.11
pH7-2 0.50±0.06 1.46±0.07 0.93±0.08
pH7-3 0.50±0.08 1.39±0.07 0.94±0.06
pH7-4 0.54±0.03 1.38±0.06 0.81±0.05

Average 0.51±0.03 1.41±0.03 0.91±0.04
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Table B.5: Numerical values of Ramachandran plot of the last frame of each mi-
crostate determined by Molprobity server.

MicroS Poor rotamers Favored rotamers Ramachandran outliers Ramachandran favored Favored Allowed

pH3

pH3-1 9 1.80% 452 90.40% 6 0.99% 563 93.21% 93.20% 99.00%
pH3-2 13 2.60% 456 91.20% 5 0.83% 564 93.38% 93.40% 99.20%
pH3-3 13 2.60% 456 91.20% 7 1.16% 565 93.54% 93.50% 98.80%
pH3-4 10 2.00% 452 90.40% 6 0.99% 567 93.87% 93.90% 99.00%

pH4

pH4-1 11 2.20% 455 91.00% 6 0.99% 565 93.54% 93.50% 99.00%
pH4-2 10 2.00% 450 90.00% 5 0.83% 568 94.04% 94.00% 99.20%
pH4-3 13 2.60% 445 89.00% 4 0.66% 558 92.38% 92.40% 99.30%
pH4-4 10 2.00% 449 89.80% 4 0.66% 567 93.87% 93.90% 99.30%

pH5

pH5-1 15 3.00% 450 90.00% 2 0.33% 552 91.39% 91.40% 99.70%
pH5-2 14 2.80% 449 89.80% 2 0.33% 562 93.05% 93.00% 99.70%
pH5-3 14 2.80% 454 90.80% 7 1.16% 553 91.56% 91.60% 98.80%
pH5-4 11 2.20% 459 91.80% 2 0.33% 555 91.89% 91.90% 99.70%

pH6

pH6-1 19 3.80% 439 87.80% 8 1.32% 556 92.05% 92.10% 98.70%
pH6-2 13 2.60% 454 90.80% 6 0.99% 564 93.38% 93.40% 99.00%
pH6-3 8 1.60% 451 90.20% 8 1.32% 554 91.72% 91.70% 98.70%
pH6-4 12 2.40% 451 90.20% 5 0.83% 554 91.72% 91.70% 99.20%

pH7

pH7-1 13 2.60% 448 89.60% 3 0.50% 554 91.72% 91.70% 99.50%
pH7-2 17 3.40% 457 91.40% 0 0.00% 562 93.05% 93.00% 100.00%
pH7-3 10 2.00% 450 90.00% 5 0.83% 554 91.72% 91.70% 99.20%
pH7-4 7 1.40% 466 93.20% 5 0.83% 556 92.05% 92.10% 99.20%
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Table B.6: Docking results of each microstate at diferent pHs.

Name Size x (Å) Size y (Å) Size z (Å) Search Domain Volume (A3) Number of Ćexible side chains
ph3-2-a 39.2 31.4 31.7 39018.896 32
ph3-2-b 40 33.2 32 42496 32
ph3-3-a 34.3 31.6 37.7 40862.276 32
ph3-3-b 38.4 33.8 27.8 36082.176 33
ph3-4-a 30.8 28.7 35.1 31026.996 32
ph3-4-b 31.6 33 31.9 33265.32 28
ph3-a 29.4 44 33.9 43853.04 27
ph3-b 42.7 37.9 33.6 54375.888 30

ph4-2-a 29.9 36.4 30.4 33086.144 28
ph4-2-b 31 29.5 29.8 27252.1 29
ph4-3-a 27.8 34.5 30.5 29252.55 27
ph4-3-b 28.9 30 33.3 28871.1 28
ph4-4-a 27.9 33.9 27.5 26009.775 29
ph4-4-b 29.8 29.2 37.7 32805.032 29
ph4-a 40 38 43 65360 31
ph4-b 37 40 48.1 71188 32

ph5-2-a 35 31.6 32 35392 30
ph5-2-b 32.1 36.2 35 40670.7 30
ph5-3-a 30.6 26.1 32.5 25956.45 31
ph5-3-b 28 32.2 37.8 34080.48 30
ph5-4-a 35.2 34.8 27.5 33686.4 30
ph5-4-b 25.8 32.5 31.8 26664.3 31
ph5-a 37.9 37.1 47.5 66789.275 30
ph5-b 37.2 37.8 37.8 53152.848 30

ph6-2-a 28.3 28.5 34.8 28067.94 30
ph6-2-b 30.6 32.2 30.5 30052.26 29
ph6-3-a 30.8 34.9 33.2 35687.344 28
ph6-3-b 36.8 30.9 30.7 34909.584 29
ph6-4-a 30.2 28.5 43 37010.1 30
ph6-4-b 30.2 31.5 32.4 30822.12 30
ph6-a 36 37.6 36.8 49812.48 30
ph6-b 34 32.1 46.6 50859.24 31

ph7-2-a 30 28.3 33.4 28356.6 30
ph7-2-b 33.9 37.7 28.8 36807.264 29
ph7-3-a 30 26.4 37.6 29779.2 30
ph7-3-b 35.3 28.1 26 25790.18 31
ph7-4-a 25.9 34.8 30.8 27760.656 31
ph7-4-b 32.8 29.3 32.5 31233.8 31
ph7-a 37 34.5 45.7 58336.05 30
ph7-b 45.2 41 35 64862 31
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Appendix C: Computational study of pH effect on

different SARS-CoV-2 mutations in the S1 region

of the Spike protein against the ACE2 receptor
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Figure C.1: Ligplot diagram elucidating the Spike-S1 omicron vs ACE2 interac-
tions. Red denotes the Spike-S1 omicron the principal hot spots residues, while
purple denotes the ACE2 aminoacids. The green and red dotted lines, respectively,
depict the hydrogen bond and salt bridge interactions between aminoacids.
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(a) ARG493(NH1)-GLU35(OE1) (b) ARG493(NH1)-GLU35(OE2)

(c) ARG493(NH2)-GLU35(OE1) (d) ARG493(NH2)-GLU35(OE2)

(e) ARG493(CZ)-GLU35(CD)

Figure C.2: Radial Distribution function of ARG493 with GLU35
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Appendix D: Influence of polar solvent mixtures

in the conformation of polycarboxylates: Case study

of citrate in ethylene glycol and diethylene glycol

mixtures
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(a) C6 (b) C1 (c) C5

(d) C6 (e) C1 (f) C5

Figure D.1: Radial distribution function between Na ions with carbon from carboxilic group of citrate. A-C. 300 K, D-F.
473.15 K

Do
cu

m
en

t s
ig

na
t d

ig
ita

lm
en

t p
er

: H
AR

U
N

A 
BA

RA
ZO

RD
A



Bibliography
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37(3):205Ű215, 2020.

[99] Huihui Yang and Jinfei Yang. A review of latest research on mpro targeted
sars-cov inhibitors. RSC Medicinal Chemistry, 2021.

[100] Ting Xiao, Mengqi Cui, Caijuan Zheng, Ming Wang, Ronghao Sun, Dandi
Gao, Jiali Bao, Shanfa Ren, Bo Yang, Jianping Lin, et al. Myricetin inhibits
sars-cov-2 viral replication by targeting mpro and ameliorates pulmonary
inĆammation. Frontiers in Pharmacology, 12:1012, 2021.

[101] Aweke Mulu, Mulugeta Gajaa, Haregewoin Bezu Woldekidan, et al. The im-
pact of curcumin derived polyphenols on the structure and Ćexibility covid-
19 main protease binding pocket: a molecular dynamics simulation study.
PeerJ, 9:e11590, 2021.

[102] Lucia Silvestrini, Norhan Belhaj, Lucia Comez, Yuri Gerelli, Antonino Lau-
ria, Valeria Libera, Paolo Mariani, Paola Marzullo, Maria Grazia Ortore,
Antonio Palumbo Piccionello, et al. The dimer-monomer equilibrium of
sars-cov-2 main protease is afected by small molecule inhibitors. Scientific
reports, 11(1):1Ű16, 2021.

[103] Hylemariam Mihiretie Mengist, Tebelay Dilnessa, and Tengchuan Jin. Struc-
tural basis of potential inhibitors targeting sars-cov-2 main protease. Fron-
tiers in Chemistry, 9, 2021.

[104] Caterina Vicidomini, Valentina Roviello, and Giovanni N Roviello. In silico
investigation on the interaction of chiral phytochemicals from opuntia Ącus-
indica with sars-cov-2 mpro. Symmetry, 13(6):1041, 2021.

[105] Valentina Roviello, Domenica Musumeci, Andriy Mokhir, and Giovanni N
Roviello. Evidence of protein binding by a nucleopeptide based on a thymine-
decorated l-diaminopropanoic acid through cd and in silico studies. Curr.
Med. Chem, 28, 2021.

[106] Luis Daniel Goyzueta-Mamani, Haruna Luz Barazorda-Ccahuana, Karel
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