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Preface

Certificates are necessary but not sufficient to secure transactions between parties.

The Public Key Infrastructure (PKI) has to provide its users the ability to check, at

the time of usage, that certificates are still valid (not revoked). So understanding re-

vocation is an important concern to both PKI service providers and end users. By a

better understanding of the complexities of certificate revocation, certificate-using

entities can improve their decision-making process in order to accept or reject a

certain certificate. In this sense, this thesis presents a comprehensive survey and
analysis of the main existing revocation schemes. Furthermore, the certificate re-

vocation represents one of the hardest scalability problems of the whole PKI; so

this aspect is getting more and more crucial with the development of wide spread

PKIs. There are studies that even argue that the running expenses of a PKI de-

rives mainly from administering revocation. This motivate us to propose scalable,

timely, secure, and cost-effective systems to manage the revocation information.

In this respect, we have three new proposals: H -OCSP (which is a modification

over the standard OCSP), AD-MHT (which is based on the Merkle Hash Tree)

and E-MHT (which agglutinates several mechanisms that enhance the efficiency

of traditional MHT-based systems). Our proposals are not only a set of theoret-

ical mechanisms but they are also practical systems that have been implemented

inside a Java test-bed called Cervantes (Certificate Validation Test-bed). The de-

sign of Cervantes allows it to fit any kind of revocation system without significative

changes in the structure or the source code of the platform. Finally using Cervantes

we are able to obtain performance results about each system developed.
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Chapter 1

Introduction

1.1 About this thesis

This thesis has been carried out at the Information Security Group (ISG)1 of the De-

partment of Telematics (ENTEL)2 at the Technical University of Catalonia (UPC)3.

We would like to thank the Spanish Research Council that has partially funded the

development of this thesis under the following projects:

• ACIMUT: Acceso a Internet Seguro Mediante UMTS (CICYT TIC2000-

1120-C03-03).

• DISQET: Distribución de Información Segura con Calidad de Servicio (QoS)

para Entornos Telemáticos (CICYT TIC2002-00249).

1.2 Background

This section provides to non-expert readers enough background in security, cryp-

tography, public key infrastructure and certificate revocation to read this thesis.

1ISG home: http://isg.upc.es
2ENTEL home: http://www-entel.upc.es/
3UPC home: http://www.upc.edu
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1.2. Background

1.2.1 A Taxonomy of Computer security

Computer security is frequently associated with three core areas:

Confidentiality– Ensuring that information is not accessed by unauthorized users.

Integrity– Ensuring that information is not altered by unauthorized parties in a

way that is not detectable by authorized users.

Authentication– Ensuring that parties are the who they claim to be.

Computer security is not restricted to these three broad concepts. Additional ser-
vices that are often considered part of the taxonomy of computer security include:

Access control– Ensuring that users access only those resources and services that

they are entitled to access and that qualified users are not denied access to

services that they legitimately expect to receive.

Non-repudiation– Ensuring that the originators of messages cannot deny that

they in fact sent the messages.

Availability– Ensuring that a system is operational and functional at a given mo-

ment, usually provided through redundancy; loss of availability is often re-
ferred to as Denial of Service (DoS).

These security services are often combined, for instance, authentication is used for

access control purposes or non-repudiation is combined with authentication. In

order to achieve these services three basic building blocks from cryptography are

used:

• Encryption is used to provide confidentiality, can provide authentication and

integrity protection.

• Digital signatures are used to provide authentication, integrity protection,

and non-repudiation.

• Hash Functions are used to provide integrity protection, and can provide

authentication.

2



Chapter 1. Introduction

One or more cryptographic mechanisms can be combined to provide a security

service.

1.2.2 Symmetric-key cryptography

Symmetric-key cryptography is sometimes also called secret-key cryptography.

Symmetric-key encryption involves using a single key K to encrypt and to decrypt

data so the sender and the recipient share the knowledge of a secret key that is used

to encrypt and decrypt the messages exchanged between them.

FORMALLY. The message M is encrypted by applying the symmetric algorithm S

to M using the key K:

C = SK(M) (1.1)

The secret message C is decrypted by applying the inverse algorithm S−1 to the

secret message C with the key K:

M = S−1
K (C) (1.2)

DES [NISb] (Digital Encryption Standard) and its extended version Triple-

DES [NISe] (3DES) have been the most popular symmetric-key systems during

many years. Recently, the AES [NISa] (Advanced Encryption Standard) has been

designated as the successor of DES.

Generally speaking, symmetric-key systems are simpler and faster than the

public-key ones, but their main drawback is that the two parties must somehow

exchange the symmetric key in a secure way, this problem is relevant for large

scenarios and it is is known as the “key distribution problem”.

1.2.3 Public-key cryptography

Public-key cryptography (PKC) is asymmetric, involving the use of two separate

keys, in contrast to the symmetric conventional cryptography, which uses only one

key. One of these keys is “public” (i.e. known by everybody) and the other is “pri-

vate” (i.e. secret). The public-key cryptography makes easier the key distribution

3



1.2. Background

problem because the public key can be distributed without keeping it secret, and

the private key is never transmitted.

FORMALLY. Diffie and Hellman postulated the conditions that a public-key system

must fulfill [DH76]:

1. It is computationally easy for a party B to generate a pair: (public key KUB,

private key KRB).

2. It is computationally easy for a sender A, knowing the public key and the

message to be encrypted, M, to generate the corresponding ciphertext (1.3)

C = EKUB(M) (1.3)

3. It is computationally easy for the receiver B to decrypt the resulting cipher

text using the private key to recover the original message (1.4)

M = DKRB(C) = DKRB [EKUB(M)] (1.4)

4. It is computationally infeasible for an opponent, knowing the public key,

KUB, to determinate the private key, KRB.

5. It is computationally infeasible for an opponent, knowing the public key,

KUB, and a ciphertext, C, to recover the original message, M.

There are also public-key systems that meet another interesting property: ei-

ther of the two related keys can be used for encryption, with the other used for

decryption (1.5)

M = DKRB [EKUB(M)] = DKUB [EKRB(M)] (1.5)

Depending on the application, the sender uses either the sender’s private key or

the receiver’s public key, or both, to perform some type of cryptographic function.

Public-key systems are mainly used for the following purposes:

Encryption– The sender encrypts a message with the recipient’s public key.

4



Chapter 1. Introduction

Digital signatures– A digital signature emulates a real, physical signature by gen-

erating a digital proof that only the creator/ sender of a message can make,

but everyone can identify as belonging to the creator. An encryption under

the private key of the creator serves as a signature that only the owner of

the private key can create, but everyone with the public key can verify. The

encryption (signature) can be applied to the complete message or to a small

block of data that is a function of the message.

Key exchange– Two parties cooperate to exchange a session key (symmetric key).

Several different approaches are possible, involving the private key(s) of one

or both parties.

Some public-key algorithms are suitable for all three applications, whereas others

can be used only for one or two of these applications. The most famous public-

key algorithm is RSA [RSA78] (Rivest Shamir Adleman) which can be used for

all three applications, whereas DSS [NISc] (Digital Signature Standard) is widely

used but only can be used for signing and DH [DH76] (Diffie Hellman) can be used

only for key exchange.

1.2.4 One Way Hash Functions (OWHFs)

A OWHF (One Way Hash Function) is a function that takes a variable length input

(pre-image), and computes a fixed-length output string (which is usually smaller

than the pre-image) called the hash value, digest or check value. Given the hash it is

computationally infeasible to find a message (pre-image) with that hash; in fact one

can’t determine any usable information about a message with that hash, not even

a single bit. For some OWHFs it is also computationally impossible to determine

two messages which produce the same hash. One important role of OWHFs in

cryptography is in the provision of digital signatures. Since hash functions are

generally much faster than digital signature algorithms, it is typical to compute the

digital signature to some document by computing the signature on the document’s

hash value, which is small compared to the document itself. Additionally, a digest

can be made public without revealing the contents of the document from which it

is derived.
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FORMALLY. A hash function H must have the following properties:

1. H can be applied to a block of data of any size.

2. H produces a fixed-length output.

3. H(M) is relatively easy to compute for any given M, making both hardware

and software implementations practical.

4. For any given digest m, it is computationally infeasible to find M such that

H(M) = m.

5. For any given the message M, it is computationally infeasible to find another

message M′ 6= M with H(M′) = H(M).

6. It is computationally infeasible to find any pair (M,M ′) such that H(M) =

H(M′).

Examples of well-known hash functions are MD5 (Message Digest 5) [Riv92]

and SHA-1 (Secure Hash Algorithm-1) [NISd].

1.2.5 Certificates

One of the major roles of the public-key systems if to address the problem of key

distribution. If there is some broadly accepted public-key algorithm, any partici-

pant can send his or her public key to any other participant or broadcast the key

to the community at large. Although this approach is convenient, it has a major

weakness: anyone can forge such a public announcement. Notice that the problem

of key distribution has been transferred to secure delivering of public keys. Kohn-

felder first introduced the concept of using a signed data structure or “certificate”

to convey the public key to relying parties in his 1978 bachelor’s thesis [Koh78].

Thus, over two decades ago, it was recognized that a scalable and secure method

(from an integrity perspective) would be required to deliver the public keys to the

parties that needed them.
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Certificates can be accepted as a way of distributing the public keys because

they are signed digitally by a “Trusted4 Third Party” (TTP) called certificate “is-

suer”. Because certificates are unforgeable (they are signed), they can be placed

in a repository server without the need for the repository to make special efforts to

protect them. There are several kinds of certificates5 including:

• X.509 ICs (Identity Certificates) [HFPS99, PFS02].

• SPKI (Simple Public Key Infrastructure) certificates [Ell99, EBL+99].

• PGP (Pretty Good Privacy) certificates [Ken93].

• ACs (Attribute Certificates) [FH02].

In particular, in this thesis, we address issues related with Identity Certificates (ICs)

so from here on when we refer to the term certificate we actually refer to an IC.

ICs are one of the most widely used certificates. Their main function is to bind a

public-key with an identity. In this sense:

An IC states an association between a name called a Distinguished
Name (DN) and the user’s public-key.

Therefore, the authentication of the certificate relies on each user possessing a

unique DN. DNs use the X.500 standard [X.588] and are intended to be unique

across the Internet. The TTP that issues the ICs is called the Certification Authority
(CA) and the X.509 standard [ITU00, X.597] defines what information can go

into a certificate and its format. All X.509 certificates have the following data, in

addition to the signature:

• Version. This field identifies which version of the X.509 standard applies to

this certificate, which affects what information can be specified in it. So far,

three versions have been defined.
4Trust in a principal can be defined as a belief that, when asked to perform an action, the prin-

cipal will act according to a pre-defined description. In particular, this belief implies the belief that
the principal will not attempt to harm the requestor independently of the way it fulfills the request
[Nik99].

5Actually, any data that contains a digital signature could be considered a certificate.
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• Serial Number. The entity that created the certificate is responsible for as-

signing it a serial number to distinguish this certificate from other certificates

issued by the entity.

• Signature Algorithm Identifier. Identifies the asymmetric algorithm used by

the issuer to sign the certificate.

• Issuer Name. The DN of the issuer.

• Validity Period. Each certificate is valid only for a limited amount of time:

it is not valid prior to the activation date (not-valid-before) and it is not

valid beyond the expiration date (not-valid-after).

• Subject Name. The DN of the entity whose public-key the certificate identi-
fies.

• Subject Public Key Information. This is the public-key of the entity being

named, together with an algorithm identifier which specifies which public-

key crypto system this key belongs to and any associated key parameters.

Currently, there are three versions of X.509 ICs. Version 1 has been available since

1988. It is widely deployed and is the most generic. Version 2 introduced the

concept of subject and issuer unique identifiers to handle the possibility of reuse of

subject and/or issuer names over time. However, most certificate profile documents

strongly recommend that names not be reused. This is why version 2 certificates

are not widely used. Version 3 is the most recent (1996) and it supports the notion

of extensions, whereby anyone can define additional information and include it

in a certificate extension. Extensions can be marked critical to indicate that the

extension should be checked and enforced. There are also non-critical extensions

that can be taken into account by relying parties or that can be “silently” ignored,

that is, the extension can be ignored without any further action on the part of the

relying party.

1.2.6 The basic functionality of a Public Key Infrastructure

Alice wants to securely communicate with Bob. In essence, this means that Alice

does not want someone else to listen to the conversation, wants the information
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sent to Bob not to be altered on their way to him and finally she would possibly

like a mechanism to prove that she had this conversation, in case, for some reason,

Bob claim he did not. Below we describe the basic steps and the infrastructure

necessary to establish a secure communication between Alice and Bob [Xen] (see

Figure 1.1).

Repository

Bob

CAb

RAa

CAa

Alice

Alice

CAa

 CAa

CAb

Alice

4

5

3

1

2 3

Alice

CAa

Trust Relationship

Figure 1.1: Using certificates in secure transactions.

1. Alice creates a public/private key pair using a public key algorithm. Then,

she creates a certificate request, which is the certificate just prior to sign-

ing by the Certification Authority. Alice sends her certificate request to the
Registration Authority (RA) for its signature.

2. Any action of approval or disapproval takes place at the RA. Then, the RA

sends the request to the CA for policy approval and to be signed.

3. The result of the signing the certificate is sent back to Alice through the RA

or it is often stored on a repository.

4. Alice can claim that her public key is trustworthy. Bob who wants to commu-

nicate with her, asks for her certificate. Bob, in order to verify her certificate,

finds the public key of the CA that signed the Alice’s public key. He needs
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to do that securely. If they are both on the same CA then he has it already.

If not, Bob may ask his CA to contact the Alice’s CA for its public key. In

order to obtain this public key, Bob has to obtain a certificate for Alice’s CA

from another CA whose public key is already securely obtained. CA certifi-

cates are certificates for a CA issued by another CA, which implies that there

is a “trust relationship” between the two CAs. This technique can be applied

recursively to obtain an increasing number of CA certificates until the public

key of the CA in question is obtained. In this way, there is a certification

path to the other user involving all the intermediate CAs whose public keys

have to be obtained.

There are three main methods for creating systems with trust relationships

between CAs. The first model is the hierarchical model, in which there is a

tree of CAs with one single root certification node (see Figure 1.2-a). The

second model is based on cross-certifications, where all CA certifications are

bilateral (see Figure 1.2-b). The third model is the hybrid model, where both

hierarchical certifications as well as cross certifications. The third model is

suitable for creating trust-relationships between two different organizations

that do not belong in the same hierarchy (see Figure 1.2-c).

5. Finally, having the authentic public keys of each other, Alice and Bob can

communicate securely.

1.2.7 What is a Public Key Infrastructure (PKI)

As we have shown, to deal with certificates, not only the CA is necessary, but also

an infrastructure that ensures the validity of electronic transactions using digital

certificates. The Public Key Infrastructure (PKI) can be defined as [HFPS99]

The Public Key Infrastructure (PKI) is defined to be the set of

hardware, software, people, policies and procedures needed to cre-

ate, manage, store, distribute, and revoke public key certificates based

on public key cryptography.

However, it must be noticed that the X.509 specification alone is not restrictive

or specific enough to form the basis of an implementation of a PKI component.
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Figure 1.2: Trust-relationships between CAs.

Realization of this fact has led to the creation of a set of mostly incompatible pro-

files. While X.509 defines an extensible syntax for all the data structures required

to perform certificate management, a profile adds three things:

1. A restriction on the sorts of data structures that an implementation is required

to understand.

2. A requirement that certain specific sorts of data structure be present, so an

implementation may rely on their presence.

3. A clear definition of the behaviour of a certificate management component,
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i.e. a specification of what it is supposed to do with the data structures in-

volved.

The best example of this is seen in certificate extensions. X.509 defines the syntax

of a series of extension types, and permits new extensions to be defined using

object identifiers (OIDs). It does not require the presence of any extensions and

does not clearly indicate what it means to support a particular extension. Thus

an implementation cannot know which extensions will be present, or exactly what

to do with them. A profile like PKIX defines a set of extensions that a PKIX-

compliant certificate management component must be able to deal with, which

extensions can be assumed to be present, and a definition of what it means to deal

with them.

The distinction between X.509 and its profiles is largely one of syntax versus

behaviour: X.509 defines the syntax of the objects, and the profile defines how the

presence and values of objects affects the behaviour of certificate management. In

addition, a profile may define extra pieces of syntax, specific to the application for

which it is designed.

In this thesis we use the PKIX profile created by the IETF because it facilitates

the use of X.509 certificates within Internet applications. Such applications may
include WWW, electronic mail, user authentication, IPsec, etc. In order to relieve

some of the obstacles to using X.509 certificates, PKIX defines a profile to promote

the development of certificate management systems; development of application

tools; and interoperability determined by policy. Following is the architectural

model for the PKI assumed by the PKIX specifications [HFPS99]. The components

in this model are (see Figure 1.3):

• End Entity (EE). User of PKI certificates and/or end user system that is the

subject of a certificate.

• Certification Authority (CA). This is the entity that issues certificates.

• Registration Authority (RA). This is an optional entity to which a CA dele-

gates certain management functions related to the registry.

• Repository. An entity or collection of distributed entities that store certifi-

cates and Certificate Revocation Lists (see Chapter 2 for further information
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Figure 1.3: PKIX reference model.

about CRLs). Repositories serve as a mean of distributing these certificates

and CRLs to EE.

Operational protocols [HFPS99] are required to deliver or transport the certificates

and the status information to certificate using client systems. There are a variety of

different means of certificate and CRL delivery, including distribution procedures

based on raw sockets, HTTP, FTP, LDAP, SMTP, and X.500.

Management protocols [HFPS99] are required to support online interactions
between PKI user and management entities. For example, a management protocol

might be used between a CA and a client system with which a key pair is associated,

or between two CAs which cross-certify each other. The set of functions which

potentially need to be supported by management protocols include:

• Registration: This is the process whereby a user first makes itself known to

a CA (directly, or through an RA), prior to that CA issuing a certificate or

certificates for that user.

• Initialization: Before a client system can operate securely it is necessary

to install key materials which have the appropriate relationship with keys

stored elsewhere in the infrastructure. For example, the client needs to be

securely initialized with the public key and other assured information of the
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trusted CA(s), to be used in validating certificate paths. Furthermore, a client

typically needs to be initialized with its own key pair(s).

• Certification: This is the process in which a CA issues a certificate for a

user’s public key, and returns that certificate to the user’s client system and/or

posts that certificate in a repository.

• Key pair recovery: As an option, user client key materials (e.g., a user’s

private key used for encryption purposes) may be backed up by a CA or a
key backup system. If a user needs to recover these backed up key materials

(e.g., as a result of a forgotten password or a lost key chain file), an online

protocol exchange may be needed to support such recovery.

• Key pair update: All key pairs need to be updated regularly, i.e., replaced

with a new key pair, and new certificates issued.

• Revocation request: An authorized entity advises a CA of an abnormal situ-

ation requiring certificate revocation.

• Cross-certification: Two CAs exchange information used in establishing a

cross-certificate. A cross-certificate is a certificate issued by one CA to an-

other CA which contains a CA public signature key used for issuing certifi-

cates.

Online protocols are not the only way of implementing the above functions. For

all functions there are offline methods of achieving the same result, and the PKIX

specification does not mandate use of online protocols. For example, when hard-

ware tokens are used, many of the functions may be achieved as part of the physical

token delivery. Furthermore, some of the above functions may be combined into

one protocol exchange. In particular, two or more of the registration, initialization,

and certification functions can be combined into one protocol exchange.
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1.3 Motivation, Objectives and Contributions of this The-
sis.

The Public Key Infrastructure (PKI) is responsible for the certificates not only at

the issuing time but also during the whole life-time of the certificate. Notice that

the certificate has a bounded life-time: it is not valid prior to the activation date

(not-valid-before) and it is not valid beyond the expiration (not-valid-after)

date. Typically, the validity period of a certificate ranges from several months to

several years. In this context, certificate revocation can be defined as

Certificate revocation is the mechanism under which an issuer can

revoke the binding of an identity with a public-key before the expira-

tion of the corresponding certificate.

Thus, the existence of a certificate is a necessary but not sufficient evidence for its

validity, the PKI needs to provide applications that use certificates with the ability

to check, at the time of usage, that the certificate is still valid (not revoked).

The very first objective of this thesis is to present a comprehensive survey and

analysis of the main existing revocation schemes. Understanding revocation is an

important concern to both, PKI service providers and PKI end users. By better

understanding the complexities of certificate revocation, either of these entities

can improve their decision-making process by accounting for the great quantity of

variables inherent in certificate revocation.

On the other hand, many contributions have appeared in the literature on PKI

in these last years. Some of them address the problem of identifying more sophisti-

cated and efficient mechanisms to perform the various operations of a PKI. A par-

ticular emphasis is put on the certificate revocation problem. However, not much

attention has been payed to the evaluation of these mechanisms. Taking into ac-

count that this is an open problem another objective of this thesis is propose a way

of evaluating revocation systems. In this sense we first put some effort on creating

an analytical model to evaluate revocation systems [MF02]. Our model6 is based

on “queue theory” and using this model we are able to obtain some remarkable

6We finally decided not to include the analytical model in this document, so you are referred to
the original paper for further information.
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results for the main revocation standards: CRL [HFPS99] and OCSP [MAM+99].

However, these revocation systems are quite simple and we realized that in order

to evaluate more sophisticated systems we had to first simplify the number of pa-

rameters managed by the model and second complicate too much the model. For

this reason we decided to develop a test-bed for evaluating certificate revocation

systems. So the development of this test-bed has become another objective of the

thesis. Moreover, performance evaluation of particular implementations is only

possible with a test-bed. Thus, in our opinion a test-bed provides the most reliable

and accurate way of performing evaluation. Another reason that make us decide

on developing a test-bed is getting some practical skills and learn the “know-how”

behind a revocation system.

On the other hand, it is accepted that the certificate revocation represents one

of the hardest scalability problems of the whole PKI so this aspect is getting more

and more crucial with the development of wide spread PKIs. There are studies that

even argue that the running expenses of a PKI derives mainly from administering

revocation [Stu95]. Taking this fact into account a revocation needs to be fast, effi-

cient, timely and particularly appropriated for large infrastructures. Due to that, it

is necessary to reduce the number of time-consuming calculations and to minimize

the amount of data transmitted in the revocation system. So the last objective of

the thesis is to develop scalable revocation systems able to timely, securely, and

cost-effectively manage the revocation information. In this respect, we have three

new proposals that we briefly review below.

The first proposal, called H -OCSP, is a modification over the OCSP Standard.

H -OCSP is fully inter-operable with OCSP (OCSP clients can operate with an

H -OCSP responder and vice-versa). The point of H -OCSP is that it reduces the

processing burden in the responder and therefore the risk of running out of pro-

cessing resources. As a result, an H -OCSP responder is better protected against

DoS attacks than a standard one. H -OCSP is based on a hash chain to update

pre-produced responses at a low cost. Clients can also benefit from H -OCSP: they

can store the H -OCSP responses of the most used certificates in their cache so that

these responses can be later updated with little information and processing.

The second proposal, called AD-MHT, is based on the Merkle Hash Tree

(MHT) and it uses a 2-3 tree to build the MHT. To our knowledge there are no
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published implementations of such a system so we have to face important open

issues for implementing the system. These issues include how to respond to a

request, how to revoke a certificate, how to delete an expired certificate, the com-

munication protocol with the end users and the verification of a response. On the

other hand, the performance evaluation of the AD-MHT will show that it might be

a good choice for distribution of status data among end users because AD-MHT

does not require much bandwidth or processing capacity, and repositories can be

used to respond to status requests.

The third proposal, called E-MHT, is based on the previous proposal but we

add some mechanisms to the basic data structures of AD-MHT that allow the E-

MHT to provide a response size that is close to (or even better than) typical online

systems such as OCSP without degradating other resources of the system. These

mechanisms include the optimization of the P aths for non-revoked certificates, the

division of the revoked certificates among multiple MHTs, the re-utilization of the

Digests and the cached responses updating at a low cost.

Finally, we would like to mention the publications related with this Thesis.

They are listed below:
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• J. Muñoz, J. Forné, O. Esparza, and M. Soriano, “Certificate Revocation Sys-
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of Information Security (IJIS), 2003. (To appear).

• M. Soriano, O. Esparza, M. Fernandez, J. Forné, J. L. Muñoz, and J. Pegueroles,

“Secure Brokerage Mechanisms for Mobile Electronic Commerce,” Elec-

tronic Commerce Research (ECR). (To appear).
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1.4 Thesis Organization

The layout of this Thesis is as follows:

• In Chapter 2, “The Certificate Revocation”, we briefly present the certificate

revocation paradigm, the reference model that we use to describe the ele-

ments and the mechanisms involved in the revocation process and the main

approaches and standards that have been proposed in the literature.

• In Chapter 3, “Cervantes”, we make a comprehensive description of Cer-

vantes (Certificate Validation Test-bed). Cervantes is a client/server Java

platform that has been developed by the authors to test, develop, and evalu-

ate certificate revocation systems.

• In Chapter 4, “H -OCSP”, we review an architecture for m-commerce in

which a broker is used as OCSP responder for the certificate validation. We

also present a modification over OCSP called H -OCSP. H -OCSP is a way
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to reduce the computational load and the bandwidth requirements of OCSP

which is specially desirable in the wireless environment.

• In Chapter 5, “AD-MHT”, we explain in detail one of the certificate revoca-

tion systems based on the Merkle Hash Tree (MHT) that we have developed.

The revocation system is named AD-MHT and it uses the data structures

proposed by Naor and Nissim in their Authenticated Dictionary (AD).

• In Chapter 6, “E-MHT”, we present the Enhanced-MHT (E-MHT). The E-

MHT is based on the AD-MHT but we add some mechanisms to the basic

data structures of AD-MHT that allow the E-MHT to provide a response size

that is close to (or even better than) typical online systems such as OCSP

without de-gradating other resources of the system.

• Chapter 7, “Conclusions and Future Work”, we conclude explaining the most

remarkable results obtained from this thesis. Some guidelines for future

research are given in this final chapter as well.
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Chapter 2

The Certificate Revocation

2.1 Introduction

As we argued in the previous chapter when Alice wants to securely communicate

with Bob, the exhibition of Bob’s certificate is not a sufficient evidence for Al-
ice. Alice also needs to “validate” the certificate. The validation of a certificate

comprises two mechanisms:

• Certification path validation. Simplifying, this mechanism is necessary when

Alice wants to establish a secure transaction with Bob and the CA of Bob’s

certificate is different from Alice’s CA (see Section 1.2.6). Then, Alice needs

a mechanism to build and validate a chain of certificates that finally certifies
Bob’s CA.

The problem of verifying a certification path remains an open topic (see

“Delegated Path Validation and Delegated Path Discovery Protocol Require-

ments” [PH02] for further information).

• Certificate status checking. This is the mechanism that defines how the sta-

tus of a certificate (revoked/not revoked and perhaps other additional status

data) must be communicated to relying parties. Among other things the sta-

tus checking must define the data format to be exchanged and the entities

that take part in this process. This thesis is focused on the study of this

mechanism.
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2.2. Understanding revocation

The rest of the chapter is organized as follows: in Section 2.2 we analyze the

revocation mechanism. In Section 2.3 we review the main reasons for revocation.

In Section 2.4 present the certificate revocation paradigm and the reference model

that we use to describe the elements and the mechanisms involved in the revocation

process. In Section 2.5 we show the main functions of the CMP protocol. In

Section 2.6 we present the main approaches and standards that have been proposed

in the literature regarding certificate status checking. Finally, in Section 2.7, we

summarize the most remarkable features of the main status checking mechanisms.

2.2 Understanding revocation

The problem of certificate revocation is deeper than it seems at the first glance.

Consider a digital certificate c1 issued to Alice which contains Alice’s public key

(KUAlice) and is signed by CA1. Suppose Alice has another digital certificate c2

with the same public key (KUAlice) and issued by CA2, different from CA1. The

problem arises if CA1 revokes the certificate c1. It means that c1 is no longer valid
but says nothing about c2 which contains the same identity and public keys as that

of c1. Revocating c1 could mean undo of any of the following:

1. KUAlice: which means that Alice’s public key could not be trusted anymore

as they have been compromised.

2. KUAlice ↔DNAlice: the binding between Alice’s DN and her public keys have

been compromised.

3. CA1 binding on KUAlice ↔ DNAlice: the issuer could no longer vouch for the

binding between the keys and the identity.

Each of these cases means something different, and chain processing in the pres-

ence of revocation information acts differently in each case. Consider the first case

above, where revocation of c1 denotes compromise of the subject public key. In

this case, the fact that c1 is revoked should cause all other certificates that involve

the subject public key KUAlice to be no longer valid. So, not only is c1 now invalid,

but c2 itself is also now invalid. Ideally, if any certificate for a given subject public
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key is revoked for reasons of key compromise, all such certificates would immedi-

ately be revoked, but obviously it is very difficult to guarantee this behavior. Thus,

it may be argued that relying parties have a duty to check revocation status on all

certificates naming a particular subject public key even if they themselves are not

relying on those certificates for chain building.

The second case, direct revocation of the KUAlice ↔ DNAlice binding by the

issuer, is a fuzzier situation. As both the certificates c1 and c2 belong to Alice,

the relying parties could reasonably choose to reject c2 if they know c1 is revoked

(even though c2 is not revoked explicitly).

Finally, in the third case we have revocation of certificate c1 because the issuer

of that certificate no longer has a relationship with the subject public key. Revo-

cation here speaks not to the validity of the name ↔ key binding but rather to a

lack of contractual obligation. Revocation of c1 should not in any way impact c2

as there is no authorization statement from the issuer of c2 concerning the validity

of the subject public key KUAlice itself. In this thesis we always assume the third

case.

2.3 Reason for revocation

The fact that the act of revoking a particular certificate needed to be qualified with

intended semantics was recognized by the authors of the X.509 standard. In X.509

it is possible to include a reason code for each revoked certificate. Reason codes

are semantics modifiers and can specify situations such as:

• Key compromise.

• CA compromise (in this case all the certificates issued by this CA must be

revoked).

• Affiliation change (including subject name changes).

• Superseded.

• Cessation of operation (the certificate is no longer needed for its original

purpose).
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Figure 2.1: Reference Model

2.4 Certificate revocation paradigm

Figure 2.1 presents the reference model used in this thesis to describe the certificate

revocation paradigm. In this reference model we have removed the entities and

mechanisms that are not directly involved in the revocation process and we have

added the things that were missing in the PKIX model (see Figure 1.3).

The revocation process starts with a request to revoke a certain certificate. Usu-

ally the owner of the certificate to be revoked, an authorized representative or the

issuer CA can create revocation requests but, in general, the Certification Policy
(CP) defines who is able to perform this task in each PKI domain. To revoke the

certificate, an authorized entity generates a revocation request and sends it to the

Revocation Data Issuer (RDI). RDI1 is the term that we use to define the TTP that

has the master database of revoked certificates. The RDI is also responsible for

transforming the revocation records from the database into “status data”. The sta-

tus data has the appropriate format in order to be distributed to the EEs. The status

data usually includes the following fields:

• Certificate Issuer. This is the DN of the CA that issued the target certificate

or certificates.

1The CA that issued the certificate is often the one who performs the RDI functions for the
certificate, but these functions can be delegated to an independent TTP.
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• Validity Period. This period of time bounds the status data life-time (ob-

viously this validity period is much smaller than the validity period of the

certificate).

• Issuer Name. This is the DN of the TTP that issued the status data.

• Cryptographic Evidence. The evidence must demonstrate that the status data

was issued by a TTP.

• Serial Number. This is the serial number of the target certificate or certifi-

cates.

• Revocation Date. This is the date when the target certificate was revoked.

• Reason Code. Optionally, a revocation reason for guidance can be specified.

Standard revocation codes are: unspecified, keyCompromise, cACompromise,

affiliationChanged, superseded, removeFromCRL,

cessationOfOperation and certificateHold.

In the vast majority of the revocation systems, EEs do not have a straight connec-

tion to the RDI. Instead, the RDI publishes the status data in “repositories” or "re-

sponders". The main function of both repositories and responders is to answer the

EE requests concerning the status of certificates (status checking). The difference

between them is that repositories are non-TTPs that store status data pre-computed

by the RDI while responders are TTPs that have a private-key and that provide a

signature (that serves as cryptographic evidence) for each response.

Certificate status checking policies can be classified in different ways [Woh00]:

1. By the kind of status checking provided. The check can be performed either

“offline” or “online”. Sometimes both methods are applied.

• Offline scheme: the status data is pre-computed by an RDI and then it

is distributed “offline” to the requester by a repository.

• Online scheme: the status data is provided “online” by a responder and

a cryptographic evidence is generated during each request. This can

provide up-to-date information.
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2. By their kinds of lists. They can be either negative or positive. Sometimes

both mechanisms are combined.

• Negative (“black”) lists contain revoked certificates.

• positive (“white”) lists contain valid certificates.

3. By the way of providing evidence.

• A “direct” evidence is given if a certificate is mentioned in a positive

or negative list, respectively. Then it is supposed to be not revoked or

revoked, respectively.

• An “indirect” evidence is given, if a certificate cannot be found on a

list and therefore, the contrary is assumed.

4. By the way of distributing information. It can be either via a “push” mecha-
nism or “pull” mechanism.

• Push mechanism: the repository or the responder periodically updates

the client of the revocation.

• Pull mechanism: the client asks the repository or the responder for

status data.

A few requirements can be defined to evaluate revocation systems:

Population Size. The absolute size of the number of potentially revocable cer-

tificates can strongly influence the approach taken. Obviously, a solution

intended to address a large population may require more resources and com-

plexity as compared to a smaller group.

Latency. The degree of timeliness relates to the interval between when a RDI

made a revocation record and when it made the information available to the

relying parties. A more eager mechanism to update and convey this infor-

mation will proportionally consume more bandwidth.
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Connectivity. Does the relying party need to be online in order to ascertain the

reliability? Online mechanisms create critical components in the overall se-

curity design because they make difficult to ensure that the system is opera-

tional and functional at any given moment.

Finally, it is worth mentioning that status checking is the mechanism that has the

greatest impact on the overall performance of the certificate revocation system.

Therefore, a status checking needs to be fast, efficient and timely, and it must scale

well too. It is therefore necessary to minimize two fundamental parameters:

Processing capacity. The number of time-consuming calculations like generation

and verification of digital signatures.

Bandwidth. The amount of data transmitted.

2.5 Certificate Management Protocols

The CMP (Certificate Management Protocols) [AF99] define the PDUs (Protocol

Data Units) for the set of operations for all relevant aspects of certificate creation

and management. These operations include CA establishment, EE initialization,

registration, creation of certificates, key pair update (reissuation of certificates),

certificate update, cross-certification request, cross-certificate update, key recov-
ery operations, certificate publication, CRL publication and revocation request.
Only the two last functions are relevant to this thesis. In Chapter 3 we will show

how we manage these functions in the platform that we have developed.

2.6 Status Checking Protocols

2.6.1 Based on Lists

Traditional CRL (CRL)

The simplest approach for status checking is the traditional-CRL (Certificate Re-

vocation List). CRL is the most mature approach and has been part of X.509 since

its first version. A CRL is a “black” list of all revoked but not expired certificates
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Figure 2.2: Field structure of a X.509v2 CRL.

issued by a certain CA. The integrity and authenticity of the CRL is provided by

the digital signature appended to the CRL. In traditional-CRL the RDI of the CRL

is the CA that signed the issued certificate. Notice that as the CRLs are signed,

they can be distributed by means of repositories.

There are two versions of X.509 CRL. X.509v1 CRL was defined in the orig-

inal X.509 specifications [X.588]. X.509v1 CRLs are inherently flawed due to

scalability concerns (that is, the size of a X.509v1 CRL could easily grow beyond

acceptable limits) and functionality limitations specifically related to the inabil-

ity to extend the CRL with additional features when needed. Moreover, X.509v1

CRLs are subject to CRL substitution attacks (that is, it is possible to maliciously

substitute one CRL for another without detection).

X.509v2 CRL [X.597] introduce the notion of extensions (similarly to exten-

sions in X.509v2 ICs, see also Section 1.2.5). Certain extensions have been defined

on a per revoked certificate entry basis, and others are defined on a per CRL basis.

Extensions may be marked critical or non-critical. An extension marked critical

should be processed and understood by the relying party while non-critical ex-

tensions may be silently ignored if they are not understood by the relying party.

X.509v2 CRL has also been profiled by the IETF to realize interoperability in the

Internet in [HFPS99]. The generic structure of a X.509v2 CRL is represented in

Figure 2.2.

• Version. This is the version of the CRL (if present the value is 2, if not

present it indicates that CRL is Version 1).

• Issuer. This is the DN of the CRL issuer.
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• ThisUpdate. This is the the date the CRL was created.

• NextUpdate. Optionally, the date the next CRL is scheduled to be issued can

be specified.

• RevokedCertificates. There is an entry for each revoked certificate. Revoked

certificates are referenced by a unique identifier (that is, entries contain the

unique serial numbers of the revoked certificates, not the actual certificates).

Each entry also includes:

– RevocationDate. This is the time that the certificate was no longer

considered valid.

– entryCRLExtensions. Optionally, it may include per entry extensions.

• CRLExtensions. Optionally, it may include CRL extensions.

• Signature. This is the signature of the CRL.

• Signature Algorithm. This is the algorithm used to generate the signature.

Some of the most relevant per entry extensions are:

• ReasonCode. The reason the certificate was revoked.

• CertificateIssuer. The name of the certificate issuer. If the Certificate Issuer

extension is present, it must be marked critical in accordance with X.509

(see Indirect-CRL later in this Chapter).

Some of the most relevant per CRL extensions are:

• CRLNumber. Unique serial number relative to the issuer for this CRL. The

serial number allows the detection of missing CRLs for any given CRL is-

suer. Although this extension is always marked non-critical, the generation

of this field is mandated in the IETF profile [HFPS99, PFS02].

• IssuingDistributionPoint. This parameter indicates the name of the CRL

distribution point and the types of certificates contained within the CRL (see
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Distribution Points later in this chapter). When applicable, it is also used

to indicate that the CRL is an Indirect CRL (see Indirect-CRL later in this

Chapter). This extension, if present, must be marked critical in accordance

with X.509.

• Delta-CRLIndicator. This extension indicates that this CRL is a Delta-CRL

as opposed to a Base-CRL. This extension, if present, must be marked criti-

cal in accordance with X.509 (see Delta-CRL later in this Chapter).

Overissued CRL (O-CRL)

The traditional method of issuing CRLs involves a CA periodically publishing a

CRL. Since CRLs may have a large size, they are usually cached by the client dur-

ing their validity period to enhance performance. Caching of CRLs also facilitates

the ability to verify certificates while working offline. There is a problem with

the traditional method of issuing CRLs because the CRLs cached by every relying

party expire at the same time. Immediately after the CRLs expire, and a new CRL

is issued, every relying party will need to obtain a CRL from the repository in order

to perform the status checking. As a result, there is a relatively high request rate

when a new CRL is issued while if CRLs are valid for a relatively long period of

time, then there will be also periods of time in which the repository is practically

unused. Overissued CRL (O-CRL) [Coo99] addresses a way of reducing the peak

request rate of CRLs towards the repositories and evenly distribute the requests

across time. This is achieved by allowing multiple CRLs to have overlapping va-

lidity periods. O-CRL simply consists in issuing more than just one CRL during

a validity period. The result will be that the CRLs in relying parties’ caches will

expire at different times and so requests to the repository for new CRLs will be

more spread out (see performance evaluation about this in Section 3.7.1).

Indirect CRL (I-CRL)

Indirect CRL (I-CRL) enables a RDI to pick revocation records up from multiple

CAs to be issued within a single CRL. I-CRLs can be used to reduce the number

of overall CRLs that need to be retrieved by relying parties when performing the
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certificate validation process. For example, a single PKI domain may have several

CAs. Rather than force a relying party to retrieve multiple CRLs (one for each CA),

the domain may decide to improve efficiency by combining all of that domain’s

status data into one Indirect CRL.

The I-CRL is based on the same construct that defines a traditional-CRL, but
there are certain extension values that distinguish an Indirect CRL from a CRL:

the Indirect CRL Boolean attribute within the IssuingDistributionPoint extension

of the X.509v2 CRL would be set to TRUE to indicate that this CRL contains re-

vocation information from multiple CAs. Given that the revocation information is

originating from multiple sources, it is necessary to identify which CA is associated

with the individual entries in the list of revoked certificates. This is accomplished

with the CertificateIssuer extension associated with each entry.

CRL Distribution Points (CRL-DP)

In CRL Distribution Points (CRL-DP), each CRL contains the status information

about a certain subgroup of certificates of the CA domain. This approach allows

status data from a single CA to be posted in multiple more manageable CRLs. Each

certificate has a pointer to the location of its DP (Distribution Point), so there is no

need to either search through distribution points or have a priori knowledge of the

revocation information locations.

The syntax of the IssuingDistributionPoint extension of the X.509v3 IC en-

ables one to identify the specific location of the corresponding CRL partition. In

this sense, the DP can identify a specific server, as well as the specific location

within that server where the CRL partition can be found. In summary, CRL Distri-

bution Points offer a much more scalable alternative as compared to complete CRL

postings. They can also be used to alleviate the performance issue when combined

with proper partitioning and caching.

One drawback associated with the use of standard CRL-DP is that once the as-

sociated certificate is issued, the CRL partition pointed to by the DP is fixed for the

life of that certificate. It also implies that the issuing CA has a prior knowledge re-

garding how the CRL information should be partitioned, and that this partitioning

cannot change over time. However, it may be desirable to make this more flexible
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so the CRL partition sizes and storage locations may vary over time. Further, parti-

tioning criteria could be based on a number of elements, including certificate serial

number ranges, revocation reasons, certificate types, or any other range criteria that

might apply to CRL information. In order to implement these more flexible and

dynamic partitioning criteria is is necessary to define new CRL extensions.

Delta CRL (D-CRL)

Delta-CRL (D-CRL) is an attempt to reduce the size of the CRLs in order to en-

hance timeliness without significantly impacting performance. Delta-CRLs can

be used in conjunction with full CRL postings or with CRL-DP. The idea behind

Delta-CRLs is to allow incremental publications of status data, without requiring
the generation of a complete, potentially voluminous CRL each time a certificate is

revoked. However, D-CRLs do not eliminate the requirement for either a full CRL

posting or, alternatively, a CRL-DP. Delta-CRLs are, by definition, based on some

previously posted information. This previous posting is referred to as a Base-CRL

, and the Delta-CRL contains status data about the certificates whose status have

changed since the issuance of the Base-CRL. This allows for the publication of

relatively small Delta-CRLs that can be issued on a much more frequent basis than

the Base-CRL, thus optimizing the performance and timeliness.

It is possible to create and post multiple Delta-CRLs against the same Base-

CRL. Each subsequently issued Delta-CRL contains the complete list of revoked

certificates from the previously issued Delta-CRL plus any new certificates that
have been revoked. Thus, it is only necessary to retrieve the latest Delta-CRL;

it is not necessary to accumulate previously issued Delta-CRLs. Delta-CRLs can

also be cached until the validity period associated with the Delta-CRL expires.

Alternatively, caching can be prohibited so that a Delta-CRL would have to be

retrieved every time a given certificate is validated.

Windowed Certificate Revocation (WCR)

According to [MJ00] there are two fundamental approaches to the distribution of

information about revocation of certificates: explicit and implicit.

In PKIs that employ explicit revocation, each issuer explicitly states which
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certificates are revoked, and indirectly which are not revoked. For instance, in

systems based on the X.500 standard, each issuer periodically generates a CRL.

The presence of the certificate in the list “explicitly” states revocation. In PKIs

that employ implicit revocation, lack of revocation is asserted implicitly through

the verifier’s ability to retrieve the certificate. Any certificate retrieved from the

issuer is guaranteed to be valid at or near the time of retrieval. Associated with

each certificate is a time to live (TTL), which represents the maximum time the

certificate may be cached. Thus, in implicit revocation, the window of vulnerability

is the TTL. The performance of a system that uses implicit revocation is limited by

the cost of acquiring certificates: supplying real-time information on revocation

status during each acquisition is computationally expensive.

Windowed revocation involves a hybrid of explicit and implicit revocation that

affords the desired scalability. In windowed revocation, the issuer asserts revo-

cation in two different ways at two different times: (1) implicitly during initial

acquisition of a certificate, and thereafter (2) explicitly through periodically pub-

lished CRLs. Verifiers acquire CRLs from issuers directly. Retrieved certificates

are guaranteed to be non-revoked, fresh, and authentic. Subsequent validation of

the revocation statuses of certificates is effected primarily through CRLs. CRLs

are generated at uniform time intervals and revoked certificates are mentioned in

the CRLs that occur during possibly longer intervals denoted as “revocation win-
dows”. A revocation window is the time during which a certificate may be cached

without further validation. The revocation window is specified by the issuer and

documented in each certificate. By bounding the times during which each revoked

certificate must be included in the periodic CRLs, revocation windows limit the

sizes of CRLs and thus the costs of distributing them.

2.6.2 Systems Based on Online Signatures

Some online status checking mechanisms have been proposed in the literature (OC-

SPv1 [MAM+99], SCVP [MHHF02], OCSPv2 [MAA00], OCSP-x [HB99] etc.)

but finally only the Version 1 of the Online Certificate Status Protocol (OCSP) has

become popular. The OCSP has been proposed by the PKIX workgroup of the

IETF. OCSP is a relatively simple request/response protocol that allow certificate-
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using applications to determine the revocation status of an identified certificate.

The status data is available online from TTP referred to as an OCSP responder.

An OCSP request is comprised of the protocol version number (currently only

Version 1 is defined), the service request type, and one or more certificate identi-

fiers. The certificate identifier consists of the hash of the certificate issuer’s DN,

the hash of the issuer’s public key, and the certificate serial number. Additional

optional extensions may also be present.

Responses are also fairly straightforward, consisting of the certificate identifier,

the certificate status (that is, "good," "revoked," or "unknown"), and the validity

interval of the response associated with each certificate identifier specified within

the original request. If the status of a given certificate is "revoked," the time that

the revocation occurred is indicated and, optionally, the reason code for revocation

may also be included. Like the request, the response may also contain optional

extensions. OCSP also defines a small set of error codes that can be returned in

the event that processing errors are encountered. The OCSP responses can contain

three times:

• thisUpdate is the time at which the status being indicated is known to be

correct.

• nextUpdate is the time at or before which newer information will be avail-

able about the status of the certificate.

• producedAt is the time at which the OCSP responder signed this response.

Whether or not the OCSP response can be cached locally will ultimately be a policy

decision dictated by the governing domain.

The interaction between a relying party and an OCSP responder is illustrated

in Figure 2.3. The Figure also illustrates that numerous revocation strategies can

be implemented behind the OCSP responder. On the other hand, OCSP responses

must be digitally signed to provide assurance that the response is originating with

a trusted entity and that it is not altered in transit. The signing key used by the

responder may belong to the same CA that issued the subject certificate or it could

be a brand new signing key that has been approved through delegation by the CA

that signed the subject certificate. In any case, the relying party must be able to
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Figure 2.3: Using OCSP.

trust the response, which inherently implies that the signing public key must be

trusted by the relying party. The relying party must, therefore, obtain a copy of the

OCSP responder’s public key certificate, and that certificate must be signed by a

trusted source. Requests may also be signed, but this is an optional feature within

the protocol that depends on the particular CP of the PKI domain. Location(s) of

the OCSP responder(s) applicable to a particular certificate can be conveyed as part

of the certificate itself (much the same as CRL-DP). Alternatively, the locations of

one or more OCSP responders can be configured locally or via some other means.

On the other hand, there seems to be some confusion regarding the utility of this

protocol, especially in the sense of whether or not it can offer both real-time and

up-to-date information regarding the revocation status of a given certificate. While

the protocol itself offers a real-time response (assuming an appropriate OCSP re-

sponder is available online to service the requests), it does not necessarily mean

that the reply from the OCSP responder will comprise a zero latency response re-

garding the current revocation status of the certificate. Stated another way, OCSP

is nothing more than a protocol. It does not specify the backend infrastructure that

might be used to collect the revocation information. Thus, it does not necessar-

ily eliminate the need for CRLs or other methods for collecting status data, and

the "freshness" of the information supplied by the OCSP responder will be only
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Figure 2.4: Sample MHT.

as up-to-date as the latency involved in obtaining the revocation information from

their definitive source. In addition, the responses from an OCSP responder must be

digitally signed, and this may result in a significant performance impact. However,

it also may be possible to pre-produce at least some subset of responses, which

can be used to help alleviate some of the performance overhead (see Chapter 4 for

further information on this).

2.6.3 Systems based on the Merkle Hash Tree

There are some revocation systems that are based on the Merkle Hash Tree (MHT).

The MHT [Mer89] relies on the properties of the OWHF. It exploits the fact that

an OWHF is at least 10,000 times faster to compute than a digital signature, so

the majority of the cryptographic operations performed in the revocation system

are hash functions instead of digital signatures. A sample MHT is represented in

Figure 2.4.

The MHT allows content to be retrieved in a trusted fashion with only a small

amount of trusted data. The content is stored in the leaves of the MHT. A leaf

is combined with other leaves by hashing their contents to generate a node in the

upper level of the tree. By recursively applying this computation, the last level of

the tree only contains one node that is called the “root”. A TTP must sign the root

to ensure authenticity and integrity of the MHT.

The presence of certain data in the MHT can be determined by verifying that

there is a P ath that cryptographically binds the leaf (that contains the requested

38



Chapter 2. The Certificate Revocation

data) to the root. Thus, users need the P ath for the leaf that contains the requested

data (i.e the nodes necessary to compute the root) and the root signed by the TTP to

verify a response from the MHT. A response is verified by checking that the signed

root is identical to the root computed from the P ath. Below we briefly describe the

main MHT-based systems, anyway we recommend to take a look at Section 5.2.1

for further information on the MHT.

The Certificate Revocation Tree (CRT)

In CRT (Certificate Revocation Tree) [Koc98], the RDI is called the CRT-issuer. A

CRT-issuer can serve more than one CA, so it must obtain the revocation records

from all the CAs served. Data stored in the leaves of the MHT are expressed as a

sequence of statements for each participating CA. Each statement is a condition on

the serial numbers of the certificates and on which CA issued them. Statements are

ordered sequentially relative to a given CA, and the set of statements for a given

CA is also sequentially ordered relative to all the other known CAs. Below we

show a sample CRT statement literally taken from [Koc98]:

c j : CAx = CA2 and 156 ≤ X < 343 (2.1)

The statement c j indicates that the certificate with serial number X =

156 issued by CA2 has been revoked, while the certificates with serial

numbers from X = 157 to X = 343 (both included) issued by CA2 have

not been revoked.

A possibility for computing H0, j for c j can be

H0, j = h(CA2|156|343) (2.2)

.

Where “|” means concatenation. On the other hand, CRT is a binary balanced

tree: binary because each internal node within the tree has no more than two chil-

dren2 and balanced because there is the same number of levels from any leaf within
2If the CRT is formed by an odd number of leaves, there is a leaf N0,n−1 that does not have a pair.

Then, the single node is simply carried forward to the upper level by hashing its H0,n−1 value.
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the tree to the root. The main drawback of CRT is the management of dynamism

of the binary tree. That is, searching, adding and removing a leaf might be per-

formed in the worst case in o(n) [AHU88] where n is the number of leaves. This

is an important problem taking into account that the freshness requirements of the

revocation may lead the MHT to be updated frequently. In [KAN00, KAN01] the

authors use the MHT with random insertions and they propose a post-processing

algorithm in order to balance the CRT every time that a new certificate is added.

The Authenticated Dictionary (AD)

The Authenticated Dictionary (AD) [NN00] improves the management of the tree

dynamism, because the tree structure chosen to build the MHT is a 2-3 tree. A 2-3

tree is a balanced tree in which each internal node has two or three children. The

main advantage of this type of tree is that management tasks such as searching,

adding and removing a leaf can be performed in o(log(n)) [AHU88] where n is the

number of leaves. The data that stores a leaf in AD is basically the serial number
of a certificate that has been revoked and leaves within the tree are ordered relative

to the serial number they store. The AD is further discussed in Chapter 5 were we

also address many open questions to implement such a system.

Efficient and Fresh Certification (EFECT)

A CA in the EFECT (Efficient and Fresh Certification) scheme [GGM00] reis-

sues every certificate on a periodic basis. Each certificate that has been revoked

is altered in order to reflect its revocation. Frequent reissuing is not feasible using

the classical signature scheme because signing millions of individual certificates

takes many time if done as a serial computation. EFECT can do a more frequent

reissuing because the CA does not sign individual certificates but it signs all the

certificates in a single digital signature, making the computational overhead much

more reasonable.

The EFECT CA does this by arranging the valid certificates as the leaves of a

MHT. An EFECT certificate contains a body (the certified information), the P ath

for the authentication of the leaf that represents the certificate and the root of the

MHT signed by the CA. By verifying the EFECT CA’s signature on the root, and
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hashing the certificate body upwards with the provided P ath, the verifier knows

that if the signed root matches her computed root, the certificate is valid. Notice

that there is no revocation check since EFECT certificates are issued for a certain

periods and are never revoked.

2.6.4 Other systems

Skip Lists with Commutative Hashing (SLCH)

Skip Lists with Commutative Hashing (SLCH) is based on two new ideas (see

[GT00] for further information). First, rather than hashing up a dynamic 2-3 tree,

the hashes are performed in a skip list [Pug90]. Second, the use of commutative

hashing is introduced as a means to simplify the verification process for a user,

while retaining the basic security properties of signing a collection of values via

cryptographic hashing. The performance of SLCH is similar to the hash tree struc-

tures but the authors of SLCH claim that a skip list is easier to program than a hash

tree structure.

Certificate Revocation System (CRS)

Micali proposed the Certificate Revocation System (CRS) recently renamed as

Novomodo (see [Mic96] and [Mic02] for further information). In CRS/ Novomodo

the RDI periodically sends to each repository the list of all issued certificates, each

tagged with the signed time-stamped value of a OWHF that indicates if this cer-

tificate has been revoked or not. This approach allows the system to reduce the

bandwidth used in the status checking: namely just a certificate identifier and a

hash value indicating its status. Unfortunately, in this scheme it is necessary to

publish data for every single issued certificate, revoked or not. This requires the

size of the publication to increase to o(N), where N is the number of all non-expired

certificates issued by the certifying authority, which is typically much larger than

the number of revoked certificates.
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Hierarchical CRS (HCRS)

Aiello et al. suggested an improvement over CRS called Hierarchical Certificate

Revocation System (HCRS) [ALO98]. HCRS focuses on reducing the transmis-

sion resources used to publish the status data. To do so Aiello et al. start with the

observation that in the Micali’s scheme the CA sends to the repositories exactly the

same amount of information about each certificate. The authors try to reduce this

by organizing a clever tree and introducing a notion of complement cover families

(see [ALO98] for further information).

2.7 Summary

In this Section we summarize the main features of the three most relevant revoca-

tion systems [HMR01]: List-based, Online-based, and MHT-based systems.
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Security

List-based In general, CRLs provide strong authentication and integrity

services via their digital signature.

Online-based The OCSP scheme assumes the responder is a TTP. Thus,

firstly the the end entity must trust the responder’s public key

to verify the signature on the certificate status response. Sec-

ondly, the responder has to be online, but at the same time it
has to protect its private key against intruders.

MHT-based The security of the MHT-based is comparable to the other

schemes. The integrity protection of the status data is

excellent, and the scheme allows for untrusted repositories

since the RDI signs the root of the MHT it is impossible for

the repository to change status data.

43



2.7. Summary

Freshness and timeliness

List-based In order to assure maximum freshness, applications must

search for the most recent CRL according to their respective

CP. In a large-scale PKI, CRLs get rather large and in order

to keep the timeliness mechanisms such D-CRL or CRL-DP

must be applied.

Online-based The freshness of certificate status information from the OCSP

responder is only as fresh as the information from the backend
mechanism upon which it relies.

MHT-based The timeliness of the MHT-based schemes depends on how

fast the RDI can update the MHT, generate a signature on the

root and send this information to the repository, and how fast

the repository can update the MHT and check the signature.

Standards compliance

List-based The X.509v2 CRL model is standards compliant. This

standardization is probably the driving force behind its

widespread usage today, despite obvious shortcomings.

Online-based OCSPv1 is also an standard protocol documented by the IETF.

MHT-based The model has not been standardized and the MHT-based

systems are still “research products”. However, as we show

in Chapter 5 it is possible to use this revocation scheme with

X.509 certificates without problem.
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Downlink Bandwidth (Status Checking)

List-based CRLs are the most bandwidth-intensive choice of revocation

system: the number of revoked certificates can be assumed

to be proportional to the number of users, and this should

be multiplied with the number of users for bandwidth usage

during transmission of pushed CRLs, so the downlink band-

width usage in the status checking grows with the square of

the number of users. Note: we show performance evaluation

results of the downlink bandwidth in list-based systems in

Section 3.7.

Online-based Depending on the number of certificates included in a client’s

bulk request, the size of the response may vary widely. For

most applications or users, single certificate status queries

rather than bulk will be the predominant method so the

response size is fixed and in general the bandwidth required

by OCSP can be considered low. Note: we show performance

evaluation results of the downlink bandwidth in online-based

systems in Section 3.7.

MHT-based The bandwidth for the status checking is comparable but

worse than the online scheme. This is because in addition to

the root signed by the RDI, the P ath for the queried certificate

must be sent. Note: we show performance evaluation results

of the downlink bandwidth in MHT-based systems in Section

5.7.
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Processing capacity

List-based Traditional-CRLs require little or no processing on the part of

the repositories, who only pass on information given to them

by the CA. The CA only needs to sign the list periodically, and

the users need only verify that signature. D-CRLs and O-CRL

require more signature generations and verifications. Note: we

show performance evaluation results of the processing capacity

in list-based systems in Section 3.7.

Online-based As the number of users increase, more responders must be

added to meet the demand. In this respect, OCSP scales

linearly. Performance of the individual responder hinges on

its ability to handle the processing burdens imposed by digital

signatures. However, assessing peak processing loads for

ensuring optimal timeliness and scalability is a difficult task.

To mitigate the difficulty, OCSP offers a feature that allows a

responder to pre-produce responses and attach a validity period

to each. Note: we show performance evaluation results of the

processing capacity in online-based systems in Sections 3.7

and 4.8.

MHT-based MHT-based systems scale much better than online schemes in

terms of processing capacity consumed in the repository be-

cause only OWHFs and searches in the MHT are performed.

Note: we show performance evaluation results of the downlink

bandwidth in MHT-based systems in Section 5.7.
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Granularity

List-based There is good granularity of information in all CRL models.

All the relevant information can be placed without problems

within the CRL either in the basic structure or in the exten-

sions using the X.509v2 of the CRL.

Online-based The OCSP standard includes all the extensions available as

CRL extensions. OCSP also supports querying for ranges of
certificates.

MHT-based In Chapter 5 we show how the status data can be stored within

a MHT-based system. In particular in our implementation we

include the revocation date and code for each revocation entry.

On another note, it is possible to query the directory for ranges

of certificates. Specifically, proving that a range of certificates

are valid is no different (in terms of the algorithm used as well

as the bandwidth requirements) than proving that a single cer-

tificate is valid (but we have not implemented this functional-

ity).
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Chapter 3

Cervantes (Certificate Validation
Test-bed)

3.1 Introduction

In this chapter we make a comprehensive1 description of Cervantes2 (Certificate
Validation Test-bed). Cervantes is a client/server open source software project that

has been developed by the author to test, develop and evaluate certificate revocation

systems. Furthermore, Cervantes is not a simulator but a test-bed, in other words,

Cervantes implements all the tasks that take place in a real revocation system.

Figure 3.1 shows the relationship between Cervantes and the revocation refer-

ence model presented in Chapter 2. The client of Cervantes implements the func-

tions performed by the EE while the server of Cervantes is a single program that

implements the functions of the RDI, the responders and the repositories.

Java was chosen to develop Cervantes because it is network oriented and unlike

other programming tools, security mechanisms have always been an integral part

of it. Another interesting feature of the Java software is that it runs almost over

any operating system. Cervantes is programmed using j2sdk1.4.1 which contains

the Java Cryptography Extension (JCE) API. We take advantage of this API that

1An exhaustive description of Cervantes would take us too much room and it is out of the scope
of the document.

2The Cervantes home-page is http://isg.upc.es/cervantes
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Figure 3.1: Client/Server programs of Cervantes

allows an easy use of the different security tools such as symmetric encryption,

public key cryptography, certificates management, key management, etc.

The software of Cervantes is organized in three major parts: the Client, the

Server and the Library. Cervantes has a modular design in each of its parts and

a well-defined API between modules which allows any developer to extend the

platform without re-writing the source code.

The rest of the chapter is organized as follows: in Section 3.2 we describe the

Library of Cervantes. In Section 3.3 we describe the organization and the modules

of the Server. In Section 3.4 we describe the Clients of Cervantes. In Sections 3.5

and 3.6 we show how CRL and OCSP are implemented in Cervantes, respectively.

In Section 3.7 we use Cervantes to obtain some evaluation results for OCSP and

CRL. Finally we conclude in Section 4.9.

3.2 The Library

The Library is common to the clients and the server and it is necessary to run any

of them. The Library is divided in two parts: the utilities and the ASN.1 protocols.

• The utilities part of the Library contains classes that provide miscellaneous

functions to the server and the clients such as hexadecimal conversion, HTTP

encapsulation etc.
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• The ASN.1 protocols part of the Library contains the classes necessary to

manage the Protocol Data Units (PDUs) that communicate the server with

the clients and vice-versa. At the moment, most of the protocols and data

structures used in computer security are defined in ASN1. ASN.1 (Abstract

Syntax Notation number One) is an international standard [X.695a] which

aims at providing a means to formally specify data structures independent

of machine or transfer syntax. Therefore, one can define with ASN.1 the

PDUs to be exchanged between heterogeneous systems. An ASN.1 PDU

definition consists in an ASCII file which contains the data structures and

the messages used in a certain protocol. As Cervantes is built in Java, we

need to convert these ASN.1 definitions into Java classes. In order to per-

form this conversion, the ASN.1 definition file of the PDU is used as input

to an ASN.1-to-Java compiler. In particular, we use Snacc4Java v2.3 [SNA].

The Java application fills up the fields of the objects that represent the PDU

and then, these objects are encoded with one of several standardized encod-

ing rules to produce an efficient bit-pattern representation which can be later

transmitted.

In computer security, ASN.1 data is normally encoded using the Distin-

guished Encoding Rules (DER) [X.695b] because these rules give exactly

one way to represent any ASN.1 value as a bit-pattern. Thus, DER is appro-

priate for applications in which a unique bit-pattern encoding is needed, as

is the case when a digital signature is computed on an ASN.1 value. In our

case, the Snacc4Java libraries let us perform the DER encoding of the ASN.1

objects. DER encoded PDUs can be sent using many operational mecha-

nisms such as raw sockets, HTTP, FTP, LDAP, SMTP, and X.500. So far,
Cervantes only supports raw-sockets and HTTP. However, this already does

not imply a great loss of inter-operability because HTTP is the most widely

spread transport mechanism among the PKI products. When HTTP is used

as operational protocol, the HTTP header contains the Content-Type set to

the proper MIME type and the Content-Length set to the total length in

bytes (including the header), while the body contains the bit-pattern corre-

sponding to the DER encoded PDU.
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3.3 The Server

3.3.1 Organization

From the logical point of view3 [MFES], Cervantes is organized in four modules

(see Figure 3.2): the Input/Output (I/O), the Database (DB), the Central Manage-

ment (CM) and the Status Checking Handlers (SCHs).

I/O

Standard

Central Management (CM)

Database (DB)
Test

Status Checking Handlers (SCHs)

Figure 3.2: Logical structure of Cervantes

The behaviour of the modules can be controlled by means of a text file. In the

following sections we will explain how each particular module works as well as

the configuration parameters of each module.

3.3.2 The Database Module (DB)

This module contains the classes necessary to retrieve, add, delete or modify the
information that contains the database. The database is extern to Cervantes. Any

SQL-based database that can be accessed though the JDBC API can be used. In

particular, we have chosen PostgreSQL v7.2.2 because it is very stable and it is an

open source project as Cervantes. Figure 3.3 shows the design of the tables used to

build the database of revoked certificates and the relationship among these tables.

• issuers. This table contains information about the issuers of certificates

(CAs) that are under control of Cervantes. Each issuer is identified by two

fields: the hash of its DN and the hash of its public key.
3The organization of the Java classes of Cervantes is out of the scope of this document and you

can find it in [MF].
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• revoked_certs. This table contains the status data about the certificates that

have been revoked. A record of a revoked certificate is uniquely identified by

first the serial number, second the hash of the issuer’s DN and third the hash

of the issuer’s public key. The status data stored for a revoked certificate con-

sists in the revocation date and the revocation code. Finally, for each revoked

certificate it is also stored the expiration date (i.e. the not-valid-after

time stamp included in the certificate) because the certificates that have al-

ready expired should be removed from the database.

• revocation_reasons. This table contains the list of possible revocation codes.

Figure 3.3: Database design

The DB module provides an API to the other modules of Cervantes. This API

defines all the functions that are required by the rest of the modules of the system,

these functions permit:

• Retrieve all the records from the database.

• Ask for the number of records that has the database (the number of revoked

certificates currently present at the system).

• Figure out if a certain record is stored in the database.

• Delete all the records of the database (empty the database).

• Insert a revocation record (revoke a certificate).

• Delete a revocation record (remove a record of an expired certificate).

The configuration parameters of the DB module are shown in Figure 3.4.
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clear database contents: When the server is started, it can keep the records
from a previous execution (for instance, if you temporary stop and restart the
server or if a server crash occurred) or it can be started with an empty database.
database base dir: This is the path to the directory that contains the database.
JDBC driver: This is the JDBC driver of the database (in the case of Post-
GreSQL this value is org.postgresql.Driver).
JDBC url: This is the url to the host in which it is placed the database server
(this can be the host in which it is running the Cervantes server or a different
host).

Figure 3.4: Configuration parameters of the DB module.

3.3.3 The Input/Output Module (I/O)

The I/O module contains the classes necessary to generate the database inputs (re-

vocations) and outputs (expirations). The inputs and outputs can be generated in

two ways depending on the server configuration: the server can run in standard

mode or in test mode.

The Standard Sub-Module

In standard mode the requests to revoke a certificate are generated by the EEs or by

other authorized entities using the Simple Certificate Revocation Protocol (SCRP)

[MF] (Figure 3.5 shows the ASN.1 description of SCRP).

The SCRP is a lightweight version of CMP that we have developed. We de-

cided not to use straight CMP because it agglutinates much functionality that is

beyond the functionality required by a revocation system (see Section 2.5). In Cer-

vantes, we only need a protocol to revoke certificates so SCRP is only intended for

revocation purposes.

The SCRP protocol works as follows: the SCRP client sends a request to the

server. The request includes the fields required to uniquely identify the target cer-

tificate to be revoked and optionally the signature of the client. The presence of

this signature depends on the CP of your PKI but it will be enforced in most of

the cases. Next, the SCRP server checks if the client is authorized to perform the

revocation and sends the result of the operation back to the client. The result of a re-

vocation can be successful, alreadyRevoked, internalError, sigRequired
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SCRP DEFINITIONS EXPLICIT TAGS::=
BEGIN
IMPORTS
-- PKIX Certificate Extensions CRLReason FROM PKIX1Implicit88
{iso(1) identified-organization(3) dod(6) internet(1) security(5)
mechanisms(5) pkix(7) id-mod(0) id-pkix1-implicit-88(2) }
-- AlgorithmIdentifier, Certificate FROM PKIX1Explicit88 {iso(1)
identified-organization(3) dod(6) internet(1) security(5)
mechanisms(5) pkix(7) id-mod(0) id-pkix1-explicit-88(1) };
AlgorithmIdentifier ::= SEQUENCE {
algorithm OBJECT IDENTIFIER,
parameters NULL OPTIONAL}
SCRPRequest ::= SEQUENCE {
tbsRequest Request,
signature Signature }
Signature ::= SEQUENCE {
signatureAlgorithm AlgorithmIdentifier,
signature BIT STRING,
certs [0] EXPLICIT SEQUENCE OF Certificate OPTIONAL }
Request ::= SEQUENCE {
certToRev Certificate,
issuerCert Certificate,
revocationTime GeneralizedTime,
revocationReason [0] EXPLICIT CRLReason OPTIONAL }
SCRPResponse ::= SEQUENCE {
tbsResponse Response,
signature Signature }
Response ::= SEQUENCE {
certToRev Certificate,
result Result }
Result ::= ENUMERATED {
successful (0), --ok
alreadyRevoked (1), --already revoked
internalError (2), --bad news
sigRequired (3), --Must sign the request
unauthorized (4) --Request unauthorized }
END

Figure 3.5: ASN1 definition of SCRP.

and unauthorized. The configuration parameters of an SCRP server are shown in

Figure 3.6.

It must be noticed that you can define as many SCRP servers as you like but
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type of server: The type of server must be set to: SCRP.
class for server: The class of the server must be set to:
es.upc.isg.cervantes.server.scrp.SCRPPortThread.
name: This is an arbitrary name to distinguish the different SCRP servers.
server log: This is the path to the log file in which the SCRP server stores the
logs of its execution for debugging or tracing.
statistics log: This is the path to the file in which the SCRP server stores its
statistics.
operational protocol. This is the underlying protocol that will transport the
SCRP PDUs. This can be HTTP, raw or <auto-detect>. With the last con-
figuration the server will detect and use the operational protocol used by the
client.
SCRP server certificate: This is the path to the certificate used by the SCRP
server to sign its responses.
SCRP server private key: This is the path to the file that stores the private
key associated with the certificate of the SCRP server.
port: The number of TCP port used to listen to requests.

Figure 3.6: Configuration parameters of the SCRP server.

you must take into account that in standard mode it is compulsory to configure at

least one SCRP server while in test mode the SCRP servers will be ignored.

Figure 3.7 shows the organization of the standard sub-module and the transac-

tions that take place among this sub-module and the rest of the modules.

CM
SCRP server

Standard Sub−module
I/O

3

4

1

7

8

2

6,9

SCRP client SCHs

Clean Expired Certs
DB

5,10

Figure 3.7: The I/O sub-modules organization

1. An SCRP client sends a request to revoke a certificate.
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2. The SCRP server verifies that the target certificate has not been already re-

voked (the record does not already exist in the database), the client is autho-

rized to perform the revocation request and the client’s signature (if presence

of the signature is mandatory).

3. The SCRP server sends the result of the revocation back to the client.

4. For the successful revocations, the I/O module sends the associated data

to the CM.

5. The CM inserts the new revocations in the database.

6. The CM also informs the SCHs about the new revocations (there are some

status checking protocols that need to be informed every time the system has

“fresh” status data).

7. The CleanExpiredCerts is a low priority execution thread that periodically

traverses the database in search of records of expired certificates.

8. The CleanExpiredCerts sends the identifiers of the expired certificates it has

found to the CM.

9. The CM informs the SCHs about the new revocations.

10. The CM deletes the records of expired certificates from the database.

The Test Sub-Module

The test sub-module works similarly to the standard sub-module. The difference is

that now the revoked and expired certificates are randomly generated. Figure 3.8

shows the configuration parameters of the test sub-module.

Notice that the user can control the random generation process by configuring

the certificates population (i.e. the number of certificates ”N”), the percentage of

revoked certificates ”r” and the average rate of events ”λevents”.

When a test is running, two execution threads: the revocations generator and

the expirations generator, are in charge of generating radom revocations and ran-

dom expirations at the correct average rate. The generation of random events is

divided in two phases:
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population size: This is the number of certificates issued by the CA.
%revocation: This is the percentage of the certificates population that have
been revoked.
events rate: This is the average number of events (expirations/revocations)
which follow an exponential probability density function.
test duration: This is the period of time that the test will last.
revocations log: This is the path to the file in which the revocations and expi-
rations are logged.
issuer certificate: This is the path to the certificate of the Certification Au-
thority that issued the certificates.

Figure 3.8: Configuration parameters of the Test sub-module.

Static phase. In this phase the revocations generator works at a very hight

rate whereas the expirations generator remains in standby. The tests are always

started with an empty database and basically the objective of this phase is fill with

revocation records the database until the average number of revoked certificates

”n” is reached: n = N ∗ r.

Dynamic phase. Once the database has reached the average number of revoked

certificates, the test sub-module reduces the rate of the revocations generator and

starts the expirations generator with a proper rate in order to keep the system dy-

namic and stable. The objective is insert and delete records in the database at a rate

λevents.

As the target certificate for either a revocation or an expiration is randomly chosen,

there are events that do not have any effect. For instance, nothing will happen if
the revocations generator generates a revoked certificate that is already contained

in the database or the expirations generator generates an expiration for a certifi-

cate that it is not in the database. It follows from the previous discussion that the

average rate of events of the revocation generator ”λrevocations” must be

λrevocations =
λevents

(1− r)
(3.1)

While the average rate of events of the expirations generator ”λexpirations” must

be
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λexpirations =
λevents

r
(3.2)

The random events are generated following an exponential probability density

function in time which has the following cumulative distribution function

F(t) = 1− e−λt (3.3)

The time between events t is obtained by means of an uniform variable ”x”

where x ∈ [0,1]

x = 1− eλt (3.4)

t = −
1
λ

ln(1− x) (3.5)

Once an event is generated, the test sub-module sends the information related

with it to the CM (identically that in standard mode). Taking into account that

when running in test mode events are not real, the information of a particular event

is initialized as follows:

• The serial number ”s” is generated by choosing a random element among

the certificate population: s ∈ [0,N].

• The hash of the CA’s DN and the hash of the CA’s public key is obtained

from the issuer’s certificate.

• The revocation date is considered the time at which the revocation event was

generated.

• The expiration date is irrelevant because the certificates will expire randomly

without taking into account this date.

3.3.4 The Status Checking Handlers (SCHs)

The SCHs are the modules that contain the classes necessary to send the status

data in the proper format to the EEs. Figure 3.9 depicts the organization and the

transactions that take place among the different elements of a generic SCH.

59



3.3. The Server

 SocketThread

client

CM

DB

client

Status Data
Updater

Generic SCH

6 7

8

103

7

 SocketThread

1

11

2

4

Cache
SCH’s 9

5

PortThread

. . .

. . .

Figure 3.9: Generic Status Checking Handler (SCH) organization.

1. Each SCH has a “PortThread” which is an independent execution thread that

listens for requests addressed to a certain TCP port.

2. The SCHs are able to serve several requests at the same time, to do so the

PortThread creates an independent execution thread for each request called

“SocketThread”.

3. The SocketThread receives the data of the request and builds a proper re-

sponse.

4. The SocketThread can obtain the status data required to build the PDU of

the response from the database.

5. The SocketThread can also obtain the status data required to build the PDU

of the response from a local cache.

6. The StatusDataUpdater is an execution thread that periodically asks the Port-

Thread to update the cache.

7. The CM informs the database and all the PortThreads about each new event

(expiration/revocation) that occurs in the system. This fresh information can

be used by the PortThreads to update their caches.

8. For the PortThread another way to update its cache is to access the previously

recorded data that is stored in the database.
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9. The PortThread updates the cache when the StatusDataUpdater gives the

order to do so.

10. Once the SocketThread has all the necessary data (from either the database

or the local cache), it sends the response back to the client.

11. Finally the SocketThread informs the PortThread about the bytes and pro-

cessing time required to serve the request.

The configuration parameters of a generic SCH are presented in Figure 3.10.

type of server. This is a string that identities the protocol of the status server.
class of server. This identifies the class that implements the status server. With
this parameter a developer can add new status checking protocols to Cervantes
without having to recompile the code.
name. This is a string that gives a name to the SCH.
operational protocol. This is the underlying protocol that will transport the
status data. This can be HTTP, raw or <auto-detect>. With the last configura-
tion the server will detect and use the operational protocol used by the client.
port. The number of TCP port used to listen to requests.
server log. This is the path to the file that stores the traces of the execution of
the status server for debugging.
statistics log. This is the path to the file that stores the statistics taken by the
status server.
certificate path. This is the path to the certificate used to sign the PDUs by
SCH.
private key path. This is the path to the file that stores the private key associ-
ated with the certificate of the SCH.

Figure 3.10: Configuration parameters of a generic SCH server.

3.3.5 The Central Management Module (CM)

The configuration parameters of the CM are shown in Figure 3.11. Below we

explain how the CM works.

The CM initiates the server (see Figure 3.12):

1. The CM reads the configuration file.
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mode. This parameter indicates whether the server is running in test or stan-
dard mode.
dump statistics period. During this period of time the SCHs accumu-
late statistics about the bandwidth (kbps) and processing capacity (millisec-
onds/second). At the end of the period the SCHs will dump the values of their
statistic counters to a file.
manager log. This is the path to the file that stores the traces of the execution
of the server for debugging.

Figure 3.11: Configuration parameters of the CM module.
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Figure 3.12: Central Management (CM) organization.

2. The CM creates a log file in which it will store all the traces of the execution

of the server such as the time at which the server is started, the name of the

host, the modules it has found, the running mode etc.

3. Depending on the running mode the CM starts the execution threads of the

proper sub-module in the I/O.

4. The CM initiates the JDBC connection.

5. The CM creates the main execution threads (PortThreads) of each SCH

found in the configuration file.

While the server is running (see Figure 3.12):

62



Chapter 3. Cervantes (Certificate Validation Test-bed)

6. The CM receives the revocations/expirations from the I/O.

7. The CM inserts/deletes the records related with the new events in the database.

8. The CM informs the SCHs about the events.

9. The CM periodically orders the SCHs to dump and reset their statistic coun-

ters.

When the server must be stopped, the CM kills all the execution threads.

3.4 The clients

The clients are entities able to send requests and process responses using a par-

ticular protocol. The protocols are managed by Protocol Handlers (PHs). Each

particular PH has an API that allows to set the parameters required to form the re-

quest and to retrieve the result of the response. Using the API provided by each PH

any external application can perform the certificate-related operations on behalf of

the user. Figure 3.13 shows an scheme of the different kind of clients that we have

developed using the PHs: a GUI client and a test client.

Test Client

Cervantes Server

Standard Client (GUI) External Application

Protocol Handlers (PHs)

. . .API API APIAPI

SCPH−1 SCPH−2 SCPH−nSCRP−PH

Figure 3.13: Clients organization.

There are two different kind of PHs:

63



3.4. The clients

• The PHs for the revocation request protocols (so far we have only one PH of

this kind: the SCRP).

• The PHs for the status checking protocols.

The PHs work as follows:

• The PH sends requests with the parameters specified through its API.

• A timeout is setup for each request.

• The PH waits for a response from the server.

• The communication is closed and a “timeout fail” is reported through the
API if the response does not arrive prior to the end of the timeout.

• If a response is received on time, it is verified and the result is reported

through the API.

3.4.1 The GUI client

Using this GUI client the user can graphically set the parameters to send and re-

ceive status checking requests using CRL, OCSP, H -OCSP (see Chapter 4), AD-

MHT (see Chapter 5) or E-MHT (see Chapter 6). Revocation requests can also be

sent using SCRP. Figure 3.14 shows a screen-shot of the main window of the GUI

client and Figure 3.15 shows some possible responses.

3.4.2 The Test client

The test client is a multi-threaded application in which each execution thread rep-

resents a client that generates random status checking requests. The aim of the test

client is to analyze the behaviour of each status checking protocol or a combination

of them under different conditions.

In order to perform a test we define “groups of clients”. A group of clients is

a determinate number of execution threads (clients) with the same configuration.

Figure 3.16 summarizes the configuration parameters of a group of clients.
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Figure 3.14: Screen-shot of the main window of the GUI client.

To define a group of clients we need to specify the URL of the server (name/@IP

and TCP port) where the requests must be addressed. We also need to define the

statistics of the requests. The statistic used is an exponential probability density

function in time (see equations 3.3 and 3.5). In the configuration file you can

set the number of clients ”n” and average rate of requests per hour and client

”λrequests”. Moreover, the configuration also allows to create a group of FAC (Fre-

quently Asked Certificates). The FAC allows us to simulate groups of certificates

that are requested many times and very often by a user. For instance, the certificate

of the user, the certificate of the e-mail server of the user or the certificate of the

user’s bank are clear candidates to be requested very frequently. For each client a

random FAC is generated at the beginning of the test. A FAC is defined first by a

percentage that indicates the probability that a request goes about a certificate that
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(a) Not revoked status (b) Unknown status

(c) Revoked status

Figure 3.15: Screen-shots of responses provided by the GUI client.

belongs to the FAC and second by the number of certificates of the FAC. Finally,

it can be also defined the period of time ”D” in which distribute the clients: the

test client waits during ”tdelay” before starting the next the execution thread of the

group of clients where

tdelay =
D
n

+20milisecons (3.6)

Notice that if D = 0 there will be a minimum delay of 20 milliseconds between

a client and the next one in order to assure random independent executions between

clients.
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type of client. This parameter identities the status checking protocol.
number of clients. This is the number of clients of the group of clients.
distribute clients in time. This is the period of time in which the clients must
be distributed.
FAC percent. Percentage of the requests that are performed about certificates
of this FAC.
FAC number of certs. Number of certificates of this FAC.
operational protocol. This is the underlying protocol that will transport the
status data. This can be HTTP or raw.
requests per hour. The average number of requests per hour performed by
each client.
timeout. The number of milliseconds that the client will wait for a response
from the server. When the time out ends, the communication is closed. If this
parameter is set to 0 the client will wait indefinitely for the response.
server name. The name or IP address of the server.
server port. The number of TCP port used to listen to requests.
client log. This is the file that stores the traces of the execution of the group of
clients for debugging.
issuer certificate path. This is the path to the file that stores the certificate of
the issuer of the status data.

Figure 3.16: Configuration of a group of clients.

3.5 Status Checking with CRLs

3.5.1 Server-side

Figure 3.17 shows the configuration parameters of a CRL-SCH. Our implementa-

tion of CRL allows the overissuation of CRLs so besides the validity period ”V P”

of the CRLs it is necessary to define the overissuation factor ”O”. This means that

”O” CRLs will be issued during a VP.

validity period. This parameter defines the period of time in which a CRL is
valid (this is equivalent to say the period of time that a CRL can be cached by
a client).
overissued factor. This parameter defines the number of CRLs that will be
issued during a validity period.

Figure 3.17: Additional configuration parameters of a CRL-SCH.
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Figure 3.18: CRL-SCH

Figure 3.18 shows the behaviour of the SCH that manages the CRL (notice that

this is a particular case of the behaviour of the generic SCH of Section 3.3.4).

1. The CRLPortThread listens for requests addressed to a certain TCP port.

2. For each request the CRLPortThread creates a CRLSocketThread.

3. The CRLSocketThread receives the request.

4. The CRLSocketThread retrieves the CRL from the cache.

5. The CRLSocketThread sends the CRL to the client.

6. The CRLSocketThread informs the CRLPortThread about the bytes and pro-

cessing time required to serve the request.

7. Every V P/O the StatusDataUpdater asks the PortThread to update the CRL.

8. The CRLPortThread retrieves all the records from the database.

9. With all the status data retrieved, the CRLPortThread generates the list of

revoked certificates, sets the validity period, signs the CRL, DER encodes

the CRL and sends the result to the Cache.

3.5.2 Client-side

The CRL-PH adds new parameters in the API to let you indicate that the CRL must

be stored in cache while it is valid (see Figure 3.19).
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cache. This parameter indicates whether the client stores in cache the CRL or
not.
local cache path. This is the path to the local directory of the client that will
store the CRL.

Figure 3.19: Additional configuration parameter of a CRL-PH.

3.6 Status Checking with OCSP

3.6.1 Server-side

Figure 3.20 shows the behaviour of the SCH that manages OCSP.

1. The OCSPPortThread listens for requests addressed to a certain TCP port.

2. For each request the OCSPPortThread creates an OCSPSocketThread.

3. The OCSPSocketThread receives the request.

4. The OCSPSocketThread retrieves the status data for the requested certificate

from the DB.

5. With the status data the OCSPSocketThread builds the response including

the signature, DER encodes the response and sends it to the client.

6. The OCSPSocketThread informs the OCSPPortThread about the bytes and

processing time required to serve the request.

DB

OCSP−SCH

1

53

2

6

4

. . .

. . .

OCSP client OCSP client

OCSPSocketThreadOCSPSocketThread

OCSPPortThread

Figure 3.20: OCSP-SCH
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3.6.2 Client-side

The OCSP-PH has a new parameter in the API to indicate whether the client must

send a nonce or not in the request (see Figure 3.21). If the request has a nonce,

then the responder must include this nonce in the signed response. Notice that this

cryptographically binds the response with the request.

send nonce. This parameter indicates whether the client wants to send a nonce
to cryptographically bind the request with the corresponding response or not.

Figure 3.21: Configuration of an OCSP-PH.

3.7 Evaluation with Cervantes: CRL vs OCSP

In this section we use the Cervantes platform to evaluate the two main status check-

ing standards: CRL and OCSP. The downlink bandwidth utilization in the status

checking and the processing capacity per status request are used below for evalu-

ation. We use these two parameters for evaluation because they can considered in

general the most critical bottle-necks of a revocation system (see Chapter 2).

3.7.1 CRL Caching and Overissuation

It is well-known that the downlink bandwidth is the most critical parameter in

order to scale a CRL-based system [AJK+95, MF02]. This parameter is the main

bottleneck of such a system because a CRL is in general a big piece of data. In order
to improve the performance the clients usually store the CRL in a cache while it

is valid. However, the cache must be combined with overissuation in order to be

effective. Figure 3.22 shows the temporal evolution of the downlink bandwidth

when using cache and different overissuation factors. The experimental results

have been obtained under the following conditions:

• The Cervantes server runs in a Pentium III (800 MHz ).

• The clients generate 2 status checking requests per hour following an expo-

nential probability density function.
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• There are 10,000 clients.

• Each client has a certificate.

• There is an average of 10% revocation.

• The validity period of a CRL is 6 hours.

• The CRLs are cached by clients during their validity period.

• Clients will request their local cache instead of the repository if they have a

cached CRL.

• The launching of the test clients is distributed along the first validity period.
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Figure 3.22: Overissuing CRLs.

Notice that the bandwidth utilization has peaks when we do not use overissu-

ation (O = 1). Without overissuation all the clients have the same CRL copy in

their cache so the CRL expires at the same time for everybody. That is why the
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bandwidth peaks are localized around the expiration dates (every 6 hours in this

scenario). Moreover, around the expiration dates the bandwidth utilization reaches

the same level as without using cache so actually we do not make a real profit

of the cache. On the other hand, notice that these peaks become smoother when

overissuation is increased (see O = 2, O = 8 and O = 16).

3.7.2 CRL vs OCSP
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Figure 3.23: Temporal evolution of OCSP vs CRL.

Using the same configuration as in section 3.7.1 in Figure 3.23 we show the
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temporal behaviour of the Overissued-CRL (with an overissuation factor: O = 16)

and the OCSP in terms of downlink bandwidth and processing time.

The results show evidence of the bottlenecks of each system: while in the CRL

system the figure of the downlink bandwidth is over an order of magnitude bigger

than in the OCSP, it happens the contrary in the figure of the processing time.
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Figure 3.24: Scalability regarding the number of clients.

Figure 3.24 shows how scalable is CRL and OCSP when the number of clients

is increased. It can be observed that Overissued-CRL is not bandwidth-scalable

when growing the number of users ”n” because on one hand the CRLs become

bigger and on the other hand the CRL downloads are increased. The result is that
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bandwidth grows with n2. The processing capacity requirements of CRL can be

considered negligible.

In OCSP the bandwidth and the processing capacity both grow linearly with the

number of users because the processing capacity and the communication overhead

of OCSP does not depend on the number of revoked certificates. The bandwidth

figure has a reasonable value, but the processing time might be a bottleneck in

the case of relatively large populations that have a hight request rate or when the

responser is attacked by a flood of queries4 .

3.7.3 Validity Period in CRL

Using the same configuration as in section 3.7.2 in Figure 3.25 we show the down-

link bandwidth behaviour with regards the users request rate for different validity

periods: V P = 2h and V P = 4h.
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Figure 3.25: CRLs with different Validity Periods.

It can be observed that in general increasing the validity period implies a de-

creasing the downlink bandwidth figure, that is to say there is a trade-off between

risk (freshness) and bandwidth. Other thing to be noticed is that the bandwidth

utilization tends to a threshold when increasing the status requests. The existence

of this threshold was expected since when the request rate per user grows, the user

starts benefiting from her cached CRL and the request rate towards the repository

reaches a threshold and therefore the downlink bandwidth too. However, for each
4In Chapter 4 we present more performance evaluation on this and several modifications that

make OCSP more robust to this kind of attacks.
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validity period the bandwidth threshold is reached around a different request rate.

This is because for large validity periods the cache is effective even for little re-

quest rates and therefore bandwidth reaches the threshold earlier, whereas for low

validity periods it is necessary to have higher request rates to take advantage of the

cached CRL.

3.7.4 CRL-Distribution Points

In CRL-DP the status data is distributed among multiple CRLs and each CRL

contains the status information about a certain group of certificates. Using the

same configuration as in section 3.7.2 Figure 3.26 shows the CRL-DP behaviour

for different number of distribution points: DP = 1,2 and 4.
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Figure 3.26: CRLs with different Distribution Points.

It can be observed that having many DPs is very effective for low request rates

while high requests cause to deteriorate the downlink bandwidth utilization. This

behaviour was expected because for high request rates the users finally gather the

CRLs of all the DPs and therefore the overall bandwidth is not reduced (actually it

gets slightly worse due to the additional overhead of each CRL).

3.8 Conclusions

In this chapter we presented Cervantes which is a platform to evaluate certificate

revocation systems. The platform is very flexible because of its modular design.
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Its design allows Cervantes to fit any kind of status checking protocol without sig-

nificative changes in the structure or the source code of the platform. In particular

we have shown how to implement in Cervantes the two main standards: CRL and

OCSP. In the following chapters we will show also how to develop other (more

complex) status checking protocols in Cervantes.

Finally we have used Cervantes to obtain performance results about OCSP and

O-CRL. The results obtained were expected and they serve us to check that the

platform is behaving correctly.

As future work, we are planning to split the program of the server in different

programs for the RDI, the responders and the repositories.
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Chapter 4

H -OCSP

4.1 Introduction

In [SEF+] we presented an architecture for m-commerce. In this chapter we review

this architecture in which a broker is used as OCSP responder for the certificate

validation. We also present a modification over OCSP called H -OCSP [MFE+03].

H -OCSP is a way to reduce the computational load and the bandwidth require-

ments of OCSP which is specially desirable in the wireless environment.

4.2 An architecture for m-commerce

The access to the Internet by means of mobile devices potentially increases the

number of users of e-commerce. One of the novelties of m-commerce is the pos-

sibility of attracting clients in the neighborhoods of commercial and/or service

centers by providing them with appropriate information. A way to ease and make

more efficient the access to information from mobile terminals is to use a broker

between the terminal and the wired network. Figure 4.1 shows the broker-based

architecture presented in [SEF+, SP02]. The broker re-uses the information and

sends useful data in a predictive mode to wireless users, reducing data traffic in the

wireless link.

The main functions of the broker are detailed below:

• Intermediate storage: the broker stores a copy of the information that it re-
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Figure 4.1: Broker Architecture for a Wireless Scenario

ceives. This will allow its re-use by other users. Therefore, the information
must be organized inside proxy and cache systems.

• Customer Relationship Management infrastructure: the knowledge of the

user profile allows to manage the user’s needs for information, and to de-

liver information in a predictive fashion and dynamic tracking of clusters of

data. A user profile could be managed and updated dynamically, processing

information from different sources. In wireless environment, CRM (Cus-

tomer Relationship Management) can profit from the facilities of the push

mechanism of mobile communication protocols.

• Information search and retrieval: tasks such as searching, advising, con-

tacting, comparing, filtering and facilitating access to databases perfectly fit

for mobile agent technology. In this sense, agents can perform some tasks
on behalf of a user while the mobile device remains off-line, which is very

desirable on a noisy weak link with unpredictable disconnection.

• Certificate management: a PKI is required to provide the m-commerce trans-

actions with the security services such as integrity, privacy, non-repudiation,

authentication and access control. The broker is appropriate for storing and

managing digital certificates, and combined with OCSP timely information

about the status of certificates can be obtained.
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Digital certificates are usually used to identify parties involved in e-commerce and

m-commerce transactions, as well as to provide end-to-end security in these trans-

actions.

Wireless users ask for information or services in the Internet and their requests

arrive to the broker that will obtain this information on behalf of the user. After

receiving the information, depending on the required service, the user may perform

a transaction with a selected m-commerce site. When a user wishes to establish a

transaction with a particular m-commerce site, an end-to-end authenticated and
private channel is required in order to transfer sensitive data such as a credit card

number. Technologies based on ICs, like TLS (Transport Layer Security) [DA99]

are being widely used for establishing this kind of secure channels. However, prior

to perform a transaction using a certain IC, the user must be sure that the certificate

is valid. It must be stressed that the certificate management is a heavy process and

that the clients in our environment are resource-limited. For this reason, clients

delegate to the broker the processing of the certificates. Notice that the broker is a

TTP and it is in general not resource-limited, therefore it is appropriate for storing

and managing certificates.

The rest of the chapter is organized as follows: in Section 4.3 we show the most

common drawbacks of using OCSP for status checking. In Section 4.4 we propose

H -OCSP as a way to reduce the computational load in the broker. In Section 4.5

we define the ASN.1 add-on for H -OCSP that makes it inter-operable with the

standard OCSP. In Section 4.6 we present the security discussion for the H -OCSP.

In Section 4.7 we show the implementation of H -OCSP in Cervantes. In Section

4.8 we evaluate the behavior of H -OCSP compared to standard OCSP. Finally, we

conclude in Section 4.9.

4.3 Preliminaries

Remember that OCSP enables certificate-using applications to determine the revo-

cation state of an identified certificate. The status of certificates is available online

through a responder that signs online each response produced. An OCSP client is-

sues a status request to an OCSP responder and suspends acceptance of the certifi-

cate in question until the responder provides a response. For e-commerce, online
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technologies are interesting not only because they can provide the status data in

real-time but also because of billing issues (requests can be used as the basis for

billing). OCSP Responses can contain three times in them:

• thisUpdate is the time at which the status being indicated is known to be

correct.

• nextUpdate is the time at or before which newer information will be avail-

able about the status of the certificate.

• producedAt is the time at which the OCSP responder signed this response.

The client may also send a nonce in its request. In this case, the responder has

to include the nonce in the signature computation, and thereby the request and the

response are cryptographically binded. However, a denial of service vulnerability

is evident with respect to a flood of queries. The production of a signature signif-

icantly affects response generation cycle time, thereby exacerbating the situation.

Unsigned error responses open up OCSP to another denial of service attack, where

the attacker sends false error responses.

In order to alleviate these denial of service vulnerabilities, the OCSP respon-

ders may pre-produce signed responses specifying the status of certificates at a

certain time [MAM+99]. The time at which the status was known to be correct

shall be reflected in the thisUpdate field of the response. The time at or before

which newer information will be available is reflected in the nextUpdate field,

while the time at which the response was produced will appear in the producedAt

field of the response. However, the use of precomputed responses allows replay

attacks in which an old (good) response is replayed prior to its expiration date but

after the certificate has been revoked. Deployments of OCSP should carefully eval-

uate the benefit of precomputed responses against the probability of replay attacks.

In this sense, notice that it exists the following trade-off:

The online signature consumes much processing time. To reduce

the possibility of falling into denial of service, the responder may pre-

compute the responses and store them in a cache. But pre-produced
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responses are susceptible of generating reply attacks. To avoid the re-

play attacks, the responder needs to generate pre-produced responses

within a short period of time which consumes many processing re-

sources and this fact may lead the responder again to denial of ser-

vice.

4.4 H -OCSP basics

The result of the previous discussion is that the responder would benefit from a

mechanism to pre-produce responses with low processing resources utilization.

Below we outline a mechanism that reaches this target. Furthermore, under cer-

tain circumstances, the exposed mechanism has also many important benefits for

the wireless clients that use OCSP.

The mechanism that we propose is called H -OCSP and it exploits the fact that

a OWHF faster to compute than a digital signature. When a pre-produced response

needs to be updated because its nextUpdate has become obsolete, a OWHF is

performed to update this response instead of a new signature. Using an OWHF

will permit the repository to update the responses more frequently without falling

into denial of service.

H -OCSP is based on the Even et al. algorithm [EGM96] and it works as fol-

lows: when a response is going to be pre-produced, the responder adds a hash-chain

to it. The hash chain permits the repository to update the pre-produced response in

successive periods with a scarce resources utilization. The hash chain results from

applying d +1 times a OWHF h over a secret nonce (4.1)

R h
−→Rd

h
−→Rd−1

h
−→ · · · h

−→ R h
i−→ · · · R2

h
−→R1

h
−→R0 (4.1)

Let us define the parameters involved in the process:

primaryUpdateValue (R) is the secret nonce. R is only known by the respon-

der (broker) and it is generated for each new pre-produced response.

maximumUpdateIndex (d) is the maximum number of periods that a pre-produced

response can be updated.
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baseUpdateValue (R0) is the last value of the hash chain and it is included in

the signature computation of the pre-produced response. R0 is computed by

applying (d +1) times h over R

R0 = hd+1(R) (4.2)

currentUpdateValue (Ri) is computed by applying (d+1− i) times h over R

Ri = hd+1−i(R) (4.3)

Where i is the number of periods “∆” elapsed from the documented one (the

documented validity period is the period included in the response). ∆ is de-

fined as

∆ = nextUpdate−thisUpdate (4.4)

A relying party can verify the validity of a pre-produced response that it is

living beyond its documented life-time, say, at time t, where t is included
within the period [nextUpdate+(i−1)∆, nextUpdate+ i∆], by checking

the equality of equation (4.5)

R0 = hi(Ri) with i ≤ d (4.5)

It must be stressed that to forge a currentUpdateValue with the information

provided by a previous update value an attacker needs to find a pre-image of a

OWHF which is by definition computationally infeasible.
It is obvious that if a pre-produced response becomes stale because the status of

the certificate it refers changes, a new signature must be performed, in other words,

H -OCSP is only applicable to responses that need to update their documented life-

time. However, notice that the majority of the response updates are due to the fact

that the documented life-times become obsolete, hence the H -OCSP will have

indeed a great impact over the responder performance.

Notice also that H -OCSP produces the desired behavior of pre-produced re-

sponses:

For one thing, the responder can use pre-produced responses with
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a small life-time which reduces the risk of replay attacks. For another,

the repository can update its pre-produced responses at low cost which

reduces the risk of denial of service.

Finally, it is worth mentioning that when the responder recovers from a crash or

is restarted after being down for some reason, the most secure and easiest way

to implement the startup environment is to erase all the pre-produced responses

from cache. This is the way we perform the startup environment in our H -OCSP

responder. However, other implementations may keep the pre-produced responses

but do so at their own peril.

Below, we show how to save bandwidth between the client and the responder

using H -OCSP. This feature is very interesting in the wireless environment where

one of the biggest constrains is the scarce bandwidth that it is available.

Pre-produced responses can be also cached by clients. Let us assume that a

previous H -OCSP response for a certain certificate is stored in the client’s cache.

Then, if the client needs to check the status of the same certificate later, she can

ask the responder for a currentUpdateValue instead of downloading a stan-

dard OCSP response which has a much bigger size. Moreover, if a client per-

forms the majority of his requests for a small set of certificates while other cer-

tificates are more rarely requested, it becomes likely to have cached responses for

these FAC. In this case, the status checking can be performed only sending the

currentUpdateValue and the best performance of H -OCSP related to bandwidth

utilization can be clearly appreciated (see Section 4.8).

On the other hand, a client may wish to keep an OCSP response as a con-

sumer protection issue. If a client performs an important or a delicate transaction,

it may later arise a conflict about the content of the exchanged messages. Usually,

digital signatures performed during the transaction are used to solve these kind of

non-repudiation trials, therefore it is necessary to have a proof of the status of the

involved certificates in the precise moment that the transaction was performed. No-

tice that the hash chain permits to store old responses for a certain certificate with

a reduced storage capacity. This storage can be performed by the broker or even

by the client (for the certificates she considers important).
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4.5. ASN.1 add-on for H -OCSP

4.5 ASN.1 add-on for H -OCSP

In this section we address important implementation issues in order to make H -
OCSP inter-operable with the standard OCSP. In order to deploy H -OCSP, we

need to slightly modify the OCSP protocol. The additional parameters that we in-

troduce are included in extensions. This provides compatibility because support for

any specific extension is optional and unrecognized extensions are silently ignored

by either the clients or the responders. The protocol is designed to permit inter-

operability among standard OCSP clients and responders and H -OCSP clients and

responders with any combination among them. The ASN.1 add-on for H -OCSP is

presented in Figure 4.2.

An H -OCSP client can include an extension in the singleRequestEx- tensions

with OID id-pkix-ocsp-base-update-value to let the responder know that she

understands H -OCSP. If the H -OCSP client has an H -OCSP response for the

target certificate in its cache, the extension includes the baseUpdateValue. Oth-

erwise, the extension is filled with an array of 0 bytes. Upon receipt of a request,

a responder determines if the message is well formed, if the repository is config-

ured to provide the requested service and if the request contains the compulsory

information.

If an H -OCSP client requests a standard OCSP responder, the extension is

silently ignored and the responder responds with a standard OCSP response. If an

H -OCSP responder receives a request, it looks for the correspondent extension.

Depending on the request extension, the H -OCSP responder will respond with

different types of responses:

type-A is an H -OCSP response that includes the currentUpdateValue. It is sent

to the client if she understands H -OCSP and if the baseUpda- teValue

provided in the request extension matches the one currently stored by the

responder.

type-B (basic) is a standard OCSP basic response. It is sent either if the client

does not understand H -OCSP or if it is the first request for a pre-produced

response.
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HOCSP DEFINITIONS EXPLICIT TAGS::=
BEGIN
IMPORTS

--PKIX Certificate Extensions
AlgorithmIdentifier, BasicOCSPResponse, id-pkix-ocsp FROM OCSP

AuthorityInfoAccessSyntax, GeneralName, CRLReason FROM PKIX1Implicit88
{iso(1) identified-organization(3) dod(6) internet(1) security(5)
mechanisms(5) pkix(7) id-mod(0) id-pkix1-implicit-88(2)}

Name, Extensions,Certificate, -- AlgorithmIdentifier, id-kp,
id-ad-ocsp FROM PKIX1Explicit88 {iso(1) identified-organization(3)
dod(6) internet(1) security(5) mechanisms(5) pkix(7) id-mod(0)
id-pkix1-explicit-88(1)};

--Type of H-OCSP responses
TypeAResponse ::= SEQUENCE { currentUpdateValue OCTET STRING }
TypeCResponse ::= SEQUENCE {
basicResponse BasicOCSPResponse,
typeAResponse TypeAResponse }

baseUpdateValue ::= OCTET STRING
maximumUpdateIndex ::= INTEGER

-- Object Identifiers (proposal)
id-pkix-hocsp-type-a OBJECT IDENTIFIER ::={ id-pkix-ocsp 8 }
id-pkix-hocsp-type-c OBJECT IDENTIFIER ::={ id-pkix-ocsp 9 }
id-pkix-hocsp-base-update-value OBJECT IDENTIFIER::={ id-pkix-ocsp 10
}
id-pkix-hocsp-maximum-update-index OBJECT IDENTIFIER ::=
{id-pkix-ocsp 11}

Figure 4.2: ASN.1 add-on for H -OCSP

type-C contains a basic response plus a currentUpdateValue. The basic re-

sponse includes also the maximumUpdateIndex parameter in one of the singleExtensions

of the response. It is sent if the client understands H -OCSP but it has not a

previous H -OCSP response in cache for the target certificate or if the cached

response she has is obsolete (i.e. the baseUpdateValue does not match the

one in the responder).

Finally, we have checked inter-operability of our clients and responders with:
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• Euro PKI (http://ocsp.europki.org\:8026).

• Open Validation (http://ocsp.openvalidation.org\:80).

• Alacris (http://ocsptest.alacris.com\:3080/ocsp).

4.6 Security discussion

Next, we present an informal discussion (rather than formal proofs or demonstra-

tions) about the main security aspects of H -OCSP.
Remember that OCSP can be used with:

• Cryptographically binded requests and responses. If the client wants a re-

sponse cryptographically binded to her request, the repository must take into

account the nonce that goes in the request when computing the signed re-

sponse.

• Pre-produced responses. These responses are not bound to any particular

request, so the information that a response contains can be re-used to respond

as many requests as desired.

Cryptographically binded requests and responses are open to denial of service at-

tacks because of the cost of computing the signatures. In this case the effectiveness

of H -OCSP avoiding this kind of denial of service attack fails for the following

reasons:

• This mode of operation is very costly to the responder because it has to

produce a different response per each client for the same information and

store all these data in its cache.

• If the majority of the clients are honest and they collaborate with H -OCSP

by using their cache entries for previously asked data, the H -OCSP respon-

der will be more robust than the standard one. However, active adversaries

can claim that they do not have previously asked for data (e.g. omitting their

cache entries) and they can ask each time for a new response. In this case, the

denial of service protection of H -OCSP fails if attackers flood the responder
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with their requests (H -OCSP will have the same asymptotic behaviour that

OCSP).

As a result of the previous discussion, we discourage the use of H -OCSP with

cryptographically binded responses (or at least the administrator must be concerned

about the risks of using this mode of operation).

On the other hand, when using pre-produced responses, the H -OCSP respon-

der is protected from denial of service attacks for data contained in its cache during

(at the most):

∆p = ∆∗d (4.6)

We denote ∆p as the “maximum protection period”. Notice that any new re-

quest over data already contained in a cached response will not involve much pro-

cessing capacity usage during the protection interval because the Even et al. algo-

rithm can be executed almost in real time. Therefore the denial of service attack

intended by the active adversary can be avoided. Even though, the responder may

have minor denial of service problems at start-up since at that time it must sign

each produced response.

4.7 The Cervantes module of H -OCSP

4.7.1 Server-side

Figure 4.3 shows the behaviour of the SCH that manages H -OCSP.

DB

HOCSP−SCH

1

63

2 5

89

10

. . .

. . .

HOCSPPortThread

HOCSP client HOCSP client

HOCSPSocketThread HOCSPSocketThread

Cache

4,7

CM

Figure 4.3: H -OCSP-SCH

1. The HOCSPPortThread listens for requests addressed to a certain TCP port.
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2. For each request the HOCSPPortThread creates an HOCSPSocketThread.

3. The HOCSPSocketThread receives the request.

4. The Cache stores previous pre-produced responses and their respective primaryUpdateValues.

So before generating a new response the HOCSPSocketThread tries to find

a previous response in cache for the requested certificate.

5. If the HOCSPSocketThread does not find a previous response in cache, it

must obtain the status data from the database.

6. The HOCSPSocketThread can send different types of responses to the client

depending on the data that it has gathered and what the client has in its cache:

(a) Conditions: The HOCSPSocketThread could acquire a pair (basic re-

sponse, primaryUpdateValue) from the cache for the target certificate

and the client has the same basic response in her cache.

Type of response: type-A. To build the type-A response the HOCSP-

SocketThread computes the currentUpdateValue from the ca- ched

primaryUpdateValue, DER encodes the resultant response and sends

it to the client.

(b) Conditions: The status data was acquired from the database.

Type of response: type-B. To build the type-B response from scratch the

HOCSPSocketThread generates the basic PDU of the response with the

status data, generates the primaryUpdateValue and includes this pa-

rameter as a response extension, produces the signature, DER encodes

resultant response and sends it to the client.

(c) Conditions: The HOCSPSocketThread could acquire a pair (basic re-
sponse, primaryUpdateValue) from the cache for the target certificate

but the client does not have the same basic response in her cache.

Type of response: type-C. To build the type-C response the HOCSP-

SocketThread computes the currentUpdateValue from the ca- ched

primaryUpdateValue, DER encodes the resultant response using the

basic response of the cache and sends it to the client.
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7. The HOCSPSocketThread sends the new responses it produces to the cache

so that other requests can benefit from this work and possible DoS attacks

can be alleviated.

8. The CM informs the HOCSPPortThreads about any change in the status data.

9. When the HOCSPPortThread is informed about a change in the status data it

must update the cache, that is delete the affected responses from the cache.

10. The HOCSPSocketThread informs the HOCSPPortThread about the bytes

and processing time required to serve the request.

4.7.2 Client-side

The H -OCSP-PH adds new parameters in the API to indicate that you want to

store in cache the H -OCSP responses (see Figure 4.4).

cache. This parameter indicates whether the client stores in cache the H -
OCSP responses or not.
local cache path. This is the path to the local directory of the client that will
store the responses.

Figure 4.4: Configuration of an H -OCSP-PH.

4.8 Evaluation

In this section, we compare the performance of standard OCSP versus H -OCSP

in terms of the downlink bandwidth consumption (responder-to-clients) and the

processing capacity utilization in the responder. The experimental results have

been obtained using Cervantes under the following conditions:

• The responder runs in a Pentium III (800MHz).

• The clients generate 2 status checking requests per hour following an expo-

nential probability density function.

• There are 10,000 clients.
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Figure 4.5: H -OCSP versus Standard OCSP

• Each client has a certificate.

• There is an average of 10% revocation.

• The test is configured with a database dynamism of one event (revocation/expiration)

per hour and random revocations and random expirations are used.

• The target certificates are randomly chosen.
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• It is assumed that each client has a FAC of 10 certificates that take the 50%

of the status checking requests.

• Pre-produced responses are used (non-cryptographically binded requests and

responses).

• The responses are cached by clients during their validity period.

Figure 4.5-a shows the computational load of the responder. It can be observed that

the computational load at the H -OCSP responder decreases and becomes steady

after a few minutes (approx. after 70 min, when the H -OCSP responder starts to

take advantage of the pre-computed responses).

In the steady state, the H -OCSP responder consumes around five times less

processing capacity than the standard OCSP responder. This is a substantial im-

provement taking into account that the CPU measurements include not only cryp-

tographic operations but all the operations performed by the java virtual machine

(notice that many of these operations such as the garbage collection are very time-

consuming).

Figure 4.5-b shows the measured downlink bandwidth utilization. In the steady

state, when the client’s cache is fully working, the better performance of H -OCSP

can be also observed. With less percentage of requests for these frequently asked

certificates the performance decreases but in the worse case is approximately as

good as in standard OCSP.

4.9 Conclusions

In this chapter we introduce the problem of certificate validation in m-commerce

transactions. We have shown that many of the validation functions can be delegated

to a broker in order to alleviate the resources utilization in the client.

H -OCSP has been proposed as a way to reduce the computational load of the

responder. H -OCSP is a hash chain-based mechanism to update pre-produced

OCSP responses at a low cost. As a result, an H -OCSP responder is better pro-

tected against denial of service attacks than a standard one. Wireless clients can

also benefit from H -OCSP by storing the responses of the most used certificates
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in their cache. However, there is a trade-off between the storing capacity of the

wireless terminals and the benefits that H -OCSP can achieve. We are currently

developing efficient cache updating policies for terminals with reduced storing ca-

pacity.

On the other hand, we have defined the ASN.1 add-on for H -OCSP that makes

it inter-operable with the standard OCSP and we have shown the implementation

of H -OCSP in Cervantes. Finally, we have evaluated the behavior of H -OCSP

compared to standard OCSP and we have shown that H -OCSP requires in general

less resources. Although H -OCSP has been designed with the wireless scenario in

mind, most of its benefits also apply for the wired internet.
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Chapter 5

AD-MHT

5.1 Introduction

MHT-based systems seem to avoid some of the OCSP and CRL scalability draw-

backs, but to our knowledge there were no published implementations of such a

system. In this Chapter we explain in detail one of the certificate revocation sys-

tems based on the MHT that we have developed. The revocation system is named

AD-MHT and it uses the data structures proposed by Naor and Nissim in [NN00].

We address important issues that were not addressed in the original proposal, such

as the algorithms to efficiently respond to a request, revoke a certificate and delete

an expired certificate. We have also developed the status checking protocol for

communicating the AD-MHT repository with the End Entities and an algorithm

to verify the responses [MFES03b]. Moreover, AD-MHT has been implemented
as part of the Cervantes platform and several details of the implementation were

presented in [MFES03a]. Finally, an extended version of all togheter has been

published in [MFES03e].

The rest of the chapter is organized as follows: in Section 5.2 we show the

basics of the AD-MHT. In Section 5.3 we present a status checking protocol for

the AD-MHT. In Section 5.4 we discuss the issues related to the response verifica-

tion. In Section 5.5 we present a security discussion for the AD-MHT system. In

Section 5.6 we show the implementation of AD-MHT in Cervantes. In Section 5.7

we compare the AD-MHT with the main standards, OCSP and CRL, in terms of
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Figure 5.1: Sample MHT.

down-link bandwidth and processing capacity consumption. Finally, we conclude

in Section 5.8.

5.2 AD-MHT Basics

The AD-MHT is based on the MHT and the 2-3 Tree.

5.2.1 The Merkle Hash Tree

The MHT [Mer89] relies on the properties of the OWHF. It exploits the fact that

an OWHF is at least 10,000 times faster to compute than a digital signature, so

the majority of the cryptographic operations performed in the revocation system

are hash functions instead of digital signatures. A sample MHT is represented in

Figure 5.1.

We denote by Ni, j the nodes within the MHT where i and j represent respec-

tively the i-th level and the j-th node. We denote by Hi, j the cryptographic variable

stored by node Ni, j. Nodes at level 0 are called “leaves” and they represent the data

stored in the tree. In the case of revocation, leaves represent the set Φ of certificates

that have been revoked,

Φ = {c0,c1, . . . ,c j, . . . ,cn} . (5.1)

Where c j is the data stored by leaf N0, j . Then, H0, j is computed as (5.2)
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H0, j = h(c j) . (5.2)

Where h is a OWHF. To build the MHT, a set of t adjacent nodes at a given level

i; Ni, j, Ni, j+1, . . . ,Ni, j+t−1, are combined into one node in the upper level, which

we denote by Ni+1,k. Then, Hi+1,k is obtained by applying h to the concatenation

of the t cryptographic variables (5.3)

Hi+1,k = h(Hi, j|Hi, j+1| . . . |Hi, j+t−1). (5.3)

At the top level there is only one node called the “root”. Hroot is a digest for all

the data stored in the MHT.

The sample MHT of Figure 5.1 is a binary tree because adjacent nodes are

combined in pairs to form a node in the next level (t = 2) and Hroot = H2,0.

Definition 5.1. Digest = {DNRDI, Hroot , Validity Period}SIGRDI

Definition 5.2. The P athc j is defined as the set of cryptographic values necessary

to compute Hroot from the leaf c j.

Remark 5.1. Notice that the Digest is trusted data because it is signed by the RDI

and it is unique within the tree while P ath is different for each leaf.

Claim 5.1. If the MHT provides a response with the proper P athc j and the MHT
Digest, an End Entity can verify whether c j ∈ Φ.

Example 5.1. Let us suppose that a certain user wants to find out whether c1 be-

longs to the sample MHT of Figure 5.1. Then,

P athc1 = {H0,0,H1,1}

Digest = {DNRDI, H2,0, Validity Period}SIGRDI

The response verification consists in checking that H2,0 computed from the

P athc1 matches H2,0 included in the Digest,

Hroot = H2,0 = h(h(h(c1)|H0,0)|H1,1) . (5.4)
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Remark 5.2. Notice that the MHT can be built by a TTP (RDI) and distributed

to a repository because a leaf cannot be added or deleted to Φ without modifying

Hroot
1 which is included in the Digest and as the Digest is signed, it cannot be

forged by a non-TTP.

5.2.2 The 2-3 Tree

A 2-3 tree is a balanced tree in which each internal node has two or three children

(t ∈ {2,3}). The main advantage of this type of tree is that management tasks such

as searching, adding and removing a leaf can be performed in o(log(n)) [AHU88]

where n is the number of leaves. Certificates are distinguished in the MHT by their

serial numbers and each leaf within the tree represents a certificate. On the other

hand, leaves are ordered by serial number. Figure 5.2 shows a sample 2-3 that

represents a set of revoked certificates Φ = {2,5,7,8,12,16,19}.
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Figure 5.2: Sample 2-3 tree

Notice that an internal node has only two or three children. If it has two chil-

dren, these are the “left” and “middle” ones, and if it has three children these are

the “left”, “middle” and “right” ones. In other words, an internal node always has

“left” and “middle” children. A leaf has no children and min = max = c j . Leaves

are ordered in the following way: leaves on the left represent smaller serial num-

bers than leaves on the right.

At this point a new question arises: how to demonstrate that a certain certificate

has not been revoked. In other words, how to prove that a certain target certificate

1To do such a thing, an attacker needs to find a pre-image of a OWHF which is computationally
infeasible by definition.
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identified by serial number ctarget does not belong to the set of revoked certificates

Φ. To prove that ctarget /∈ Φ, as the leaves are ordered, it is enough to demon-

strate the existence of two leaves, a minor adjacent (cminor) and a major adjacent
(cma jor) that fulfill:

1. cma jor ∈ Φ.

2. cminor ∈ Φ.

3. cminor < ctarget < cma jor.

4. cminor and cma jor are adjacent nodes.

Apart from the data that identifies the certificate that has been revoked, revocation

systems provide the reason and the date of revocation. To add this information to

the MHT, we need to include it in the computation of the cryptographic value of

the corresponding leaf (5.5).

H0, j = h{CertID|Reason|Date} (5.5)

5.2.3 How to respond to a request

As pointed out in the previous section the response varies according to whether or

not the requested certificate belongs to the MHT. If ctarget ∈ Φ, we need to provide

the user with the P ath from the target leaf to the root. Next, we propose a recursive

algorithm that starts from the root and goes across the tree until the target leaf is
reached. During this trip through the tree, the algorithm finds the P ath for the

target leaf. To sum up, when the algorithm has reached a certain internal node

denoted by Ni , it decides the next node to go to (denoted by Ni−1) and adds the

siblings of Ni−1 to the P ath. The algorithm is presented below in pseudo-code and

it is illustrated by Example 5.2.

While (Ni 6= lea f){

If (Ni has two children){

If (ctarget < Ni.middle.min){

Ni−1 = Ni.le f t
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#Ni.middle is included in Path

Ni.middle �Path

}

Else {

Ni−1 = Ni.middle

Ni.le f t �Path

}

}

If (Ni has three children){

If (ctarget < Ni.middle.min){

Ni−1 = Ni.le f t

Ni.middle �Path

Ni.right �Path

}

Else if (ctarget < Ni.right.min){

Ni−1 = Ni.middle

Ni.le f t �Path

Ni.right �Path

}

Else {

Ni−1 = Ni.right

Ni.le f t �Path

Ni.middle �Path

}

Example 5.2.

1. Start on the root. [see Figure 5.3# root = N2,0, ctarget = 16]

2. Choose next node. [see Figure 5.3# N1,2]

3. Add siblings to P ath. [see Figure 5.3# {N1,0,N1,1} �P ath]

4. Choose next node. [see Figure 5.3# N0,5]
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Figure 5.3: Example: searching a revoked certificate

5. Add siblings to P ath. [see Figure 5.3# N0,6 �P ath]

6. The algorithm ends because the target leaf has been reached. [see Figure

5.3# ctarget = 16]

If ctarget /∈ Φ, we need to find the two adjacent leaves to the target certificate.

Notice that if ctarget /∈ Φ and we follow the algorithm previously described, we will

get the P ath of the minor adjacent of ctarget . To find the major adjacent we need a

similar algorithm using other border-lines, which is why we use the max parameter.

5.2.4 How to revoke a certificate

When a certificate has been revoked, it must be inserted in the MHT. The algorithm

that we propose for inserting a revoked certificate in the MHT is depicted below

and it is also illustrated by an example in Figure 5.4.

1. Start searching the target leaf. [see Figure 5.4-a# ctarget = 9]

2. The search is stopped at level 1, denoted by N1, j. [see Figure 5.4-a# N1, j =

N1,1]

3. If N1, j has “2” children, then ctarget is inserted as child of N1, j in the correct

position.

(a) N1, j.max, N1, j.min and H1, j are updated.
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Figure 5.4: Example: inserting a revoked certificate (with root splitting)
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(b) Now, the resulting tree is balanced. We recalculate the Hi, j from the

leaf we are at to the root and the algorithm ends.

4. If N1, j has “3” children, ctarget would be the forth child, which is not possible

in a 2-3 tree by definition. Then,

(a) N1, j is split and a new node is created. We denote it by N1, j+1. [see

Figure 5.4-b# N1, j+1 = N1,2]

(b) The two leaves with the smaller serial number remain as children of

N1, j, while the other two leaves become children of N1, j+1.

(c) N1, j.max, N1, j.min, H1, j, N1, j+1.max, N1, j+1.min and H1, j+1are updated.

The father of N1, j is denoted by N2,k. [see Figure 5.4-b# N2,k = N2,0]

5. N1, j+1 must be inserted as a child of N2,k. To insert the new child, the algo-

rithm is applied recursively.

In the last instance, the root node may be split. In this case, a new root is

created whose children will be the old root and the new node. The root splitting is

how the tree grows. [see Figure 5.4-c#]

5.2.5 How to delete an expired certificate

It makes no sense to have expired certificates in revocation databases since they are

not valid. The algorithm for deleting an expired certificate is rather complicated:

we illustrate an example in Figure 5.5.

1. Start searching the target leaf. We denote it by N0, j. [see Figure 5.5-a#

ctarget = 7, N0, j = N0,2]

2. If the target leaf is not found, the algorithm is aborted.

We denote by N1,k the father of N0, j. [see Figure 5.5-a# N1,k = N1,1]

3. If N1,k has “3” children, then
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Figure 5.5: Example. Deleting an expired certificate

(a) N0, j is deleted.

(b) The children of N1,k are placed in their correct position.

(c) N1,k.max, N1,k.min and H1,k are updated.

(d) Now, the resulting tree is balanced. We recalculate the Hi, j from the

leaf we are at to the root and the algorithm ends.

4. If N1,k has “2” children, then

(a) N0, j is deleted. Notice that N1,k is left only with one child, which is

not possible in a 2-3 tree by definition. Thus, N1,k must be reallocated

within the tree. [see Figure 5.5-a#]

The father of N1,k is denoted by N2,m. [see Figure 5.5-a# N2,m = N2,0]
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5. If N1,k = N2,m.le f t, then its adjacent node is N1,k+1 = N2,m.middle. Then

(a) If N1,k+1 has “3” children, then

i. N1,k+1.le f t is reallocated as N1,k.middle.

ii. The children of N1,k+1 are placed in the correct position.

iii. N1,k.max, N1,k.min, H1,k, N1,k+1.max, N1,k+1.min and H1,k+1 are

updated.

iv. Now, the resulting tree is balanced. We recalculate the Hi, j from

the leaf we are at to the root and the algorithm ends.

(b) If N1,k+1 has “2” children, then

i. The child of N1,k is reallocated as N1,k+1.le f t.

ii. The children of N1,k+1 are placed in the correct position.

iii. N1,k is deleted.

iv. If N2,m has been left with “2” children, the resulting tree is bal-

anced. We recalculate the Hi, j from the leaf we are at to the root

and the algorithm ends.

v. If N2,m has been left with only “1” child, the algorithm must be

applied recursively. [see Figures 5.5-b,5.5-c and 5.5-d#]

6. If N1,k = N2,m.middle, its adjacent nodes are N1,k−1 = N2,m.le f t and N1,k+1 =

N2,m.right.

(a) If N1,k−1 has “3” children, then

i. N1,k−1.right is reallocated as N1,k.le f t.

ii. The children of N1,k−1 are placed in the correct position.

iii. N1,k.max, N1,k.min, H1,k, N1,k−1.max, N1,k−1.min and H1,k−1 are

updated.

iv. Now, the resulting tree is balanced. We recalculate the Hi, j from

the leaf we are at to the root and the algorithm ends.

(b) Else if N1,k+1 exists and has “3” children,

i. N1,k+1.le f t is reallocated as N1,k.middle.
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ii. The children of N1,k+1 are placed in the correct position.

iii. N1,k.max, N1,k.min, H1,k, N1,k+1.max, N1,k+1.min and H1,k+1 are

updated.

iv. Now, the resulting tree is balanced. We recalculate the Hi, j from

the leaf we are at to the root and the algorithm ends.

(c) Else if N1,k−1 and N1,k+1 have both “2” children, then

i. The child of N1,k is reallocated as N1,k−1.right.

ii. N1,k is deleted.

iii. N1,k−1.max, N1,k−1.min and H1,k−1 are updated.

iv. Now, the resulting tree is balanced. We recalculate the Hi, j from

the leaf we are at to the root and the algorithm ends.

(d) Else if N1,k+1 = null and N1,k−1 has “2” children, then

i. The child of N1,k is reallocated as N1,k−1.right.

ii. N1,k is deleted. Notice that N2,m is left only with one child, which

is not possible in a 2-3 tree by definition. To reallocate N2,m, the

algorithm must be applied recursively.

7. If N1,k = N2,m.right, then its adjacent node is N1,k−1 = N2,m.middle.

(a) If N1,k−1 has “3” children, then

i. N1,k−1.right is reallocated as N1,k.le f t.

ii. The children of N1,k−1 and N1,k are placed in the correct position.

(b) N1,k.max, N1,k.min, H1,k, N1,k−1.max, N1,k−1.min and H1,k−1 are up-

dated.

(c) Now, the resulting tree is balanced. We recalculate the Hi, j from the

leaf we are at to the root and the algorithm ends.

(d) If N1,k−1 has “2” children, then

(e) The child of N1,k is reallocated as N1,k−1.right

(f) N1,k−1.max, N1,k−1.min and H1,k−1 are updated.

(g) N1,k is deleted.

(h) Now, the resulting tree is balanced. We recalculate the Hi, j from the

leaf we are to the root and the algorithm ends.
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5.3 AD-MHT status checking protocol

Below, the authors propose a request/response protocol devised in ASN.1 to per-
form the status checking in the AD-MHT2. The protocol imports ASN.1 definitions

from [MAM+99] and [HFPS99].

5.3.1 The AD-MHT request

Figure 5.6 shows the ASN.1 description for an AD-MHT request. Each request

contains:

• The protocol version (currently version 1).

• A unique identifier for each target certificate (CertID).

• Optionally the request might be signed by the client.

Upon receipt of a request, the repository determines whether the message is well

formed, whether it is configured to provide the requested service and whether the

request contains the compulsory information. If any one of the prior conditions are
not met, the repository produces a response with an error message that is indicated

in MHTResponseStatus (see Figure 5.7). Otherwise, it returns a response with the

appropriate status data.

5.3.2 The AD-MHT response

Figure 5.7 shows the ASN.1 description for an AD-MHT response. The response

syntax is more complex than the request since it must include the Digest of the tree

and one or two P aths for each target certificate (remember that we need to prove

the existence of the minor and major adjacent leaves to ensure that a certificate is

not revoked).

The BasicADMHTResponse contains:
2We propose to reserve the following MIME types for the HTTP transport of the AD-MHT re-

quests and responses:

• application/admht-request

• application/admht-response
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ADMHTRequest ::= SEQUENCE {
tbsRequest ADMHTTBSRequest,
optionalSignature [0] EXPLICIT OCTET STRING OPTIONAL }
ADMHTTBSRequest ::= SEQUENCE {
version [0] EXPLICIT Version OPTIONAL,
requestList SEQUENCE OF ADMHTCertRequest }
ADMHTCertRequest ::= SEQUENCE {reqCert CertID }
CertID ::= SEQUENCE {
issuerName [0] EXPLICIT OCTET STRING OPTIONAL,--Hash of the issuer
(CA) DN
issuerKeyHash [1] EXPLICIT OCTET STRING OPTIONAL,--Hash of the issuer
(CA) public-key
serialNumber CertificateSerialNumber }
CertificateSerialNumber ::= OCTET STRING

Figure 5.6: ASN.1 description of the AD-MHT Request

• A SignedTreeDigest that is common for all the target certificates.

• A SingleADMHTResponse per target certificate.

The SignedTreeDigest includes:

• The issuer, that is, the DN of the RDI.

• The validityPeriod.

• The rootHash inclusion is optional because the client can calculate it from

the P ath, even though the RDI must include the rootHash in the signature

computation.

The SingleADMHTResponse includes the information necessary to check, whether

or not the target certificate has been revoked:

• If minorAdjacent= majorAdjacent, the certificate has been revoked. Then,

only the minorAdjacent is included in the P ath.

• If minorAdjacent 6= majorAdjacent, the target certificate has not been re-

voked. Then, P aths from both adjacent leaves must be included in the re-

sponse.
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ADMHTResponse ::= SEQUENCE {
responseStatus MHTResponseStatus,
basicResponse [0] EXPLICIT BasicADMHTResponse OPTIONAL }
BasicADMHTResponse ::= SEQUENCE {
signedTreeDigest SignedTreeDigest,
singleResponse SingleADMHTResponse }
MHTResponseStatus ::= ENUMERATED {
successful (0), --Response has valid confirmations
malformedRequest (1), --Illegal confirmation request
internalError (2), --Internal error in issuer
tryLater (3), --Try again later

--(4) and (5) are not used
unauthorized (6) } --Request unauthorized
SignedTreeDigest ::= SEQUENCE {
tbsTreeDigest TBSTreeDigest,
signature OCTET STRING } --SHA1 with RSA is used
TBSTreeDigest ::= SEQUENCE {
issuer Name, --DN of the RDI
validity Validity,
rootHash [0] EXPLICIT OCTET STRING OPTIONAL,
extensions [1] EXPLICIT Extensions OPTIONAL }
SingleADMHTResponse ::= SEQUENCE {
minorAdjacent TreePath,
majorAdjacent [0] EXPLICIT TreePath OPTIONAL } --Only needed for
not revoked certificates
TreePath ::= SEQUENCE {
adjacentID CertID,
status RevokedInfo,
firstPathStep PathStep }
PathStep ::= SEQUENCE { --SHA1 is used
leftHash [0] EXPLICIT OCTET STRING OPTIONAL,
middleHash [1] EXPLICIT OCTET STRING OPTIONAL,
rightHash [2] EXPLICIT OCTET STRING OPTIONAL,
nextPathStep [3] EXPLICIT PathStep OPTIONAL }
RevokedInfo ::= SEQUENCE {
revocationTime GeneralizedTime,
revocationReason [0] EXPLICIT CRLReason OPTIONAL }

Figure 5.7: ASN.1 description of the AD-MHT Response
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The TreePath includes:

• The adjacentID that uniquely identifies the target certificate.

• The status, which includes the revocation date and the revocation reason.

• The PathSteps that allow Hroot to be computed recursively.

Each PathStep contains:

• The cryptographic value(s) necessary to compute a cryptographic value in

the upper level.

• The next PathStep (in the last instance, the root is reached).

The algorithm that allows Hroot to be computed is depicted below:

1. The i-th PathStep allows Hi+1 to be computed. Hi+1 can be a leftHash, a

middleHash or a rightHash in the (i+1)-th level.

2. If Hi+1 is a leftHash,

(a) If the (i + 1)-th level has “2” nodes, then the nextPathStep will in-

clude only a middleHash.

(b) If the (i + 1)-th level has “3” nodes, then the nextPathStep will in-

clude a middleHash and a rightHash.

3. If Hi+1 is a middleHash, then

(a) If the (i + 1)-th level has “2” nodes, then the nextPathStep will in-

clude only a leftHash.

(b) If the (i + 1)-th level has “3” nodes, then the nextPathStep will in-

clude a leftHash and a right-

Hash.

4. If Hi+1 is a rightHash, then the nextPathStep will include a leftHash

and a middleHash.
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5.4 Response verification

In this Section, we solve some open issues related to the response verification that

were not addressed in the original AD proposal.

5.4.1 Adjacent node checking

First of all, the client must check that each TreePath included in the response is

correct, that is, that the rootHash computed from the P ath matches the rootHash

included in the Digest.

If a target certificate has not been revoked, this is not enough: the client also

needs to ensure that the TreePaths provided belong to real adjacent nodes (re-

member that the repository is a non-TTP, so the user can be misled into believing

that a certain pair of nodes within the tree are adjacent leaves).

Example 5.3. Let us suppose that we want to perform a transaction using a given

certificate. The certificate is identified by ctarget . Using the example in Figure 5.2,

let us assume that ctarget = 16. Notice that ctarget ∈ Φ, but let us suppose that a

malicious repository provides us with the P ath for a couple of leaves that belong

to the MHT, claiming that they are adjacent. For instance, let us assume that these

leaves are cminor = 8 and cma jor = 19. If we only check that {cminor,cma jor} ∈ Φ,

we will think that ctarget is valid and we will perform the fraudulent transaction.

Next, the authors propose a recursive algorithm that given a certain couple of

TreePaths, verifies whether they actually belong to “real” adjacent leaves. The

algorithm works without adding any extra information to the protocol or the data

structures. The alleged adjacent leaves are denoted by N0, j and N0, j+1.

1. The client computes H1,m and H1,n, which denote respectively the crypto-

graphic values of the fathers of N0, j and N0, j+1.

2. If H1,m = H1,n, then both leaves have the same father. Then,

(a) If N0, j = N1,m.le f t and N0, j+1 = N1,m.middle, then they are adjacent
nodes.
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Figure 5.8: Examples of adjacent node checking
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(b) If N0, j = N1,m.middle and N0, j+1 = N1,m.right, then they are adjacent
nodes.

(c) Else, they are not adjacent nodes.

3. If H1,m 6= H1,n, then the leaves do not have the same father. Then,

(a) If N1,m has “2” children and N0, j 6= N1,m.middle, then they are not
adjacent nodes.

(b) If N1,m has “3” children and N0, j 6= N1,m.right, then they are not adja-
cent nodes.

(c) If N0, j+1 6= N1,n.le f t, then they are not adjacent nodes.

(d) Else computes H2,p and H2,q, which denote respectively the crypto-

graphic values of the fathers of N1,m and N1,n, and applies the algorithm

recursively. In the last instance, the root is the unique common father

between the pair of nodes.

We illustrate some examples of the previous algorithm in Figure 5.8.

It must be pointed that the strength of the above algorithm resides in the posi-

tion that a certain node occupies relative to its father, in other words whether a cer-

tain node is “left”, “middle” or “right”. Notice that the end user can trust this infor-

mation since the relative node positions cannot be swapped by a malicious reposi-

tory because we use a non-commutative hash function. If the malicious repository

modifies the concatenation order, then it changes the cryptographic value of the

next step (5.6)

Hi+1,k = h(Hi, j |Hi, j+1) 6= h(Hi, j+1|Hi, j) . (5.6)

5.4.2 MHT bounds

On the other hand, notice that in some cases minor adjacent, major adjacent or both

are missing. For instance,

• If Φ = { /0}, i.e. the MHT is empty, then both adjacent nodes are missing.
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• If ctarget < c j ∀ j, i.e. the serial number of the target certificate is smaller than

the smallest leaf within the MHT, then there is no minor adjacent.

• If ctarget > c j ∀ j, i.e. the serial number of the target is bigger than the biggest

leaf within the MHT, then there is no major adjacent.

A serial number is nothing more than an array of bits. The serial number with all its
bits set to 0 and the serial number with all its bits set to 1 are reserved (not assigned

to “real” certificates) to bound the MHT. These “special” serial numbers represent

0 and +∞ respectively, so now each possible serial number has two adjacent nodes

independently of the certificates contained by the MHT.

5.5 Security discussion

For AD-MHT to be effective, certificate-using applications must connect to the any

of the AD-MHT repositories available. In the event that such a connection cannot

be obtained, certificate-using applications could implement other processing logic

(CRL, OCSP etc.) as a fall-back position.

Another important aspect that the AD-MHT administrators must take into ac-

count when deploying the system is that if you do not rely on HTTP as the transport
mechanism, you might get in trouble when going across firewalls because many

of them will not allow anything but HTTP to pass through, so there could be a

problem to communicate end-points from either side of a firewall. Furthermore,

AD-MHT administrators should not forget that the HTTP transport makes it possi-

ble for firewall administrators to configure them to selectively block out messages

using specific MIME types. Administrators of the AD-MHT system should also

take the reliance of HTTP caching into account because it may give unexpected

results if the AD-MHT requests or responses are cached by intermediate servers

and these servers are incorrectly configured or are known to have cache manage-

ment faults. Therefore, AD-MHT deployments should take the reliability of HTTP

cache mechanisms into account when AD-MHT over HTTP is used.

Possible attacks on the AD-MHT system include the following:

• RDI Masquerade Attack: An attacker or a malicious repository could attempt

to masquerade a trustworthy RDI.
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Countermeasures: This attack is avoidable if the client verifies the signature

included in the Digest using the correct certificate of the RDI.

• Response Integrity Attack: An attacker or a malicious repository could mod-

ify part or the whole of a response sent by legitimate repository.

Countermeasures: This attack cannot be successfully carried out if the re-

sponse is verified according to the procedure described in Section 5.4. Notice

that the inherent structure of the MHT together with the response verification

algorithm make it infeasible to alter an AD-MHT response without making

it invalid: the MHT cannot be modified without modifying the root which

is signed, and fake adjacent nodes are detected by the protocol presented in

Section 5.4.

• Replay Attack: An attacker or a malicious repository could resend an old

(good) response prior to its expiration date but after the Digest has changed.

Countermeasures: Decreasing the validity periods of the responses will de-

crease the window of vulnerability.

• Denial of Service Attack: An attacker could intercept the responses from a le-

gitimate repository and delete them or the attacker could delay the responses

by, for example, deliberately flooding the network, thereby introducing large

transmission delays. Notice that requests do not contain the repository they

are directed to, which allows an attacker to replay a request to any number

of repositories. Finally, unsigned error responses open up the protocol to

another denial of service attack, in which the attacker sends false error re-

sponses.

Countermeasures: The only way to prevent this attack is redundancy of

repositories, which is easy to deploy since repositories are non-TTPs.

5.6 The Cervantes module of AD-MHT

Figure 5.9 shows the behaviour of the SCH that manages AD-MHT.

1. The ADMHTPortThread listens for requests addressed to a certain TCP port.
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2. For each request the ADMHTPortThread creates an ADMHTSocketThread.

3. The ADMHTSocketThread receives the request.

4. The Cache stores two MHTs: the “listening tree” and the “management

tree”. The listening tree is used by the SCH to respond for status check-

ing requests and it is immutable during the validity period of the Digest.

The management tree is updated for each expiration/revocation and after a

validity period ”V P” the management tree is cloned and the listening tree is

replaced with the clone. Thus, the ADMHTSocketThread retrieves the status

data (Digest+P ath) from the listening tree stored in Cache.

5. The ADMHTSocketThread sends the response to the client.

6. The ADMHTSocketThread informs the ADMHTPortThread about the bytes

and processing time required to serve the request.

7. The CM informs the ADMHTPortThread about any change in the status data.

8. When the ADMHTPortThread is informed about a change in the status data

(revocation/expiration) it must update the management tree.

9. Every V P the StatusDataUpdater asks the ADMHTPortThread to clone the

management tree.

10. The ADMHTPortThread clones the management tree and signs the Digest

of the new listening tree.
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11. If Cervantes is restarted and it must keep the revocation records from a

previous execution, the ADMHTPortThread has to build the “first” MHT

based on these records. So it retrieves all the recorded status data from the

database and builds this first listening tree. If Cervates is started with an

empty database, the listening tree will be also empty.

12. The ADMHTSocketThread sends the first listening tree to the Cache.

5.7 Evaluation

In this section O-CRL, OCSP and AD-MHT are evaluated by means of Cervantes

in terms of down-link bandwidth utilization and processing capacity consumed per

request. The experimental results have been obtained under the following condi-

tions:

• The Cervantes server runs in a Pentium III (800 MHz ).

• The clients generate 2 status checking requests per hour following an expo-

nential probability density function.

• There are 10,000 clients.

• Each client has a certificate.

• There is an average of 10% revocation.

• The validity period of a CRL is 6 hours.

• The CRLs are cached by clients during their validity period.

• Clients will request their local cache instead of the repository if they have a

cached CRL.

• 16 CRLs are issued within a validity period (O = 16).

Figure 5.10 shows the comparison among these systems. Despite the use of cache,

the CRL performance in terms of down-link bandwidth is very poor compared to

OCSP or AD-MHT. As a result, CRLs do not seem a good choice for distribution of
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status data among end users and they should be only used as the distribution mech-

anism for intermediate entities. OCSP is a good choice in terms of bandwidth but

the processing capacity resources it uses are the highest of the evaluated systems.

Also, responders are needed in order to distribute the OCSP data. AD-MHT band-

width performance is slightly worse than that of OCSP, but taking into account the

overall performance, the AD-MHT might be a good choice for distribution of status

data among end users because it does not require much bandwidth or processing

capacity and a repository can be used to respond to AD-MHT requests.

5.8 Conclusions

The chapter discusses in detail the design and implementation of a certificate re-

vocation system based on the MHT. The system, which is named AD-MHT, uses

the data structures proposed in [NN00]. This chapter also addresses some impor-

tant open issues that are necessary for implementing such a system and that were

beyond the scope of the original proposal, such as how to respond to a request,
how to revoke a certificate, how to delete an expired certificate, the communication

protocol with the end users and the verification of a response. On the other hand,

AD-MHT has proven to be resistant against malicious behaviors such as RDI mas-

querading, AD-MHT response modification, replay attacks or denial of service.

The AD-MHT system has been implemented as part of the Cervantes plat-

form and finally an evaluation with Cervantes of AD-MHT versus CRL and OCSP

has shown that taking into account the overall performance, the AD-MHT system

might be a good choice for distribution of status data among end users because it

does not require much bandwidth or processing capacity, and repositories can be

used to respond to AD-MHT requests.
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E-MHT

6.1 Introduction

This chapter presents the Enhanced-MHT (E-MHT). The E-MHT is based on the

AD-MHT but we add some mechanisms to the basic data structures of AD-MHT

that allow the E-MHT to provide a response size that is close to (or even better than)

typical online systems such as OCSP without degradating other resources of the

system. These mechanisms include the optimization of the P aths for non-revoked

certificates, the division of revocation status data among multiple MHTs and a

low cost mechanism for re-utilization of the MHT digests and E-MHT responses

[MFES03d]. In [MFES03c] we presented a request/response protocol for status

data retrieval from the E-MHT and we presented its ASN.1 definition.

The rest of the chapter is organized as follows: in Section 6.2 E-MHT is pre-

sented as a system that provides offline status responses with a reduced size. In

Section 6.3 we present the E-MHT status checking protocol. In Section 6.4 we

discuss the issues related to the response verification. In Section 6.5 we present

the security discussion for the E-MHT. In Section 6.6 we show the implementa-

tion of E-MHT in Cervantes. In Section 6.7 E-MHT is evaluated regarding OCSP

[MAM+99] and AD-MHT [MFES03e]. Finally, we conclude in Section 6.8.
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6.2 The Enhanced-MHT basics

In this Section, we propose E-MHT which arises from a performance analysis of

the AD-MHT. Remember that MHT-based systems are offline because the MHT

can be pre-computed by the RDI and distributed to repositories. Offline systems are

more robust than online systems in the sense that it is more complex to maintain the

level of security of a responder than of a repository: a responder has to be online,

but at the same time, it has to protect its private key against intruders. Regardless,
AD-MHT repositories share the following characteristics with online responders:

• A MHT provides status data for particular certificates rather than data of a
whole set of certificates.

• The repository computes part of the cryptographic proof for each response
(i.e. the P ath or P aths).

Taking into account the previous features, it is easy to understand why the size of

an AD-MHT response is usually some orders of magnitude smaller than a classi-
cal CRL. However, the size of an AD-MHT response is larger than an OCSP one

because of the cryptographic values. For instance, we have observed in our tests

with AD-MHT that for a population of 1,000 revoked certificates, the AD-MHT re-

sponse doubles the size of an OCSP response. E-MHT agglutinates several mecha-

nisms for enhancing the efficiency of traditional MHT-based systems. These mech-

anisms, which are explained below, include the optimization of the MHT P aths for

non-revoked certificates, the division of the revoked certificates among multiple

MHTs, the re-utilization of the tree Digest and the cached responses updating at a

low cost.

6.2.1 Optimization of P aths

As discussed in the previous section, the response for non-revoked certificates in

the AD-MHT must include the P athcminor and the P athcma jor . Taking into account

that only a small percentage of the certificates are revoked (usually a 10% is con-

sidered in similar studies), the majority of the requests will be performed over non-

revoked certificates. Therefore, a size reduction over this kind of response will
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Figure 6.1: P ath’s optimization

have a great impact over the system performance. With this idea in mind, we pro-

pose below a way of reducing the number of cryptographic values for non-revoked

certificates.

The repository builds the responses for non-revoked certificates as follows:

• It provides the complete P ath for cminor .

• To build the P athcma jor , the repository omits the cryptographic values that

fulfill that Hi, j ∈ P athcminor (i.e. redundant values that were already included

in the P athcminor ).

Example 6.1. Figure 6.1 shows an example where the repository can omit H1,1,

H1,2 and H2,1 in the P athcma jor . In this example, the number of values necessary to

verify the response is reduced from 8 to 5, within a bigger MHT the saving can be

considerable.

6.2.2 Multi-MHT

We borrow the philosophy of the X.509 CRL-DP as another way of reducing the

response size: the group of revoked certificates Φ is divided into k subgroups and

each subgroup is used to build a smaller MHT. We can use two ways of performing

this division:

• Similarly to CRL-DP we can use a certificate extension to point to the correct

MHT.
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• We can also perform the division without using any certificate extension.
This can be achieved by using the least significant bits of the serial number.

These bits will determinate which tree the certificate belongs to. The only

constrain that this method introduces is that the number of trees k must have

the form k = 2m where m is the number of bits used to perform the division

(the protocol depicted in Section 6.3 is based on this kind of division).

A priori, the MHT division is not as beneficial as the CRL division. Notice that

with k Distribution Points, the CRL size is divided by k while the number of cryp-

tographic values per P ath in the MHT is only divided by o(log(k)) (see Figure

6.2).

Notice also that spreading information among multiple MHTs increases the is-

suer’s resources utilization in the publication process: the RDI has to keep updated

k Digests instead of just one. However, the effects of this update can be minimized

if we choose the appropriate instances of time to perform the updating. Remember

that each Digest includes a validity period which is bounded by two time stamps:

not-valid-before and not-valid-after. A naive way of setting these time-

stamps up is to choose the same values for all the MHTs. Notice that this will lead

the system to demand many resources in a short period of time in order to update

the changes of each MHT, sign all the Digests and distribute all this data to the

repositories. The more clever way of performing the MHT’s update is to distribute

this process in time as much as possible. This can be achieved by using overlapping
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validity periods between the MHTs (Figure 6.3 shows 4 MHTs with overlapping

periods).

Notice that overlapping the MHT validity periods is to some extent similar to

overissuing CRLs so it is possible under certain circumstances to obtain similar

benefits too. Remember that the main benefit provided by overissued CRL is the

distribution of the requests in time, in other words, the reduction of the peaks in

the request rate towards the repository. Something similar can be achieved in an
E-MHT with overlapping periods:

• In a revocation system there are usually users that ask many times and very

often about particular certificates (FAC). For instance, the certificate of the

user, the certificate of the user’s e-mail server or the certificate of the user’s

bank are clear candidates to be requested very frequently.

• There are also automatic platforms (such as security proxies) that send re-

quests to the revocation system to periodically check the status of a particular

group of certificates.

In all these situations, many requests are performed a little time after a previous

response for that certificate has expired. If certificates belong to different MTHs

with different expiration dates (i.e. not-valid-after), notice that the requests

will be performed around different times and therefore the peak requests rates will

be reduced as in O-CRL.

6.2.3 Re-utilization of the Digest

Dividing the MHT on its own is not a spectacular breakthrough, but combined

with Digest re-utilization and caching, the overall performance can be considerably
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improved as we will show in Section 6.7.

Because AD-MHT is composed by a single MHT, a new cryptographic value

for the root has to be computed for any revocation or expiration during the validity

period. On the contrary, data is fragmented among multiple MHTs in E-MHT. This

circumstance favours that many MHTs stay unchanged after a validity period1.

Although a tree does not change its shape, the RDI must sign its Digest with a

new validity period due to the revocation freshness requirements, that is to change

the validity period time-stamps. The Digest re-utilization offers an alternative to

signature in case that we need to setup a new validity period of an unchanged

Digest. The point of the re-utilization mechanism is that resources consumed to

update a Digest are drastically reduced in comparison with conventional signature.

To implement the Digest re-utilization we use again a hash chain. From now on,

the validity period included in the Digest will be denoted as the “documented”

validity period and nextUpdate will denote the end of this period. Let’s see the

parameters involved in the process:

primaryUpdateValue (R) is the secret nonce. R is only known by the RDI

and it is generated each time a MHT is created or its root has changed.

maximumUpdateIndex (d) is the maximum number of periods that a Digest

can be re-utilized.

baseUpdateValue (R0) is the last value of the hash chain and it is included in

the signature computation of the Digest. R0 is computed by applying d + 1

times h over R: R0 = hd+1(R).

currentUpdateValue (Ri) is computed by applying d +1− i times h over R:

Ri = hd+1−i(R). Where i will denote the number of periods “∆” elapsed from

the documented one.

A relying party can verify the validity of a Digest that it is living beyond its docu-

mented life-time, say, at time t, where t is included within the period [nextUpdate+

(i−1)∆, nextUpdate+ i∆], by checking that R0 = hi(Ri) with i ≤ d.

1Actually, the probability that a MHT does not change during a validity period gets multiplied by
k.
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Notice that the resources increase in the revocation publication due to the di-

vision can be compensated with Digest re-utilization because to update an un-

changed MHT, the RDI just needs to send the appropriate currentUpdateValue

instead of a new Digest2.

6.2.4 E-MHT responses update

An E-MHT response can also be updated beyond its documented life-time with

a currentUpdateValue if the Digest included in it has not changed. In this

sense, previous E-MHT responses can be cached by clients, so that if the client

needs to check the status of the same certificate later, the client can ask for a

currentUpdateValue instead of downloading a complete E-MHT response which

is larger3 . Moreover, if a client usually requests for a given set of certificates (FAC),
then, the responses of these certificates will be likely cached and they might be up-

dated by means of a currentUpdateValue parameter. On the other hand, response

re-utilization permits the relying parties to retrieve more timely status data from the

system without perceptibly affecting the scalability, due to the following reasons:

• A small validity period makes less probable that a MHT changes during this

period of time.

• With small validity periods, the responses need to be updated more often but

this can be performed at a very low cost (using response re-utilization) if the

corresponding MHT has not changed.

6.3 E-MHT status checking protocol

The request-response protocol for the E-MHT status checking has been designed

and implemented by the authors in ASN.1 and it is actually an extension of the

AD-MHT protocol.

2A Digest is about 10 times larger than a currentUpdateValue for 1000 revoked certificates
(using our implementation).

3A E-MHT response is about 20 times larger than a currentUpdateValue for 1000 revoked
certificates (using our implementation).
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EMHTRequest ::= SEQUENCE {
tbsRequest EMHTTBSRequest,
optionalSignature [0] EXPLICIT OCTET STRING OPTIONAL }
EMHTTBSRequest ::= SEQUENCE {
version [0] EXPLICIT Version OPTIONAL,
requestList SEQUENCE OF EMHTCertRequest }
EMHTCertRequest::= SEQUENCE {
reqCert CertID,
baseUpdateValue [0] EXPLICIT OCTET STRING OPTIONAL }
CertID ::= SEQUENCE {
issuerName [0] EXPLICIT OCTET STRING OPTIONAL,--Issuer DN hash
issuerKeyHash [1] EXPLICIT OCTET STRING OPTIONAL,--Issuer pub key hash
serialNumber CertificateSerialNumber }

Figure 6.4: ASN.1 description of the E-MHT Request

6.3.1 The E-MHT request

Figure 6.4 shows the ASN.1 description for an E-MHT request.

Each EMHTRequest contains:

• The protocol version.

• An unique identifier for each target certificate.

• The request signature that is optional.

• The baseUpdateValue is also optional and it is included in the request if the

client has an entry in its cache for the target certificate and the response re-

utilization has not overflow (i ≤ d), i.e. the inclusion of baseUpdateValue

means that client wants a re-utilization of its cache entry if possible.

6.3.2 The E-MHT response

The response syntax is presented in Figure 6.5. Upon receipt of a request, the

repository determines whether the message is well formed, whether it is configured

to provide the requested service and whether the request contains the compulsory

information. If any one of the prior conditions are not met, the repository produces

a response with an error message that it is indicated in MHTResponseStatus. Oth-

erwise, it returns a response with the corresponding status.
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EMHTResponse ::= SEQUENCE {
responseStatus ResponseStatus,
basicResponse [0] EXPLICIT BasicEMHTResponse OPTIONAL }
BasicEMHTResponse ::= SEQUENCE { singleResponse SingleEMHTResponse }
SingleEMHTResponse ::= SEQUENCE {
currentUpdateValue [0] EXPLICIT OCTET STRING OPTIONAL,
emhtResponseData [1] EXPLICIT EMHTResponseData OPTIONAL }

ResponseStatus ::= ENUMERATED {
successful (0), --Response has valid confirmations
malformedRequest (1), --Illegal confirmation request
internalError (2), --Internal error in issuer
tryLater (3), --Try again later

--(4) and (5) are not used
unauthorized (6) }--Request unauthorized

EMHTResponseData ::= SEQUENCE {
signedTreeDigest SignedTreeDigest,
minorAdjacent TreePath,
majorAdjacent [0] EXPLICIT TreePath OPTIONAL } --Only for not revoked
SignedTreeDigest ::= SEQUENCE {
tbsTreeDigest TBSTreeDigest,
signature OCTET STRING }
TBSTreeDigest ::= SEQUENCE {
issuer Name,
validity Validity, --Validity Period
numberOfTrees INTEGER,
treeNumber [0] EXPLICIT OCTET STRING OPTIONAL,
baseUpdateValue OCTET STRING,
maxUpdates INTEGER,
rootHash [0] EXPLICIT OCTET STRING OPTIONAL}
TreePath ::= SEQUENCE {
adjacentID CertID,
status RevokedInfo,
firstPathStep PathStep }
PathStep ::= SEQUENCE {
leftNode [0] EXPLICIT OCTET STRING OPTIONAL,
mediumNode [1] EXPLICIT OCTET STRING OPTIONAL,
rightNode [2] EXPLICIT OCTET STRING OPTIONAL,
nextPathStep [3] EXPLICIT PathStep OPTIONAL }
RevokedInfo ::= SEQUENCE {
revocationTime GeneralizedTime,
revocationReason [0] EXPLICIT CRLReason OPTIONAL }

Figure 6.5: ASN.1 description of the E-MHT Response
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The BasicEMHTResponse contains a SingleEMHTResponse for each target

certificate included in the request and the SingleEMHTResponse is formed by two

optional fields:

• The emhtResponseData which contains all the information necessary to

check the status of a certain target certificate during the documented validity

period.

• The currentUpdateValue is necessary to check the status of a target cer-

tificate whose Digest has been signed prior to the current period (i.e. it is

necessary to verify a re-utilization).

If the client has a cached emhtResponseData that can be updated with a re-utilization

only the currentUpdateValue is included in the response, if not, an emhtResponseData

and perhaps a currentUpdateValue are sent to the client. The emhtResponseData

is formed by:

• The signedTreeDigest which includes the issuer, the validityPeriod,

the numberOfTrees, the treeNumber, the baseUpdateValue and the maxUpdates.

• The minorAdjacent, actually, represents the target certificate if it has been

revoked.

• The majorAdjacent is optional and it is included only when the target cer-

tificate has not been revoked.

Each TreePath is formed by:

• The adjacentID which is an unique identifier of a certain certificate.

• The status that contains the revocation date and reason.

• The PathStep(s) that allow to compute the Hroot recursively.

128



Chapter 6. E-MHT

6.4 Response verification

The client must check that the TreePath of the minor adjacent is correct, that is,

that the rootHash computed from the P ath matches the rootHash included in the

Digest.

If a target certificate has not been revoked, this is not enough, the client must

also check the TreePath of the major adjacent. To do so if we are using opti-

mized responses it is enough to reach a cryptographic value already computed in

the verification of the P athcminor (in the worst case Hroot might be the only common

cryptographic value between the two adjacent leaves).

When E-MHT is deployed with more than one MHT (k > 1 and k = 2m), the

client must check that the ”m” least significative bits of each adjacent math the

treeNumber included in the Digest.

Finally, remember that the repository is a non-TTP, so the user can be misled

into believing that a certain pair of nodes within the tree are adjacent leaves there-

fore the client also needs to ensure that the TreePaths provided belong to real

adjacent nodes. This check is achieved by applying the adjacent node checking

algorithm explained in the Chapter 5.

6.5 Security discussion

If the E-MHT responses are verified according to the procedure described in Sec-

tion 6.4 the level of security of E-MHT is equivalent to the level of security of the

AD-MHT (see Section 5.5).

6.6 Implementation of E-MHT in Cervantes

Figure 6.6 shows the behaviour of the SCH that manages E-MHT.

1. The EMHTPortThread listens for requests addressed to a certain TCP port.

2. For each request the EMHTPortThread creates an EMHTSocketThread.

3. The EMHTSocketThread receives the request.
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Figure 6.6: EMHT-SCH

4. The EMHTSocketThread retrieves the status data (Digest and/or P ath and/or

currentUpdateValue) from the proper listening tree.

The Cache stores 2k MHTs: k “listening trees” and k “management trees”.

Besides the trees, the cache stores the k currentUpdateValues (one per lis-

tening tree). The listening trees are used by the SCH to respond for status

checking requests and they are immutable during the validity period ”V P”

of their Digest. When a new expiration/revocation occurs, the proper man-

agement tree is updated. On the other hand, if after the validity period ”V P”

of a certain management tree, its Digest has changed, this tree is cloned and

the respective listening tree is replaced with the clone. Otherwise, a new

currentUpdateValue is computed for the tree.

5. The EMHTSocketThread sends the response to the client.

6. The EMHTSocketThread informs the EMHTPortThread about the bytes and

processing time required to serve the request.

7. The CM informs the EMHTPortThread about any change in the status data.

8. When the EMHTPortThread is informed about a change in the status data

(revocation/expiration) it must update the proper management tree.

9. Every VP/k the StatusDataUpdater asks the EMHTPortThread to clone a

management tree.
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10. The EMHTPortThread checks if the Digest of the involved management tree

has changed. If the Digest has changed the management tree is cloned and

the corresponding listening tree is replaced with the clone. Otherwise (the

management tree has not changed) the new currentUpdateValue for the

tree is sent to the Cache.

11. If Cervantes is restarted and it must keep the revocation records from a pre-

vious execution, the EMHTPortThread has to build the “first” k MHTs based

on these records. So it retrieves all the recorded status data from the database

and builds these k listening trees. If Cervantes is started with an empty

database, the listening trees will be also empty.

12. The EMHTSocketThread sends the first k listening trees to the Cache.

6.7 Evaluation

In this section we present a performance evaluation of E-MHT versus AD-MHT

and OCSP in terms of downlink bandwidth utilization and we show what bene-

fits E-MHT may provide. The experimental results have been obtained under the

following conditions:

• The Cervantes server runs in a Pentium III (800 MHz ).

• The clients generate 2 status checking requests per hour following an expo-

nential probability density function.

• There are 10,000 clients and each client has a certificate.

• There is an average of 10% revocation.

• The test is configured with a database dynamism of one event (revocation/expiration)

per hour and random revocations and random expirations are used.

• It is assumed that each client has a FAC of 50 certificates that take the 50%

of the status checking requests.

• E-MHT is configured with 8 MHTs and 100 maxUpdates.

131



6.8. Conclusions

0

50000

100000

150000

200000

250000

1 2 3 4 5 6 7 8 9 10

bp
s

request rate per user per hour

Downlink bandwidth

Legend
OCSP

AD-MHT
E-MHT (after 2h)

E-MHT (after 24h)

Figure 6.7: Downlink utilization for OCSP, AD-MHT and E-MHT status checking.

• The responses are cached by clients during their validity period.

It can be observed from Figure 6.7 that the AD-MHT is the system that re-

quires the highest downlink bandwidth among the evaluated systems. On the other

hand, the bandwidth used by E-MHT is measured after 2 hours and after 24 hours.

Notice that after 2h the bandwidth reduction is mainly due to the division mech-

anism and the optimization of the MHT P aths for non-revoked certificates (with

this little time elapsed, the response re-utilization is practically not working). In

this case, obviously the bandwidth required is higher than in OCSP, because with-

out response re-utilization, MHT-based systems require always a higher bandwidth

than OCSP. However, after 24h, the combination of the previous mechanisms and

the response updating makes the E-MHT performance even better than OCSP.

6.8 Conclusions

This chapter introduces a new MHT-based revocation system named E-MHT. E-

MHT agglutinates several mechanisms to enhance the efficiency of traditional MHT-

based systems, such as CRT or AD. These mechanisms include the optimization

of the MHT P aths for non-revoked certificates, the division of the revoked certifi-

cates among multiple MHTs, the re-utilization of the tree Digest and the cached
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responses updating at a low cost.

E-MHT has been implemented as part of the Cervantes platform. As real re-

vocation system, E-MHT requires additional elements beyond the merely defini-

tion of the data structures and mechanisms involved in. An important element

to take into account is the protocol for status data retrieval. In this sense, a re-

quest/response protocol for the status checking has been defined in ASN.1. The

main goal of E-MHT was to design an enhanced MHT-based system with laxer

bandwidth requirements than the AD without deteriorating other aspects of the

system. As shown in Figure 6.7 this goal has been by far achieved. Furthermore,

under certain circumstances, E-MHT has proven to be even more efficient than

OCSP due to the combined effect of the proposed mechanisms.
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Chapter 7

Conclusions and Future Work

In this thesis we have presented a comprehensive survey and analysis of the main

existing revocation schemes. This is important because understanding revocation is

an important concern to both, PKI service providers and PKI end users. By better

understanding the complexities of certificate revocation, either of these entities

can improve their decision-making process by accounting for the great quantity of
variables inherent in certificate revocation.

The certificate revocation represents one of the hardest scalability problems of

the whole PKI, so this aspect is getting more and more crucial with the development

of wide spread PKIs. There are studies that even argue that the running expenses of

a PKI derives mainly from administering revocation. Thus, a revocation needs to

be fast, efficient, timely and particularly appropriated for large infrastructures. Due

to that, it is necessary e.g. to reduce the number of time-consuming calculations

and to minimize the amount of data transmitted in the revocation system. In this

respect, we have presented three new proposals to efficiently manage the certificate

revocation. We briefly review them below.

The first proposal, called H -OCSP, is a modification over the OCSP Standard.

H -OCSP is fully inter-operable with OCSP (OCSP clients can operate with an

H -OCSP responder and vice-versa). The point of H -OCSP is that it reduces the

processing burden in the responder and therefore the risk of running out of pro-

cessing resources. As a result, an H -OCSP responder is better protected against

DoS attacks than a standard one. H -OCSP is based on a hash chain to update
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pre-produced responses at a low cost. Clients can also benefit from H -OCSP: they

can store the H -OCSP responses of the most used certificates in their cache so that

these responses can be later updated with little information and processing.

The second proposal, called AD-MHT, is based on the Merkle Hash Tree

(MHT). AD-MHT uses a 2-3 tree to build the MHT. To our knowledge there are

no published implementations of such a system so we have faced important open

issues for implementing the system. These issues include how to respond to a

request, how to revoke a certificate, how to delete an expired certificate, the com-

munication protocol with the end users and the verification of a response. On the

other hand, AD-MHT has proven to be resistant against malicious behaviors such

as RDI masquerading, response modification, replay attacks or denial of service.

As a conclusion the AD-MHT system might be a good choice for distribution of

status data among end users taking into account the overall performance because

it does not require much bandwidth or processing capacity, and repositories can be

used to respond to status requests.

The third proposal, called E-MHT, is based on the previous proposal but we

add some mechanisms to the basic data structures of AD-MHT that allow the E-

MHT to provide a response size that is close to (or even better than) typical online

systems such as OCSP without degradating other resources of the system. These

mechanisms include the optimization of the P aths for non-revoked certificates, the

division of the revoked certificates among multiple MHTs, the re-utilization of the
Digests and the cached responses updating at a low cost.

Our proposals are not only a set of theoretical mechanisms but they are also

practical systems that have been implemented inside a Java test-bed called Cer-

vantes (Certificate Validation Test-bed). In our opinion a test-bed provides the

most reliable and accurate way of performing evaluation. Moreover, performance

evaluation of particular implementations is only possible with a test-bed. Cervantes

is very flexible due to its modular design. Its design allows the platform to fit any

kind of status checking protocol without significative changes in the structure or

the source code of Cervantes. In particular we have shown how the two main stan-

dards (CRL and OCSP) have been implemented in Cervantes. Besides, H -OCSP,

AD-MHT and E-MHT have also been implemented in Cervantes. Finally, Cer-

vantes has been used to obtain performance results about each system developed.
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Expected results have been obtained for CRL and OCSP while our proposals have

proven to be suitable for managing certificate revocation.

As future work, more development on Cervantes should be done1 such as split

the program of the server into different programs: one for the RDI and other pro-

grams for the responders and the repositories. This will imply developing efficient

publication protocols for each status checking protocol.

On the other hand, efficient cache updating policies for terminals with reduced

storing capacity should be developed for H -OCSP and E-MHT.

The natural way of continue this thesis is to study the other topic involved in

certificate validation: the certificate path validation. This topic remains an open

field and important contributions in this area can be expected in short.

One approach to eliminating the certificate validation problems is to issue cer-

tificates with a very short life time. In this approach the CA automatically reissues

the certificates for a defined number of periods or until a predefined time. The

drawback of this approach is that distributing these certificates to many of the plat-

forms where they will be used can be difficult and not user friendly since it requires

involvement of the subscriber each time. This approach can also tax the CA or the

TTPs involved if they are required to reissue certificates too frequently or for too

many subscribers. However, this approach deserves a deep study.

Finally, the revocation mechanisms developed in this thesis could be extended

to other environments such as mobile agent protection against malicious host be-

haviour. In this respect some work has been carried out in [ESMF03b, ESMF03a].

The platform proposed there aids to solve the problem of malicious hosts by us-

ing a TTP, the Host Revocation Authority (HoRA). The HoRA controls which are

the hosts that acted maliciously in the past. The agent sender must consult the
HoRA before sending an agent in order to remove from the agent’s itinerary all the

“revoked hosts”. The HoRA can also revoke a malicious host if the agent sender

detects and proves that this malicious host did not act honestly.

1Apart from making the platform more user-friendly :-)
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