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Abstract 
 
The work of this thesis was focused on the development of high-
performance algorithms for a new generation of molecular descriptors, 
with many advantages with respect to its predecessors, suitable for 
diverse applications in the field of drug design, as well as its 
implementation in commercial grade scientific software (Pentacle). 
 
As a first step, we developed a new algorithm (AMANDA) for 
discretizing molecular interaction fields which allows extracting from 
them the most interesting regions in an efficient way. This algorithm was 
incorporated into a new generation of alignment-independent molecular 
descriptors, named GRIND-2. The computing speed and efficiency of 
the new algorithm allow the application of these descriptors in virtual 
screening. In addition, we developed a new alignment-independent 
encoding algorithm (CLACC) producing quantitative structure-activity 
relationship models which have better predictive ability and are easier to 
interpret than those obtained with other methods. 
 
 
Resumen 
 
El trabajo que se presenta en esta tesis se ha centrado en el desarrollo de 
algoritmos de altas prestaciones para la obtención de una nueva 
generación de descriptores moleculares, con numerosas ventajas con 
respecto a sus predecesores, adecuados para diversas aplicaciones en el 
área del diseño de fármacos, y en su implementación en un programa 
científico de calidad comercial (Pentacle). 
 
Inicialmente se desarrolló un nuevo algoritmo de discretización de 
campos de interacción molecular (AMANDA) que permite extraer 
eficientemente las regiones de máximo interés. Este algoritmo fue 
incorporado en una nueva generación de descriptores moleculares 
independientes del alineamiento, denominados GRIND-2. La rapidez y 
eficiencia del nuevo algoritmo permitieron aplicar estos descriptores en 
cribados virtuale. Por último, se puso a punto un nuevo algoritmo de 
codificación independiente de alineamiento (CLACC) que permite 
obtener modelos cuantitativos de relación estructura-actividad con mejor 
capacidad predictiva y mucho más fáciles de interpretar que los obtenidos 
con otros métodos. 
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Preface 
 
Rational drug discovery is a relatively new discipline. In the last decades, 
the widespread use of computers propitiated the rise of a new discipline, 
the computer-assisted drug design (CADD), aiming to develop and apply 
computational methodologies for the discovery of new drugs. One of the 
cornerstones of the CADD are the molecular descriptors; methods 
allowing describing molecules in terms which can be understood and 
manipulated by computers. Many molecular descriptors, adapted to 
different purposes, have been published. Among them, those based on 
the calculation of Molecular Interaction Fields (MIF) proved to be useful 
in applications like the development of Quantitative Structure-Activity 
Relationship and other ligand design and optimization techniques. Here 
we will focus on the GRIND (GRid INdependent Descriptors), a MIF-
related molecular descriptor which does not require the spatial alignment 
of the compounds, representing an evolution aiming to solve the main 
drawbacks of the original MIF. 
 
The GRIND were first published in 2000, and in the past years several 
limitations and drawbacks have been recognized and reported. The main 
aim of this thesis is to develop a new generation of alignment-
independent molecular descriptors, founded in the same principles as 
GRIND, but able to address their problems and to expand their 
application to other fields of drug discovery. Here we will report novel 
algorithms, developed for improving the quality, calculation speed and 
interpretability of the GRIND, obtaining a new generation of them 
which we called GRIND-2. All these methods have been implemented in 
a commercial grade program, Pentacle, which will make our result 
available for the scientific community. Furthermore, we will report here 
the results of systematic studies validating the performance and suitability 
of the new GRIND-2 in new drug discovery fields. 
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 Objectives 
 
The main objectives of this thesis are the following: 
 

1. To develop a new generation of alignment-independent 
molecular descriptors solving the problems detected in the 
previously published GRIND descriptors. 

2. To validate the suitability of the new molecular descriptors for 
being applied to other fields of drug discovery diverse from the 
field of quantitative structure-activity relationship, for which the 
GRIND were originally developed.  

3. To implement all the new methods in commercial grade scientific 
software, making them accessible to scientists working in this 
field. 

 
The first objective required to identify the main problems of the GRIND 
and to develop two new algorithms replacing the ones implemented in 
GRIND: one for discretizing the molecular interaction fields 
(AMANDA) and another for encoding the regions into an alignment-
independent description (CLACC).   
 
With respect to the second objective, the properties of the new 
descriptors allowed us to use them in molecular similarity applications, 
like ligand-based virtual screening. Afterwards, their suitability was 
validated using extensive systematic tests, with positive results. 
 
The third objective required the development of novel software 
(Pentacle), in which all the algorithms and methods described in this 
thesis have been implemented and which has been used for carrying out 
the aforementioned validation studies. 
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1.INTRODUCTION 
 

1.1 Drug Discovery  
 

History 
 

The process of drug discovery has changed significantly along the 
history. In the past, most of the drugs were discovered either by 
identifying the active principles from traditional remedies, by 
serendipitous discovery or by means of trial-and-error process (1). 
Nowadays, rational approaches are used for understanding how disease 
and infection are controlled at the molecular and physiological level, 
targeting specific entities on the basis of this knowledge. The pathway 
leading from the past to our days may be outlined in the following 
historical events. 

 
In the past, medicinal plants were used for the treatment of health 
disorders. A step forward was the extraction of the “active principles” 
from the medicinal plants and their use as a source for new drugs. An 
example is the work of the pharmacist F.W. Sertürner, who in 1817 
isolated morphine from opium extract (2). 

 
At the end of the 19th century, Paul Ehrlich postulated the existence of 
the “chemoreceptors” and the idea that their inter-species differences 
could be exploited therapeutically (2), giving birth, in that way, to the 
basic ideas of chemotherapy.  Paul Ehrlich discovered in 1908 the 
Salvarsan, the first anti-syphilitic drug, which saved the life of thousands. 
A more functional concept was introduced by J.N. Langley in 1905 (3) in 
which the receptor serves as a “switch” that receives and generates 
specific signals and can be either blocked by antagonists or switched on 
by agonists. 
 
Another milestone in drug discovery was set by the use of mammals 
metabolites as a source of new drugs. The discovery of the insulin in 
1922 by Bating and Best is one of the most famous examples of these 
techniques. The next breakthrough in medicinal chemistry was the 
identification of vitamins by the middle of the 20th century. In 1929 the 
discovery of penicillin by Alexander Flemming and the subsequent 
preparation by Chain and Florey in 1940 (4), introduced a new era in 
drug discovery with the identification of the antibiotics. The 
development of the organic synthesis, allowing the obtention of 
numerous new substances, can be also associated to the discovery of new 
drugs; an example is the structure of the benzodiazepine 
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chlordiazepoxide (Librium) obtained as an unexpected product of a 
reaction. 

 
Up to the sixties the determination of the compounds biological activity 
was performed on entire animals (in-vivo). The development of more 
sophisticated biological assays, thanks to the progress made in molecular 
biology and biochemistry, introduced the possibility to test receptor-
ligand interactions in-vitro. Further achievements in molecular biology 
also allowed the production of recombination proteins. In current drug 
discovery projects, molecular biology is a key tool for understanding the 
disease process at molecular level and for finding out suitable molecular 
targets. 
 
In the seventies, the development of X-ray crystallography and nuclear 
magnetic resonance provided the first 3D structures of the biological 
targets, sometimes as complexes with a ligand bound. This new source of 
structural information opened the door to structure-based drug design 
(5) and to the incorporation of information technologies into the drug 
discovery process (6). In the early eighties, chemists and biochemists 
began using computer technologies as a core component of their 
research effort, in coincidence with the launch of the first personal 
computer. Later in the nineties, advances in combinatorial chemistry 
allowed the creation of extensive collections of compounds for testing. 
High throughput screening platforms, able to perform biological tests on 
thousands of compounds, were developed thanks to advances in robotics 
and miniaturization. 
 

 
Drug discovery process 
 

The drug discovery process can be represented in a schematic way using 
the metaphor of the “drug discovery pipeline”. The drug discovery 
pipeline is a simplification of the drug discovery process carried out by a 
pharmaceutical company, where each step produces an output that is 
used as input in the next step. 

 
Typically, the pipeline splits the drug discovery process in six consecutive 
steps: target validation, discovery, preclinical process, clinical 
development, application for first market and international launch 
program. The whole process is extremely long and expensive, and for 
this reason the pharmaceutical industry is receptive to new technologies 
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which could speed up the process and make it more efficient. Not all 
steps are equally susceptible of being shortened, and, for example, clinical 
development needs a relatively fixed amount of time and resources. On 
the other hand, the steps included in the preclinical research, that is, 
target validation, discovery and preclinical development, are more 
suitable for applying technological advances aiming to increase the 
efficiency and reduce the time required to launch a new drug to the 
market. These three steps include five different subprocesses: target 
identification, target validation, hit finding, lead finding and lead 
optimization (7), as shown in Figure 1. 
 

 
Figure 1. Drug discovery process diagram.  
 
 
Every of the process mentioned above involves a different task within 
the pipeline:  

 
• Target identification. Search for biomolecules related to the 

disease of interest. It is the first step and one of the most 
difficult. 

• Target validation. Verification of whether the biomolecule 
identified as a possible target for the disease is therapeutically 
usefull. 

• Hit finding. Enquiry for a small molecule showing a certain 
binding affinity for the selected target that could serve as a 
starting point. 

• Lead finding. Improvement of the binding affinity, 
pharmacokinetic properties and chemical properties (chemical 
derivability, originality, drug-likeness) of the hit compound to 
reach a certain minimum level. 
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• Lead optimization. The lead compound is optimized by 
derivatization, until their pharmacodynamic and pharmacokinetic 
properties are improved to a much higher level. 
 

Modifications of this protocol are frequently introduced in real world 
projects; the diagram is is only a simplification where several assumptions 
have been adopted: 

 
• The idea that a single one target is linked to the disease is often 

not true and then several targets must be considered for the 
disease in treatement (8). 

• The effect of the drugs in other targets must be also considered 
(side-effects) (9). 

• Target selection is not always the starting point of the process. 
The pipeline can depart from other step, like hit finding, for 
different reasons: starting from drugs marketed by another 
company, identification of a new possible drug by chance, use of 
natural products, etc. 

  
Optimizing and speeding up these processes is critical for the success of 
any drug discovery project. The introduction of computational methods 
aims precisely to this goal. 
  
 

Computational methods in drug-discovery 
 

Currently, computational methods are used in all the aforementioned 
preclinical research steps (10), contributing significantly to minimize the 
time and resource requirements (chemical synthesis and biological 
testing). Drug discovery computational methods can be classified 
according to the step where they are applied within the pipeline. 
 
• Target identification: 

o Genomics (11). Relates the lack, modification or level of 
expression of one or more genes with the presence or absence of 
a certain disease or physiological characteristic in the individuals. 
Microarrays is the main technique applied in this field. 

o Proteomics (12). Involves the identification and quantification of 
gene expression at the protein level. Additionally, proteomics 
may help to identify protein interaction partners and members of 
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multiprotein complexes. Using this information, proteins can be 
selected as targets for the disease of interest. 

 

 
Figure 2. Most common techniques used in the drug discovery pipeline. 
 
 
• Target validation: 

o Systems biology (13). Aims to explain quantitatively how 
properties of biological systems can be understood as functions 
of the characteristics of, and interactions between their 
macromolecular components Its objective is to explain the 
function of the proteins based on understanding how the 
pathways, where the proteins participate, work (14). 

o Pathways identification. Tries to identify the chemical reactions 
and the proteins involved in them, providing information about 
how these reactions take place and how they can be modified. 
These interactions between proteins are the key of the function 
of the target related to the disease. 
 

• Hit finding:  
o Virtual Screening (15). Consists on carrying out a computational 

search on a database of small molecules that can be identified as 
novel lead compounds. These searches can be driven by the 
similarity to previously known active ligands, the so-called, 
ligand-based virtual screening, or by the complementarity to the 
target structure, known as structure-based virtual screening.  

o Structure-Based Drug Design (SBDD) (16). The underlying idea 
is to know the atomic level details of the molecular target and to 
apply this knowledge in order to drive the design of improved 
drug candidates.  The protein structure is used for characterizing 
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the interactions with potential ligands using diverse 
computational methods. 

o High Throughput Screening (HTS) (17). Takes advantage of 
automation, like robotics, data processing and control software, 
liquid handling devices, and sensitive detectors, to investigate 
large number of compounds in vitro assays in order to identify 
those capable of modulating the biological target of interest. 

o Drug likeness filtering (18). Aims to remove candidates with not 
appropiate pharmacokinetic and pharmaceutical properties, based 
on their lack of matching a certain profile of chemical or 
physicochemical properties identified as common in marketed 
drugs or lead compounds. 

 
• Lead finding: 

o Molecular similarity methods. Searches for compounds applying 
a similarity matching technique using already known active 
compounds as templates that drive the search. These techniques 
try to capture and quantify the similarity between different 
molecules. 

o Quantitative Structure-Activity Relationships (QSAR) (19). Aims 
to find the underlying relationship between the structure of a 
molecule and its binding affinity (or other biological properties) 
using information extracted from molecular descriptors by means 
of mathematical methods. Once this relationship is determined 
for a series of molecules, they can be used for predicting in silico 
the activity of new compounds or for identifying the structural 
properties associated with the biological property of interest. 

o Scaffold hopping (20). Search for new structures based on the 
replacement of certain fragments with other bioisosterically 
equivalent. Basically, ligand groups with some kind of 
pharmacophoric features are replaced by other groups that share 
the same pharmacophoric properties. These new groups are 
introduced in order to improve some pharmacokinetic and/or 
pharmacodynamic properties of the compound as well as to 
avoid intellectual property issues. 

 
• Lead Optimization: 

o Quantitative Structure-Property Relationships (QSPR). As well as 
QSAR, QSPR aims to find the underlying relationship between 
the structure and another property of the molecule, typically 
pharmacokinetics properties like absorption or toxicity. QSPR 
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can also be used for predicting the properties analyzed in the 
model. 

o In silico ADMET prediction (21). Prediction and optimization of 
the absorption, distribution, metabolism, excretion and toxicity 
values of the lead, using diverse computational methods. 

 
 
 
1.2 Molecular Descriptors 
 

Introduction 
 
Computing molecular descriptors is one of the first steps in any 
computational methods, since the molecules themselves cannot be feed 
into the computer and, instead, they must be represented by a piece of 
information which describes their properties. An illustrative definition 
can be found in the book Handbook of Molecular Descriptors (22): 

  
 
 "The molecular descriptor is the final result of a logic and 
mathematical procedure which transforms chemical information 
encoded within a symbolic representation of a molecule into a useful 
number or the result of some standardized experiment." 
 

Molecular descriptors can be classified into two families, computational 
and experimental, based on the way they are obtained. Computational 
descriptors can be also split into three classes: one-dimensional (1D), 
two-dimensional (2D) and three-dimensional (3D). 
 
One-dimensional descriptors represent properties that do not require the 
knowledge of the topology or the tri-dimensional structure of the 
compounds, but are related to global properties of the molecule as 
stoichiometry, molecular weight, number of atoms of a type, etc. Despite 
of the coarse description of the molecule properties they provide, they 
have been used with success in several applications (23,24). 

 
Two-dimensional descriptors include the topology and molecular 
connectivity of the compounds. Most of the methods used for 
calculating log P (octanol/water coefficient of partition, used for 
measuring the hydrophobicity of the compound) are based on fragmental 
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approaches using 2D descriptors. Molecular connectivity indices, 
described by Randic and co-workers (25-31), also fall in this category. 
Another kind of 2D descriptors are the so-called “fingerprints” (32) 
where the presence of a given fragment is encoded into a bit string. 

 
Three-dimensional descriptors are computed from a three-dimensional 
structure of the compounds. The properties can be global, for example, 
the HOMO and the LUMO energy (33), or the dipolar moment. 3D 
descriptors can be also obtained by computing the energy of interaction 
between the compound and a probe representing an interaction of 
interest at regular intervals. Such descriptors, also called Molecular 
Interaction Potentials (MIP) or Molecular Interaction Fields (MIF) are 
used in widespread methods like Comparative Molecular Field Analysis 
(CoMFA) and GRID (34).  

 
 

Molecular interaction fields 
 

Molecular descriptors are commonly used for predicting the biological 
properties of a compound (e.g. potency against a certain target). Often, 
such biological properties depend critically on the ability of the 
compound to establish non-covalent, energetically favorable, interactions 
with a certain biomolecule. A powerful method for characterizing the 
potential interaction of a small compound with a receptor is to compute 
a Molecular Interaction Field (MIF) describing the energies of the 
interaction between a “molecular probe” and the compound studied in a 
region of the space. The simplest probe is a proton and in this case the 
MIF is called Molecular Electrostatic Potential (MEP). In a more 
complex case, the probe can be a small molecule (e.g. water) or a 
chemical group such as an amide. 
 
MIF can be used in two ways: on proteins for identifying the regions 
where a ligand could bind or on ligands for describing the kind of 
interaction which the ligand can establish at the receptor binding 
site. MIF can be computed analytically by means of Quantum Mechanics 
(35) or sampled using Molecular Mechanics methods (36). In the later 
case, in order to sample the MIF (which is a continuous function in the 
space around the molecule) a probe is moved at regular intervals within a 
box that surrounds the molecule or the regions to be studied, creating in 
this way a grid of points, so-called nodes, at which the probe-compound 
energy of interaction is computed, using a certain molecular mechanics 
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energy function. As a result, the intrinsically continuous MIF function is 
transformed into a discrete number of points.  
  
 

 
Figure 3. Three-dimensional grid used for a MIF computation.  
 
 
 

 
Figure 4. MIF calculation result for a ligand (clozapine) using O probe and a receptor 
(dopamine D2) using N1 probe.  
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The first application of MIF computation to ligand design was described 
by the pioneering work of Goodford (36) and his program GRID. This 
program has the peculiarity of implementing an energy function 
developed ad hoc for this purpose and largely improved in successive 
versions (37-39). This energy function can be formulated as (40): 
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where Evdw is the energy due to Van der Waals interactions, Eel is the 
electrostatic energy and Ehb is the energy due to hydrogen-bond 
formation. Evdw can be modeled by means of Leonard-Jones formulae 
adopting a 12-6 function or by using a more complex one such as the 
Buckingham energy function (eq.2), where rpt is the interatomic distance 
between the probe and the atom of the target.  Eel can be calculated 
based on the Coulombic energy between two point charges qp and qt, 
taking εt and εs as the relative dielectric constants of the target and the 
solvent phases respectively and sp and st as the nominal depths at which 
the probe and target atom respectively are buried in the target phase. Er 
is dependent on the separation between the target and the probe atoms, 
and is usually given by eq.5, where m and n adopt the values of 8 and 6 
respectively in GRID calculations. Et and Ep (not shown) are dependent 
on the angle made by the hydrogen bond at the target and probe atoms 
respectively. They take values between 0 and 1. 
 
Originally GRID was developed for being used as a Structure-based drug 
design (SBDD) tool and not as a QSAR tool, but the publication of the 
article Multivariate characterization of molecules for QSAR analysis (41) opened 
the door for using the results of GRID computation as molecular 
descriptors.  
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The rational for these applications is based on the idea that the MIF 
computed for small compounds contains a lot of information related to 
its potential to interact with a receptor. Therefore the energy values can 
be used to describe the molecules in diverse applications. For example, 
when the MIF computed for active and inactive molecules differ at a 
certain region, these differences in the MIF can be associated to the 
changes observed in the biological activity. This is the underlying idea in 
the CoMFA (42) and GRID/GOLPE methodologies. However, for 
carrying out such comparison of MIF computed on different 
compounds, the structures must be first superimposed in the space, in 
such a way that the energies computed at the same position of the space 
could be directly comparable. 
 
This structural superimposition or alignment is not an easy task. When 
the compounds share a common scaffold or evident pharmacophoric 
elements, it is feasible, but when they are structurally diverse or such 
common features are not so clear, the procedure is difficult and the 
results are often arbitrary. Moreover, the procedure is difficult to 
perform in an automatic way and usually require intensive human 
intervention which limits the applicability of the method and the size of 
the series which can be afforded to investigate. 
 
 

GRID independent descriptors 
 

GRID INdependent Descriptors (GRIND) were first published by Pastor 
et al. (43) and afterwards improved by Fontaine et al. (44,45), as a new 
generation of MIF-based alignment-independent molecular descriptors, 
specifically designed to characterize ligand-receptor interactions. The 
main idea which underlies in the GRIND is to replace the absolute 
spatial coordinates associated to every MIF variable by some sort of 
internal geometric description. The GRIND method does not aim to 
capture all the information present in the MIF, just to identify relevant 
regions of interaction and describe their relative positions. 
 
A GRIND calculation starts with the computation of one or several 
MIF, using diverse probes. Typically, the calculation includes the 
hydrophobic probe (DRY), the hydrogen bond acceptor probe (O), and 
the hydrogen bond donor probe (N1).  The shape probe (TIP) is one of 
the most used probes since year 2004, when Fontaine et al. (44,45) 
developed it ad hoc for being used a shape description in GRIND 
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computations. These probes represent the most important non-covalent 
interactions found in biological receptors. 
 

 
Figure 5. GRIND descriptors calculation. 
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Once the MIF have been computed they are discretized by an algorithm 
which uses the intensity and the distance of the MIF nodes in order to 
identify the most relevant regions (hot spots). This discretization method 
has been criticized (46) due to its limitation for selecting relevant nodes 
in certain cases. Before starting the computation, the algorithm requires 
to set the number of selected nodes to a fixed number. This constrain 
creates limitations in the description of non homogeneous series because: 
(i) not all interaction regions are represented when the number of 
selected nodes is short, or when the number of selected nodes is large 
enough but there is a strong region that masks weaker regions (non 
sensitive); (ii) selected nodes do not always represent only relevant 
interaction regions whether the number of selected nodes is too large 
(non specific).  
 
Then, for every posible couple of MIF computed, the selected hot spots 
are encoded into alignment independent descriptors using a Maximum 
Auto and Cross Correlation (MACC). In practice, every couple of 
selected points is considered, but only one couple is stored for each 
distance bin according the criteria of maximum value of the product of 
their MIF energies. Stored data allows tracing back the nodes that 
originate the selected product and represent them in 3D, which is useful 
for the chemical interpretation of the models. All the varible computed 
for a couple of MIF are called correlogram. The aforementioned probes 
(DRY, O, N1 and TIP) generate ten correlograms, four of which are 
called auto-correlograms (DRY-DRY, O-O, N1-N1, TIP-TIP) and the 
six remaining are called cross-correlograms (DRY-O, DRY-N1, DRY-
TIP, O-N1, O-TIP, N1-TIP). Each correlogram is scaled using pre-
computed factors, to make sure that every correlogram contains value 
approximately in the range 0-1. The ensemble of all the correlograms 
represents all the interactions that one compound can make in a compact 
and understandable way.  
 
In these correlograms, every GRIND variable represents both the 
presence and the intensity of a couple of nodes present at a certain 
distance. Using the appropriate software it is possible to visualize the 
couple of nodes which has been used to assign a value for a certain 
GRIND variable in a certain compound. 
 
The described procedure allows obtaining molecular descriptors which 
do not require superimposing the compounds. However, this approach is 
not free, and during the MIF processing some information is lost and 
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some information is confounded (47). For example, the selection of the 
representative distance of each bin for a series of compounds is 
computed taking into account only the product with the highest value for 
each distance bin and molecule. In series of structurally related 
compounds, this choice can pick different node couples for representing 
the same structural features, producing a sort of inconsistence in the 
description which makes the interpretability of the model very difficult. 
An illustrative example could be seen in figure 6, where similar molecules 
and the selected MACC variables for each one at the same bin distance 
are shown. This figure reveals the two problems that MACC selection 
can produce:  inconsistency (a) and confusion (b). The inconsistency 
problem appears when the compounds contain alternative sites 
representing the same variable and the method, based only in the criteria 
of maximum MIF energy product, selects different features in the 
compounds; while the phenomenon of the confusion consists of 
selecting different variable representatives for each molecule when they 
do not contain the same alternative sites representing the same variable 
and then the variable is representing two or more different and unrelated 
positions, creating a variable that can be considered to be a mixture of 
the different interactions selected for each compound.  
 
 

 
Figure 6. Example of ambiguous node couple selection in MACC. 
 
 
In spite of the fact that GRIND descriptors are alignment independent, 
they are not conformation independent. This limitation, present in any 
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3D descriptor, can be a problem when the descriptors are used for 
comparing structures with large conformational freedom, specially if the 
consistency of the conformations have not been considered when the 3D 
structures were generated. Ideally, 3D descriptors must be built starting 
from realistic bioactive conformations of the compounds (e.g. those 
obtained in crystal complexes with the receptors). However, these 
conformations are seldom known and alternatively, less quality 
approaches must be used, like the use of receptor-docked poses, 
minimum energy conformations or extended conformations (e.g. those 
obtained with rule-based methods like CORINA (48)). In any case, the 
GRIND can also be considered more robust to small conformational 
changes than other 3D descriptors (e.g. MIF) because they use relative 
distances between interaction regions which tend to remain more 
constant in front of small conformational changes that other descriptors 
in which the variables are associated to precise Cartesian coordinates in 
space (49). See Figure 7. 
 
 

 
Figure 7. Differences between the conformational dependence of GRIND descriptors 
and GRID computed MIF. 
 
 
Since its publication, the original GRIND article has been cited around 
one hundred fifty times (details in Annex I) demonstrating that this 
methodology is now a commonly used tool. Even if the GRIND 
descriptors have been applied in different fields, like protein-protein 
recognition (50), database mining (51) and scaffold hopping (52), they 
have been applied mainly in 3D-QSAR (53-56).  
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1.3 3D-Quantivative Structure-Activity 
        Relationship 
  

Introduction 
   

Quantitative Structure-Activity Relationship (QSAR) is a set of 
mathematical and statistical techniques that tries to explain the 
differences observed in the biological activity of a set of compounds in 
terms of the differences observed in their structure. The result of a 
QSAR study is a mathematical model that describes this relationship. 

  
It is important to emphasize that a QSAR model is not a mechanistic 
model, like the ones found in Physics or Chemistry. Such models are 
only possible for phenomena which could be described exhaustively, 
which is not the case in most drug discovery process. QSAR models 
belong to an inferior rank, the so-called empirical models that 
approximate the response of the system in a limited range of the 
variables involved (57). 

 
QSAR models can be used for predicting the biological properties of new 
compounds or for unveiling structural characteristics present in active 
compounds. However, QSAR models have some severe limitations 
which must be borne in mind when they are applied in practice. First, the 
usefulness of these models is limited by the quality of the series used for 
building the models (training series), since the model can make 
predictions only for compounds with a similar structure to those 
included in the training series. In addition, QSAR models cannot evaluate 
the effect on the activity of structural features which are present in all the 
compounds of the training series, because these characteristics do not 
contribute to explain the differences in the activity. Further limitations 
are introduced by the variables used to describe the molecular structure. 
No molecular descriptor is perfect and every method used for describing 
the structure of the compounds in the training series has pros and cons. 
For example, models created with 3D descriptors are more general than 
models obtained using 2D descriptors and less dependent on the 
molecular topology. 3D descriptors can lead to the same or very similar 
MIF for different 2D structures which contain the same interaction 
properties; meanwhile 2D descriptors will be different. On the other 
hand, 3D descriptors suffer from the aforementioned problem of the 
conformations, which is absent in 2D descriptors. 
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The first approaches which can be considered QSAR are the so-called 
Free-Wilson and Fujita-Ban methods (58), which use discrete parameters 
to characterize the substituents present in congeneric series. There, the 
activities of a series of derivative of a reference structure are described by 
means of equation 6.  
 

∑ += μii IaBA eq.6 
 
where BA is the biological activity of each product, ai is the contribution 
to the activity of each substituent i, and Ii is a binary variable which takes 
the value 1 when the substituent i is present and 0 when the substituent i 
is absent. The µ constant corresponds to the mean activity of the series in 
the Free-Wilson method and to the activity of the product without 
substitution in the Fujita-Ban method. Models of this type are valid only 
for describing congeneric series and therefore only serve to determine 
the optimal combination of substituents. 

 
Other QSAR approaches do not use discrete values, but parameters 
expressing physico-chemical properties of the substituents like their size, 
electronic properties or hydrophobicity. The first QSAR equation of this 
type was published by Hansch et al. (59) to explain the activity of plant 
growth regulators. In this method, the models are expressed by a 
mathematical function such as equation 7. 
 

ctexaxaxaA nn ++++= ...log 2211 eq.7 
 
The two aforementioned methods, Fujita-Ban and Hansch, are limited to 
the description of congeneric series, since their variables must make 
reference to specific positions in a common structural scaffold. A way of 
breaking this limitation is to use descriptors linked to specific 3D 
coordinates of the space, like the MIF. Such methods, also known as 3D-
QSAR allow describing structurally unrelated compounds, as far as we 
can provide a consistent compounds alignment.  

 
The use of 3D descriptors has the advantage of expanding the field of 
application and providing a more realistic representation of the 
compounds. On the other hand, in most cases the bioactive 
conformation of the compounds is unknown, thus limiting the quality of 
the descriptors for the aforementioned reasons. In QSAR, this problem 
is mitigated by the fact that the model describes only “the differences in 
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structure” and therefore, constant errors in the structure of all the 
compounds are canceled out and have no impact in the final quality of 
the models obtained. 
 
Another problem of 3D-QSAR studies, also related with the use of 3D 
descriptors, consists of the generation of thousands of variables, difficult 
to handle and to apply in regression analysis. In this case, the application 
of multivariate analysis techniques for extracting information and 
building regression models is compulsory. Among the most popular 
methods are the Principal Component Analysis (PCA) and Partial Least 
Square (PLS) regression. 
 
 

Principal component analysis 
  
Principal Component Analysis (PCA) (60,61) is a technique that allows 
the discovery of trends in a set of objects defined by several variables. In 
few words, PCA is applied to a X matrix, where each row contains the 
variables (descriptors) representing an object (molecule). The result of 
the analysis is a summary of the original matrix which can be used to 
describe the objects using a few, highly informative variables called 
Principal Components (PC). The underlying formula in PCA calculations 
is defined by equation 8. 
 

EPTxX +⋅+⋅= '1 eq.8 
 
where X is the object matrix, '1 x⋅  represents the variable averages, P is 
the loading matrix, that contains the weight of each variable in the model, 
T is the scores matrix, that contains information about the objects, and E 
is the residual matrix that contains the information not explained by the 
model. If the original matrix contains M objects described by N variables 
in the original space and the PCA extracts K PC’s, the dimensions of the 
matrixes must be: X matrix MxN, T matrix MxK, P matrix KxN and E 
matrix MxN, as is graphically summarized in Figure 8. 
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Figure 8. Matrix decomposition for a PCA model with M objects, N variables and K 
principal components.  
 
 
In PCA, the PCs are extracted in such a way that the projection of the X 
matrix on the PC maximizes the sum of squares. Also, each PC extracted 
must be orthogonal to the previous ones, that is, each PC is completely 
independent to each other and there is no correlation between the 
information contained in them. As a consequence, the first PCs condense 
much of the information present in the original X matrix and a 2D or 3D 
scatter plot of the first PC clearly shows the types of objects, the 
presence of clusters, outliers, etc. On the other hand, the scatterplot or 
bar plot of loadings are useful to identify the variables which discriminate 
between the objects. 
 
 

 
 
Figure 9. PCA scores plot of a typical GRIND calculation. 
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Figure 10. PCA loading plot of a typical GRIND calculation. 
 
 

Partial least squares 
 

Partial Least Squares (PLS) (62) is a regression analysis tool, which 
connects the information included in two blocks of variables, X and Y, 
to each other. It is used for building predictive models when the number 
of variables is much higher than the number of objects. In the context of 
3D-QSAR the biological activity is used as Y variable. The function 
relating X with Y variables can be represented by the equation 9. 
 

GXBY += eq.9 
 
where B is the regression coefficient matrix and G a noise matrix. The B 
matrix can be split into three matrixes: the weights (W and C) and the 
loadings (P) of the model (63). 
 

')'( 1CWPWB −=  eq.10 
 
PLS regression analysis is usually carried out using the NIPALS 
algorithm (64), which can be outlined in the following steps: 
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)'/('' aaaa uuXuw =  eq.11 

aaa www /=  eq.12 
)'/( aaaa wwwXt =  eq.13 

)'/('' aaaa ttYtc =  eq.14 
)'/( aaaa ccYcu =  eq.15 

 
For each dimension (a=1...n), these first five steps are iterated until 
convergence, meaning that the vectors do not change by more than a 
certain error value. u1, the starting score vector, is a randomly generated 
vector or better, some arbitrary column of Y. To keep stable the numeric 
computations, the length of the weight vector w is always kept equal to 
one. After these five steps have been converged, the following steps are 
started. 

 
)'/('' aaaa ttXtp =  eq.16 

'aa ptXE −=  eq.17 
'aactYF −=  eq.18 

 
In equation 16 the loading vector of the X matrix (pa) is calculated. In 
equations 17 and 18, matrixes X and Y are updated (deflated) by 
subtracting the variance explained by the last component. 
 
These are the steps defined in the classical NIPALS PLS algorithm for 
each dimension. When the computation of one dimension is finished, the 
original X and Y matrix are deflated to obtain E and F, which are then 
used as the starting point for the next step. 
 
One of the problems of PLS regression models is the possibility to 
overfit, that is, explain the noise present in the model instead of the 
underlying relationship. In order to avoid overfitting, the determination 
of the suitable number of Latent Values (LV) cannot be done based on 
the quality of the fitting but on the predictive quality of the model. 
Ideally, such predictive ability must be evaluated using an external set, 
however the selection of an external test is not an easy task and in 
practice, the most common way to assess the predictive ability of the 
model is to use cross-validation. In the cross-validation the objects 
involved in the construction of the model are also used for the validation. 
There are different cross-validation methods depending on how many 
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objects are used in each interaction. Two examples are: Leave One Out 
(LOO), where one object is extracted from the model and predicted with 
the model obtained with the whole set without itself, Random Groups 
(RG), where a number of k groups of j objects are extracted randomly 
and predicted in front of all the remaining objects. The selection of one  
 

 
 
Figure 11. Flow chart of NIPALS PLS algorithm, where N is the number of X 
variables, M the number of objects, K the number of Y variables and A is the number 
of Latent Values. Parenthesis show that value enclosed will be the final size of the 
matrix, but in each step the real dimension is 1. 

 
 

of the cross-validation methods is a philosophical choice, for example, 
LOO obtains good results when data is clustered because the extraction 
of one element does not affect the robustness of the model, while RG 
could obtain a poor prediction whether one obtained group contains 
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many elements of a cluster (65). Cross-validation methods are repeated 
until every object has been extracted and predicted once. Then the 
predicted Y values ( ) are compared with the real Y values ( ) in order 
to obtain a quantification of the prediction. Two metrics used for 
assessing the prediction are Standard Deviation of Error of Prediction 
(SDEP) and  the predictive correlation coefficient (q2), defined by the 
following equations: 
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where y  is the real value, '  is the predicted value, y y  is the average Y 
value, and N is the number of objects. 
 
PLS is a suitable technique in situations in which the characteristics of 
the data do not allow to make standard assumptions. Models are 
validated using the same cross-validation methods mentioned above or 
resampling techniques, replacing inferencial statistics methods like 
Analysis of Variance (ANOVA) or hypothesis contrast tests.    
 
In QSAR, the PLS models can be used for prediction, but they can also 
be interpreted in structural terms. Such interpretation consists of the 
identification of the structural characteristics (X variables) that have a 
major influence in the activity (Y). In that way, the identification of these 
variables must be focused on the weight values of each variable for the 
number of LV of interest. These weights are commonly interpreted on 
each latent value as the sum of all the weights obtained in the previous 
latent values and they are commonly known as PLS coefficients. 
 
Often, a PLS model does not shown an acceptable q2. In some situations, 
this is a symptom that some of the X variables, relevant for fitting the 
model, have a negative effect on the model predictive ability. In order to 
improve the quality of the models and remove such X variables, several 
variable selection methods have been proposed. One of the most used in 
3D-QSAR is the Fractional Factorial Design (FFD) variable selection 
algorithm described in GOLPE (66).  The idea is to evaluate the effect 
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on the model SDEP of every single variable and variable combination 
(67). Since the individual evaluation of the impact in the model of every 
variable could be extremely time-consuming, a design matrix, like the one 
that can be shown in figure 12, is used for selecting a subset of variables. 
When variables are removed, the model is created and evaluated based 
on the SDEP value. Thereby, every variable effect on SDEP will be 
computed as the average SDEP for all models that include the variable 
minus the average SDEP for the models that do not include it. The 
statistical significance of these variables effects will be evaluated 
comparing them with average scores obtained for dummy variables by 
means of a Student’s t test. 
 
 

 x1 x2 x3 x4 x5 x6 x7 x8 x9 … xn 

Model 1 - - - - - + + + + … + 
Model 2 - - + + + + - - + … - 
Model 3 - + + - + - - + - … + 

… … … … … … … … … … … … 
Model J-1 - - - - + + + + - … + 
Model J + - + - + - + - + … - 

 
Figure 12. Matrix for selecting the variables to evaluate in the Fractional Factorial 
Design. 
 
 
Frequently, the FFD selection has an important impact in the 
interpretability of 3D-QSAR PLS since the total number of variables is 
largely reduced. 
 
 
 
1.4 Ligand-Based Virtual Screening 
 

Introduction 
   
 Virtual screening methodologies emerged at the end of the nineties 
(68) to lead the identification of new molecular scaffolds which open new 
chemical spaces for a target. They were developed as new methods for 
supporting hit finding and lead optimization in drug discovery using 
computer programs in contrast to high-throughput screening. The 
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potential of this approach has been demonstrated by the identification of 
several inhibitors and antagonists (69-71). Virtual screening has also been 
developed thanks to the existence of different large databases of ligands, 
as well as, the knowledge of different structures that are able to bind with 
a specific target. Virtual screening can be split into two categories: target-
based virtual screening (TBVS), where the efforts for obtaining new hits 
and leads use the structure of the target and ligand-based virtual 
screening (LBVS) where only known active ligands are used for 
discovering new ones.  
  
In target-based ligand screening, the effort to find a new structure is 
made through docking programs which score the ligand taking into 
account the structure of the target. In contrast, ligand-based virtual 
screening applies the knowledge of active ligands for a specific receptor, 
used as templates, to extract computationally compounds from a 
database depending on the molecular similarity to the templates 
structures. 
 
 

Molecular similarity 
 
The application of molecular similarity into ligand-based virtual screening 
is based on the idea that two molecules that are structurally similar must 
have a likely binding affinity. This molecular similarity is not limited to 
the same atoms in similar positions, but they can be seen as a similarity in 
the chemical properties of the compounds, that is, compounds may share 
their chemical properties despite of having a different molecular 
structure. The use of molecular descriptors as well as the limitations of 
this method has been already discussed in this work. Thereby the 
usefulness of molecular similarity methods is commonly limited by the 
quality of this description (72,73).  
 
The correct assessment of the molecular similarity is an important step in 
virtual screening. Several scoring functions have been proposed for 
sorting the structures extracted from a database, depending on the 
similarity that the molecules share with the template. Usually these score 
functions are based on the calculation of distances between the 
descriptors; the sort of distances used commonly depends on the 
descriptors.  
 

 27



1.INTRODUCTION 
 

Once the descriptors are selected and the score function is chosen, two 
more steps must be completed in order to obtain good results: template 
selection and database creation. 
 
 

Template selection 
 
When more than one ligand is able to bind the receptor, selection, 
validation and analysis of the ligands is necessary. The templates may not 
share the same molecular structure because, for example, they can adopt 
a different position within the pocket. In these cases, we must identify 
cluster of structures which must be taken into account in the database 
search. There are several alternatives in order to deal with this problem, 
like using different metrics or splitting the structures into clusters and 
execute a different search for each one. 
 
Usually, the crystal structure of the target with a ligand bound is 
considered as the ‘gold standard’ (74), but a detailed analysis of the 
parameters of the crystal preparation, like B-factors and the consistence 
of the hydrogen bonds must be done anyway. 

 
Another necessary validation is to check the correct assignment of the 
ionization states for all the ligands included in the template set. This is a 
critically step and even if there are different pieces of software that are 
able to predict the ligand ionization state for a given pH, the prediction 
of the true ionization states within the binding site are not too reliable. 

 
When 3D descriptors are used for describing the molecules, an additional 
problem in order to choose the templates structures is the search of their 
bioactive conformation. 
 
 

Database creation 
 
The starting point in many VS studies is a database able to cover a wide 
range of the chemical space. These kind of databases can contain around 
8 million of purchasable compounds, like the ZINC (75) or WOMBAT 
(World of Molecular BioAcTivity) (76) databases. In such large databases, 
only a small percentage of the compounds is relevant for the search, and 
for some applications it is preferable the use of smaller databases known 
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as focused databases (77,78), where only a piece of the whole chemical 
space is covered. Besides these, pharmaceutical companies have their 
own databases, populated with in-house accessible compounds, adapted 
to diverse projects and carefully maintained to optimize the searches.  
 
In this sense and in order to remove irrelevant compounds, a set of filter 
steps can be applied to the database. The first filter is commonly a drug-
like filter. There are several criteria that can be applied but a common 
one used is to keep only the molecules that are composed of the 
elements H, C, N, O, P, S, Cl and Br, and posses a molecular 
weight<500Da (79) or use the Lipinski rule of five (80). Another filter 
that could be applied is a filter based on the size of the molecules, since 
tiny and huge molecules are usually not good candidates because they are 
not in the range of so-called lead-like molecules (81). 
 
 

Assessing the performance 
 
Once a new virtual screening method is developed, an assessment of its 
performance is mandatory. The main aspects to be assessed are the 
sensitivity, the specificity and the originality of the results obtained. Many 
authors have reported several methods to assess the performance, but 
nowadays only a few of them are used due to its significance. All metrics 
are based on splitting the known ligands into a template and test set 
(known actives), and on measuring the recognition of the actives made 
by the virtual screening method, that is, to check the ranking of the 
known active ligands extracted from the database. These measurements 
are accepted as standard, but the values obtained can be compromised by 
several factors depending on the used database; for example, a database 
where there are compounds those are able to bind with the target, but 
they are not identified, can give way to a low value in the metric. On the 
other hand, if the database contains compounds very dissimilar with the 
ligands, the value of the metric will be increased artificially. In order to 
avoid these kind of problems, standard databases as Directory of Useful 
Decoys (DUD) (82) were developed.  
 
The most commonly metrics are based on the Receiver Operating 
Characteristic (ROC) curves (83), being the Boltzmann-enhanced 
discrimination of Receiver Operating Characteristic (BEDROC) one of 
the most calculated nowadays (84). The BEDROC (85) differs from 
other metrics, because it emphasizes the “early recognition” of actives, 
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obtaining a higher value when the actives are recovered early. This 
behavior is achieved by applying a higher weight to actives recovered 
early than to actives recovered towards the end. The BEDROC is 
calculated according equation 21: 
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where n is the number of known actives structures, N is the number of 
inactive structures, ri is the rank of the ith active structure, Ra is the ratio 
of active to inactive structures n/N, and α is a weighting factor, which 
controls the “early recognition” element. 
 
 

3D virtual screening: the bioactive conformation 
problem 

 
One important aspect of any VS method is the choice of suitable 
molecular descriptors. Ideally, the description should be focused on the 
physicochemical features which are involved in the ligand-receptor 
interaction. Usually, virtual screening methods use 2D molecular 
descriptors that are simpler and faster than 3D descriptors, but they are 
commonly focused on describing the topology of the 2D templates that 
frequently implies the selection of hits from the same structural family. 
One of the aims of a virtual screening search is to find compounds with 
some novelty degree with respect to the templates, that is, the structural 
family of some of the extracted compounds should be different. 3D 
descriptors have advantages over 2D descriptors since they are more 
focused on the physicochemical mechanism and not in the direct use of 
the molecule topology, which allows extracting compounds with 
scaffolds that differ from templates scaffolds, providing a higher 
abstraction of the topological structure of the templates.  
 
The aforementioned GRIND are interested candidates for this 
application, and some authors have published their application in virtual 
screening (86,87). However, its application has some drawbacks like the 
conformational problem (47) and the identification of the bioactive 
conformation of the templates. 
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Indeed, one of the main drawbacks of using 3D descriptors in VS is the 
selection of the bioactive conformation for the template or template 
compounds and the incorporation of multiple conformations in the 
search. In order to know whether a molecule can exhibit a bioactive 
conformation towards a target of interest, the database can be extended 
by computing a representative sample of accessible conformations for 
every molecule. Hence, all conformations can be included in the study 
and then the similar one to the bioactive should be recovered first. 
Nevertheless, a suitable description of the conformational space is not 
trivial, and can be addressed only in an approximated way.  
 
On the other hand, the selection of the template bioactive conformation 
is not easy, in absence of information about the receptor structure. In 
these cases, the bioactive conformation can be guessed using the concept 
of active-analogue approach (AAA) formalism (88), assuming that all 
active compounds for the same target must share a similar conformation. 
Even so, computational approaches for identifying common 
conformations would require obtaining all possible conformations of 
each molecule and searching the similar one between them, but this can 
be an extremely computationally expensive process in practice. 
 
 
 
1.5 Software Development 
 

Introduction 
 
The computational chemistry methods described in prior sections must 
be implemented into suitable software. Since some of the methods are 
rather complex, the quality of the software in this field is of critical 
importance for making them accessible to the regular user. This means 
that the software must be robust, reliable and easy to maintain, but also, 
user-friendly and easy to use. 
 
Software can be defined as: 
 

“A collection of instructions or statements in a computer language 
where an input state is translated into and output state”. 
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Although software was developed and applied as solution for a lot of 
problems in order to save time and money, several times it failed to 
achieve this goal, because the development process was not well defined 
and was incorrectly carried out. The software development process is not 
an easy task and must deal with several problems like software 
complexity, software reliability, maintenance, etc. 
 
When a new piece of software is developed, its life cycle (89) must be 
taken into account. The life cycle of software consists of several 
processes: definition of the problem, description of the demanded 
requirements, analysis, design, implementation, verification, validation, 
integration and test. After these processes, the operational phase starts, 
where software is extended and maintenance is required. When the 
development of a new software is carried out, assigned times for 
different tasks should fulfill the next rules (assigned as a rule of thumb by 
Brooks (90)): 1/3 must be invested in planning, 1/6 in code codification, 
1/4 in component tests and 1/4 in system tests, that is, the half of the 
time should be spent in testing. In general, the software development is a 
very complex process, limiting the quality of the software. In order to 
manage this complexity, several engineering models have been proposed, 
defining a series of rules which should be applied in order to obtain high 
quality software. The process models have evolved along the history of 
the software development and the choice of the most appropriate model 
depends on the peculiarities of the software which must be developed. 
The most relevant models are: waterfall, spiral and win-win. 
 
The waterfall model was defined in 1970 by Royce (91), where each task 
was developed after the previous one, making the model very linear and 
in consequence simple and attractive. Figure 13 shows how the process 
tasks are carried out. 
 
This model does not spedifies how a previous result must be modified 
when a problem related to an early step appears during the development. 
This is a key drawback, since the requirements are not completely known 
when the development starts and modifications of these requirements are 
very. 
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Figure 13. Flow chart of the waterfall model. 
 
 
The spiral model is a modification of the waterfall model defined by 
Boehm (92), where work cycles are included. This is the most commonly 
used nowadays. Each work cycle starts with the identification of the 
objectives and finalizes with the revision of the current achieved goals 
and the plans for the next cycle. A schematic view of the model is 
represented in the figure 14. 
 
The progressive changes carried out in software development are the 
center of this methodology. Usually one project is modified and new 
requirements are included when a new version is released.  
 
The win-win model, also proposed by Boehm, is a modification of the 
spiral model and tries to create the rules for the development taking into 
account all people involved in the project. 
 
Besides these models, there are also several standards (93) in order to 
evaluate the quality of the software. Each one of these standards is 
focused on different features, some examples are: Capability Maturity 
Model (CMM), ISO9000, Performance Engineering Maturity Model 
(PEMM), etc.  
 
When a novel software is developed, two key aspects must be decided: 
the user interface and the programming language.  
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Figure 14. Flow chart of the spiral model. 
 
 

User interface 
 
The User Interface (UI) is the part of the software devoted to interact 
with the users, which can be used for controling and modifying its 
behavior. The UI is one of the most important aspects of the software 
development. Great software with inadequate UI can fail in the market, 
while there are a lot of examples of poor software with a good interface 
which have reached success. For designing a comfortable interface, the 
developers must investigate how typical users would like to interact with 
the software and what they expect to obtain from the results.  

 
There has been an evolution of the UI mostly due to the dependence on 
the available peripherals and the kind of tasks assigned to the software. 
Along the history of the UI, four main interaction paradigms can be 
defined due to its significance: 
 

• Batch interfaces, which are non-interactive user interfaces 
where the user specifies all the details of the job in advance, in 
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order to batch processing, and receives the output when all the 
processing is completed. The computer does not prompt for 
further input after the processing has started. 

• Command-line user interfaces (CLI), where the user provides 
the input by typing a command string on the computer keyboard 
and the system provides output by printing text on the computer 
monitor. 

• Graphical user interfaces (GUI), which accepts input via 
devices such as computer keyboard and mouse and provides 
graphical output on the computer monitor. 

• Touch User Interface (TUI), are graphical user interfaces which 
use a touch screen display as a combined input and output 
device. 

 
The latest trend in the development of UI is to mimic the way that 
humans interact with real objects in the real world. Probably, the most 
important step forward in the UI evolution was the development of the 
GUI. A series of standards defined around pioneering GUI (e.g. the IBM 
Common User Access, and the Open Foundation Motif) promoted the 
convergence of newer interfaces towards common interaction paradigms, 
shared between many applications, thus making possible that the skills 
developed for one application could be applied to many others. Two 
examples of the benefits of the GUI in drug discovery are pipeline-pilot 
(94) and Knime (95), pieces of software that have moved from the CLI 
mode to the GUI, allowing the user to describe complex computation 
protocols using a graphical data flow diagram. 
 
Nowadays, several of these four paradigms can be found in different 
programs commonly used in Drug Discovery. Most recent programs 
tend to implement GUI, but a lot of them still can be used in CLI mode 
or batch mode in order to improve the efficiency and to make them 
compatible with older versions. 
 
 

Programming languages 
 
A programming language is a machine-readable language designed to 
express computations that can be performed by a computer. The 
programming languages have evolved from a machine-like language to a 
human-like language during the history. The first language generation 
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was known as assembly languages, where the code was machine code. 
These kind of languages are at the bottom level of abstraction from the 
machine and are completely dependent on the machine where they are 
written. A second generation of languages developed, at the end of the 
fifties, includes one level more of abstraction; one example of this group 
of languages would be FORTRAN that is still used on scientific and 
mathematical environments. A third generation of languages also known 
as structure programming languages includes improvements like data 
abstraction, separately module compilation, data structuring, etc. This 
latest group can be split into three classes: general purpose high level 
languages, object oriented high level languages and specialized languages. 
 

• General purpose high level languages are languages that are 
suitable for most computer applications. They must support at 
least: comparison of strings and constants, branch and looping 
constructs and ability to read and write both sequential and 
random files. Examples are C or PASCAL. 

• Object oriented high level languages are languages where the 
data and the methods used to modify and to access to this data 
are encapsulated within an “object”, which creates a convenient 
level of abstraction. Another important improvement of these 
kind of languages is the reusability of the code, that is, the 
objects coded in one application can be used in another one 
without rewriting the implemented code, and without the need to 
know how this implementation and which kind of data was used. 
The object must be seen as a black box where a series of inputs 
will be converted to a series of outputs. Commonly these 
languages include a lot of libraries which simplify the work of the 
programmer, being the most commonly used nowadays. 
Examples are: C++ or JAVA. 

• Specialized languages are languages of which syntax was 
specifically designed for a particular application, like management 
of symbols and lists, vector and matrix manipulation, etc. These 
languages facilitate the translation of the design specifications 
into code but they are not easily portable. Examples are: LISP or 
PROLOG. 

 
Apart from them, there are languages of higher abstraction level, like the 
“scripting” languages, that are interpreted and include a lot of 
functions that resolve common problems like string parsing or HTTP 
connection establishment, making the programming of these tasks less 
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expensive. These languages use an interpreter which translates, in real 
time, the instructions into machine code which make them less efficient 
than compiled languages. These languages are frequently used in the field 
of bioinformatics where file processing and string parsing are very 
common tasks. Examples are: Perl, Phython or shell scripting 
 
On top of the abstraction scale one can find platform-independent 
object-oriented languages, allowing the programmer to develop 
software for multiple operating systems and hardware platforms. 
Languages belonging to this category can be grouped into two different 
types, those that use a virtual machine to reach the abstraction and those 
that use specialized libraries to provide an extra layer of abstraction at 
compilation time and which can run over diverse operating systems 
without limitations. In the first case, the most known example is JAVA 
(96) which uses a virtual machine running over the operating system to 
avoid the operating system dependence; this virtual machine introduces a 
sublevel of translation at run time, making JAVA programs slower than 
others that do not need the virtual machine. In the other category there is 
Qt (97), a multiplatform software development framework based on 
C++, able to compile a common source code (so called “portable code”) 
into executable code adapted for a large number of popular operating 
systems and hardware platforms (SGI Irix, Linux, Apple MacOS, 
Microsoft Windows, etc). 
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2.RESULTS AND DISCUSSION 
 

After the brief overview of drug design, computational methods and 
software development concepts provided in the previous section, we will 
describe and discuss here the results obtained in order to summarize 
them in an understandable way. A more detailed description of these 
results can be found in the publications and documents attached in the 
next sections. 
 
As stated in the Objectives section, the main aim of the present thesis is 
to develop a new generation of alignment-independent descriptors. Our 
work started by analyzing the problems and limitations detected by us 
and by other authors in the GRIND, which we consider the state-of-the-
art in the field of molecular descriptors for drug discovery. Here we 
report the results of such analysis: 
 

1. Often, the nodes selected by the original GRIND algorithm in 
the MIF discretization step miss important regions or overlook 
the influence of certain atoms. Moreover, this step requires a 
tedious manual adjustment, which is nearly impossible to 
optimize when the series contains highly dissimilar compounds. 
Therefore, we need to develop an improved MIF discretization 
algorithm. 

2. The encoding step of the original GRIND algorithm was also a 
source of problems (like the inconsistency and confusion errors 
reported in section 1.2). In particular, the results of MACC 
method were not optimum in series containing structurally 
related compounds, in which such problems become evident and 
hamper the interpretation of the models in structural terms. 
Again, we detected the need to improve the method by 
developing an alternative encoding algorithm. 

3. The results of a 3D-QSAR model obtained with GRIND were 
not easy to interpret. Many ALMOND users complained about 
the need to open multiple windows, crowding the desktop and 
the lack of a straightforward approach for carrying out such 
interpretation. We find out that ALMOND was not well adapted 
to the needs of the users and decided that we needed to develop 
a new software, much easier to use and much more adapted to 
the diverse tasks involved in the computation, inspection of the 
GRIND, integrating also all the tools required to build, validate 
and interpret 3D-QSAR models. 
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Therefore, the first task identified was the development of a novel MIF 
discretization algorithm, which we called AMANDA. The details of this 
part of our work were described in publication 1. The new algorithm 
was developed in order to improve the node selections carried out by the 
original GRIND algorithm implemented in ALMOND. In response to 
the problems related to the selection of a fixed number of nodes, 
AMANDA is able to correct the number of nodes selected automatically 
for each compound analyzed. This solves two major problems of the 
original algorithm: to select nodes for all the interaction regions (the 
original algorithm selected a fixed number of points and sometimes they 
were not enough for representing all the interactions) and to avoid 
selecting nodes where interactions are not present (the fixed number of 
nodes should be always selected by the original algorithm independently 
whether they represented or not interactions). The quality of the results 
obtained by this algorithm was tested using two methods: measuring the 
significance of the hot spots extracted and checking its relevance in 3D-
QSAR models. In order to measure the significance, the results of the 
hot spot selection were compared with real receptor atoms in a large 
collection of ligand-receptor complexes. The comparison was carried out 
automatically and quantified in terms of sensitivity and specificity, by 
means of ad hoc developed software. The analysis was tackled for 
comparing the hot spots obtained with standard algorithms, ALMOND 
algorithm and AMANDA, obtaining quite positive results. On the other 
hand, a comparison, based on already published QSAR applications, was 
also carried out, obtaining an improvement in the quality of the results as 
well. In addition, the improvement in computational speed was also 
evaluated, obtaining a huge improvement of around 500 times. 
 
The improvements in the quality of description (especially for series 
containing highly dissimilar compounds) and the increase in the speed of 
the algorithm allowed considering the application of the new GRIND, 
the so-called GRIND-2, in other fields of drug discovery. In particular, 
we were interested in testing the suitability of GRIND-2 derived 
principal properties for applications requiring the description of the 
molecular similarity, like the ligand-based Virtual Screening. This part of 
the work is fully described in publication 2. Despite of the application 
of the GRIND descriptors in Virtual Screening was not new, the 
suitability of GRIND derived principal properties for the description of 
molecular similarity was never validated systematically. The speed 
increment obtained by GRIND-2 allows generating molecular 
descriptors for millions of compounds in few days and the application of 
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PCA method allows summarizing all the information in a few principal 
properties. In order to evaluate the quality of the description, a standard 
and well-known method to measure the molecular similarity was used: 
Virtual Screening (VS). In the study, the evaluation of the performance 
of the principal properties was carried out for several databases, 
obtaining values for standard metrics used in Virtual Screening that are at 
the same level as the state-of-the-art methods. These results demonstrate 
the suitability of the principal properties for describing the molecular 
similarity despite of 3D descriptors as GRIND-2 should include some 
degree of novelty in the extracted results that cannot be evaluated using 
the present VS metrics. Furthermore, studies in order to determine the 
optimal number of PCA components used for describing the chemical 
space were carried out, obtaining as conclusion that the optimum value 
must be around the number of properties that explains over 70% and 
80% of the total variance. Finally, a successful evaluation of the stability 
of the scores spaces was also obtained by means of the comparison of 
original and projected scores for different databases. 
  
The next task identified as needed for the improvement of GRIND was 
to develop encoding algorithms alternative to MACC. These were 
described in publication 3 (manuscript draft). A novel algorithm, so-
called Consistently Large Auto and Cross-Correlograms (CLACC), was 
developed in order to improve the interpretability of the GRIND in 
QSAR studies and remove the inconsistence of the results detected in 
MACC. MACC algorithm selects the representative of each variable for 
every molecule taking into account only the value of the highest energy 
product of each molecule. On the contrary, the CLACC algorithm aims 
to introduce consistency in the choice, by analyzing if the node couples 
picked for the compounds j represent the same information than the 
node couples extracted for the ith compound (for every i ≠ j  in the 
series). A prerequisite for this selection is to define a method, not 
alignment-dependent, which scores if two node couples extracted for two 
structurally related compounds represent or not the same information. In 
CLACC this evaluation is carried out by comparing the hot spot 
“landscape” obtained from such nodes; in series of structurally related 
compounds, similar node couples can be recognized, since based on this 
comparison, the rest of the regions show a relatively similar spatial 
distribution. In CLACC this idea is applied to generate a feature-based 
structural alignment of the compounds, which is valuable on its own for 
aligning the compounds. Afterwards, distance criteria are used for 
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picking node couples which are consistent for all the compounds within 
the series. 
 
The quality of the CLACC method was validated by comparing the 3D-
QSAR models obtained using CLACC and MACC. The results exhibit a 
significant improvement of the model interpretability. In particular, when 
the 3D-QSAR models were obtained for series of compounds for which 
the ligand-protein complexes structures are known, the results of 
CLACC show a much clearer matching than MACC with recognizable 
receptor elements. Furthermore, the predictive quality of the models is 
also improved. With respect to the algorithm implementation, it is 
relevant to highlight the importance of the implementation of a fast 
clustering algorithm for identifying consistent variables in a reasonable 
period of time.  
 
Finally, all these high-performance algorithms and applications were 
implemented into a novel piece of software, Pentacle, following the 
aforementioned spiral model of development and GUI development 
principles. An extended discussion of the program can be found in 
publication 4 (manuscript draft). All the previous developed algorithms 
need to be implemented into a software tool which carry out the 
computations and presents the results. Our intention was to develop a 
reliable and user-friendly application that can be used as a model of 
development for future applications in drug discovery. In addition, 
Pentacle was conceived to be commercial software, adding new 
requirement in terms of quality and portability among the most popular 
hardware platforms. We adopted a spiral model of software engineering, 
for considering it the most adapted to the peculiarities of the scientific 
software: continuous methodology modifications and addition of new 
features. The requirements of code portability were addressed by using 
the Qt programming framework (97). A lot of attention was also paid to 
the user interface, developing two different ones: an elaborated GUI and 
a command line interface. Pentacle should be an integrated tool, which 
the user can use to compute and handle GRIND-2 for many diverse 
tasks. We selected these tasks to be the directing principle of the GUI 
design and, as a result, we organized the Pentacle main window into 
different tabs, each one assigned to a different task and containing all the 
graphics, data and widgets required for the user to work, with 
independence of other tabs. The entire GUI was built for allowing three 
different levels of use: toolbox, regular and advanced. In the toolbox 
level, the program applies many default settings and the user can run a 
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GRIND-2 and use the descriptors for building QSAR models pressing 
only the buttons of the toolbox, from left to right. In the regular use, 
more advanced users can tune-up the program settings to adapt the 
computations to the characteristics of the series, in a more interactive 
mode of use. The advanced level allows users with a deep understanding 
of the method to set up many adjustable parameters and to customize 
the AMANDA, MACC and CLACC algorithms. A comprehensive 
command line interface was also implemented, for allowing the 
integration of Pentacle into automatic computation and results handling 
protocols. Pentacle includes other advanced features: the use of 
“snapshots” for storing and retrieving the projects at any time, a full 
inter-system portability of the results and new visualization and wizards 
tools.  
 
In spite of our intentions and of the large effort devoted to the 
development, the quality, reliability and user-friendly characteristics of 
any software can only be credibly assessed by typical users in real world 
applications. Currently, Pentacle is being tested by a selected panel of 
users and the feedback will be used to further improve the software.
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The usefulness of Molecular Interaction Fields (MIF) as molecular 
descriptors (MD) is limited by the need of aligning the structures. MIF-
based alignment-independent descriptors like the Grid-INdependent 
Descriptors (GRIND) are able to capture much of the original 
information and produce reasonably good results in many applications. 
However, the mathematical transform applied to the MIF to obtain 
alignment independency (Maximum Auto and Cross Correlation, 
MACC) has some limitations and does not guarantee that variables 
represent exactly the same information in every compound of the series. 
Here we present an enhanced version of MACC, called Consistently 
Large Auto and Cross Correlation (CLACC), which solves the problem 
of the variable consistency. The method can be used for replacing 
MACC for the computation of GRIND on series of structurally related 
compounds, improving the quality of the 3D QSAR models obtained. 
The advantages of CLACC over MACC are presented by comparing the 
models obtained with both methods from diverse points of view, 
demonstrating the large superiority of CLACC over MACC both in terms 
of predictive ability and interpretability. 

 
 
 

INTRODUCTION 
 

 Virtually every computational 
method used in drug discovery requires, 
as a preliminary step, converting 
molecules into numbers, often called 
molecular descriptors (MD). The 
relevance and accuracy of such 
description conditions the quality of the 
results that the method can yield and 
therefore, much attention has been paid 
in the last decades to the development of 
many different MD, suitable for specific 
purposes. Among the vast collection of 
MD available (1), those based on 
Molecular Interaction Fields (MIF) have 
gained a reputation of being highly 

relevant for drug discovery applications 
(2). The application of MIF in drug 
discovery started with the pioneering 
work of P. Goodford (3), since then, 
many other MIF-like and MIF-derived 
MD have been developed and applied to 
diverse tasks. Among these, MIF are one 
of the basis of 3D Quantitative 
Structure-Activity Relationships (3D 
QSAR) methods (4) like the popular 
CoMFA (5) and COMSIA (6) methods. 
 The direct use of MIF as MD in 
tasks involving the comparison of 
several compounds has the 
inconvenience that all the structures 
must be structurally aligned. Only then, 
the MIF variables represent comparable 
information. In many cases, this process 
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is difficult and time consuming. For this 
reason, several alignment-independent 
MIF-based descriptors have been 
proposed. Most of them are based on the 
application of a mathematical transform 
which changes the system of reference, 
from absolute xyz to some sort of 
internal coordinates. This is the case of 
the GRid-Independent Descriptors 
(GRIND) (7). The GRIND were 
developed as alignment-independent 
descriptors specifically for the purpose 
of obtaining 3D QSAR models without 
the need to align the compounds. An 
exhaustive review of the methods can be 
found elsewhere (2) but in few words, 
the method computes a set of MIF 
(typically four, using Hydrogen Bond 
Acceptor, Hydrogen Bond Donor, 
Hydrophobic and Shape probes) and 
extracts from them a series of 
representative points of the space 
(nodes), so-called “hot spots”. The 
relative position of the “hot spots” is 
encoded using the Maximum Auto and 
Cross Correlation (MACC) method 
which yields a vector of values called 
“correlograms”. Every position in this 
vector represents a distance range or 
“bin” and the value is the product of the 
field energies of a couple of nodes, 
separated by this distance. Often, a MIF 
contains many node couples separated 
by a certain distance; in these cases, the 
MACC algorithm scores the node 
couples according to the product of their 
interaction energies and the ones with a 
higher value, representing the most 
intense interactions, are picked. 
 The original GRIND, 
implementing the MACC algorithm, has 
been applied in numerous 3D QSAR 
applications, yielding good models (8-
13) without the need of carrying out the 
structural alignment of the series. 
However, the attainment of an 
alignment-independent description is not 
free; the transform applied to the MIF is 
based on two assumptions: (i) for each 

distance bin each compound has, as a 
maximum, a single couple of relevant 
hot spots; (ii) the couple of nodes 
selected for a distance, in a certain 
compound, represent the same structural 
couple of features for all the rest of the 
compounds in the series. Both 
assumptions are obviously a 
simplification and in many series, they 
proved to be wrong. As a consequence, a 
certain percentage of the GRIND 
variables are contaminated by two 
problems which we called confusion and 
inconsistency. The first problem 
(confusion) appears when the GRIND 
are used for comparing diverse 
compounds, for example in a QSAR 
model. In most cases, the compounds 
present in the series share the most 
important pharmacophoric features and 
the couples of regions described by a 
GRIND variable in all the compounds 
are equivalent. However, as it is 
illustrated in Figure 1a this is not 
necessarily true for all series, in 
particular when the compounds do not 
belong to congeneric series or when the 
structures contain diverse couples of 
features separated by similar distances. 
In typical applications the problem is 
mitigated by the simultaneous use of 
multiple correlograms; two couples of 
regions can share the same distances, but 
their distances with respect to other 
regions will be different and therefore 
any confusion present in a correlogram 
is broken in the rest. As a consequence, 
confusion has no large impact in the 
quality of the regression models, even if 
they became much more complex to 
interpret and understand. The second 
problem (inconsistency) appears when a 
single compound contains more than one 
couple of structural features separated by 
the same distance, as is illustrated in 
Figure 1b. In these cases, the choice of 
one or another by the MACC is 
arbitrary, often based in minute 
differences in the MIF products and the 
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observation of a single correlogram does 
not reflect anyhow the simultaneous 
presence of both regions. The 
inconsistency of the GRIND can 
seriously hamper the predictive ability 
and the interpretability of GRIND 
derived QSAR models. The problem is 
particularly evident when the molecules 
under study belong to the same 
structural family, since the visual 
inspection of the same variable in 
diverse compounds can identify 
completely unrelated structural features 
(see Figure1b), thus making the model 
interpretation impossible and 
discouraging the use of the GRIND. 
Therefore, we decided to develop a new 
hot spot encoding algorithm, aiming to 
replace the MACC in GRIND 
applications in which the 
aforementioned problems are 
detrimental for the quality of the results. 
In particular, for the aforementioned 
reasons, we wanted to improve the 
quality of the QSAR models obtained 
for series of structurally related 
compounds, improving their predictive 
ability and interpretability. 

 

 
Figure 1. Example of confusion (a) and 
inconsistency (b) MACC problems. 
 
 Here we will introduce a novel 
encoding methodology named 
Consistently Large Auto and Cross 
Correlation (CLACC) which we propose 
as an alternative to MACC in series of 
structurally related compounds. Unlike 
the MACC, the selection of node 
couples is not carried out compound-
wise, but is based on an analysis of the 
compounds present of the series under 

study. CLACC starts by selecting 
several candidate node couples for every 
member of the series, building a pool 
from which the algorithm picks the ones 
which are more likely to represent 
equivalent regions for all the compounds 
in the series. Hence, the MD obtained 
are much more consistent and the quality 
of the QSAR models is largely 
improved, both in terms of predictive 
ability and interpretability. The method 
has been validated by computing 
CLACC on many several series, and 
comparing the results obtained with 
those obtained with GRIND (some of 
which have been previously published). 
The results of such comparison will be 
summarized here, including an in-depth 
comparison of the results obtained for a 
few series which will illustrate the 
advantages of using CLACC over 
MACC in terms of the interpretability of 
the results. 
 This work is part of the updating of 
the original GRIND, already started with 
the development of AMANDA (14) a 
novel MIF discretization algorithm, 
aiming to obtain a new generation of 
alignment-independent MD (GRIND-2), 
with improved performance over the 
original version. 
 

METHODS 
 

CLACC method. The CLACC method 
involves three different steps: candidate 
selection, alignment and consolidation. 
Here we included a detailed description 
of these steps, but the complexity of the 
procedure forced us to omit many 
computational details in order to obtain 
an understandable description. These can 
be obtained consulting the flow charts 
provided as Supplementary Material. 
Candidate selection. For every 
compound in the series and every 
distance bin, the CLACC algorithm pre-
selects the n candidates node couples 
with the highest product of MIF energy 
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values. This part of the algorithm is 
identical to MACC except for the fact 
that the algorithm does not select the 
single highest value but the n highest.  
Alignment step. Once all the compounds 
in the series have been processed and we 
have a set of n candidate node couples 
for representing every distance we need 
to apply a method that ensure the 
consistency of the information 
represented by every variable. The basic 
hypothesis is that in most QSAR series, 
all the active compounds share a few 
pharmacophoric features. This step aims 
to recognize some highly common 
features and to use them for carrying out 
a feature-based structural alignment 
which serves as the basis for the next 
step. CLACC works by computing for 
each node in the pool a vector describing 
the distribution, in terms of distance to 
this node, of all the hot spots extracted 
for all the MIF. This vector represents 
the “MIF landscape” from the node 
point of view, which is invariant to the 
xyz coordinates of the node and which 
allow the comparison with other nodes 
in diverse compounds. As far as the 
diverse compounds contain roughly the 
same features, these vectors obtained 
from equivalent positions will exhibit 
certain similarities. Technically, the 
vectors are computed using a method 
similar to the anchor-GRIND (15), but 
representing only the presence or 
absence of an interaction at the distance 
of interest without noting the value of 
the energy product and using wider 
distance bins. The final vector (called 
“viewpoint”) is a fingerprint-like array 
of binary values where a value of 1 
indicates the presence of an interaction 
at a certain distance and a value of 0 its 
absence.  
 Once all the viewpoints are 
computed, CLACC performs the search 
of a short-list of node couples showing a 
high degree of similarity for most of the 
compounds in the dataset. This task is 

carried out by applying an agglomerative 
clustering method to every variable, 
using the pool of candidate node 
couples. The similarity of two node 
couples is scored in terms of the 
differences between the viewpoints of 
their respective nodes. Then the 
clustering method progresses until the 
algorithm detects that a cluster contains 
a representative for every compound in 
the series (and then, this variable is 
included in the highly consistent short-
list) or when the distances computed are 
too large (and then the variable is 
discarded). Once the short-list of 
variables is compiled, a final list is 
extracted by prioritizing the variables 
which allows an easier assignment of a 
single node couple for every compound 
in the series (basically, those in which 
the last computed cluster contains fewer 
candidates for each compound). The 
final list contains a list of anchor node 
couples which are then used to align all 
the compounds. The alignment 
algorithm is iterative and uses the anchor 
node couples in one compound to define 
a provisional alignment template, on top 
of which we align a second molecule 
using orthogonal procrustes analysis 
(16). The coordinates of the anchor 
nodes are averaged to obtain a new 
alignment template which is used to 
align the third molecule and so forth 
until all the compounds are aligned. 
Consolidation step. Once all the 
molecules have been superimposed, the 
consistency of the node couple 
candidates for each variable can be 
assessed simply by measuring which 
ones are closer in space. In this step, we 
applied again agglomerative clustering 
for selecting the best node couple 
candidate for each variable. The method 
works much like in the previous step, 
but now the selection is based on 
distances, which makes the computation 
simpler and faster. Also, in this case, the 
goal is to select the best node couple (the 
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most consistent for all the compounds) 
for every variable. Sometimes, not one 
of the candidates node couples extracted 
for a certain compounds can be 
considered consistent with the rest of the 
compounds, probably because this 
compound lacks this structural feature. 
In this case, the method can be 
configured to work in two alternative 
ways: by selecting the most likely 
candidate or by removing the whole 
variable from the analysis. This last 
alternative has the advantage of 
producing only MD which are 
guaranteed to represent consistent 
information for all the compounds in the 
series. 
Data set.  Eleven representative series 
have been selected for validating the 
CLACC methodology and evaluating the 
quality of the QSAR models obtained 
with CLACC methodology. Eight of 
these series (labeled as 5HT, GPb, 
steroids, cocaine, quinoxalines, 
plasmepsin, xanthines and elastase in 
Table 1) have been previously  
published in 3D QSAR studies involving 
other methodologies, thus allowing 
comparison between the performance of 
our algorithm with other state-of-the-art 
methods. Two of them (FXa and TACE 
in Table 1) correspond to series for 
which the bioactive conformation of at 
least one of the compounds has been 
determined experimentally using X-ray 
crystallography. These series are 
particularly useful to show how the 
models obtained using CLACC are 
easier to interpret, and how the structural 
interpretation match closely the 
information provided by the receptor 
structure. Finally, one of the series (A3 
in Table 1) was used to carry out a 
detailed comparison between two 
alternative uses of CLACC algorithm: 
using the built-in structural alignment or 
using pre-aligned molecules. The 
compounds of these series were 
compiled from (17) with the restrictions 

of being actives (pKi value higher than 
6) and sharing the common scaffold 
shown in Scheme 1. The size of the 
series, a short description and the 
original references are reported in Table 
1. 
 
Scheme 1. Scaffold shared by all the structures 
of the A3 series. 
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GRIND computation.  The GRIND 
calculations carried out for the validation 
of the CLACC methodology and 
described here make use of the 
AMANDA algorithm for discretizing the 
MIF. This novel algorithm offers several 
advantages in terms of speed and quality 
in front of the original GRIND.  All the 
computations were carried out using the 
program Pentacle (24) with default 
settings and probes (DRY, O, N1 and 
TIP). 
3D QSAR analysis. The 3D QSAR 
models were built using the 
chemometric tools incorporated in the 
program Pentacle. The quality of the 3D 
QSAR models was evaluated in terms of 
predictive ability, using Leave-One-Out 
(LOO) cross validation, and also in 
terms of model interpretability. For this 
last aspect, the GRIND were visualized 
using the interactive 3D-graphical tools 
included in Pentacle. This software 
allows the simultaneous representation 
of molecules not involved in the 
computation, which makes possible the 
representation of the binding site for 
these series in which its structure is 
available, thus allowing to evaluate the 
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Table 1. Series used in this study. 
  
Name Description Compounds Reference 
Plasmepsin Plasmodium falciparum Plasmepsin II Inhibitors 16 (18) 
quinoxalines Antagonists for human adenosine A1 21 (19) 
xanthines Antagonists for human adenosine A1 18 (18) 
elastase Human Neutrophil Elastase Inhibitors 40 (20) 
A3 Antagonist for human adenosine A3 20 (17) 
5HT Butyrophenones with Serotoninergic (5-HT2A) 

Affinites 
25 (7) 

cocaine GBR compounds inhibitors of [125I]RTI-55 
binding to human DAT 

56 (21) 

GPb Glucose Analogue Inhibitors of the Glycogen 
Phosphorylase 

10 (7) 

steroids Steroid Binding to the Corticosteroid-Binding 
Globulin Receptor 

31 (7) 

FXa Coagulation Factor Xa inhibitors 26 (22) 
TACE Inhibitors of TFN-a convertase 19 (23) 
 
 
correspondence between the regions 
highlighted by the models and actual 
residues of the binding site. In all the 
models, a mild variable selection (a 
maximum of two FFD runs (25)) was 
applied, using the default parameters 
implemented in Pentacle (2LV, LOO 
cross-validation, retain uncertain 
variables). 
External structural alignment.  In 
order to validate the quality of the 
feature-based alignment provided by 
CLACC, some of the series were aligned 
using external alignment tools. In series 
FXa and TACE the structure of the 
crystallized ligand was used as template, 
while in series A3 the compound labeled 
as 140 (17) was used as a template. In all 
instances, the alignment was carried out 
running the script 
“fragment_superpose.svl” provided by 
the Chemical Computing Group (CCG), 
Inc.. This script is based on the 
superimposition of a common 
substructure core define for all the 
ligands. The alignment of all the 
compounds in the series with the 
template required multiple runs of the 
script, as well as a final manual 
readjustment. All the process was done 
using MOE software (26).  

RESULTS AND DISCUSSION 
 

 We have developed a novel 
algorithm which can be used to replace 
the MACC in GRIND computations in 
series of compounds showing a certain 
structural similarity. The basic 
hypothesis in CLACC is that most series 
used in QSAR share some common 
pharmacophoric features, either because 
they belong to the same chemical family, 
share a common scaffold or have been 
selected to interact with the same 
receptor. If this is true, the algorithm 
tries to find the most common features 
and performs a feature-based alignment. 
Once the compounds were aligned, the 
algorithm selects, from a pool of 
candidates, node couples based on the 
series consistency and not only on the 
field product (unlike MACC). From a 
computational point of view, the 
algorithm includes three sequential 
steps: candidate selection, alignment and 
consolidation. The first step involves the 
analysis of a single compound, much 
like MACC, while the alignment and 
consolidation steps can be carried out 
only after all the compounds in the series 
have been processed (e.g. Figure 2). The 
method works as follows: first, for each 
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compound in the series, the algorithm 
pre-selects several candidate node 
couples, representing every distance bin 
(candidate selection step). Once all the 
compounds are processed, the method 
extracts a small subset of node couples 
showing a high degree of consistency 
between all the compounds in the series, 
and uses them to carry out a feature-
based spatial alignment (alignment step). 
Then, the method selects for every 
distance bin, the candidate node couple 
which shows a higher degree of 
consistency within the series 
(consolidation step). In the alignment 
step, the consistency between the 
candidate node couple distances was 
based on the comparison of the MIF hot 
spots “landscape”, while in the 
consolidation step two node couples are 
considered consistent simply when both 
nodes are close in the space. In the 
particular case in which the compounds 
were structurally superimposed (e.g. 
series of ligand-receptor complexes 
obtained either experimentally or 
computationally), the alignment step can 
be skipped. In any other case, the 
algorithm produces as a by-product a 
feature-based superimposition of the 
compounds, which can be very useful 
for the model interpretation. A detailed 
description of every method step, as well  

 

 
Figure 2. Results of the CLACC algorithm in 
selecting a variable for the 5HT series. 
 
as of the consistency criteria used in the 
alignment step can be found in the 
Methods section. 

 At the end, the CLACC method 
yields a set of correlograms, exactly like 
the ones produced by MACC. Indeed, in 
many cases the variables selected are 
similar to those extracted by the MACC 
method, since the criteria of the 
maximum energy product is latent in the 
algorithm, and is used to populate the 
pool of candidates in the first step. 
Therefore, the main differences are 
restricted to the variables introducing the 
undesirable confusion and inconsistence 
problems described above. In either 
case, CLACC tries to solve the problem 
by picking the node couples representing 
the same structural features in the 
maximum possible number of 
compounds. However, in most QSAR 
series, some of the compounds lack a 
certain structural feature found in other 
structures. When the CLACC algorithm 
detects an inconsistency in a certain 
variable (the information represented in 
some molecules is diverse from the 
information represented in the rest of the 
series) two alternatives are possible: 
preserving the non-consistent variables 
(soft), selecting in that case those with 
the highest energy (MACC default 
behavior), or removing them from the 
compounds in which they represent a 
different information. The first 
alternative is more conservative and 
represents an intermediate solution 
between the MACC and the strictest 
CLACC algorithm. The second 
alternative (strict) produces a cleaner 
description of the series, containing only 
consistent information for all the series, 
even if this option leads to remove a 
considerable amount of information, in 
some cases. The differences in the 
results obtained using the soft and the 
strict alternatives can be easily 
appreciated in Figure 3. 
CLACC Validation.  In order to 
validate the new algorithm, it was 
applied to several series for obtaining 
3D QSAR models. The effect of the
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Figure 3. Comparison between the selected variables obtained by CLACC when non-consistent 
variables are kept (soft) (a) and removed (strict) (b) for cocaine (1) and steroids (2) series.  

 
 

application of CLACC on the models 
must be evaluated from two different 
points of view: the effect of CLACC on 
their predictive ability and on the 
interpretability of the results.  
 With respect to the effect on 
CLACC on the predictive ability, we ran 
a first validation batch using four series, 
labeled as plasmepsin, quinoxalines, 
xanthines and elastase (see Methods for 
details). For every series, we obtained 
QSAR models using MACC, soft 
CLACC (retaining non-consistent 
values) and strict CLACC (removing 
non-consistent values). The results were 
listed in Table 2. 
 In all instances, the CLACC 
algorithm performs better than the 
MACC method both in terms of fitting 
(r2) and of predictive ability (LOO q2). 
The differences are not large, but 
significant. Consistently, the strict 
CLACC produces better results than the 
soft CLACC. These results are 

encouraging and seem to indicate that 
the CLACC is alleviating to some extent 
the aforementioned problems of GRIND 
consistency. CLACC derived models in 
general and strict CLACC models in 
particular are more predictive because 
every variable represents the same piece 
of information for every compound in 
the series. Therefore, predictions for new 
compounds are more reliable. 
 As stated before, the CLACC 
application includes an alignment step 
and a consolidation step. In order to gain 
further understanding of the CLACC 
effect on the quality of the models we 
decided to run additional tests to 
evaluate both steps separately. With 
respect to the alignment step we ran 
CLACC on the series labeled as A3 in 
Table 1 twice; once running the full 
algorithm and once pre-aligning the 
structures with an external tool (see 
Methods) and skipping the alignment 
step. The visual inspection of the aligned 
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Table 2. QSAR model results for the MACC and whole CLACC methods (alignment plus 
consolidation). 

 
 
structures using CLACC and MOE (see 
Figure 4) shows clearly that our 
algorithm works rather well, producing 
results that are comparable with those 
obtained with MOE, and the common 
scaffold is aligned as expected. 
Obviously, the CLACC algorithm does 
not modify the conformations of the 
molecules and therefore the method 
cannot be expected to yield good results 
when the compounds have not been 
modeled in their bioactive 
conformations. In order to obtain a 
quantification of the effect of the 
alignment on the model we compared 
the predictive ability of the QSAR 
models obtained with both alignment 
methods. The results (Table 3) show that 
the both methods perform equally well 
and produce similar LOO q2 values. 

 For validating the effect of the 
consolidation step we carried out an 
external alignment of four series (5HT, 
cocaine, GPb and steroids), as described 
in the Method section, and compared the 
predictive ability of the models obtained 
using the CLACC and MACC 
methodology. The results shown in 
Table 4 indicate that the CLACC 
methodology produces slightly better 
results, in particular when the strict 
option is applied. 
 The only exception is the 5HT 
series, where the strict option yields 
slightly worse results. Remarkably, this 
5HT series has the peculiarity of 
describing compounds which are 
suspected to bind in two alternative 
orientations (27). We can speculate that 
in this particular case some of the 

 
 

 
Figure 4. Examples of alignment obtained with CLACC (a) and MOE (b) on the A3 series. 
 

 MACC CLACC 

 soft strict 

 r2 q2 LV r2 q2 LV r2 q2 LV 

plasmepsin 0.99 0.78 5 0.99 0.81 5 1.00 0.88 5 
quinoxalines 0.86 0.60 3 0.90 0.67 3 0.95 0.77 3 
xanthines 0.96 0.89 2 0.97 0.90 2 0.98 0.93 2 
elastase 0.70 0.48 2 0.74 0.54 2 0.79 0.55 1 

 85



3.PUBLICATIONS 
 

Table 3. Comparison of the values of CLACC obtained using external alignment and the method 
implemented in CLACC. 
 

 CLACC Alignment External Alignment 
 soft strict soft strict 
 r2 q2 LV r2 q2 LV r2 q2 LV r2 q2 LV 
A3 0.88 0.73 2 0.99 0.84 4 0.88 0.73 2 1.00 0.89 5 

   
 
Table 4. Comparison of the 3D QSAR results obtained with the different methodologies. 
 

 MACC CLACC 
 soft strict 
 r2 q2 LV r2 q2 LV r2 q2 LV 
5HT 0.89 0.82 2 0.90 0.82 2 0.86 0.75 2 
cocaine 0.89 0.58 5 0.91 0.60 4 0.75 0.65 2 
GPb 0.92 0.72 2 0.93 0.70 2 1.00 0.90 3 
steroids 0.86 0.78 2 0.88 0.81 2 0.93 0.87 2 

 
 
non-consistent variables are actually 
describing the ability of the compound 
to bind in the opposite orientation and 
therefore, removing these variables are 
decreasing the predictive power of the 
model.  
Interpretability improvements. The 
interpretation of GRIND derived QSAR 
model is usually carried out by 
identifying the variables with largest 
PLS coefficients and associating these 
variables with structural features present 
in active compounds and absent in 
inactive compounds (for variables with 
positive coefficients) and vice versa (for 
variables with negative coefficients). 
This process requires some graphical 

tools that allow visualization of the 
couple of nodes chosen, in a certain 
object, for assigning a value to the 
variable under study. Even if software 
like ALMOND or Pentacle incorporate 
such tools, the process is not easy for 
MACC derived GRIND, especially 
when the compounds are not aligned and 
the variable presents inconsistencies. In 
these cases, the node couples shown for 
diverse compounds are scattered in 
different regions of the space, making 
hard to link them to any common ligand 
feature. On the other hand, CLACC 
derived GRIND-2 are built using 
feature-aligned structures, and the 
interpretation shows the node couples 

 
 
Table 5. Quality of the models obtained using MACC, soft CLACC and strict CLACC for the FXa 
and TACE series. 
 

 MACC CLACC 
 soft strict 
 r2 q2 LV r2 q2 LV r2 q2 LV 
FXa 0.62 0.27 2 0.68 0.38 2 0.95 0.74 3 
TACE 0.78 0.55 2 0.95 0.62 3 0.91 0.65 3 
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in the same region of the space for every 
compound in the series. Furthermore, 
most inconsistencies are removed (in 
particular in strict CLACC), 
guaranteeing that every variable 
represents only consistent information. 
As a consequence, the interpretation of 
CLACC is far simpler and less 
ambiguous than the MACC. 
 Another aspect of the 
interpretability is related with the degree 
of correspondence between the MIF 
regions identified by the model and 
actual atoms of the binding site. In other 
words; is our interpretation depicting a 
realistic representation of the binding 
model? In order to assess whether this is 
true or not and the improvements 
introduced by CLACC we ran our 
method on a last test set, containing the 
series FXa and TACE. In both series, the 
structure of the ligand-receptor complex 
for one of the compounds has been 
determined experimentally by X-ray 
crystallography and is available. This 
structure has been used to align the rest 
of the structures in approximate 
bioactive conformations. Hence, for this 
series we can present the GRIND-2 
variables superimposed on the receptor 
model and check the correspondence 
between the selected node couples and 
groups of the binding site. 
 Before entering into details of the 
interpretation it must be mentioned that 
the quality of the models obtained using 
CLACC was rather good, and compared 
very favorably with MACC derived 
models, following the aforementioned 
trends. These results are summarized in 
Table 5. 
FXa series.  The FXa series contains a 
series of 26 inhibitors of Factor Xa, 
published recently by Qiao et. al. (22), 
including some representatives with 
binding affinities in the subnanomolar 
range. The best model was obtained 
using strict CLACC (r2: 0.95, LOO q2: 

0.74). The interpretation of this model, 
by representing variables with the 
highest PLS coefficients, like the DRY-
DRY variable shown in Figure 5a, 
highlights some of the regions already 
identified in the original article as 
determinant for the activity, such as the 
interactions with an hydrophobic patch 
at the bottom of the S1 pocket, and the 
interaction with the edges of Phe174 and 
Tyr99 in the S4 pocket (see Figure 5a). 
 The detailed interpretation of the 
model is beyond the scope of this work, 
but it should be noted how the variable 
represented in Figure 5a represents the 
same kind of interaction for all the 
compounds in the series, and how the 
interpretation is straightforward and 
requires no effort from the side of the 
researcher. With respect to the MACC 
model, Figure 5b shows the variable 
with the highest coefficient in the DRY-
DRY correlogram. In a certain way, this 
variable represents the same information 
(two hydrophobic regions separated by a 
certain distance) described by the 
CLACC variable, but in this case the 
choice of the nodes was different for 
every compound. The first hydrophobic 
regions, in the S1 pocket, are more 
diffuse, but still identifiable. On the 
contrary, the other hydrophobic regions 
are not coincident with the S4 pocket 
except for a handful of compounds and it 
is not possible to point out defined 
hydrophobic residues originating these 
regions, like in the case of the CLACC 
model. 
TACE series. The TACE series includes 
19 potent inhibitors of TFN-a convertase 
reported by Guo et al. (23). Like in the 
previous series, the best model was 
obtained using strict CLACC (r2: 0.91, 
LOO q2: 0.65), even if in this case the 
quality is comparable with the model 
obtained using soft CLACC. As in the 
previous case we have represented one 
the variables with the highest PLS 
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Figure 5. Important DRY-DRY variables in the models obtained for the FXa series, represented on 
top of all the compounds of the series and a few selected residues of the receptor binding site (a) 
using CLACC, linking the S1 pocket and the region created by Phe174 and Tyr99 at the S4 
hydrophobic pocket (b) using MACC, linking the S1 pocket and scattered hydrophobic regions 
around the ligands. See text for details.  
 
 
coefficients for both the CLACC (6a) 
and MACC (6b) models.  
 Figure 6a shows a N1-DRY 
variable linking a hydrophobic region 
located at the S1’/S3’, in front of the 
quinoline groups and a polar region 
located in the surrounding of Thr347. 
Other variables (not shown) also 
highlight the hydrophobic region in front 
of His405, reported in (23) as important 
for its interaction with the middle phenyl 
ring present in the ligand structure. It 
can be seen, as in the prior series, that 
the regions highlighted by the most 

important variables overlap relevant 
atoms of the binding site, thus 
demonstrating that the model 
interpretation can provide realistic 
information about of the receptor 
structure, always within the limitations 
of the QSAR formalism. In the MACC 
mode, the DRY-N1 correlogram does 
not show positive coefficients. Figure 6b 
represents the variable with highest 
coefficient, belonging to the O-N1 
correlogram. In this case, one of the ends 
of the variable is consistently 
representing the hydrogen bond donor  

 

 
Figure 6. Important variables in the models obtained for the TACE series, represented on top of all 
the compounds of the series and a few selected residues of the receptor binding site (a) using 
CLACC, variables from DRY-N1 correlogram, linking the S1’/S3’ pocket and a polar region near 
Thr347 (b) using MACC, variables from the O-N1 correlogram. See text for details.
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region in front of the quinoline nitrogen, 
but the other end links different 
hydrogen bond acceptor regions 
scattered around the entire binding site, 
not allowing a clear interpretation. 
 All these examples show the large 
improvement in the interpretability of 
the QSAR models introduced by the use 
of CLACC methodology with respect to 
the MACC models. CLACC models are 
simpler to understand, and show a 
clearer correspondence between the 
regions highlighted by the model and 
actual regions of the binding site. 
 

CONCLUSIONS 
 

 We have developed a novel 
encoding algorithm, suitable for 
replacing the MACC algorithm for the 
computation of GRIND, which solves or 
mitigates some of the most important 
drawbacks reported for these descriptors. 
The method is applicable for series of 
compounds showing some degree of 
structural similarity, like the series used 
in most QSAR studies. As its 
predecessor, the CLACC algorithm 
produces fully alignment-independent 
descriptors, but during the computation 
procedure, the compounds are aligned 
on the basis of a few pharmacophoric 
features identified automatically by the 
method. The method is much more 
computationally intensive than MACC, 
but it is suitable for being applied in 
series of the size used typically in 
QSAR, producing results in a reasonable 
amount of time. 
 The CLACC algorithm has been 
validated here from diverse points of 
view. Its application for computing 
GRIND produced more predictive 
QSAR models, in terms of higher cross-
validated q2. The models are much easier 
to interpret and the results, in terms of 
the regions highlighted by the model, 
show a nice correspondence with actual 
regions present in the receptor binding 

site, as it was demonstrated by studying 
a few crystallographic complexes. 
 All in all, the combination of the 
AMANDA-CLACC algorithms can be 
considered to conform together a new 
generation of alignment independent 
descriptors, the so-called GRIND-2, 
solving most of the drawbacks reported 
in the original GRIND.  
 To conclude, it is worth stressing 
that GRIND-2, like its predecessor, can 
generate alignment-independent 
descriptors, but the results are still 
dependent on the conformations of the 
structures used as a starting point. The 
novel improvements incorporated into 
the encoding algorithm and described 
here, do not solve any problem linked to 
the use of non-representative 
conformations. However, the GRIND-2 
are relative robust to small changes in 
the conformation of the structures and, 
for 3D QSAR applications, they can 
provide suitable MD starting from any 
conformation as far as these were 
generated in a consistent way. Moreover, 
the bioactive conformation can be 
approached or guessed using the classic 
active analogue approach on a set of 
active compounds described by GRIND-
2. 
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Novel computational chemistry methods are more useful when they are 
implemented in user-friendly and reliable software. We introduce 
Pentacle, a new software for computing and handling GRIND-2 
alignment-independent descriptors, describing how it was developed, the 
software engineering development models and the user interface 
principles used for its design, with the aim that such information can be 
useful for the development of other drug discovery software.  
 

 
 

INTRODUCTION 
 

 Today, the drug discovery process 
involves routinely the use of multiple 
computational tools, which are used for 
describing compounds and fragments, 
designing novel compounds and 
predicting their biological properties. In 
most of these tools, chemical structures 
must be translated into numbers which 
are commonly known as molecular 
descriptors (MD). 
 MD provide an abstract 
representation of the molecule, 
translating certain characteristics into 
numbers with an interpretable meaning. 
Multiple MD have been published (1), 
adapted to many diverse purposes. 
Among these, descriptors based on 
Molecular Interaction Field (MIF) 
calculations have been extensively used 
in drug discovery (2), since they provide 
an accurate characterization of how 
small molecules can establish 
energetically favorable interaction with 
biological receptors. MIF are constituted 
by several thousand variables, each one 
representing the energy of interaction of 
a molecule with a chemical probe at a 

certain position of the space, and 
therefore, the information contained, 
even if highly valuable is too diluted to 
be used without transform. For this 
reason, different MIF-derived MD have 
been developed (e.g. VolSurf (3) and 
GRIND (4,5)). Their basic idea is to 
extract the most useful information 
present in the MIF, condensating it in 
fewer variables. In addition, most MIF-
derived MD allow to compare 
compounds without the need of an 
structural alignment. 
 The GRIND are an example of 
successful MIF-derived, alignment-
independent MD. Initially, in 2000, they 
were designed only for QSAR 
applications, but it has been applied in 
many other fields like library design (6), 
binding site characterization (7), and 
Virtual Screening (VS) (8). In few 
words, the GRIND are obtained starting 
from a collection of Molecular 
Interaction Fields computed using 
diverse chemical probes, which were 
discretized by finding the more 
representative positions (hot spots). The 
relative position of these hot spots was 
encoded into a few arrays of values 

 97



3.PUBLICATIONS
 

(correlograms), representing the product 
of energies of couples of hot spots 
located at certain distance ranges. One of 
the advantages of the GRIND is that 
every variable has a clear meaning: they 
represent the presence of a couple of 
nodes, separated by a certain distance 
range. Therefore, this variable can be 
visualized for every compound in the 
series, simply showing the couple of 
nodes selected during the GRIND 
computation. However, this visualization 
requires devoted software, able to store 
the coordinates of the nodes used during 
the computation and to represent them in 
3D. The original GRIND method used 
ALMOND software (4) to generate the 
descriptors. ALMOND is an example of 
integrated software platform, in which 
the user can compute the MIF using the 
original P. Goodford GRID (9), generate 
the MD and build QSAR models using a 
set of integrated chemometric tools 
(PCA and PLS). The software contains 
visualization tools which allow 
representing the GRIND as lines linking 
couples of nodes, as well as the results 
obtained with the built-in tools. 
 In this work we introduce Pentacle, 
a software aiming to replace ALMOND 
as the reference software platform for 
computing and manipulating GRIND 
descriptors. It includes tools for the 
application of the GRIND in 3D QSAR 
studies, and support for the application 
of GRIND derived principal properties 
in ligand based Virtual Screening (10). 
Pentacle has been built with the aim of 
going one step forward in the 
development of applications for drug 
discovery, applying software 
engineering methods from initial steps of 
development, clear user interface design 
principles and all the feedback received 
from ALMOND users in order to obtain 
a high quality, reliable and user-friendly 
software.   

 
 

METHODS 
 
 In this section we will describe the 
source of the improvements introduced 
in the software, divided in methodology 
improvements, GUI design, 
technological issues and development 
issues.  
Methodology improvements. Pentacle 
implements several improvements over 
the original GRIND methodology: an 
improved MIF discretization algorithm 
named AMANDA (11) and a novel 
alignment-independent encoding, 
replacing the original MACC, called 
CLACC (12). The MD obtained using 
these improved algorithms can be 
considered a new generation of 
alignment-independent MD and will be 
called GRIND-2 here. However, in order 
to maintain compatibility and allow to 
reproduce old results, Pentacle 
implements also the original GRIND 
methodology, producing results 
equivalent to those obtained with 
ALMOND. Table 1 summarizes the 
methodology improvements of Pentacle, 
in comparison with ALMOND. 
 With respect to the MIF 
discretization algorithm, Pentacle 
implements the AMANDA algorithm, 
which allows obtaining more realistic 
results and much faster than the original 
algorithm implemented in GRIND. The 
hot spot regions are extracted without 
the need of any user supervision or 
algorithm adjustments, and the final 
results yield a representative number of 
nodes for each MIF or no nodes when no 
pharmacophoric relevant region was 
found.  
 With respect to the encoding, the 
new CLACC method (12) can solve the 
problem of the variable inconsistency 
often found in GRIND studies (2) as a 
consequence of the use of MACC. The 
new encoding algorithm is able to 
produce much more consistent MD, the 
application of which in QSAR studies 
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leads to more predictive models, far 
easier to interpret. 
 Besides these two improvements, 
Pentacle implements the use of GRIND 
derived principal properties for Virtual 
Screening (10). The implementation of 
the newer and faster AMANDA 
algorithm allows creating a VS database 
of several million of compounds in few 
days and querying it in few seconds.  
GUI design.The GUI development is 
one of the most critical points in any 
software implementation since it will 
define how the users will interact with 
the application. Generally, the users are 
already used to work with graphical 
interfaces and therefore, a complete GUI 
is almost mandatory in every new 
software. GUI design must be guided by 
widely accepted interaction paradigms in 
order to create user friendly software, 
and be adapted to the specific tasks that 
the user must complete in front of the 
interface. In this case, the design was 
guided by a careful analysis of such 
tasks. In addition, the feedback provided 
by ALMOND users was a useful source 
of information.  
 These tasks that the user carries out 
in a typical application of GRIND for 
drug discovery were divided into two 
categories: interactive and non-
interactive. A whole list with a brief 
explanation can be found in table 2 and 
table 3. 
Technological issues. Pentacle was 
developed for drug discovery 
professionals working in either academic 

or enterprise environments. The 
hardware platforms used in these 
environments are diverse and no single 
operative system or hardware dominates 
the market. Ideally, our software must be 
able to run in any popular platform. 
Several solutions can be adopted for 
obtaining an intersystem portable code, 
but in this work, Qt (13) was the solution 
selected. Qt is a multiplatform software 
development framework based on C++ 
that allows compiling a single version of 
source code into executable code 
suitable for most operating systems. Due 
to this decision, the most extended 
operating systems, Microsoft Windows 
(any of its versions), Linux (including 
different distributions and kernels) and 
Macintosh OS, are supported in 
Pentacle. Moreover, Qt does not require 
a virtual machine, producing efficient 
code and was easily integrated with 
other ANSI C and C++ libraries already 
developed in our lab.  
Development issues. The Pentacle 
implementation was carried out applying 
software development techniques 
devoted to obtain a scalable and reliable 
code in every step. The scalability 
requirement is directly connected to the 
field of application. In drug discovery, 
improvements and new methodologies 
are continuously emerging, creating the 
need of flexible implementations in 
software to add endless modifications 
and new features. For these reasons, a 
spiral model of development (14) was 
applied. This model successfully 

 
Table 1. Methods used in ALMOND and in Pentacle. 
 
 ALMOND Pentacle main improvements 

Discretization original GRIND original GRIND 
AMANDA 

faster. More specific and more 
sensitive results 

Encoding  MACC MACC 
CLACC 

more consistent variables 

Descriptors GRIND GRIND 
GRIND-2 

better results in terms of predictive 
ability and interpretability of the 
QSAR models obtained 
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Table 2. Non-interactive tasks identified in Pentacle. 
 
task description input output 
Encode computes the GRIND 

descriptors 
one molecule a descriptor vector 

in binary format 
plus semantic 
value information 

Export exports GRIND descriptors in 
external formats 

a descriptor vector a descriptor vector 
in external format 

Consolidate analyses sets of the vectors to 
adjust their size and to select 
consistent descriptions for every 
molecule, picking the MACC 
distance representative 

a set of descriptor 
vectors 

a consolidated 
matrix 

Model builds and validates a 
chemometric model, including 
variable selection 

a consolidated matrix a PCA, PLS or 
template model in 
internal binary 
format 

Project projects a molecule in any 
model, producing a prediction in 
terms of position, similarity or 
dependent variable values 

a molecule plus a 
model 

depending on the 
model type 

Database 
creation 

obtains a database for virtual 
screening 

a set of molecules a database for 
Virtual Screening 

Querying 
Database 

extracts the most similar 
compounds to the training set 

a set of molecules 
conforming the 
training set 

a set of the most 
similar molecules 
to the training set 

 
 
Table 3. Interactive tasks identified in Pentacle. 
 
task description 
Import series imports a collection of molecules  

generates conformations, adjust pH and ionization status, add extra 
information 

Result inspection visualizes GRIND in 2D or 3D together with the molecules structures 
Model inspection visualizes Models in 2D or 3D together with the molecules structures 
Model interpretation interprets a model in chemical terms 
Query interpretation interprets chemically the results of a Virtual Screening query  
 
 
 
accomplishes Pentacle implementation 
requirements since it starts with the user 
requests and follows with iterative 
cycles of development and testing until 
the product is obtained, including the 
feedback of the users in every iteration. 
Furthermore, the spiral model has shown 
to be very effective for developing 
complex applications in several areas 
with similar requirements of continuous 
updating. New suggestions received 
from users can be added without much 

effort since Pentacle was developed 
focusing on the scalability and 
reusability of the code already written.  
 In addition, a clear separation 
between GUI and computation was kept 
in order to allow reusing computational 
classes in other applications. One 
important aspect is the class hierarchy 
and modularity created, since new 
computational classes can be added 
without modifying higher level classes 
with the only restriction of using the 
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communication interface already 
designed. The source code was 
developed using different languages 
according to the function of the code. 
Algorithms were written in ANSI-C 
code, meanwhile storage classes and 
high level computation classes in C++ 
and GUI classes in Qt. 
 Pentacle development was carried 
out paying attention to the calculation 
performance. Algorithms were written in 
ANSI-C in order to take advantage of 
the speed of non-object oriented 
language (avoiding object creation and 
management) and the facilities for 
efficiently handling data provided by C 
based languages. The computation speed 
improvement obtained by the high-
performance implemented algorithms 
allowed the use of GRIND derived 
principal properties for ligand-based 
Virtual Screening applications (10). The 
most critical parts of the algorithm for 
querying and creating Virtual Screening 
were also developed in ANSI-C, in order 
to improve their performance.   
 

RESULTS 
 
User interface. The graphical user 
interface (GUI) implemented in Pentacle 
provides full control of both interactive 
and non-interactive tasks. In non-
interactive tasks (e.g. compute 
descriptors or build a PCA model) the 
GUI allows the users to set-up the initial 
conditions of the tasks and then to start 
(run) tasks, which take some time to 
complete. These tasks will run in 
separate threads and will not block the 
GUI. Once they were completed, the 
GUI guides the user interaction with the 
results in order to extract from them the 
most relevant information. The GUI was 
divided in tabs, being each one 
associated with one of the main 
aforementioned tasks. Only a little part 
of the GUI is “transversal” and visible in 
every step: a log window (which can be 

collapsed) and a status bar (Figure 1). 
Tabs were defined to provide the users 
all the information needed to interact 
efficiently with the GUI in every task, as 
well as for allowing easy transitions 
between the different steps of the work 
(Table 4). One of the aims of this 
separation is the compartimentation of 
the information, including within each 
tab only that information needed for 
performing the task. Furthermore, tabs 
are sorted by tasks (in a logical way of 
working) from left to right, 
interconnected and activated or 
deactivated according to the jobs that 
can be carried out. Thus, one tab can be 
automatically activated when a task in a 
previous tab has successfully finished 
whereas it can be deactivated whether 
data in a previous tab was modified and 
this change has effects in the data shown 
by the current tab. This behavior confers 
Pentacle the ability of showing only 
relevant and consistent data in every 
step. 
 Pentacle includes three levels of 
use: toolbox, regular and advanced. 
Thus, the users can carry out their tasks 
using Pentacle in one of these levels 
based on their expertise and needs. In 
toolbox level, the users can run Pentacle 
to carry out a typical computation only 
pressing the buttons in the button bar 
without worrying about setting up the 
parameters of the different methods. 
Pentacle computation options are set up 
with default values that allow complete 
standard computations. In regular level, 
basic options of the methods can be 
modified. Finally, in advanced level, the 
expert users can change the advanced 
options for a customized use of the 
AMANDA, MACC and CLACC 
algorithms. Basic options can be directly 
modified in the GUI whereas for 
accessing to the advanced options the 
users have to press specific less 
accessible buttons. Pentacle incorporates 
computation templates, which allow the 
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Table 4. Tabs include in Pentacle main window and associated tasks. 
 
tab name task 
Molecules  importing molecules. Checking their characteristics and 3D structure 
Descriptors set-up the GRIND method 
Results graphical interpretation of the results (GRIND) 
Models setting up and building PCA and PLS models that use GRIND 
Interpretation graphical interpretation of the PLS and PCA models 
Prediction carrying out and inspecting of predictions from previously generated PLS 

models 
Query visualization of the results of a Virtual Screening query 
 
 

 
Figure 1. Tabs and transversal elements present in Pentacle GUI. 
 
 
users to save user-defined options for 
every method that can be applied in 
future calculations. 
 Pentacle can also be handled using 
a command line interface (CLI) mode. 
Most of the Pentacle functionalities are 
accessible using the CLI, which opens 
the possibility to use the program in 
batch, insert it in complex workflows or 
by means of a WEB interface. Pentacle 
CLI should be used for running intensive 
calculations that need to compute several 

molecules in batch mode. For example, 
Virtual Screening database creation can 
only be carried out using the CLI. The 
command line uses a command text file 
that describes the different options for 
the calculations, and options are human 
understandable lines where the different 
calculation values are set. The GUI 
includes a widget that automatically 
creates the command file and launches 
Pentacle in command mode for a 
GRIND computation project or for 
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creating Virtual Screening database. A 
summary of the most important CLI 
commands is included in Table 5. 
New graphics and tools. Results 
interpretation is an important step of any 
GRIND study. It must be borne in mind 
that the graphic interpretation of a 
GRIND variable requires to represent 
the node-couple selected for a certain 
molecule. Therefore, for a series of 
compounds, many different graphics 
(each one representing a single 
molecule) must be often inspected. To 
help in this task, Pentacle incorporates 
interpretation tools consisting of three 
linked elements: a 3D viewer, where the 
3D structure of the molecules is shown, 
and two 2D graphics for representing 
separately variables and compounds 
(Figure 2). These tools are always 
integrated in the same window and all 
their elements are interconnected: the 3D 
graphic represents the selected 
variable(s) using the chosen 
compound(s). Consistent color models 
were used for the 2D plot backgrounds: 
green color for PLS graphics and blue 
for PCA, in order to avoid mistakes 
when both kinds of models were 
generated. 
 In addition, a wizard interpretation 
tool for QSAR models was also 
designed. This tool tries to help non-
expert users in the interpretation of the 
model variables, selecting those most 
meaningful and configuring the 
interpretation tab to show helpful 
graphics and the best 3D molecule  
representations.  

 Two new graphical representations 
of the results were implemented in 
Pentacle. The first one shows the 
encoding results of a GRIND calculation 
(MACC or CLACC results) in a 
“heatmap” style (Figure 3a). The 
“heatmap” creates a topographical map 
of the encoded values, coloring the 
representation based on the value of the 
product of the energy. The heatmaps are 
illustrations of the top vision of the old 
correlograms representations. This new 
kind of graphic provides an easy 
comparison between the profiles of the 
molecules correlograms, allowing the 
identification of the principal differences 
between them. The second one is related 
to the Virtual Screening. It is often 
useful to represent the training set in a 
2D scatterplot representing the whole 
database, however the representation of 
the scores space for millions of 
compounds (database) provides no 
information about the density of 
compounds found at different locations 
and, when the size of the database is 
extremely large, cannot be feasible. 
Pentacle presents a new type of graphic 
in which the space is represented by 
means of a mosaic, with cells colored a 
in a grey scale (Figure 3b). Thus, the 
training set and the molecules extracted 
from the database can be represented on 
this graphic, showing their location and 
the population of compounds around 
them.  
 Based on the experience provided 
by ALMOND users, the graphics and 
representations were developed for being 

 
Table 5. List of CLI commands. 
 

command line option Action 
-c creates a project for computing GRIND descriptors 
-vs creates a virtual screening database using only one processor 
-mvs creates a virtual screening database using several processors 
-qvs runs a query on a Virtual Screening database 
-pred obtains a prediction from a model 
-ddb defragments a database  
-mdb merges two databases  
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c) a) 

b) 

 
Figure 2. Typical Pentacle interpretation interface: a) variables and b) compounds 2D graphics, and 
c) 3D viewer. 
 

 
Figure 3. New tools for interpretation: a) heatmap and b) database mosaic. 
 
 
.
fully customizable, in terms of the 
colors, point shapes and size. This also 
makes easier the use of the software for 
color-blind people. 
Project management. Pentacle 
introduces the concept of projects and 
snapshots for GRIND computations. All 
the computation results are stored in a 
specific directory with a header file 
associated that contains some useful 
information for interpreting the content 
of the directory. The combination of this 

file and this directory constitutes what 
we called project. Projects can be saved 
all in the same directory (default) or in 
the current execution directory (old 
style). The users set a name for the 
project when the molecules are imported 
and it is automatically saved when any 
change in the calculations is detected. 
 In addition, Pentacle allows saving 
the status of a project at any time in the 
so called “snapshots”. The saved 
snapshots are stored and handled by 
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Pentacle and can be recovered in any 
moment. The implementation of the 
snapshots confers Pentacle more 
flexibility for working, allowing testing 
and comparing different results of the 
same series with different parameters 
without creating new projects.  
Portability. The use of Qt framework 
allows producing executable versions of 
Pentacle for some of the most popular 
hardware platforms used in drug 
discovery: Windows, Linux (32 and 64 
bits). In addition, the portable data types 
embedded in Qt allow producing fully 
portable projects and results. This means 
that, for example, a project generated in 
Windows can be read by other user 
using a 64 bits Linux operative system, 
and the users can share files produced by 
Pentacle calculations without worrying 
about how data was obtained, where it 
was carried out or which files were used 
for calculations. Complete file 
portability was implemented for models, 

virtual screening databases, projects and 
templates. 
Virtual Screening capabilities. 
Pentacle includes tools for computing 
GRIND principal properties for a large 
collection of compounds, generating a 
database. The application contains tools 
for handling these collections and to use 
them to run ligand-based virtual 
screening, starting from a set of template 
structures. The results of the queries can 
be visualized using the aforementioned 
mosaic tools, or as a list of structures, 
which can also be exported. 
 In order to address the problem of 
conformational flexibility in virtual 
screening, the databases can be built 
using for each compound a collection of 
structures, representative of diverse 
conformations. The template set can 
contain also diverse conformations of 
the active compounds. 
  In addition, Pentacle contains a set 
of tools for assessing the performance of 

 
 

 
 
Figure 4. Appearance of the Virtual Screening evaluation tools.  
 
 
the query in a certain database by means 
of standard Virtual Screening metrics 
like BEDROC, AUC, recovery, etc (see 
Figure 4). These methods required to 
prepare ad hoc databases, contaminated 

with a certain number of known active 
compounds, the recovery of which is 
used for quantifying the quality of the 
results. 
Real world testing.The spiral model 
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adopted allowed testing Pentacle from 
early development steps. The feedback 
received from the users has been 
incorporated from the beginning and we 
believe that the release version has a 
high level of usability, customization 
and reliability. The general impressions 
of the users were very positive, being 
remarkable those opinions which show 
the ease of use even when Pentacle was 
used for the first time.  
 

CONCLUSIONS 
 

 We have developed Pentacle as a 
replacement of ALMOND for the 
computing and handling of GRIND. It 
incorporates many improvements in 
terms of the methods implemented, the 
general usability and computation speed. 
For the development of Pentacle we 
applied a spiral software engineering 
model, which has demonstrated to be 
convenient for drug discovery software.  
 The user interface of Pentacle has 
been developed starting from a rational 
design which considered the task 
involved in GRIND studies, and applied 
general principles of design like the 
masking of any non-necessary 
information or the design for users with 
different skill levels. The resulting GUI, 
according to the user’s opinion, is highly 
customizable, reliable and easy to learn. 
 The novel concepts of snapshots, 
projects and portability for GRIND 
descriptors software represents a 
breakthrough with respect to previous 
pieces of software that support GRIND 
calculations. The improvement of the 
interpretation tools plus the new wizards 
simplifies and reduces the effort 
necessary for extracting useful 
information from the QSAR models. 
 For all the above reasons we 
considered Pentacle an interesting 
example of software designed 
specifically for drug discovery, and 

some of the techniques and experiences 
reported here can be helpful for guiding 
the development of other scientific tools 
in this field. 
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Application of principal properties for structure 
masking 

 
Classically, the collaboration between pharmaceutical companies or 
between pharmaceutical companies and Academia in drug discovery has 
been hampered by the (understandable) reluctance of the companies to 
share valuable data. Any method allowing to share molecular descriptors 
without disclosing the structures from which they have been obtained 
would be extremely interesting. However, most of the method published 
so far do not guarantee a complete structural masking and diverse 
reverse-engineering methods can be applied in order to guess the 
structures of the compounds. As stated in publication 2, one of the 
potential applications of GRIND-derived principal properties is to 
summarize the data extracted from a 3D structure, preserving what is 
more informative and relevant and discarding the rest. Indeed, the data 
present in the first n informative principal properties can be considered 
as an irreversible encoding of the 3D molecule structure, since part of the 
data have been discarded. This property points out GRIND-2 derived 
principal properties as a promising method of structural masking, even if 
its suitability for this purpose has not yet been tested and validated. 

 
 
Automatic bioactive conformation 

 
Probably, the main drawback of any 3D molecular descriptors is their 
conformation dependence (see section 1.2). In some applications, like 
QSAR, the impact of the conformational dependence in the results is not 
so high, because constant errors tend to cancel out and simple extended 
conformations can be used. However, this approach is not adequate for 
other applications, like VS. Ideally, only the bioactive conformations are 
a suitable starting point for the computation of 3D molecular descriptors. 
Nevertheless, the bioactive conformations are frequently unknown. 
Classically, the bioactive conformations can be guessed, under certain 
conditions, using the Active Analogue Approach (AAA) (88), which 
postulates that any molecule with the ability to interact with a certain 
receptor should share a common 3D pharmacophore. The search for a 
common set of 3D features can be carried out using GRIND-2 
descriptors computed for large collections of ligand conformations, 
taking also advantage of the new algorithms developed for similar 
purposes in CLACC (search of most common node couples). Some 
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preliminary test have been carried out, obtaining promising results, and 
we plan to incorporate in Pentacle a full implementation of this 
methodology and to validate its application on diverse fields of drug 
discovery. 
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5.CONCLUSIONS 
 

 
 
 

1. We developed a new MIF discretization algorithm (AMANDA) with 
significant advantages over previously published methodologies, in 
terms of speed of calculation and quality of the hot spots selected. 

 
 
2. We developed a new region encoding algorithm (CLACC), 

alternative to the MACC, for series containing structurally related 
compounds, which allows obtaining better QSAR models, both in 
terms of predictive ability and interpretability. 

 
 
3. The application of AMANDA, together with the optional application 

of CLACC defines a novel type of alignment-independent 
descriptors (GRIND-2), with significant advantages over the original 
GRIND.  

 
 
4. We have proposed and validated a new method for describing the 

molecular similarity based on principal properties derived from 
GRIND-2. 

 
 
5. The new GRIND-2 descriptors, as well as the AMANDA and 

CLACC algorithms have been implemented in novel software 
(Pentacle), including all the tools required for their application in 
QSAR and Virtual Screening, with many advantages over previous 
software (ALMOND) in terms of reliability, stability, usability and 
speed of computation.  
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1. Introduction 
 
 
1.1. What is Pentacle? 
 
The Pentacle software is a computational tool for computing alignment-free molecular 
descriptors, also called GRid-INdependent descriptors or GRIND. Encoding the 
molecules into a set of descriptors is the first step for most computational methods 
and the choice of the appropriate descriptors is of critical importance for their 
success. 
 
You can compute many different molecular descriptors, some are more complex and 
some are simpler, and everyone describes different molecular properties. If you want 
to use them for Drug Design, the GRIND are a good compromise. You can learn 
more about GRIND reading the original reference [1], but the main features of GRIND 
are: 
 
 Based on Molecular Interaction Fields, describe the ability of the molecules to 

interact with other molecules 
 Suitable for representing binding affinity 
 Alignment independent. Do not require to superimpose the compounds 
 3D and conformation dependent. Describe a certain 3D structure, but are robust 

to small-medium conformational changes 
 Fast to compute. In the order of 50.000 compounds per day and CPU. 
 Suitable for 3D-QSAR, subset selection, library design, similarity searching and 

virtual screening. 
 
Apart from computing the descriptors, Pentacle includes chemometric tools which 
allow using them to build QSAR models, carry out virtual screening, etc. 
 
 
1.2. What can I do with Pentacle? 
 
With Pentacle you can: 
 
 Compute GRIND for series of chemical compounds 
 Visualize the descriptors using diverse graphical representations: correlograms, 

heatmaps and 3D molecular graphics 
 Export the descriptors to standard interchange formats 
 Use the GRIND to build PCA and PLS models 
 Represent the results of the PCA and PLS models using diverse 2D plots 
 Interpret the models using ad hoc developed tools 
 Store the models in you own model library and use them to predict the properties 

of other compounds 
 Build databases of compounds and carry out a similarity search (virtual 

screening) 
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2. How to... 
 
If you are impatient to use Pentacle this section is for you. In this section we describe 
the general procedure for carrying out the most common operations. A more detailed 
description of the program options can be found in section 3: Reference Manual. 
 
 
2.1. Import your compounds and compute GRIND 
 
The starting material for obtaining GRIND is a collection of compounds. You must 
have collected their 3D structure in one of the following standard formats: Tripos 
mol2, MDL SDFile (3D variant) or GRID kout. The structures must be reasonably 
correct, must include correct bond orders and the hydrogen atoms must have been 
added. 
 
Start the program and select the command “Molecules >> Import series” (or press the 

 icon in the toolbar or press CTRL+I). A dialog as the following in shown: 
 
 

 
 
 
Press the buttons on the right to select directly the mol2, kout or SDFiles files from a 
standard dialog (from which you can select multiples files). You can also select a “file 
list”: a simple text file which contains the names of the mol2 or SDFiles you want to 
import. The names of the files selected, and the names of the molecules inside, will 
be shown on the left hand side window. 
 
By default, the files are imported at the protonation state present in the file. If you 
want, you can choose to define a pH and let the program to set ionizable groups to 
the appropriate state. 
 
Also in this dialog you must enter a name for the project. From this moment, the 
program will store all the information relative to this series of compounds under this 
name, so you can retrieve all your work at a latter time.  
Once you are satisfied with your choices press OK. The dialog closes and all the 
compounds are shown in the main window: 
 

 147



7.ANNEXES 
 

 
 
 
Notice that the program status line changes to show the number of molecules 
imported. 
 
Now you are ready to run the encoding algorithm. If you want to use default values, 
select the command Descriptors>>Compute descriptors (or press the  icon in the 
toolbar or press CTRL+C). A progress dialog will be shown and the status of every 
compound will change from “ready” to “complete”.  
 
If you wish to change the default values you can select the Descriptors Tab. On the 
left hand side there is a list of Computation templates, standard “recipes” to obtain 
GRIND. Pentacle contains two such templates; AMANDA classic and ALMOND 
classic. The first offers what we think is the best settings for most users and the 
second mimic the results obtained with program ALMOND. If you modify the settings 
to define your own “recipe”, it can be stored as a new template for latter use by 
pressing the Add template button. 
 
There are three aspects of GRIND which can be customised; the way the MIF are 
computed (Computations), how the fields are simplified by extracting some hot spots 
(Discretization) and how the relative positions of these few points are described using 
distances (Encoding). For every aspect you can select a methodology and adjust 
some parameters. The methods and the parameters are described in detail in section 
3.3 together with some guidelines for making sensible choices. 
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Once the computation is finished, the GRIND are shown in the Results tab. The 
status line of the program changes to reflect the number of X variable computed and 
the number of blocks (correlograms).  
 
 
2.2. Inspect the results 
 
This is the aspect of the Result tab: 
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On the left hand side you there are controls for selecting how to represent the 
GRIND, and which molecules and correlograms will be shown. On the right hand side 
the left-most window represents the GRIND in 2D and the right-most window 
represents the GRIND in 3D. All the elements of this window are linked; if you change 
the compound selected, both windows on the right show immediately the GRIND for 
this compound. 
 
By default, just after finishing computations, the window shows the GRIND as a 
profile for the first compound in the series, using all the correlograms. The 2D graphic 
contains a spectrum-like representation of the GRIND values, often called 
correlogram. When more than one correlogram is selected, the 2D window represents 
all of them side by side, separated by a dashed line and labelled on the bottom. 
 
The peaks shown in the correlograms represents the presence of a pair of nodes 
located at a certain distance. The position in the X axis represents a  distance range, 
which grows from left to right and the position on the Y axis the product of the energy 
of interaction of the couple of nodes selected for representing this distance range 
(usually, the ones with the highest product).  
 
 

 
 
 
If you click on top of any point, the plot will show two labels, one indicating the 
number of variable and the name of the compound and other, on the left axis, 
indicating the actual value. At the same time, the 3D graphic on the right-most 
window will show the structure of the compounds and a line linking the couple of field 
nodes used for computing this value. By clicking on different points you can identify 
all the couples of nodes used to generate the variables for the different compounds in 
the series. To simplify the selection, you can use the right and left arrow keys to 
change the variable and the up and down keys to change the compound. 
Profile representations are useful to inspect a single compound, but to obtain an 
overall picture of the series the heatmaps representations are more useful. If you 
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select it (on top of the left-most section), the 2D window will show a matrix-like 
representation, where every row represent a single compound and every column a 
single variable. The values of the variables are colour-coded from red (low value) to 
blue (high value).  
 
 

 
 
 
In this graphic you can also click on top of the cells to select single compounds and 
variables or use the arrow keys, like in the profiles representation. This representation 
is very useful to identify special compounds because their colour bands look different 
from the rest of the series. Also, when the compounds have been ordered by activity 
from top to bottom, this representation allows to identify trends in the variables 
associated with the activity (for example, some blue bands present only for the active 
compounds on top but not present for the compounds at the bottom). 
 
 
2.3. Build PCA and PLS models 
 
The GRIND you obtained can be used directly to obtain multivariate models. If you 
want to inspect your series and obtain a map of your compounds describing their 
similarities and differences you can use Principal Component Analysis (PCA). 
Alternatively, if you have additional information about your compounds like an 
experimental value describing a biological property you can import this value and use 
Partial Least Squares (PLS) regression analysis method to obtain a model between 
the GRIND and the biological property (a Quantitative Structure-Activity Relationship 
model or QSAR model). 
 

For building a PCA model simply press the blue flask icon  (or select the 
command Models>>Build PCA or press CTRL+B). In few seconds the program will 
obtain 5PC and show the results in a table, showing the amount of X variance 
explained by the model. The same information can also be seen in graphic format 
selecting “show as” plot SSX and VarX. The controls on the right hand side allow to 
obtain more PC and to select a different scaling scheme. 
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For building a PLS you must start importing the Y variable, typically describing 
biological properties of the compounds. The best way to import this information is to 
prepare a simple text file containing in every line the name of the compound, a 
comma, and the property. Then read the file using the command Molecules>>Import 
activity list.... This command will present a dialog like the following where a preview of 
the imported values is shown. If you are satisfied with the values shown, press the 
Import button. 
 
 

 
 
 
Once the value of the Y are imported, the status line will reflect the number of Y 
values added and the values will be shown in the Molecule tab of the main window, 
where they can be reviewed and edited. Indeed, another method to introduce the 
activity values is to type them directly in this tab. 
 
Now, it is possible to build a PLS model using the newly imported Y values. Press the 

green flask icon  (command Models>>Build PLS model or CTRL+L). Pentacle, will 
build a PLS model of 5 LV and will validate it using Leave-One-Out (LOO) cross-
validation. The results will be shown in tabular format, presenting for every model 
dimensionality the values of the SSX, SSXacc, SDEC, SDEP, R2, R2acc and Q2acc.  
 
 

 
A detailed description of the meaning of these statistic parameters is provided in 
section 3.5, but for most users the two more important values are the R2acc, an index 
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of the model fitting quality which indicates the amount of Y variation explained by the 
model (the nearer to 1.00 the better) and the Q2acc, an index of the model predictive 
ability obtained by the cross-validation test (again, the nearer to 1.00 the better). 
These indexes can also be inspected in graphic form changing the show as control, 
as plot R2 & Q2.  
 
 

 
 
 
The values of R2 and Q2 allow deciding (i) is the model obtained has enough quality 
and (ii) which is the best model dimensionality. As a rule of thumb, an acceptable 
QSAR model should have a R2 over 0.8 and a Q2 over 0.5. With respect to the model 
dimensionality, you can choose the one with higher Q2, but it is sensible to discard 
the last LV if the increase obtained in terms of R2 or Q2 is rather small (less than 
0.02). If you are not satisfied with the quality of the model obtained Pentacle 
incorporates GOLPE-FFD variable selection technology, allowing to obtain models 
with improved predictive ability (see Section 3.5 for details). 
 
In this tab you can use the controls located on the right hand side to increase the 
number of LV to extract, change the scaling and the cross-validation method (to 
Leave-Two-Out or to Random Groups). All these controls are thoroughly described in 
section 3.5. 
 
 
2.4. Interpret your models 
 
The Interpretation tab contains three linked graphics reflecting the results of the 
models (PCA and/or PLS) obtained in the Models tab. The aspect of the tab is the 
following. 
 
The graphics on the left are interactive and allow selecting variables (top) and 
compounds (bottom). The plot on the right hand side shows a 3D representation of 
the selected variables on top of the selected compounds. 
 
The three regions are separated by splitter bars that permit to assign more or less 
space to them, but their relative location is fixed (2D on the left, 3D on the right, 
variables on top and compounds on the bottom). In every region we can visualize 
different types of plots, for either the PCA or PLS model. In the variables plots region 
we can represent: 
  
 PCA loading plots  
 PLS loading plots  
 PLS weight plots  
 PLS coefficient plots 

 
In the compounds plots region we can represent: 
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 PCA scores  
 PLS plot (TU scores plot) 
 PLS scores 
 Var selected vs Y 
 Experimental vs Calculated 
 Predicted vs Calculated 

 
 

 
 
 

Notice that in some cases you can visualize the graphics as a scatter-plot or as bar-
plots. The variables or the model dimensionality represented can be changed with the 
X-axis and Y-axis controls. The plots backgrounds are colour coded to make easier 
the interpretation: PCA graphics are plot on a blue background and the PLS graphics 
are plot on a green background. 
 
PCA model interpretation  
Start by examining the PCA scores for the 2 first PC. This graphic is like a map in 
which the distance between the points expresses the similarity between the 
compounds. A close examination can reveal the presence of diverse families of 
structures as well as anomalous compounds, etc...  
 
The X axis locates on the far right and on the far left of this plot the most dissimilar 
compounds. To know which structural features are behind these differences look to 
the PCA loadings plot, preferably as a bar plot: the objects on the right hand side 
(positive) of the scores plot take high values for the variables with positive loadings, 
while the objects on the left hand side (negative) of the scores plot take high values 
for the variables with negative loadings. Therefore, a simple method to understand 
the PC from a structural point of view is to select the most positive variables and click 
on the right-most compounds, to see represented on the 3D graphic the 
characteristics present in these compounds, and then make the same exercise for the 
more negative variables and the left-most compounds.  
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Typically, the first PC will locate on one side small compounds and on the other bulky 
compounds. In another series the first PC will separate polar and hydrophobic 
compounds. 
 
The same exercise can be repeated for the second and third PC. Usually the 
inspection of a few PC provides a lot of useful information. 
 
PLS model interpretation 
When a good PLS model is obtained, a most common question is to know which 
structures features are associated with an increase or a decrease of the biological 
properties. To answer this question start by selecting a PLS coefficient plot for a 
certain model dimensionality (e.g. If the best Q2 were obtained for LV2, select X axis: 
2). In this graphic, the variables with the more positive values represent features 
found in the most active compounds or absent in the less active while the more 
negative represent features found in the less active compounds or absent in the more 
active.  
 
To know the exact meaning of each one start by selecting the VarX selected vs Var Y 
plot (region of compound plots). Then click on the variable you want to investigate; 
the VarX selected-VarY plot will show the correlation of this particular variable with 
the Y. By clicking on objects with either high or low values for this variable you can 
identify on the 3D region these structural characteristics, simply by comparing what it 
present-absent in active-inactive compounds.  
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This process can be carried out in a more automatic way using the interpretation 

wizard (press the crystal ball  icon, or Models>>Interpretation wizard.... This will 
present a dialog in which the 10 more important variable are shown in a list. 
 
 

 
 
 
If you click on the variable names in the dialog, the variable is selected in the PLS 
coefficients plot and a VarX selected-VarY plot for the selected variable is also 
shown. The dialog includes an editable text field where you can include comments 
about the chemical interpretation. These will be saved and retrieved when you return 
to this project. 
 
In most cases, the main structural and physicochemical properties associated with 
the biological properties are easy to identify and requires investigating only the 
variables with the highest values. On the contrary, minor effects are much harder to 
understand. In most cases focussing on the main effects is the best strategy. 
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2.5 Build a database for VS 
 
Pentacle can be used to carry out a similarity search on very large databases. This is 
useful if you build a database of accessible compounds (in-house collections, 
providers catalogues, etc.) on which you can search for bioisosters of one or some 
template compounds with interesting properties.  
 
The first step is to compute descriptors for all the compounds present in your 
database. This is often a time-consuming step, which can be carried out writing a 
command file and submitting the job to a server. The syntax of such command files is 
described in Appendix, but you can use some of the command file examples provided 
in the distribution. 
 
Alternatively you can use the command Tools>>Build script. This will open a dialog 
like this: 
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Select Database as script type and use the Add button on the left to insert files 
containing the structures you want to include in the database. 3D SDFiles or mol2 
files are suitable formats. 
 
Then you need to define some options: 
 
Computation template 
Instead of defining one by one all the GRIND parameters is convenient to adjust them 
in the Descriptors tab and then save your options as a Computation template. 
Alternatively you can use one of the templates provided by the program (e.g. 
AMANDA or ALMOND) 
 
Number of CPUs 
If your server has more than one CPU or your CPU has multiple cores, Pentacle can 
run computation jobs in parallel, thus obtaining a linear speedup. Please do not select 
more CPUs than the real ones installed in your server, because in this case this 
setting would slow down the computation. 
 
PCA components or PCA explained variance 
The similarity search is carried out comparing the values of the PCA scores. In order 
to capture enough structural information a minimum of 3 PC must be used, but for 
large databases a much higher number (from 10 to 30) is advisable. Alternatively, the 
number of PC can be selected by defining the minimum percentage of the X variance 
to be explained by the PCA model. Values between 75% and 85% are recommended 
in typical applications. 
 
Database name 
Assign a short and descriptive name 
 
Execution after template creation 
If checked Pentacle will start the job immediately (this option is not available in the 
Windows version, due to its limited scripting capabilities). If not, a template file will be 
written. This is a good idea if you want to submit the job in a different server or do it at 
a latter time. In Windows you can also start the job from the stored template. 
 
The encoding of a large database takes time and some of the encoding steps require 
large amounts of memory. For example, encoding a million compounds in a server 
with eight cores might take 60 hours and will require at least 4 Gb RAM.  
 
 
2.6. Query your VS database 
 
Once you have created a VS database using Pentacle, you can carry out similarity 
searches and obtain results in few seconds. 
 
The starting point of a similarity search is a set of templates. These are imported as 
described in section 2.1, but before pressing the OK button in the importing dialog, 
make sure to select a database using the Database control. Once you press OK 
button, Pentacle automatically will import the molecules and compute GRIND using 
the same parameters used to obtain the VS database selected. When the 
computation is finished, the Query tab is activated. 
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Inside this tab, you can set-up different query parameters, carry out the query and 
inspect the results in a table and a 2D plot representing the chemical space. The 3D 
structure of all the compounds (templates and results) can also be visualized. The VS 
quality dialog allows computing standard test for evaluating the quality of the results 
obtained. These tests require using ad hoc prepared database containing known 
active and decoy compounds. 
 
Start by setting up the query parameters like the method of search, the scaling and 
the number of PCA components. These options are described in the Query tab 
section, but the default options often produce acceptable results. Adjust the Results 
to the number of structures that you want to obtain. Then use the command 
VS>>Compute query (or press the  icon in the toolbar) and wait a few seconds. 
 
The results will be shown in the table as a list of extracted compounds sorted by 
similarity. Alternatively you can select the Show as graphic control to visualize both 
the query templates and the results in a 2D graphic depicting the PCA scores space. 
In either visualization options, the molecules selected are shown in the 3D viewer. 
 
The results of the query can also be exported as a list of names or as a multiple 
structure file using the command VS>>Export query results. The format of the results 
is defined in the Export options - Format control. 
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3. Reference Manual 
 
 
3.1. GUI overview 
 
The basic principles we used to design this GUI were: 
 
 Organize the interface in separate task  
 Assign each task to a separate main window tab 
 Insert in the main window all the information needed for this task. Include there 

all the options and adjustable parameters 
 Allow an easy access to the commands in the tools-bar 

 
 

 
 
 
The main GUI elements of Pentacle, from top to bottom are the menu bar, the tool 
bar, the main window organized in tabs, the log window and the status line. The 
commands of the menu bar and the tool bar, as well as the contents of the different 
tabs will be described in the following sections. 
 
The log window 
In Pentacle, most commands write a tracing message in the log window. This allows 
the User to review the progress of the work. In addition, every time the User selects a 
GRIND variable in the interpretation window, details about this variable (fields linked, 
distance in Å, etc.) are also shown in the log window.  
The log window is separated from the rest of the interface by a splitter bar. By moving 
this splitter the window can be hidden, thus assigning more space to the main 
window. 
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The contents of the log window are stored in a plain text file, called after the name of 
the project with the .log extensions. 
 
The status bar 
The left hand side of the status bar is used for presenting transitory messages. The 
two boxes located at the right are used to present the number of objects (compounds) 
loaded, the number of X variables and the number of Y variables. 
 
 
3.2 File and Edit 
 
3.2.1 File and Edit Commands 
 
New... 
Closes any project and restarts the program 
  
Open... (toolbar icon  or CTRL+O) 
Loads a previous Pentacle project, restoring the status of the program exactly to the 
point where the project was closed. The command shows a dialog like this 
 
 

 
 
 
Where the user can select the project from a list, in which every project is identified by 
its name and date. The program list the projects located in a default directory, but this 
can be changed by pressing the top right button and selecting a different location. 
The location of this default directory can also be changed using Edit>>Preferences. 
 

Save snapshot... (toolbar icon  or CTRL+T) 
Saves the current program status 
 
Load snapshot... (toolbar icon ) 
Loads a previously saved program status 
 
Manage snapshot 
Opens a dialog where the snapshots available for the current project can be deleted 
and renamed 
 
Exit 
Quits the program closing the current project 
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Preferences... 
Opens a dialog where the User can customize different aspects of the program. This 
dialog is carefully described in section 3.2.3. 
 
 
3.2.2. Projects and snapshots 
 
Every time the User imports a series of compounds the program ask for a project 
name. All the information is stored under this name in the projects directory at real 
time. The user does not need to save explicitly the work, since the program updates 
automatically the information saved after every project change.  
 
When the User opens a project (using the command File>>Open or the  icon or 
CTRL+O) the program retrieves the latest status before the User closed the program. 
 
Additionally, it is frequent that a user wants to save a particular result or model before 
proceeding with the work, so he can return to this particular status. In this case he 
can save an snapshot with the command File>>Save Snapshot (or the  icon or 
CTRL+T). Then the program asks for a label which identifies the snapshot and stores 
a frozen image of the whole program status. 
 
Saved snapshots can be retrieved from a list using the command File>>Load 
Snapshot or the  icon and then selecting the saved snapshot from a list. 
 
 
3.2.3. The Preferences dialog 
 
Most of the program settings are associated to the open project. However, there are a 
number of settings which are persistent and independent of the current project.  
 
These can be defined in a preferences dialog accessible with the command 
Edit>>Preferences.  
 
The dialog is organized in four tabs: 
 
(a) Directories 
This tab is used to define the location of some important files and directories within 
your filesystem. 
 
 

 System settings. The Grub File location describes to the location of grub.dat 
file which contains important settings for the computation of MIF. The project files 
can be stored in the program execution path (the location where the program is 
started) or in a fixed directory in which the User have full privileges for reading 
and writing files. Usually the first option is adequate for Linux users and the 
second more convenient for Windows users. 

 
 Global directories. Paths to the directories where Templates, VS Databases 

and Models are stored for a wide community of users. Typically these are read-
only directories where a company or a research group locates valuable 
databases and models. By default, these settings point to directories located 
within the program installation path. 
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 Local directories. Paths to the directories where Templates, VS Databases 
and Models are stored for a local user. These must be directories for which the 
User has full privileges (reading and writing). By default, these are assigned to 
directories created in the User root directory (Linux) or in the User’s Documents 
and settings folder (Windows)  

 

 
 
 
(b) Results plot 
 

 
 Profile Marks. Defines the shape, size and colour of both the regular and 

selected marks (points) used in the 2D results plot 
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 Profile lines. Defines the colour of the lines 
 
 Heatmap. The results heatmaps use a scale between two extreme colours 

representing low and high energy values (by defaults red and blue, respectively). 
Here you can choose different colours. In addition, the colour assigned to the 
selected variables (columns) and molecules (row) can also be defined. 

 
 c) 2D plots 
 
 

 
 
 
This dialog defines some visualization options of the 2D plots shown in the 
Interpretation tab.  
 

 General. The user can define if the marks and bars used in the plots must 
include a border. In some bar plots representing many variables, this border 
might hide the colour of the bar, in particular when the plot is scaled to a small 
size. If you do not visualize correctly the colours in the plots try deselecting this 
option. 

 
 Marks. Define the shape, size and colour of four types of marks: regular and 

non-selected (Marks), regular and selected (Marks selected), predicted objects 
non-selected (Mark predicted) and predicted objects selected (Marks predicted 
selected). 

 
 Bars. Define the colour for the regular and selected bars in the bar-plots. 

 
 

(d) 3D viewer 
 

This dialogs defines diverse visualization options of the interactive 3D graphics used 
to represent molecules, nodes and distances. 
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 General. Defines is representing or not “fog” and the background colour. 
When the fog control is checked, the objects located far away from the observed 
will be dimmed using the background colour. 

 
 Rendering. Defines the style used to render the molecules (hide, wireframe, 

sticks, ball&sticks and CPK), if the hydrogen atoms must be rendered or not 
(hide, show) and the quality of the rendering (0-100%). Selecting as a rendering 
style sticks, ball&sticks or CPK, as well as selecting very high quality might slow 
down significantly the rendering in computers with old graphics cards. 

 
 Size. Defines the size of the wireframe (line-width), sticks (radius) and balls 

(radius). All the measures are relative and expressed as percentages.  
 

 Colour. The colour used to render the molecules. By default a property (the 
atom type) is used to render the molecules, but they can also be rendered using 
a uniform colour which can be chosen here.  

 
 Atom labels. Defines how to label the atoms (no labels, atom type, atom 

name, atom number) and the colour of the labels. 
 

 Descriptors. Here you can define the shape of the symbol used to represent 
the field nodes (Cross, cube and sphere) and their relative size. Selecting cross 
or cube might slow down significantly the rendering in computers with old 
graphics cards. In Windows, the colour of the symbols are more clear using the 
crosses. 
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3.3. Molecules 
 
3.3.1. Molecules commands 
 
Import series (icon  in the toolbar or CTRL+I) 
Opens a dialog where the User can import compounds. The buttons on the right hand 
side allow selecting directly the mol2, kout or SDFiles files from a standard dialog 
(notice that you can select multiples files). The User can also select a file list: a simple 
text file which contains the names of the mol2 or SDFiles you want to import. If an 
SDFile is imported, the activity can be extracted from the SDFile specifying the 
activity field in the corresponding dialog line before importing the file. 
 
 

 
 
 
The names of the files selected will be shown on the left hand side window. In this 
window, every file imported will appear as a separate branch, from which they hang 
the names of all the molecules found inside. Please notice that you can select 
multiple files of multiple types in a single import instance.  
 
By default, the files are imported at the protonation state present in the file. If the User 
wishes he can define a pH and let the program setting all ionizable groups to an 
appropriate state. 
 
When the compounds belong to the same series and have not been pre-aligned, it is 
often useful to select the option that orients the compounds according to their 
moments of inertia. This produces a rough alignment of the compounds which 
simplifies the interpretation of the results. In addition, this pretreatment makes more 
efficient the spatial alignment provided by the CLACC algorithm, since the MIF 
obtained in pre-aligned compounds tend to be more similar (more free of gauge 
effects due to their diverse alignment within the 3D grid used for the MIF 
computation). 
 
Also in this dialog the User must assign a name to the project. From this moment, the 
program will store all the information relative to this series of compounds under this 
name, so it can be retrieved at a latter time. The assignation of a project name is 
compulsory. If no name is provided, the default name “New” will be assigned. If the 
project name already exists, the User will be prompted and if selecting yes, the 
project will be overwritten. 
  Other selections are: 
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 Database. When a virtual screening database is selected the operation 

mode of Pentacle changes to virtual screening mode. The compounds are 
imported and the GRIND descriptors are computed automatically, using exactly 
the same settings applied to obtain the database. Then, the new compounds are 
used as template structures which will be used to search the database for similar 
compounds. See the Query tab section of this manual for more information 

 
 Model library. If a model is selected then Pentacle will work in prediction 

mode. The compounds are imported and the GRIND descriptors are computed 
automatically, using exactly the same settings applied to obtain the model. Then 
Pentacle will use this model to predict the activity of the molecules. See the 
Predict tab of this manual for further information. 

 
When the User is satisfied with the choices, he can press OK. The dialog closes and 
all the compounds are shown in the Molecules tab. 
 
Import activity list 
Once the compounds are already imported, the User can import a new variable 
representing experimental measures (like a binding affinity or DMPK measures) 
which will be associated to each compound. The command opens a standard file 
selecting dialog where the User can select any plain text file. Allowed formats of this 
file are: a column with all activity values, or two columns separated by a character 
(default blank), where the first column is the molecule name and the second the 
activity value. Once the file has been selected, a new dialog like the following is 
shown. 
 
 

 
 
 
In this dialog the User can preview the values and check if imported values are 
correct or not. This dialog allows selecting the separator between columns (if the file 
contains two columns), if it is necessary to use compound name matching or not and 
if it is necessary to compute the pK transform for the given values.  
 
When any of these options is changed, the Preview button is activated to reflect in the 
Preview window the effect of these changes. If the User agrees with the information 
shown he can press the Import button and activities will be imported and added to the 
table on the Molecules tab.  
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Please notice that the import button is selectable only when the number of imported 
lines is the same than the number of molecules. 
 
Import molecule names 
Once the compounds are already imported, the User can change their names. The 
command opens a standard file selecting dialog where the User can select any plain 
text file where the molecule names must be placed in the first column of file, one per 
line. If the number of names in the file is the same of the number of molecules 
imported, molecule names will be inserted without further confirmation. 
 
Import molecule classes 
Assign a class to each molecule. This command works like the Import activity list 
described above except for the fact that pK transform can not be applied. 
 
Import molecule weight 
Assigns a weight to every molecule for multi-objective Virtual Screening searches. 
This command works like the Import activity list command but for the fact that pK 
transform cannot be applied. This option is available only for Virtual Screening 
searches and not for QSAR applications. 
 
 
3.3.2. Molecules tab 
 
The left hand side of the tab contains a table with a line for every imported molecules 
or a blank table if no compound has been imported so far. The lines contain the 
molecule name, the molecule status (ready, computed, error,), the charge of the 
molecules assigned by the GRID computation and (optionally) an activity value which 
could be used as the dependent variable in PLS regression analysis and a list of 
classes. In addition, every line starts with a checkbox which indicates if the molecule 
should be used or not for the next step of the analysis. Molecules can be sorted 
according to any of the columns, which is very convenient to sort the molecules by 
their activity values or to group them by class membership. Please notice that the 
molecule name, activity and class fields are editable.  
 
 

 
 
 
The compounds can be imported using the Molecules>>Import series command. It is 
also possible to drag-and-drop a file that contains the structure of the molecules, 
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which opens a dialog similar to the one presented by this command. This option is 
restricted to mol2, SDFiles and kout format files. 
 
Pressing the right mouse button shows a pop-up menu with the following commands: 
 
 add molecules. Opens the Import series dialog to add additional molecules 
 remove. Selected molecules will be removed from the list 
 view text files. A dialog will show the contents of the file describing this molecule 
 use >> all. Set all molecules in the list as used 
 use >> clear all. Set all molecules in the list as not used 
 use >> invert.  Invert the use of the molecules. Molecules with used set before 

will be set as not used and viceversa. 
 use >> selected. Set all selected molecules as used. 
 use >> clear selected. Set all selected molecules as not used. 

 
The right half side of the window contains in a 3D viewer where the molecules 
selected in the table are shown. A splitter separates the 3D viewer and the molecule 
table, allowing to expand one part of the window over the other. 
 
The 3D viewer can also represent additional reference molecules using drag-and-
drop on top of this window or using the option Add backstage in the pop-up menu. 
This is useful to load a common reference structure (here called backstage molecule), 
like for example the structure of the receptor or a template ligand structure. Please 
notice that unlike other molecules, backstage molecules will be represented until they 
were removed explicitly using the corresponding command in the pop-up menu. 
 
The aspect of this viewer is highly customizable using the Preferences dialog 
(Edit>>Preferences command). In addition, pressing the right mouse button shows a 
pop-up menu with the following commands: 
 
 Toggle mode. Cycles the mouse mode between select mode and move molecule 

mode. When in select mode (the cursor is an arrow) you can click on individual 
atoms to show their names. When in move mode (the cursor is a cyclic double 
arrow) you can press and drag the mouse buttons to rotate (left button), translate 
(middle button) or resize (left+middle buttons or wheel) the molecule.  

 Full view. Reorients the view to guarantee that all the elements of the graphic are 
visible 

 Clean labels. Removes any label from the graphic. 
 Add backstage. Opens a dialog for selecting and adding a backstage molecule. 
 Clean backstage. Removes backstage molecules. 
 Edit molstyle. Edits diverse rendering options for the current window only. 
 Edit selection. Allows selecting one or more of the molecules included in the 

viewer, and editing diverse rendering options on the selected structures. 
 

 
 

3.4. Descriptors 
 
3.4.1. Descriptors commands 
 
Compute descriptors (icon  on the toolbar or CTRL+C) 
Start the GRIND computation using the settings defined in the descriptors tab. 
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3.4.2. Descriptors tab 
 
This tab is divided in two parts. The left hand side contains a list of predefined 
templates containing different pre-set method for the descriptors computation. The 
right hand side includes controls to define all the parameters involved in the GRIND 
computation, divided in three sequential steps: MIF computation, Discretization and 
Encoding. 
 
 

 
 
 
Inside the template list, global templates are represented with an Earth icon. They 
can not be removed, unless the User has permissions to write/remove in the global 
directory.  
 
If the User selects a template from this list all the GRIND parameters will be adjusted 
accordingly. By default Pentacle includes two templates; ALMOND classic and 
AMANDA classic, defining the settings to compute ALMOND-like GRIND descriptors 
and the new GRIND-2 descriptors, respectively. 
 
When any parameter from the right hand side is modified, the User can save the new 
setting as a new template using the Add new template button. When the User clicks 
in this button, a dialog querying for a template name will be shown and the new 
template will be made available under this name for now on. 
 
The right hand side is split in three columns that differentiate the three sequential 
steps involved in the computation of GRIND: MIF Computation, discretization and 
encoding. The columns are divided in two parts: one defining the method used and 
other defining the parameters of this method (standard and advanced). 
MIF computation. 
The present Pentacle version can computed MIF using GRID method only. 
 
This method only includes the following standard parameters: 
 
 Grid step. Configures the grid step used to sample the box enclosing the 

molecules. 
 Dynamic. Can be set to true or false, if the User wants to use dynamic GRID 

computation or not. When set to true, GRID used a more sophisticated analysis 
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to define the partial charges and the physicochemical properties of the ligand 
atoms. It is advisable to set it to true when analysing compounds including 
heterocyclic rings. 

 Probes. List of GRID probes that will be used in the MIF computation. The 
current list contains DRY, O, N1 and the shape probe TIP. Consult the GRID 
manual for further information about these probes. 

 
MIF discretization 
Two methods of discretization can be used: ALMOND (Original discretization method 
included in program ALMOND and described in [1]) and AMANDA (the new and 
faster discretization method published in [2]). 
 
Each one has different parameters that will appear when the method is selected in 
the combo box.  
 
ALMOND presents only one standard parameter: number of nodes, which sets the 
number of representative nodes that ALMOND algorithm will extract from every MIF. 
In advanced options, there are included two additional parameters: 
 
 Balance. Percentage of the importance given to the field values for selecting the 

nodes. 
 Probe weights. Weight applied to each probe for filtering. 

 
AMANDA only includes advanced options: 
 
 Scale factor. Factor used in the modulation of the number of nodes selected. 
 Probe cutoffs: Cutoff value of for each probe. MIF nodes with an energy value 

under this cutoff will be discarded. 
 
MIF encoding 
Pentacle implements two alternative methodologies, MACC and CLACC: 
 
 MACC is the standard methodology for encoding already included in GRIND 

software. 
 CLACC is a new method to extract the most consistent variables inside a series 

of structurally related molecules. CLACC produces much better results than 
MACC and is able to produce a useful alignment of the compounds. It must be 
used only for series of structurally related compounds. 

 
MACC only has two parameters: 
 
 Smoothing window. Indicates the step used to discretize the distances in a 

certain number of distance ranges or “bins”. 
 Probe weights. Weights used in encoding for each probe. This weight produces 

an approximate normalization of the GRIND between 0 and 1. 
 
CLACC has the same parameters as MACC, but includes six basic and four 
advanced parameters more. Most of these parameters describe minor internal details 
of the algorithm which can be ignored by the user: 
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Basic: 
 
 Use CLACC for alignment. Indicates if the CLACC method must be used for 

aligning the compounds. It is advisable to select this option unless the 
compounds were pre-aligned. 

 Candidate Couples. Number of candidate node couples considered for selecting 
the best pair, representing a GRIND variable for a certain compound. 

 Molecules used for clustering. Number of molecules used as core set in the 
clustering process. All the rest of the molecules are aligned on top of these. 

 Alignment couples. Number of node couples used for the CLACC structural 
alignment. 

 Alignment similarity. Cut off used for the alignment process.  
 Remove non-consistent couples. Remove node couples from the encoding when 

their difference to the core selected is larger than the anchor distance cutoff 
parameter. Selecting this option restricts the model to strictly consistent 
variables, often increasing its predictive ability and interpretability. In series 
containing rather similar compounds, the use of this option is advisable. 

 
Advanced: 
 
 Anchor distance cutoff. Distance cut off (in Å) for considering that two node 

couples belonging to two different compounds represent different information. 
 DRY scaling factor. Weight assigned to the couples containing a DRY node, for 

the selection of the candidate couples. 
 TIP scaling factor. Weight assigned to the couples containing a TIP node, for the 

selection of the candidate couples. 
 Viewpoint smoothing window. Indicates the step used to discretize the space 

when viewpoints are created. 
 
 
3.5. Results 
 
3.5.1. Results commands 
 
Export Results 
This command presents a file selection dialog, where the User can define the name 
of a file where the results will be written and its format (GOLPE or CSV). In both 
cases, the data will be plain text, but the GOLPE format writes one value per line 
while the CVS format is more a tabular text. If you plain to import the format in Excel 
or other spreadsheet-oriented format probably the CVS format is more appropriate. 
 
 
3.5.2. Results tab 
The left hand side of the window contains controls for selecting the method of 2D 
representation (profiles or heatmap) as well as the compounds and correlograms to 
be represented. 
 
With respect to the method of 2D representation:  
 
 Profiles. Spectrum-like representation that depicts the values of the variables 

one after the other in the X axis, and their values in the Y axis. Suitable for 
visualizing the descriptors of a single compound or a few compounds. For large 
series the aspect is messy and the rendering could be very slow. 
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 Heatmaps. Matrix-like representation in which every row represents a molecule 

and every column a variable. The values are colour coded: by default a red value 
represent low value and blue represent high values.  

 
 
Heatmaps are very useful to visualize all the series in a single plot. Peculiar 
compounds are easy recognizable by showing a different profile. If the compounds 
are ordered by activity or class, the heatmap is also useful to identify trends revealing 
some differences between compound on the top and in the bottom of the matrix 
which correspond to differences in activity of between classes. 
 
The Molecules window show a list of all the molecules processed. The molecules in 
this list can have three states: deselected, selected and highlighted. Only the 
molecules selected or highlighted are shown in the 2D plots and only the molecule 
highlighted is shown in the 3D plot. By default, when the profile method is used only 
one molecule is selected and when the heatmap method is used, all the molecules 
are selected (see figure above). The status of the compounds can be changed 
selecting them with the mouse, using the standard keyboard combinations (shift an 
click for multiple contiguous selections, CTRL and click for multiple selection). 
However, bear in mind that any number of molecules can be selected but only one 
can be highlighted. In addition, by pressing the right mouse button you can obtain a 
pop-up menu for selecting or deselecting all. 
 
The Correlogram window shows a list of correlograms. Every correlogram is a block 
of GRIND encoding the position of couples of nodes belonging to two types of MIF 
(either different or the same, for example DRY-DRY, N1-O, etc.). In this window you 
can select one or many correlograms. Depending on your selection, the 2D plot will 
show only one block or many blocks side by side. As in the previous window, by 
pressing the right mouse button you can obtain a pop-up menu for selecting or 
deselecting all. 
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On the right hand side of this main window you can see two regions separated by a 
splitter bar; the 2D representations on the left hand side and the 3D representations 
on the right hand side. By moving the splitter bar you can assign all the space to one 
of the representations or visualize both at the same time. 
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2D representation 
This graphic reflects the selection of molecules and correlograms made by the User 
in the left hand side list of molecules and correlograms.  
 
 

 
 
 
If the profile method is selected, the plot will show a point for every compound and 
variable selected. The variable highlighted will link all these points by a continuous 
line. If more than one correlogram is selected, every correlogram will be shown side 
by side, labelled at the bottom and separated by a discontinuous line. (2D 
representations can be saved or printed pressing the CRTL+P keys when the graphic 
is selected) 
 
If the heatmap method is selected the plot will show a matrix-like representation 
where every row represents a compound and every column a variable. Like for the 
profiles, when more than one correlogram is selected, every correlogram is shown 
side by side, labelled at the bottom. By default, the heatmaps will adjust the height of 
the rows to fit the available space. When the series is large a scroller will be shown 
on the right hand side.  
 
Profiles and heatmaps are interactive. If the User clicks on any point, the 
corresponding molecule is highlighted and the name of the variable and its value are 
shown. There are also a number of useful keyboard shortcuts defined: 
 
 The right and left arrow keys change the variable selected to the next or previous 

variable, respectively 
 
 The up and down arrow keys change the molecule selected to the previous or 

next molecule, respectively. 
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3D representation 
This viewer represents the highlighted molecule, surrounded by the nodes extracted 
from all the MIF belonging to the selected correlograms. For example, if the User has 
selected the correlograms DRY-DRY and DRY-N1 the graphic will depict the nodes 
extracted from the DRY (in yellow) and the N1 (in blue) MIF. If the User has selected 
a non-null variable the graphic represents a line linking the couple of nodes which 
generate this variable. 
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This window can also represent additional reference molecules by drag-and-drop the 
file on top of this window. This is useful to load a common structure (backstage 
molecule) which can be used to help in the interpretation. Please notice that unlike 
the structures of the other molecules, this will be represented until it is removed 
explicitly using the corresponding command in the pop-up menu.  
 
The aspect of this viewer and highly customizable using the Preferences 
(Edit>>Preferences command). In addition, by pressing the right mouse button shows 
a pop-up menu which was already described in the Molecule tab (section 3.3.2). 
 
 
3.6. Models 
 
3.6.1. Models commands 
 
Build PCA (or  icon or CTRL+B) 
Builds a Principal Component Analysis (PCA) model, using the settings defined in the 
upper part of the Model tab; set of variables (Var set), scaling (Scaling) and number 
of principal components (PC). The results are shown in upper part of the Models tab 
and dumped to the log window. 
 
Depending on the dataset size and the performance of the workstation, the PCA 
building can take a few seconds or several minutes to complete. A progress dialog is 
shown. 
 
Build PLS (or icon or CTRL+L) 
Builds a Partial Least Squares (PLS) regression model and validates it by cross-
validation, using the settings defined in the lower part of the Model tab; set of 
variables (Var set), scaling (Scaling), number of latent variables (LV), cross-validation 
method (CV), number of random-groups (RG, only active if RG cross-validation 
method was selected), number of randomizations (Rand, only active if RG cross-
validation method was selected). The results are shown in the lower part of the 
Models tab and dumped to the log window. 
 
Depending on the dataset size, the cross-validation method chosen and the 
performance of workstation, the PLS building and validation can take a few seconds 
or several minutes to complete. Progress dialogs are shown. 
 

FFD Variables selection (or icon).  
Runs GOLPE-FFD variables selection using the setting defined in the lower part of 
the Models tab; number of latent variable (FFD-LV). Some details of the algorithm use 
the settings defined by the Advanced FFD dialog, accessible using the button located 
at the bottom of the Models tab: relation Combinations-variables (Comb/Var ratio) and 
percentage of dummy variables (%dummy variables). Please refer to the Model tab 
for further information. 
 
After applying FFD, the selected variables define a new set of variables, which is 
included in the Var set control in both the PCA and PLS sections of the Models tab. 
The sets of variables are called FFD1, FFD2, etc. adding the number of active 
variables obtained after every selection step. After a FFD selecting, the program 
builds automatically a new PLS model using this set of variables and presents the 
results on the Model tab. 
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Save Model for Prediction 
PLS models can be saved and stored in a library of models. These can be selected in 
the Molecules>>Import series dialog for projecting new series of compounds and 
predict their properties. When selected, a dialog ask for a suitable label and the 
model is then stored in the local Model Library directory.   
 
Interpretation Wizard (or icon) 
This command opens a specialised dialog for assisting the User on the chemical 
interpretation of QSAR models. The dialog analyses the current PLS model and 
select a suggested model dimensionality (highest q2). Upon opening, the 
Interpretation tab loads the PLS coefficient plot with the selected dimensionality and 
the 10 most important variables were selected and listed in the dialog. 
 
 

 
 
 
The criteria for the incorporation of a certain variable in this list is a combination of the 
coefficient values, the presence of all the correlograms and the uniqueness of the 
information presented. The total number of variables shown can be changed in the 
dialog. 
 
The User can select individual variables by clicking on the list rows. When a variable 
is selected, it is highlighted in the PLS coefficient plot, and a new Var selected vs Var 
Y plot in opened in the lower region of the Interpretation tab. The column labelled as 
Comments is an editable text field where the User can take notes with the results of 
the chemical interpretation of each variable studied. These notes are stored with the 
project and can be retrieved when the project is reloaded. In addition, the User 
comments are dumped to the log window and file.  
 
Please notice that the results of the Models are related to three different tabs; the 
Models tab, the Interpretation tab and the Predictions tab. These are described in the 
following sections. 
 
 
3.6.2. Models tab 
 
The window is divided in two sections; the upper section is used for PCA models and 
the lower part for PLS models.  
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PCA model  
The left part contains a section for presenting information about the model. 
Depending on the value selected for the show as control, the information can be 
shown as a table or as a plot of SSX & VarX. 
 
Table. When a PCA model is generated, this table is filled with information describing 
the model. Every line provides information for a single principal component (PC). The 
following information is listed: 
 
 SSX: percentage of the X sum of squares explained by this PC 
 SSXacc: accumulative percentage of the X sum of squares explained by the 

model 
 VarX: percentage of the X variance explained by this PC 
 VarXaac: accumulative  percentage of the X variance explained by the model 

 
Plot SSX & VarX. The X axis represents the number of PC added to the model and 
the Y axis represent the SSXacc (diamonds marks) and VarXacc (triangles marks). 
Both values grow with the model dimensionality approaching the theoretical maximum 
value of 100.00. 
 
Both SSX and VarX represent the same information: how complete is the description 
of the X matrix provided by a PCA model of a certain dimensionality. By definition, 
SSX values are higher than VarX values (the latter are obtained from the former, 
dividing by the degrees of freedom). 
 
If you click in any mark of the plot, a label indicating the model dimensionality and the 
actual value of index is shown. 
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On the right hand side the GUI shows the number of objects (number of compounds) 
and the number of X variables, indicating in parenthesis how many of these variables 
are “active” (have a standard deviation > 10E-9). Below there are the following 
controls: 
 

 Var set. The PCA can be run on the whole matrix or in a subset of variables. 
In the current version, the User can define subsets only by applying GOLPE-FFD 
variable selection. Every run will add an entry in this list but by default, the only 
option is “complete” (use all variables).  

 
 Scaling. The PCA can be obtained using the GRIND directly (raw scaling) or 

applying a variable scaling that assigns the same importance to every variable 
(autoscaling). In the case of GRIND, the scale contains valuable information and 
therefore our advice is to apply always raw scaling.  

 
 PC. Number of principal components to extract. The maximum number of 

PC which can be extracted is the number of objects minus one. This number 
guarantees that the PCA extracts the 100% of the information contained in the 
original X matrix. However, from a practical point of view, extracting two or three 
PC is enough for an exploratory analysis in most cases. 

 
When the values of the above controls were changed, any previous PCA model is 
deleted and the contents of the PCA model region are greyed out. Please press again 
the  button (or select the command Models>>Build PCA or press CTRL+B) to 
generate a new model with the selected settings. 
 
PLS model  
The left part contains a section for presenting information about the model. 
Depending on the value selected for the show as control, the information can be 
shown as a table, as a plot of R2 & Q2 or a plot of SDEC & SDEP. 
 
Table. When a PLS model is generated, this table is filled with information describing 
the model. Every line provides information for a single latent variable (LV). The 
following information is listed: 
 
 SSX: percentage of the X sum of squares explained by this LV 
 SSXacc: accumulative percentage of the X sum of squares explained by the 

model 
 SDEC: standard deviation error of the calculations. An index of model fitting on 

the training set. The lower the better. 
 SDEP: standard deviation error of the predictions. An index of the model 

predictive ability obtained by cross-validation. The nearer to SDEC the better. 
 R2: contribution of the current LV to the coefficient of determination (r2) of the 

model. 
 R2acc: coefficient of determination (r2) of the model. An index of model fitting on 

the training set. The nearer to 1.00 (theoretical maximum) the better.  
 Q2acc: equivalent to r2 but obtained from cross-validation. An index of the model 

predictive ability obtained by cross-validation. The nearer to r2 the better. 
 
Plot R2 & Q2. The X axis represents the number of LV added to the model and the Y 
axis represents the Q2 (diamonds marks) and R2 (triangles marks). The model fitting 
index R2 has a theoretical maximum value of 1.00 while the model predictive index 
Q2 must be lower than the corresponding R2 by definition. This plot might be helpful 
to decide the optimum model dimensionality, characterized by a maximum R2 and 
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Q2, even if the addition to the model of a LV contributing with only a small increase to 
these indexes (less than 0.02) must be considered with care.  
 
Plot SDEC & SDEP. This plot represents essentially the same information than the 
Plot R2 & Q2. In this case, the diamonds represent SDEP (model predictive ability 
index) and the triangles represent SDEC (model fitting index). SDEC values have a 
theoretical minimum value of 0 while SDEP could never be lower than corresponding 
SDEC. 
If you click in any mark of these plots, a label indicating the model dimensionality, and 
the actual value of indexes is shown. 
 
On the right hand side the tab shows the number of objects (number of compounds), 
and the number of X variables, indicating in parenthesis how many of these variables 
are “active” (have a standard deviation > 10E-9). Below there are the following 
controls: 
 

 Var set: The PLS can be run on the whole matrix or in a subset of variables. 
In the current version, the User can define subsets only by applying GOLPE-FFD 
variable selection. Every run will add an entry in this list but by default, the only 
option is complete.  

 
 Scaling: The PLS can be obtained using the GRIND directly (raw scaling) or 

applying a variable scaling that assign the same importance to every variable 
(autoscaling). In the case of GRIND, the scale contains valuable information and 
therefore our advice is to apply always raw scaling.  

 
 LV: Number of principal components to extract. The maximum number of LV 

which can be extracted is the number of objects minus one. The model 
dimensionality of PLS models must be carefully chosen inspecting the fitting and 
predictive ability indexes (R2 and Q2). In principle you must select the number of 
LV for which the highest Q2 values are obtained, but if some of the LV produce 
modest increases (below 0.02) you should consider if this increases justifies a 
higher model complexity. The default setting of 5 LV should be enough in most 
cases. 

 
 CV: Cross-validation method. The options are Leave-one-out (LOO), Leave-

two-out (LTO) and Random groups (RG). The former is probably the most 
standard method and has the advantage of being easily reproducible in different 
software while the last is a much more strict method, suitable when the training 
set has strong clustering. 
 RG: (only selectable when the RG cross-validation method is selected). 

Number of groups to use for the cross-validation. A lower number of groups 
produce a stricter cross-validation. 

 
 Rand: (only selectable when the RG cross-validation method is selected). 

Number of times that the objects must be assigned randomly to the groups. The 
higher the number the more precise are the results of the cross-validation. Use 
with caution, because this setting could slow down significantly the cross-
validation. 

 
When the values of the above controls were changed, any previous PLS model is 
deleted and the content of the PLS model region are greyed out. Please press again 
the  button (or select the command Models>>Build PLS or press CTRL+L) to 
generate a new model with the selected settings. 
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At the bottom of this region there are two additional controls that affect the GOLPE-
FFD variables selection.  
 

 FFD-LV: Number of latent variables to use in the GOLPE-FFD variable 
selection procedure. Usually the variables selection procedure works better if this 
number is under the optimum model dimensionality. The default setting of 2 is 
suitable in most cases. 

 
 Advanced FFD: This button opens a dialog where the User can select 

advanced settings of the GOLPE-FFD algorithm. In most applications these 
settings require no User adjustment. 

 
 
 

 
 
 

 Comb/Var ratio. The FFD algorithm works building a number of reduced 
models in which some of the variables were not included. The total number of 
models (Comb) computed is based on this setting. A ratio of 2.0 means that the 
model will build a number of model larger than twice the number of variables 
(actually, a power of two higher than this number) 
 
 %dummy var. In order to estimate if the effects on the SDEP computed for 

the real variables are significant or not, similar effects are also computed for 
dummy variables added to the design matrix. These effects reflect high-order 
confusion and are useful as a contrast to test if the effects can be considered 
significant or not.  

 
 Group by correlogram. This option was not implemented in the current 

Pentacle version. 
 
 
3.6.3. Interpretation tab 
 
The interpretation of the PCA and PLS models is carried out in a separate tab called 
“interpretation tab”. This tab becomes active only when a model has been built. 
 
Unlike older GRIND handling software (ALMOND), Pentacle provides and integrate 
model interpretation interface where the 2D graphics representing variables and 
compounds as well as the 3D molecular graphics are arranged in definite positions 
and linked logically.  
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The top-left plot represents variables, the bottom-left plot represents compounds. The 
right 3D graphics depicts a representation of the variables and compounds selected 
by the User in which the variables will be represented as lines linking the couple of 
nodes used to obtain the selected variables on the selected compounds. The 
compounds will be represented as 3D molecular structures, surrounded by relevant 
grid nodes (the nodes extracted from the MIF used to obtain the selected variables).  
In this environment, there is always one object and one variable selected. Before the 
User interaction, the first variable and the first object appear selected by default. The 
user can make multiple selections in both 2D plots, either clicking the marks with the 
CTRL key pressed or dragging a box around objects or variables. 
 
The three regions are separated by splitter bars that permit to assign more or less 
space to them, but their relative location is always the same (2D on the left, 3D on the 
right, variables on top and compounds on the bottom). In every space we can 
visualize different types of plots, for either the PCA or PLS model.  
 
In the space assigned to variable plots we can represent:  
 
 PCA loading plots. Loadings of the PCA. Can be represented as a 2D scatterplot 

or as a barplot.  
 PLS loading plots. Loadings of the PLS. Can be represented as a 2D scatterplot 

or as a barplot.  
 PLS weight plots. Weights of the PLS. Can be represented as a 2D scatterplot or 

as a barplot.  
 PLS coefficient plots. Coefficients of the PLS model. They summarize all the 

contribution of the original variables to a model of a given dimensionality. They 
are represented only as barplots. 

 
In the space assigned to objects you can represent: 
 
 PCA scores. Scores of the PCA analysis. They depict a map of the compounds, 

where distance means chemical similarity. The plot also shows an ellipse 
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depicting a 95% confidence region. Objects out of this ellipse can be considered 
to deviate significantly from the rest of the series.  

 PLS plot (TU scores plot). The classical X-scores (T) vs Y-scores (U) plot for the 
first LV. This plot represents the inner relationship between X and Y and is an 
interesting plot for diagnostic (outliers, non-linearities, quality of the relationship, 
etc.) 

 PLS scores. Scores of the PLS analysis. They depict a map of the compounds, 
where distance means chemical similarity. The plot also shows an ellipse 
depicting a 95% confidence region. Objects out of this ellipse can be considered 
to deviate significantly from the rest of the series.  

 VarX selected-VarY. Active only for PLS models. Represents a scatterplot of the 
selected variable versus the Y variable. Provides an indication of the correlation 
between these two variables. 

 Experimental vs Calculated. Scatterplot of the experimental versus calculated 
values, using a model of the dimensionality provided by the setting of the X axis. 

 Predicted vs Calculated. Scatterplot of the experimental versus predicted values 
(obtained from cross-validation), using a model of the dimensionality provided by 
the setting of the X axis. 

 
In most of these plots the X axis and Y axis settings define the PC or LV represented. 
All these plots contain functionalities accessible by pressing the right-mouse button. 
This opens a pop-up menu with the following options: 
 
 Toggle mode. Cycles between the selection model and zoom mode. In selection 

mode the User can select a single object/variable by clicking on it or many by 
keeping the CTRL key pressed. Also the User can drag a box around a set of 
marks to select all of them. In zoom mode, the User can click any point of the 
plot to obtain a focused view of this region. If the User drags a box, then the plot 
zooms out to show only the region enclosed. 

 Find. This command opens a box dialog where the User can enter the name of 
an object/variable. If it is found, it will be selected and highlighted. 

 Export data. The contents of the current plot will be written to a simple plain text 
file from which they can be exported to third party graphic software.  

 Expand. The plot is expanded to fit the whole model interpretation window. 
 Fit view. After zooming out, this option recovers the original view. 
 Colour scheme. In variable plots, the available schemes are Plain and 

Correlogram. In object plot the schemes are Plain, Class and Y var: 
 

• Correlogram scheme. The variables are colour coded according to the 
correlogram they belong. 
• Class. The value of the Class is used to assign contrasting colours to 
the objects. 
• Y var. The value of the Y variable is used to assign to the objects 
colours in a spectrum ranging from blue to red. 

 
Apart from these options: 
 
 PgUp and PgDw key change the current variable represented in the X axis  
 Shift-PgUp and Shift-PgDw keys change the current variable represented in the 

Y axis 
 Up and Down Arrow key change the selected object to the next and previous one 
 Left and Right Arrow keys change the selected variable to the next and previous 

one  
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3.6.4 Predictions tab 
 
This tab has three sections: a table with predicted values, a 2D plot of the predictions 
and 3D viewer. 
 
 

 
 
 
Predictions 
Located in the top left side. Shows the predicted values for the imported molecules 
using diverse number of model components. The last line of the table shows the 
SDEP value for each component. If no experimental activity value has been imported 
for this series the SDEP is calculated using activity values of zero. The SDEP values 
will be refreshed every time activities were modified on the Molecules tab. 
 
2D plot 
Located at the bottom left. These are object (compound) plots, representing the 
model predictions. Two kinds of plots are available: PLS Scores Plot and Y 
experimental vs Y predicted, both already explained on the Interpretation tab section. 
Either plot contains all the compounds of the original training plus the new 
compounds projected on top, shown in a contrast colour (usually red, even if it can be 
changed in the Preference dialog). 
 
3D Viewer 
In the right hand side of the tab is a 3D viewer, which shows the structures of the 
selected compounds.   
 
As in all previous tabs, the diverse components of the tab are linked, and the 
selections of the user in the table or in the graphics are shown in the other parts. For 
example, if the user clicks on any compound in the table, this point is highlighted in 
the Plot and the molecular structure of the compound is shown in the 3D viewer. 
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3.7. Virtual Screening 
 
3.7.1 VS commands 
 
Compute query (icon  of the toolbar) 
Virtual screening query is computed using the settings defined at the Query tab. 
 
Info database 
This command opens a dialog where the User can see some most important 
information about the database that he is using: number of compounds, computation 
options, etc. 
 
Add molecules to database 
When the user is querying a database using a set of compounds as templates it is 
possible to add the template molecules to the database. This option is interesting for 
“contaminating” a large database with compounds having known properties, for 
testing and evaluation purposes. 
 
Export query results 
The results of the query can be exported either as a list of compound names or as a 
multi-mol file, using the options defined in Query tab. 
 
PCA interpretation 
This command is only accessible when Pentacle is in virtual screening mode (when a 
series of template compounds has been imported).  
 

 
 
 
The command opens a dialog where it is possible to show the name and the structure 
of compounds with extreme values for the different PC used in the current Database.  
 
The purpose of this analysis is to understand which physiochemical properties are 
represented by every PC, by comparing the structures of the compounds with the 
highest and the lowest values for this PC. This dialog can also be used to define a set 
of weights to each component, which can be applied for the query latter if the “Manual 
Weights” option is selected in the Scaling control of the Query tab. 
 
 
3.7.2 Query tab 
 
The Query Tab is divided in three parts: left hand side contains the options to define 
queries and to export query data, the middle part shows the result of the query in two 
alternative formats: as a table of compounds sorted by similarity and as a simplified 
representation of the PCA scores space. The right hand side of the tab contains a 3D 
viewer. 
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Query options 
Following options are the options that the user can configure before making a query: 
 
 Method. Method used to evaluate the distance between the members of the 

database and the set of templates. The options are: Minimum Distance, Centroid 
or Weighted distance. If the template series contains only one compound, then 
all options produce equivalent results. The Weighted distance method applies 
the weight values assigned to every template molecule for multi-objective Virtual 
Screening search. Please notice that the weights can be negative, thus allowing 
to optimize simultaneously the distance to “good templates” and “bad templates”. 

  
 Scaling. Weight assigned to every PCA component for computing the similarity. 

The options are: No, Normalized (all are given the same weight), Ratio (the 
weight is balanced using the dispersion of the PC values for the template set) 
and Manual Weights (as assigned in the PCA interpretation command). 

 Results. Number of molecules to extract. 
 Components. Number of components which must be used to compute the 

similarity. 
 Explained variance. Accumulative variance explained for each component. 

 
The button Vs Quality opens a dialog with tools for evaluating the quality of the Virtual 
Screening searches.  
 
Vs Quality Dialog 
All the tools here require preparing in advance a test database containing active and 
decoying compounds. The names of the active compounds can be loaded using the 
Import button and are listed in the text field shown on the left hand side. This list can 
also be cleared using the button Clear. The program computes different standard 
quality indexes: BEDROC, Enrichment factor, Recall and Precision, using the settings 
specified by the user (value of alpha for BEDROC and the percentage for the rest of 
the indexes). A ROC curve is also represented at the bottom of the dialog. 
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The User only can modify the format of the data to export in the export options 
section. The two possible formats are: 
 
 mol2: the structure of the molecules found are written in a multi-mol2 file. 
 Txt: only molecule names are written in a plain text file. 

 
Results 
In the middle of the tab, the user can select between two methods of visualizing the 
results changing the value of “show as” control: 
 

 Table. This table starts with the list of the molecules used as template. 
Then, it contains the results of the similarity search sorted by their similarity 
score. When any line is clicked, the structure of the molecule is shown on the 
right hand window. Pressing the right mouse button, the User can search for 
specific molecule names. This search is also accessible using CTRL+F and F3 
(once it was defined, to find more search hits). 
 

 

 
 
 
 Graphic. Graphical representation of the PCA scores (chemical space) 

covered by the database. This representation contains a coarse mosaic, with a 
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greyscale reflecting the density of compounds included within each tile. Dark tiles 
indicate densely populate regions of the database, while clearer tiles mean more 
sparsely populated regions. When any point is clicked, the structure of the 
molecule is shown on the right hand window. The user can select the PCA 
components represented in the graphic changing the values of X axis and Y axis. 
Pressing the right mouse button a pop-up menu appears containing the following 
commands: 

 
 Toggle Mode. Cycle the mouse mode between “select mode” and “zoom 

mode”. When in select mode, you can click on individual molecules to show 
their names. When in zoom mode you can press and drag the mouse to 
make zoom in or zoom out in the representation. 

 Expand. Graphic is expanded to the maximum size of the window 
 Fit View. Adjust the size of the representation, allowing to see the whole 

space. 
 
3D Viewer 
The right hand side of this tab contains a standard 3D viewer. It will show the 3D 
structures of the molecules selected in the table or in the graphic representation. 
 
 
3.8 Tools 
 

3.8.1. Built script. 
 

Opens a dialog where the user can set up a job for encoding a Virtual Screening 
database or for creating a project in command mode.  
 
Script type 
 
The user can select between creating a Virtual Screening database or creating a 
project. 
 
Files 
The compounds to include in the database are selected by adding one or several 
files. 
 
 
Common options 
 
Computation template 
Define the conditions of the GRIND computation by selecting a pre-set computation 
template. 
 
Database name or Project name 
A descriptive name for the new database or the new project. 
  
Execution after template creation 
If checked Pentacle computation will start as a new independent process in 
background, if not, this command will only write a computation template which must 
be run afterwards using a command like 
 

pentacle -mvs mytemplate.vs 
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This option is not available in Windows. 
 
Database Options 
 
Number of CPUs 
Indicates the number of CPUs used for the computation 
 
PCA components 
Total number of PCA components to extract  
 
Explained variance 
Minimum percentage of X variance which should be explained by the PCA 
components extracted. 
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Project Options 
 
Export Data Golpe Format 
Export the results obtained in the GRIND calculation to a file with GOLPE dat format. 
 
Export Data CSV Format 
Export the results obtained in the GRIND calculation to a file with a CSV format. 
 
 
3.8.2. Database management 
 
Opens a Database maintenance dialog. When called, this command starts asking the 
user for the Database on which he will want to make management operations. Then a 
dialog like this is shown: 
 

 
 
Info.  
Shows the same database information shown by the Info database command. 
 
List compounds.  
List the name of all compounds inside database. 
 
Clone.  
Creates a new Database identical to the current one but with a different name. 
 
Defragment 
When compounds are removed from a database, they are simply de-indexed. In order 
to perform the actual removal of the structures and to recover the space you must call 
this command. 
 
Merge.  
Allows merging the actual database with another that can be selected from a list. 
 
Remove.  
Removes one or many molecules from the Database. The molecules can be selected 
from a dialog where a list of the molecules present is shown. 
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5. Appendix: Command mode 
 
Pentacle can be used in command mode to compute GRIND automatically. The 
results can be exported, they can be used to build a Virtual Screening database, to 
query one of such databases or to extract predictions form models previously created. 
This option allows integrating Pentacle in scripts with different purposes. 

The command mode uses a plain text file to define the files and parameters of the 
computations. This file follows the next simple rules: 

 Each new line is a new command that Pentacle can interpret. 
 Blank lines are ignored. 
 Lines which start with '#' are interpreted as comments and they are not parsed 

by Pentacle. 

The commands that can be used inside the configuration file are the following: 
 
Name Description Example 
input_file Imports the structures described 

in this file. The formats 
supported are: SDFiles, and 
mol2. File type must be 
explicitly exposed in the 
command. 

input_file qf2345.mol2 
mol2 

input_list Add a list of files for being 
imported. Molecule formats 
allowed inside the list are 
SDFiles and mol2 

input_list list.lst 

mif_computation Method used in MIF 
computation. At this 
development step only can be 
used GRID. It is a mandatory 
command 

mif_computation grid 

mif_discretization Method to be used in MIF 
discretization step. Options are: 
AMANDA and ALMOND. It is a 
mandatory command 

mif_discretization 
almond 

mif_encoding Method used in MIF encoding 
step. Options allowed are 
MACC and CLACC, but in 
virtual screening MACC option 
is the only one allowed. It is a 
mandatory command 

mif_encoding macc2 

name Name used for the database. It 
is a mandatory command 

name drugbankDB 

num_cpu Number of CPUs that Pentacle 
will use for the computation. 
Defining more CPUs than the 
actual serve CPUs could slow 
down the computation. Only can 
be used on Virtual Screening 

num_cpu 3 

ph_value Defines a pH value which will ph_value 5 

 194



7.ANNEXES 
 

be used by Pentacle to adjust 
ionizable groups to an 
appropriate state. Allowed 
values are between 0 and 14 

probe Adds a probe to GRID MIF 
computation. Allowed values 
are DRY, O , N1 and TIP 

probe DRY 

dynamic Indicates if the GRID 
parametrization should be made 
using dynamic mode or not. 
Allowed values are yes or no 

dynamic yes 

step Defines the distance in Å 
between two GRID points. 

step 0.5

probes_cutoff Cutoff value for one probe when 
MIF discretization method is 
AMANDA 

probes_cutoff DRY 2.1 

probes_scale Scale factor value for probes 
when MIF discretization method 
is AMANDA 

probes_scale 0.5 

filter_nodes Number of nodes to extract 
when MIF discretization method 
is ALMOND 

filter_nodes 100 

filter_weight Weight applied to one probe 
when MIF discretization method 
is ALMOND 

filter_weight DRY 0.7 

filter_balance Balance applied when MIF 
discretization method is 
ALMOND 

filter_balance 0.7 

macc2_window Smoothing window used to 
obtain the encoding with MACC 
method 

macc2_window 1.8 

macc2_weight Weight applied to one probe 
when encoding method is 
MACC 

macc2_weigth O 1.5 

clacc_window Smoothing window used to 
obtain the encoding with 
CLACC method 

clacc_window 0.8 

clacc_weight Weight applied to one probe 
when encoding method is 
CLACC 

clacc_weight DRY 0.1 

clacc_candidate Number of candidate node 
couples considered for selecting 
the best pair, representing a 
GRIND variable for a certain 
compound 

clacc_candidate 30 

clacc_anch_cut Cutoff value in Å to consider 
that two couples are different. 

clacc_anch_cut 2.5 

clacc_align_coup Number of node couples used 
for the CLACC structural 
alignment. 

clacc_align_coup 30 

clacc_viewpointwindow Indicates the step used to 
discretize the space when 
viewpoints are created. 

clacc_viewpointwindow 
0.8 

 195



7.ANNEXES 
 

clacc_simi_cut Cut off used for the alignment 
process. 

clacc_simi_cut 2.5 

clacc_use_remove Remove couples from the final 
result when their difference to 
the core selected is larger than 
the clacc_anch_cut. Allowed 
values are yes or no. 

clacc_use_remove yes 

clacc_use_alignment Indicates if the molecules must 
be aligned or not (external 
alignment) by the method. 
Allowed values are yes or no. 

clacc_use_alignment no 

clacc_scale Weight assigned to the couples 
containing a the nodes of the 
give probe (DRY or TIP), for the 
selection of the candidate 
couples 

clacc_scale DRY 0.4 

clacc_maxmol Number of molecules used as 
core set in the clustering 
process 

clacc_maxmol 40 

export_data The results of the GRIND 
calculation are exported in this 
format. Allowed values are dat 
or csv 

export_data csv 

pca_components Number of components used to 
create the virtual screening 
database or to extract 
compounds in a virtual 
screening search. Its value 
must be lower than the number 
of compounds minus one. Only 
can be used on Virtual 
Screening 

pca_components 12 

pca_varexplain Minimum percentage of 
variance explained by the 
extracted PCA components. 
Only can be used on Virtual 
Screening 

pca_varexplain 80 

vs_num_results Number of molecules to be 
extracted from the database in 
a query. A Value of -1 indicates 
extracting all the compounds. 
The second value indicates if 
the molecules are extracted in 
mol2 format of txt. 

vs_num_results -1 txt 

vs_database Name of the database used for 
the query. The second value 
indicates if Pentacle must 
search this database name in 
the local or in the global 
database directory. 

vs_database db115PC 
local 

vs_method Extracting method for the 
search. Parameters can be 
minim (minimum distance 
search) or centroid. 

vs_method minim 
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vs_scaling Scaling method for the method. 
Allowed values are no, norm 
and ratio 

vs_scaling norm 

model Model name where predictions 
must be done. The second 
value indicates if Pentacle must 
search this name in the local or 
in the local model directory. 

model model143 global 

export pred Indicates that predicted values 
must be exported. 

export_pred 

Please notice that some of these commands are not required and it is possible to 
start a computation without defining them. Options related with MIF computation 
(GRID), including used probes, discretization (ALMOND and AMANDA) and encoding 
(MACC, CLACC) could be omitted and Pentacle will use default options. 

The simplest way to create a command file is to use one of the template files provided 
in the distribution and adapt it to your specific needs or to use the build script utility. 
 
Command line options 
 
 pentacle -c template. Create a project for computing GRIND descriptors 
 pentacle -vs template. Create a virtual screening database using only one 

processor 
 pentacle -mvs template. Create a virtual screening database using the 

number of processor indicates by num_cpu. 
 pentacle -qvs template. Runs a query on a Virtual Screening database. 
 pentacle -pred template. Obtains a prediction from a model. 
 pentacle -ddb file. Defragment the database indicated in the file with the 

whole path. 
 pentacle -mdb file. Merge the databases indicated in the file with the whole 

path. 
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