
 
 
 
 

ADVERTIMENT. La consulta d’aquesta tesi queda condicionada a l’acceptació de les següents 
condicions d'ús: La difusió d’aquesta tesi per mitjà del servei TDX (www.tesisenxarxa.net) ha 
estat autoritzada pels titulars dels drets de propietat intel·lectual únicament per a usos privats 
emmarcats en activitats d’investigació i docència. No s’autoritza la seva reproducció amb finalitats 
de lucre ni la seva difusió i posada a disposició des d’un lloc aliè al servei TDX. No s’autoritza la 
presentació del seu contingut en una finestra o marc aliè a TDX (framing). Aquesta reserva de 
drets afecta tant al resum de presentació de la tesi com als seus continguts. En la utilització o cita 
de parts de la tesi és obligat indicar el nom de la persona autora. 
 
 
ADVERTENCIA. La consulta de esta tesis queda condicionada a la aceptación de las siguientes 
condiciones de uso: La difusión de esta tesis por medio del servicio TDR (www.tesisenred.net) ha 
sido autorizada por los titulares de los derechos de propiedad intelectual únicamente para usos 
privados enmarcados en actividades de investigación y docencia. No se autoriza su reproducción 
con finalidades de lucro ni su difusión y puesta a disposición desde un sitio ajeno al servicio TDR. 
No se autoriza la presentación de su contenido en una ventana o marco ajeno a TDR (framing). 
Esta reserva de derechos afecta tanto al resumen de presentación de la tesis como a sus 
contenidos. En la utilización o cita de partes de la tesis es obligado indicar el nombre de la 
persona autora. 
 
 
WARNING. On having consulted this thesis you’re accepting the following use conditions:  
Spreading this thesis by the TDX (www.tesisenxarxa.net) service has been authorized by the 
titular of the intellectual property rights only for private uses placed in investigation and teaching 
activities. Reproduction with lucrative aims is not authorized neither its spreading and availability 
from a site foreign to the TDX service. Introducing its content in a window or frame foreign to the 
TDX service is not authorized (framing). This rights affect to the presentation summary of the 
thesis as well as to its contents. In the using or citation of parts of the thesis it’s obliged to indicate 
the name of the author 



Towards Integrated Management
of the Supply Chain for
Enterprise Sustainability





Towards Integrated Management of the
Supply Chain for Enterprise Sustainability

José Miguel Laínez Aguirre
Industrial Engineer

A Thesis presented for the degree of
Doctor of Philosophy

Directed by Prof. Dr. Lluis Puigjaner and Dr. Antonio EspuñaELEMENTS BÀSICS

Símbol

Pantone 542

10

Escola Tècnica Superior d’Enginyeria Industrial de Barcelona
Universitat Politècnica de Catalunya

November 2009



Copyright © 2009 by José Miguel Laínez Aguirre



A mis padres, Miguel y Odilia, con insondable amor





Ta mémoire et tes sens ne seront que la nourriture de ton impulsion
créatrice. Quant au monde, quand tu sortiras, que sera-t-il devenu? En tout

cas, rien des apparences actuelles.

from J eunesse IV
Les illuminations, Arthur Rimbaud (1854-1891)





Summary

Market trends have made enterprises change the way of doing business. Global-
ization makes accessible a wide range of globally dispersed potential suppliers
and customers. For competitive customer service now the market demands en-
vironmentally friendly products, a good portfolio mix, rapid development of
new products, high quality and reliability, after-sales services, among others.
In order to fulfill such requirements firms depend more and more on their sup-
ply chains (SC). Indeed, nowadays competition is not longer among individual
firms, but among SCs. The process system engineering community has been
conscious of this shift and has thus devoted research efforts on devising SC and
enterprise-wide modeling and optimization strategies. Likewise, from another
stand point, the European chemical industry has realized the necessity of SC
improvement in order to remain competitive in the global market.

Supply Chain Management (SCM) is intended to maximize financial returns
by synchronizing material, cash and information flows across interconnected en-
tities (e.g., suppliers, manufactures, distributors) that seek to provide goods or
services to consumers. Lately, it has been recognized the necessity for integrated
SCM solutions which incorporate and synchronize decisions from several busi-
ness functions and different hierarchical levels. Current changing and uncertain
market environment and internal business concerns make it even more difficult
to synchronize all the activities taking place along all SC echelons. Hence, it
would be desirable that SC objectives and plans were developed considering
market and internal operations uncertainty explicitly, revised periodically and
eventually modified following the uncertainty disclosure.

The aim of this thesis is to contribute to the centralized integrated SCM.
The centralized approach to SCM considers that there exists a central entity
that it is able to control the activities of the whole business.

After an overview of SCM and analysis of existing approaches, the sec-
ond part of this thesis is focused on the development of models which con-
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sider the variety of business functionalities decisions. This part explores how
business performance can be improved by integrating strategic SCM with fi-
nancial, marketing and product development planning. The following section
is devoted to topics related to pure strategic and tactical SC operations. It
is investigated how a more appropriate representation of production processes
can be achieved at the SC level. This is done so as to explore any kind of
material flows (i.e., raw materials, intermediates, final products) among any
pair of supply chain components (e.g., suppliers, manufactures, distribution
centers, customers) when optimally re/designing a SC network. This feature
allows later integrating scheduling into the SC design - planning. This part is
also concerned with the environmentally conscious design of SCs.

The fourth part is focused on uncertainty considerations. A model predictive
control whose control algorithm is a stochastic formulation is proposed to face
uncertainty and dynamics in SCM. Here, it is shown how incidences can be
better resolved by approaching them from a SC perspective. This part also
presents a novel and promising graph based approach to deal with scheduling
under exogenous uncertainty. The S-graph framework is enhanced to address
a two stage stochastic scheduling considering demand as uncertain. One of the
advantages of this approach is that the search space does not increase with the
number of considered scenarios. Such a feature reduces the computational cost
required to solve this kind of problems which is one of the major challenges
in this field, thus constituting a robust alternative to existing schedulers to
become eventually the best option in integrated SCM.

The last contribution concerns the integration of hierarchical decision lev-
els. The fifth part examines the implications of considering scheduling decisions
when designing a SC network. It is shown how capacity is the core factor that
allows the integration of hierarchical levels. This part emphasizes that an opti-
mistic performance, due to capacity overestimation, is obtained if scheduling is
not consider into the SC design formulation. Significant performance reductions
can be found when the SC is actually deployed. This is particularly significant
in batch processes where changeover times, cleaning times, idle times commonly
appear. An integrated approach prevents this capacity overestimation by con-
sidering scheduling decisions. Moreover, it is demonstrated how capacity per-
mits low level supervisory control integration. Such integration allows updating
SC capacity and adequately resolving equipment disruptions or breakdowns.
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Resumen

Las tendencias del mercado han hecho que las empresas cambien su forma de
hacer negocios. La Globalización ha permitido a las empresas tener la posibili-
dad de acceder a distintos proveedores y mercados globalmente dispersos. Ac-
tualmente para mantener un servicio al cliente competitivo, el mercado reclama
productos amigables con el medio ambiente, un amplio portafolio de produc-
tos, rápido desarrollo de nuevos productos, alta calidad y fiabilidad, entre otros.
Para cumplir con tales requisitos, las empresas dependen cada vez más de su
Cadena de Suministros (CS). De hecho, la competencia en el mercado ya no es
únicamente entre empresas, sino entre CS. La comunidad científica, específica-
mente, la de Ingeniería de Sistemas de Procesos, es consciente de este cambio
y ha dedicado esfuerzos a la concepción de estrategias para el modelado y op-
timización de CS. Asimismo, la industria química Europea reconoce necesaria
la mejora de la Gestión de la Cadena de Suministros (GCS) para mantenerse
competitiva en un mercado global.

La GCS trata de maximizar los retornos financieros sincronizando los flu-
jos de materiales, información y efectivo existentes entre las distintas enti-
dades que se encuentran interconectadas con el objetivo de proveer un bien o
servicio al mercado. Recientemente, también se reconoce la necesidad de una
Gestión Integrada de la Cadena de Suministros (GICS), la cual consiste en la
sincronización de otras funciones del negocio y de diferentes niveles jerárquicos
de decisión. El actual entorno dinámico de los negocios y de las propias ope-
raciones de la CS hacen difícil la coordinación de las actividades de los com-
ponentes de la CS. Por tanto, es importante que los objetivos y planes sean
desarrollados considerando explícitamente la incertidumbre del mercado y de
las propias tareas de fabricación y que sean revisados periódicamente.

El propósito de esta tesis es contribuir al desarrollo de estrategias para la
GICS. La tesis contempla CS centralizadas, es decir, se considera que existe
una entidad central que es capaz de controlar las actividades de toda la CS.

III



Resumen

Después de una revisión de conceptos y de las estrategias existentes para
abordar la GICS, la tesis se enfoca en el desarrollo de modelos que incluyen
decisiones de diferentes funcionalidades del negocio. Esta parte explora cómo
puede mejorarse el comportamiento de la CS si conjuntamente con la gestión
estratégica de la CS se integran decisiones asociadas con finanzas, marketing
y desarrollo de nuevos productos. A continuación la tesis se dedica a temas
puramente relacionados con la gestión estratégica y táctica de las operaciones
de la CS. Se investiga cómo obtener una representación más apropiada de los
procesos productivos a nivel de CS. De esta manera se exploran todo tipo de
flujo de materiales (Ej., materia prima, producto en proceso) entre cualquier
par de componentes de la CS cuando se optimiza el diseño de la red. Esta
característica después permite integrar el diseño y planificación de CS con la
programación de operaciones (PO). En esta parte se considera también el diseño
de CS considerando su impacto ambiental asociado.

La cuarta parte está dedicada a la consideración de la incertidumbre. Para
ello se propone un control predictivo (MPC) que incorpora como algoritmo de
control un modelo estocástico. Se muestra como las incidencias pueden resol-
verse de mejor manera cuando se tiene en cuenta una visión completa de la
CS en la búsqueda de posibles soluciones. Además se desarrolla una extensión
del método para PO S-graph para abordar problemas bajo incertidumbre. Esta
propuesta posee la particularidad que el tamaño del espacio de búsqueda no
crece con el número de escenarios considerados. Dicha característica permite
reducir los tiempos de solución, lo cual es uno de los principales desafíos en
esta área, constituyendo así una alternativa a programadores actuales y even-
tualmente la mejor opción para la GICS.

La última contribución de esta tesis está relacionada con la integración de
los distintos niveles de decisión. Se muestra como la capacidad es el factor
clave para llevar a cabo esta integración. Se examinan las implicaciones de
considerar la PO cuando se diseña una CS. En esta parte se hace hincapié en
la errónea sobreestimación de la capacidad que se obtiene cuando la PO no es
incluida en el diseño de CS. Reducciones significativas del rendimiento pueden
darse cuando la CS es puesta en marcha. Este punto es aún más significativo
para los procesos batch en los cuales aparecen usualmente tiempos muertos
y tiempos de preparación de máquinas. Una estrategia integrada impide la
sobreestimación de la capacidad al tener en cuenta la programación detallada de
operaciones. Aún más, se demuestra como la capacidad permite la integración
del módulo de control de bajo nivel con la CS por medio de la formulación
de la PO. Dicha integración permite actualizar la capacidad real y resolver
adecuadamente interrupciones y fallos en los equipos.
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Chapter 1

Introduction

1.1 Introductory perspective and motivation

The European Union (EU) has the second largest chemical industry in the
world. According to the European Chemical Industry Council (2009),

the EU accounted for 29.5%, worth 537 billion e, of the total global chemical
sales in 2007. Of the thirty largest chemical companies in the world, twelve
are headquartered in Europe representing around 10% of world chemical sales.
Moreover, chemicals account for 26% of the total EU manufacturing trade
surplus. With regard to employment, approximately 29000 European chemical
and pharmaceutical companies engage a total staff of about 1.9 million which is
6% of the overall workforce in the EU manufacturing industry. What is more,
Figure 1.1 shows that the chemical industry is a key supplier of practically
every sector of the European economy. Thus, it is considered that one job in
the chemical industry creates two jobs outside of it. Owing to this, it is claimed
the competitiveness of all these other sectors is partially dependent on the
efficient supply of chemical products. Altogether, the chemical industry clearly
makes a significant contribution to the EU economy.

Nevertheless, it is noteworthy that the share for the global market held
by European companies is diminishing. The EU chemical industry has lost its
traditional first place in the world ranking in favor of Asia. This fact is a result
of the rapid expansion of the chemical industry mainly in India and China.
This has also caused the European customer base to erode as chemicals large
users relocate their production to lower labor cost countries in Middle and
Far East. The EU chemical industry still has a positive trade balance with all
regions, although for Asia it should be noticed that the trade surplus is very

3
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Figure 1.1: Consumption structure of EU chemical industry (CEFIC, 2009)

small and is diminishing over time. Furthermore, the Trade Competitiveness
Indicator (TCI), an indicator that compares the trade balance to the total
trade of a region, reveals a deteriorating competitiveness of the EU chemicals
industry. Since 2003 to 2008, the TCI declined from 25% to 17%. This shows
that European chemical imports are growing faster than exports. Such a trend
is experienced by other industrial sectors as well (World Trade Organization,
2008).

The European Chemical Industry Council (CEFIC) and the European Petro-
chemical Association (EPCA) have recognized that to remain competitive in
export markets and minimize import penetration into the European chemical
market, enterprises producing chemicals must continue reducing their costs. As
the scope for further reductions related to equipment technology is limited,
given the size and age of European plants, performance improvements should
come from an enhanced Supply Chain Management (McKinnon, 2004). Hence,
in order to preserve its condition and persist as a vital sector in the European
economy, the chemical companies are depending on the performance of their
global Supply Chain (SC) networks.

Many proposals have emerged from the chemical industry for SC improve-
ment. One of them is the necessity of improving the degree of functional co-
ordination, it has been noticed that closer coordination between logistics and
other functional units can improve overall business performance. In addition,
it has been proposed the relocation of production capacity in the long term as
a manner to significantly enhance chemical industry efficiency. Undoubtedly,
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both abovementioned proposals pose the challenge of developing efficient tools
and methodologies so as to obtain innovative solutions for the operation and
design of chemical SCs. From another standpoint, the Process System Engineer-
ing (PSE) community also recognizes that an optimum management of the SC
offers a key opportunity for preserving and improving firm’s value (Grossmann,
2004).

Certainly, there exists a economic trend that is changing the nature of busi-
ness enterprise. Nowadays businesses are increasingly boundaryless, meaning
that internal functional barriers are being removed in favor of horizontal pro-
cess management; externally, the gap between vendors, distributors, customers
and the firm is gradually closing (Christopher, 2005). As result of realizing
this shift, academics as well as practitioners are focusing efforts on developing
holistic frameworks which are capable of supporting the cross-functional deci-
sion making process required to remain competitive under the current complex
and dynamic business environment (Jung, Blau, Pekny, Reklaitis, & Eversdyk,
2004; Wan, Pekny, & Reklaitis, 2005; Guillén-Gosálbez, Pina, Espuña, & Puig-
janer, 2005c; Guillén-Gosálbez, Badell, Espuña, & Puigjaner, 2006a; Hugo &
Pistikopoulos, 2005; Kouvelis & Rosenblatt, 2000).

1.2 Supply chain management

The concept of SC refers to the network of interdependent entities (e.i., retailers,
distributors, transporters, storage facilities and suppliers) that constitutes the
processing and distribution channels of a product from the sourcing of its raw
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materials to its delivery to the end consumer as illustrated in Figure 1.2.
Subsequently, Supply Chain Management (SCM) can be defined as the man-

agement of material, information and financial flows through a SC that aims
at producing and delivering goods or services to consumers (Tang, 2006). The
main objectives are to achieve the desired consumer satisfaction levels and the
maximum financial returns by synchronizing and coordinating the SC members
activities. The need for such coordination grows out of several trends in the
marketplace. One of them is the so-called Globalization which has led to the
availability of a vast set of alternative sources of materials and other inputs
as well as a wider set of potential customers. This evidently expands the SCM
scope to embrace the consideration of international issues. In addition, cus-
tomers’ changing expectations regarding value of goods and services, combined
with advances in technology and the availability of information, have driven
the formation of these “new forms” of networks (Handfield & Nichols, 1999).

1.2.1 Integrated supply chain management
Since its appearance in the nineties, the conception of SCM has evolved from the
primary idea that was to align the forecasting, distribution, and manufacturing
processes. Nevertheless, the original mission and essence which is to break down
“walls” still remains and continue expanding (Hameed, 2007).

Recently, the term Integrated Supply Chain Management has been formally
coined in the work of Varma, Reklaitis, Blau, and Pekny (2007). They noted
that Integrated SCM should encompass in an unified manner strategic and
tactical decisions such as raw material procurement contracts, routing to plant
sites, capacity planning and lead time management, routing of finished prod-
ucts, warehouse positioning, network inventory management and marketing
strategies.

In this thesis, Integrated SCM is understood as an enhanced concept that
attempts to break down “walls” by integrating the decision making across three
dimensions:

• Diverse geographically distributed facilities and organizations;

• Different hierarchical levels of decision-making (strategic, tactical and
operational);

• Various business functionalities (e.g., operations, finances, R&D, market-
ing, environmental management).

Furthermore, as stated by Blanchard (2004) business environment current
trends need to be pondered when developing a SC decision support system.
Specifically, SC managers need to consider the dynamics of a rapidly changing
market environment, such as variability in demand, cancellations and returns,
as well as the dynamics of internal SC operations, such as processing times,
production capacity pitfalls and the availability of materials. Evidently, mar-
ket dynamics and uncertainty and internal business operations make it difficult
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Figure 1.3: Dimensions of integrated supply chain management

to synchronize the activities of all SC echelons; this causes significant devia-
tions from previous objectives and plans. Therefore, for a SC to be efficiently
managed it is important to systematically review variability and to explicitly
take it into account in decision making. These actions search for a flexible re-
sponse to changes in the business environment, increase the decisions accuracy
and robustness, and improve business performance. For these reasons, an inte-
grated framework should include the explicit consideration of SC uncertainties
and dynamics.

The research goal posed in the PSE community is to integrate all these
aspects into a model which would ultimately serve as the core of a SC decision
support system.

It is also important to mention that Enterprise Wide Modeling and Opti-
mization (EWMO) has emerged as a new promising research field. Likewise,
one of its key features is the integration of the information and decision mak-
ing among the various functions that comprise the SC of a company and across
different decision levels as well. Shapiro (2006) recognizes that SCM might be
considered as an equivalent term for describing EWMO. However, in EWMO
the emphasis is on the manufacturing facilities with a major focus being their
planning, scheduling and control which often requires specific knowledge of
process engineering (Grossmann, 2005). Here, the Integrated SCM application
is devoted to the chemical process industry for which it is necessary to recall
particular knowledge of process engineering as it occurs in EWMO. For the pur-
poses of this thesis, EWMO and Integrated SCM are considered as equivalent
terms.
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1.3 Supply chain modeling

In general terms, modeling is the attempt of devising an approximate repre-
sentation of a system with the goal of providing predictions of the system’s
performance measures of interest. Such a representation is called a model. A
model is designed to capture certain behavioral aspects of the modeled system–
those that are of interest to the analyst–in order to gain knowledge and insight
into the system’s behavior (Morris, 1967). Particularly, SC models enable us
to investigate and discover potential satisfactory alternatives for managing the
SC.

1.3.1 Organizational structure

SC entities such as raw material suppliers, manufactures, distributors, retailers
can be managed as a single organization or they can be treated as independent
organizations. Following this differentiation three managing approaches may
appear in a SC, namely, centralized, semi-centralized, and decentralized.

Centralized This approach considers the existence of a central entity owning a
global visibility on all nodes comprising the SC. Under this approach, it is
assumed that the central entity can access all the information regarding
the parameters that describe the characteristics and status of each SC
members. The central entity uses this information to smooth out the
pressure among SC members, and an attempt is made to optimize the
entire SC.

Decentralized This approach considers that decisions are made separately by
each SC member or groups of them. Since SCM does not mean ownership
of other organizations, decentralized approaches attempt to influence de-
cision making and impact system-wide performance (Vonderembse et al.,
2006).

Semi-centralized This approach is a hybrid of the two previous ones. Interme-
diate cases fall into this category.

In order to develop a SC model, firstly, the SC organizational structure
is being dealt with should be determined. Obviously, the SC organizational
structure conditions the model’s scope and the elements to be contemplated.

1.3.2 Model elements

Min and Zhou (2002) outline some key elements which should be pondered for
developing SC models, namely, (i) SC drivers, (ii) SC decisions, and (iii) SC
restraints.
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SC drivers This element refers to the SC goals setting and performance. The
major driving forces behind a SC are customer satisfaction, economic incen-
tives, efficiency and risk. Customer satisfaction is the degree to which customers
meet their requirements with the product received. Typical customer oriented
metric are the lateness, tardiness, response time, fill rate and customer service
level. Economic drivers show how profitable a SC is. Examples of this type of
metrics are total cost, profit, net present value (NPV), return-on-investment
(ROI), among others. Efficiency measures reflect how well SC resources are
utilized. Makespan and total idle time belong to this group. Finally, risk is
a complementary metric that shows the probability of achieving a predefined
performance level.

SC decisions SC performance is an outcome of the decisions made in order
to synchronize the materials, information and cash flows along the SC partners.
The decisions encompassed in a SC model depend on its scope. However, some
of them are listed next.

• Location They involve determining where to place new SC facilities.

• Capacity changes These type of decisions determine where, when and
what amount to expand or reduce SC capacity (i.e., equipment technology
or workforce).

• Flows magnitude They determine the volume of purchasing, production
and distribution of each material.

• Allocation They involve allocating resources to SC tasks (i.e., assignment,
sequencing, and timing).

• External links These decisions define which external suppliers should be
utilized or phased out. They also include outsourcing decisions.

• Inventories They determine the inventory control policies and safety stock
levels.

SC restraints This set represents the SC restrictions. They determine the
feasibility of the different management alternatives. This restrictions include:
mass balances; SC capacity constraints; technological constraints (e.g., prod-
uct recipes, product sequencing, unstable and perishable materials); budgeting
limitations; suppliers’ capacity; market demand and competition, customer sat-
isfaction requirements, among others.

1.4 Research scope and objectives
Modern enterprises are global networks comprising several distinct SC echelons.
Chemical enterprises are supported not only by production operations but also

9
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Figure 1.4: Schematic of an integrated SC model

by product R&D as well as by strategic functions such as financial planning
and marketing. With the aim of maximizing growth and creation of firms value,
companies need these functional components to be well coordinated by an inte-
grated model. This fact can enhance capabilities of adapting and responding to
uncertainties arising from internal processes as well as external environment.

Decisions within organizations ought to be carried out quantitatively un-
derstanding the trade-offs among the risks and benefits that imply the different
available options. Despite the fact of being necessary, there has not still been
proposed any integrated and unified model to provide such quantitative sup-
port for decision making, which will allow optimizing enterprise resources (e.g.,
materials, cash, personnel) utilization (see Fig. 1.4). In general, the main aim
of this thesis is to contribute to the development of integrated mathematical
programming models for centralized SCs considering the specific characteristics
of chemical related sectors. This general aim can be broken down to four more
specific objectives that would together achieve the overall goal of this thesis as
follows:

• To develop and demonstrate the benefits of SC models that integrate
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different business functionalities and hierarchical decision levels.

• To formulate SC models that encompass a better description of produc-
tion processes and SC members connectivity.

• To propose strategies for decision making under uncertainty that system-
atically review variability and explicitly take it into account.

• To apply solution strategies that allow reducing the computational bur-
den required to tackle SC problems.

1.5 Thesis outline

The general structure of this thesis has been devised bearing in mind the dimen-
sions of integrated SCM previously discussed. Figure 1.5 represents schemati-
cally the outline of this document.

In addition to the previous introduction, Part I presents in Chapter 2 a
State-of-the-Art review which finally allows identifying some integrated SCM
trend and challenges. Then, the methods and tools utilized throughout this
thesis are briefly explained in Chapter 3.

The main body of this thesis has been divided in four parts. Part II deals
with business functionalities integration in order to bring a systemic view of
strategic SCM. With this purpose, Chapter 4 deals with the design and retrofit
of SCs and proposes a novel framework to address this problem. The proposed
framework consists in incorporating financial considerations at the strategic
decision-making level and adopts the firm’s corporate value as the objective to
be maximized. Later on, this model is extended in the following two chapters.
Chapter 5 presents an integrated model which also incorporates simultaneously
R&D decisions. The model considers the endogenous uncertainty associated
with product test outcomes during the development process. To end this part,
a mathematical model that incorporates marketing decisions is presented in
Chapter 6.

Part III focuses on purely operations strategic and tactical issues. In Chap-
ter 7, a novel flexible formulation approach which translates a recipe representa-
tion to the SC environment is proposed to solve the challenging design-planning
problem of SC networks. By extending the previous model, Chapter 8 addresses
the optimization of SC planning and design considering economical and envi-
ronmental issues. The model performs an environmental impact mapping along
the comprising SC nodes and activities. Here, environmental metrics are also
considered as objectives to be optimized.

Next, Part IV tackles uncertainty in SC problems. In Chapter 9, an MPC
methodology is proposed which comprises as control algorithm the stochastic
version of the strategic model presented in Chapter 4. Chapter 10 presents a
novel approach to deal with scheduling problems under uncertainty. In this
chapter a graph-theoretic approach, S-graph, is enhanced so that stochastic
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Figure 1.5: Thesis outline
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scheduling problems can be handled. Next, Part V addresses the integration
of hierarchical decision levels. Here, Chapter 11 shows the integration of the
SC design-planning model with a scheduling formulation so that decision levels
integration is achieved. The model developed in Chapter 7, which is a transla-
tion of a classical scheduling recipe representation to the SC context, and the
framework proposed in Chapter 9 are combined in this chapter. The impact
of considering scheduling aspects of process operations in the design of a SC
network is evaluated.

Finally, Chapter 12 summarizes the thesis contribution and draws conclud-
ing remarks for future work.
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Chapter 2

State-of-the-Art

2.1 Introduction

Different classifications have been proposed so far for SC problems ap-
proaches. For instance, Beamon (1998) suggests to catalog SC design and

analysis problems into four categories, according to the nature of the inputs
and the objective of the approach. The approaches are classified then as de-
terministic, stochastic, economic and simulation models. Shah (2005) proposes
another classification which is divided in three categories: SC infrastructure
design; SC analysis and policy formulation; and SC planning and scheduling.
As it can be noticed, there are many possible classification criteria in order to
group the methodologies that have been applied for SCM. What is more, all
these categories may overlap among them. For the purposes of this thesis, a
brief description concerning the techniques and tools utilized to solve the dif-
ferent problems arising in integrated SCM is done in next section. Afterward,
the approaches developed so far are categorized following the integrated SCM
dimensions established in section 1.2:

• The decision level at which the problem may be ascribed (e.g., strategic,
tactical);

• The functional areas which are included in the modeling (e.g., finances,
environmental issues), and

• The uncertainty treatment (e.g., stochastic programming, predictive con-
trol).

15



2. State-of-the-Art

2.2 Solution approaches
Different tools and techniques have been deployed to support decision making
processes. A general taxonomy distinguishes between transactional and ana-
lytical systems. Transactional systems are just concerned with the acquisition,
processing and communication of data over the enterprise. Otherwise, analyti-
cal tools introduce some intelligence to evaluate different alternatives available
to solve the addressed problems. Furthermore, analytical tools can be classified
into descriptive and normative approaches.

It is noteworthy that the way in which computer aided systems for enter-
prise decision support have evolved has caused some problems and inefficien-
cies in SCM. In the last decade, Enterprise Resource Planning (ERP) became
popular. Essentially, a ERP system is a multi-module application which is in-
tegrated with a relational database and can serve all departments within an
enterprise. Certainly, ERPs are not enough as their main core is a not flexible
non redundant database that centrally organizes transactional information.Due
to the lack of software capable of linking transactional and analytical modeling
systems, the material logic of the pioneer MRP system (Orlicky, 1975) still
remains as the kernel of most of the current commercial ERPs. Additionally,
analytical systems has not incorporated the multi-functional planning models
required to optimize the combined effects of the different variables involved
in the problem. Under this scenario, organizations ability to respond to the
market changes in a efficient manner is being hampered. Indeed, integrated an-
alytical systems which are instanced automatically from transactional systems
data are required to open new ways of making satisfactory overall decisions.

2.2.1 Normative approaches
The normative category involve those approaches whose main goal is optimiza-
tion: mathematical programming models and heuristic techniques.

According to the Mathematical Programming Society1, in a mathematical
programming or optimization problem, one seeks to minimize or maximize a
real function of real or integer variables, subject to constraints on the variables.
Optimization problems are made up of three basic components: (i) an objective
function which one aims to minimize or maximize (e.g., in the area of PSE
it is usual to maximize the profit or minimize the total cost); (ii) a set of
variables which affect the value of the objective function (e.g., the amounts of
different resources used or the time spent on each activity); and (iii) a set of
constraints that allow the variables to take on certain values but exclude others.
The term mathematical programming refers to the study of these problems,
their mathematical properties, and the development and implementation of
algorithms to solve these problems.

Most realistic optimization problems require the simultaneous optimization
of more than one objective. In these and most other cases, it is unlikely that

1http://www.mathprog.org/
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the different objectives would be optimized by the same variable value choices.
Hence, some trade-off between the criteria is needed to ensure a satisfactory
solution. The Multi-Objective (MO) optimization is suitable for this kind of
problems. It gives a set of Pareto optimal solutions rather than an exclusive
unique value. The MO optimization enables the efficient integration of a num-
ber of issues regarding different enterprise functionalities. Many methodologies
have been proposed for treating MO optimization problems (Miettinen, 1999).
Among them are the weighted-sum method, the ε-constraint method, and the
goal-programming method. These methods are based on the conversion of the
objectives vector into a scalar objective and are the most widely used in process
engineering (Azapagic & Clift, 1999a; Zhou, Min, & Gen, 2002; Chen, Wang,
& Lee, 2003; Cheng, Subrahmanian, & Westerberg, 2004). In addition, multi-
parametric programming can be used to deal with multi-objective optimization
in a more rigorous manner (Papalexandri & Dimkou, 1998; Guillén-Gosálbez
& Grossmann, 2009).

On the other hand, heuristics are rules or algorithms that obtain a good
feasible solution to a given problem, but they do not guarantee optimality.
Lagrangian heuristics and meta-heuristics fall into this category. Lagrangian
heuristics consist in iterative methods that try to build feasible solutions from
the solution provided by the Lagrangian relaxation of an optimization problem.
This process is usually repeated until the gap between the best upper bound
and the best lower bound stands below a certain value (see section 3.8.1). Meta-
heuristics (e.g., genetic algorithms, simulated annealing, tabu search, scatter
search, ants colony) are solution methods that orchestrate an interaction be-
tween local improvement procedures and higher level strategies to create a pro-
cess capable of escaping from local optima and performing a robust stochas-
tic search of a solution space (Glover & Kochenberger, 2003). While meta-
heuristics have proved to be very effective in combinatorial problems, their
optimality and convergence are not certified; there is no systematic procedure
for obtaining good bounds on the attainable optimum values of the objective
function (Pekny & Reklaitis, 1998). Significant research in this field is devoted
to incorporate meta-heuristics within mathematical programming techniques.

2.2.2 Descriptive approaches

Descriptive approaches, among them simulation and forecasting, intend to give
some information in order to understand the nature of the system but without
using specific algorithms for doing improvements.

Forecasting techniques are concerned with approaches for determining what
the future holds2. The field of forecasting includes the study and application
of judgment as well as of statistical methods such as time series analysis and
regression. In SCM forecasting has been typically used to predict raw material
costs and future demand of products.

2http://www.forecastingprinciples.com/
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In simulation, a model of a system is created so as to describe some pro-
cess involving individual entities such as persons, products or messages. The
components of the model try to reproduce, with varying degrees of accuracy,
the actual operations of the real components of the process. Most likely, the
system will have time-varying inputs and time-varying outputs that are af-
fected by uncertain events. Moreover, the flow of entities through the system
is controlled by logic rules that derive from the operating rules and policies
associated with the process being modeled (Jensen & Bard, 2003). Because the
simulation model generally acts just as a function evaluator, which operates
as a meritorious reproduction of its real-world counterpart, complex nonlinear
relationships may be incorporated without significantly increasing computa-
tion times. In that sense, simulation is much less restricted than optimization
models. Using simulation one can duplicate real systems with a high level of
accuracy. Due to this capacity for detail, simulation has become a very popu-
lar method for SC analysis (Perea-López, Grossmann, Ydstie, & Tahmassebi,
2001; Jung et al., 2004; Wan et al., 2005; Mele, Espuña, & Puigjaner, 2006b). Its
ability to model uncertain events with arbitrary probability distributions and
systems that have a variety of interacting processes is particularly appealing.

Recently, the agent paradigm is being applied as a simulation tool to solve
process engineering problems in which coordination of multiple entities is re-
quired (Han, Douglas, & Stephanopoulos, 1995; Maguire, Struthers, Scott, &
Paterson, 1998; Yang & Yuan, 1999; McGreavy, Wang, Lu, Zhang, & Yang,
1996; Eo, Chang, Shin, & Yoon, 2000). A software agent is an autonomous,
multi-threaded object, which is able to communicate with other agents, to re-
act to changes in its environment, and to take initiative based on pre-specified
goals (Wooldridge & Jennings, 1995).

SCM problems are distributed in nature, and require extensive coordinated
decision-making. Thus, a multi-agent system is a suitable tool to tackle this
kind of problems. For instance, Goodwin, Keskinocak, Murthy, Wu, and Akki-
raju (1999) present a framework for providing decision support for an online
exchange. The authors use a multi-agent system to find matches of demand
and supply on the exchange and provide the user with the best set of transac-
tions that is found. The match is selected based on the user discretion. Sauter,
Parunak, and Goic (1999) present an architecture called Agent Network for
Task Scheduling (ANTS), inspired by insect colonies and humans. Agents rep-
resent elements in the SC and within a factory. Each firm in turn is viewed as
a small SC, thus the interface between agents within a firm is similar to those
between different firms. This helps an easy integration of the SC elements.
Agents also represent the resources of the firm. Each agent has a committed
capacity profile, which shows its time-varying load. In case a new task has to
be scheduled, each agent bids for that task with a bid that is inversely propor-
tional to the committed capacity of the agent. Thus, resources are allocated to
tasks without resorting to rescheduling the entire SC.
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Simulation based optimization

Historically, one of the disadvantages of simulation is that it is not an optimiza-
tion technique. Typically, a relatively small number of system configurations
are simulated and the one that appears to give the “best” performance is cho-
sen. However, simulation models can be coupled with meta-heuristics in order
to provide them with improvement capabilities. In this scheme, which is known
in literature as simulation based optimization, the simulator acts as a function
evaluator and the meta-heuristic method uses the simulation results to search a
set of parameters (i.e., decision variables) that improve the simulation outputs
(i.e., objective function). The main drawbacks of this combined approach are
the high computational effort required to obtain a consistent solution and the
quality sensitiveness of the solution to the choice of the meta-heuristic and the
corresponding parameter settings.

In order to alleviate the computational burden of simulation of complex
systems, a surrogate model can be created to replace individual replications.
Surrogate models or meta-models are functional relationships between the input
variables and the performance measure. Surrogate models are tuned to mimic
the underlying simulation model as closely as needed over a representative
search space. SCM applications of simulation based optimization and surrogate
models can be found in the works of Jung et al. (2004); Wan et al. (2005); and
Mele, Espuña, and Puigjaner (2006a).

This thesis is focused on the analytical approaches developed to support
decision making in SC problems.

2.3 Literature review
The criteria selected to catalog the approaches developed so far are specifically
associated with the characteristics of the SC problem that is being addressed.
Figure 2.1 shows schematically this classification. All those approaches that fo-
cus on the process operations side and neglect the interrelationship of business
functional areas are categorized according to the hierarchical decision level cri-
teria. Then, it has been considered appropriated to emphasize those approaches
which merge functionalities by grouping them in accordance with that criterion.
Finally, those approaches which deal with uncertainties are revised.

2.3.1 Hierarchical decision making levels

In integrated SCM, the dimension of hierarchical decision levels deals with is-
sues related to temporal integration in that they involve coordinating decisions
across different timescales. In practice, it is usually helpful to use the time di-
mension to establish hierarchical order to planning. The hierarchical planning
approach was first presented in the work of Hax and Meal (1975). A framework
for a hierarchical decision making in which the aggregate results of capacity
planning provide constraints for detailed scheduling decisions was presented.
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Figure 2.1: Classification of supply chain management approaches

The authors selected such an approach since an optimization for the entire sys-
tem could not be developed using the analytic methods and data processing
capabilities available at that time. Today’s computing capabilities and opti-
mization techniques progress together with the more horizontal management
of firms create an appealing scenario for attempting integrated approaches for
SCM.

Under a hierarchical-sequential scheme, first, long-term or strategic plan-
ning affects the achievement of goals over sourcing and investment decisions.
Long-term plans generally concern the enterprise infrastructure and links with
“external” organizations. Once implemented, plans cannot be easily altered at
this level since their implementation is typically capital intensive and time con-
suming. In terms of organizational structure they are usually under the control
of shareholders and/or upper level management personnel. Intermediate time
periods require tactical planning. Tactical or middle term planning results in
decisions related to the magnitude of material flows across the manufactur-
ing/distribution network that is established by the strategic level. Finally, short
term or operational planning is characterized by those many decisions that must
be made at the shop floor for the daily or weekly activities.

The need to support decision making and improve operations over all lev-
els of planning has lead to the development of several hierarchical modeling
approaches. A sample of these works is provided in next sections.
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Strategic level

The SC strategic level determines the network through which production and
distribution serve the marketplace. The intent of the SC network design prob-
lem is typically to determine the optimal sourcing, manufacturing and dis-
tribution network for the new and existing product lines of a company (e.g.,
expansion or contraction of the business, introduction of new products, new
strategic suppliers). The most common approach is to formulate a large-scale
Mixed Integer Linear Program (MILP) that captures the relevant fixed and
variable operating costs for each facility and each major product family. The
fixed costs are usually associated with the investment and/or overhead costs
for opening and operating a facility, or with placing a product family in a fa-
cility. The variable costs include not only the manufacturing, procurement and
distributions costs, but also the tariffs and taxes that depend on the network
design. The network design problem focuses on the design of two or three ma-
jor echelons in the SC for multiple products. Due to the nature of the problem
being solved, network design is typically solved every two to five years (Graves
& Willems, 2003). The strategic plan is developed at an aggregated level of
time, products and resources.

The SC design problem has its origins in the location problem which has
been a subject of study in Operations Research since the 1950’s. However, it was
first structured in a solvable MILP form by Balinski (1965). An early example of
a production-distribution network optimization study in the process industries
is given by Brown, Graves, and Honczarenko (1987) who consider the biscuit
division of Nabisco. Their model involves the opening or closing of plants, and
the assignment of production to plants.

Papageorgiou, Rotstein, and Shah (2001) present a MILP to support strate-
gic supply chain decision-making for pharmaceutical industries. The formula-
tion include the selection of the product development and introduction strategy
together with long-term capacity planning and investment strategy.

Cakravastia, Toha, and Nakamura (2002) develop an analytical model of
the supplier selection process in designing a SC network. The assumed objec-
tive is to minimize the level of customer dissatisfaction, which is evaluated by
two performance criteria: price and delivery lead time. The overall model op-
erates at two levels of decision-making: the operational level and the strategic
level. The operational level concerns decisions related to optimizing the man-
ufacturing and logistical activities of each potential supplier in order to meet
the customer’s requirements. At the strategic level, all the bids from potential
suppliers are evaluated and the final configuration of the SC is determined.
Bansal, Karimi, and Srinivasan (2008) report a MILP formulation to fulfill the
logistics needs of a global enterprise in terms of Third Party Logistic (3PL)
contracts and in-house execution. They represent tasks as logistics recipes and
superstructures, similar to the ones used by the scheduling model presented in
Sundaramoorthy and Karimi (2005). The goal is to obtain the 3PLs contracts
that serve the total needs of a company and with the minimum cost.
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Kallrath (2002) describes a tool for simultaneous strategic and operational
planning in a multi-site production network. He aims to optimize the total
net profit of a global network, where key decisions include: operating modes
of equipment in each time period, production and supply of products, minor
changes to the infrastructure (e.g., addition and removal of equipment from
sites) and raw material purchases and contracts. The standard material bal-
ance equations are adjusted to account for the fact that transportation times
are much shorter than the period durations. Production plans were developed
which resulted in cost savings of several millions of US dollars. Similarly, Sousa,
Shah, and Papageorgiou (2008) develop a two-level sequential approach for SC
design and operational planning. A feedback integration methodology is pre-
sented in order to reduce the gap between the strategic and planning stage.
Their approach is illustrated using a case study from a multinational agrochem-
icals company. Recently, Al-Qahtani and Elkamel (2009) develop a mathemat-
ical programming tool for the simultaneous design of an integrated network of
refineries and petrochemical processes. The model establishes the design of an
optimal petrochemical process network from a range of process technologies to
satisfy a given demand. A polyvinyl chloride complex is used to illustrate the
economic potential and trade-offs involved in the optimization of the network.
The objective is to minimize the annualized cost over a given time horizon.

Lasschuit and Thijssen (2004) describe a Linear Programming (LP)/ Non-
Linear Programming (NLP) based branch and bound algorithm for the strategic
and global planning of a network of manufacturing plants. The objective is to
minimize total SC costs using the toolset known as Global Manufacturing and
logistics Optimization System/Network analysis and Supply chain optimization
System (GMOS/NetSim).

Ryu and Pistikopoulos (2005) propose a SC design model which can use
three different operating policies, namely: cooperation (one market-one plant),
coordination (one product-one plant) and competition (free commission). A
MILP formulation is used to addressed this problem. They conclude that the
optimal policy depends on the market conditions of each case.

The flexible process networks framework (Bok, Grossmann, & Park, 2000)
is extended to tackle SC design problems by You and Grossmann (2008). They
address SC design optimization considering responsiveness and NPV as the
objectives to be maximized. The authors quantitatively analyze how network
configurations may have an effect on the responsiveness to market changes.

Ferrio and Wassick (2008) present an approach which is aimed to the re-
design of existing SC networks. Their model consists in a single period network
design MILP model for multi-product SCs considering three echelons (process-
ing plants, distribution centers and customers). Direct shipping and product
flows among plants and/or distribution centers are taken into account, but the
potential linkages must be predefined. Naraharisetti, Karimi, and Srinivasan
(2008) present a MILP approach for SC redesign considering the alternative of
disinvestments. They illustrate the financial impact of ignoring disinvestment
and/or relocation decisions for a multinational corporation case study.
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Mele, Guillén-Gosálbez, Espuña, and Puigjaner (2007) consider a SC agent-
oriented simulation system to solve the retrofit and design problem of a pro-
duction/ distribution network under uncertainty. The starting point is a set of
possible network structure options. The performance of each SC configuration
is assessed through a multi-agent model that is coupled with a genetic algo-
rithm in order to optimize the operation variables associated to each design
candidate.

Enterprise-wide networks have been designed using P-graphs in the work of
Fan, Kim, Yun, Park, Park, Bertok, and Friedler (2009). P-graph is a graph-
theoretic method that has proved to be efficient for process-network synthesis.
The method simultaneously yields not only the optimal but also the near-
optimal networks in a ranked order in terms of the objective function. This
approach has as advantage that the computation time does not exponentially
increase with the network complexity; however, further improvements may be
done to deal with inventory and mass balance constraints.

Most of the strategic SC models discussed here inherently considered a given
SC superstructure. For instance, they do not considered materials flows among
entities belonging to the same echelon type (i.e., distribution centers, manu-
facturing plants). Even more, the possibility of direct flows from upper to not
immediate subsequent echelons is scarcely addressed. Additionally, production
decisions used to be confined to final products. To date, intermediates and its
relation to final products are virtually disregarded in SC models. Hence, further
research should be devoted to overcome these current drawbacks in strategic
SC modeling.

Tactical level

Planning a SC is a very complex task. Among other things, SC managers are re-
sponsible for planning manufacturing processes, selecting appropriate technol-
ogy within available equipment, determining material flows between echelons,
allocating products, and monitoring control systems. Time horizons are up to
several months in length. SC planning considers a fixed infrastructure over a
short- to medium-term, and seeks to identify how best to use the production,
distribution and storage resources to respond to demand (Shah, 2005). Here, a
rough capacity planning is carried out, as processing times are typically smaller
that the time period unit used at this level.

Wilkinson, Cortier, Shah, and Pantelides (1996) describe a continent-wide
industrial case study. This involved optimally planning the production and
distribution of a system with 3 factories and 14 market warehouses and over
100 products. It is found that the ability of the model to capture effects such
as multipurpose operation, intermediate storage and changeovers give rise to
counter-intuitive results, such as producing materials further away from de-
mand points than expected. This shows that the complexity associated with
producing many products in each factory may be balanced with the extra dis-
tribution costs incurred by concentrating the manufacture of specific products
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at specific sites.
McDonald and Karimi (1997) deal with a multi-period midterm sourcing

and production planning model for semicontinuous multiproduct single-stage
processes. The outputs of the model are the assets allocation over the planning
horizon. They explore the implications of the incorporation of minimum run
length constraints.

Swaminathan, Smith, and Zadeh (1998) present a modeling and simulation
framework for developing customized decision support tools for SC planning.
They use agents to represent SC entities (e.g., customers, manufacturers, trans-
portation). These agents use different interaction protocols and help in simu-
lation of material, information, and cash flows. The agents use various con-
trol policies to manage inventory, procure components, and determine optimal
transportation routes. The simulation model is then used to analyze different
re-engineering options, such as changing inventory control policies, for a com-
pany. Wan et al. (2005) propose a simulation-based optimization framework for
analyzing SCs planning under uncertainty. It is presented a case of study with
a stochastic model with random transportation time and customer demands
in which total cost is minimized. The framework employs a surrogate model
together with domain reduction and incremental sampling to extract structure
information from noisy simulation results; the SC decisions are then optimized
using the surrogate model.

Jackson and Grossmann (2003) develop a Mixed Integer Non-Linear Pro-
gram (MINLP) model for the production planning and product distribution
of several continuous multiproduct plants. The authors apply spatial and tem-
poral decomposition schemes based on Lagrangian decomposition in order to
solve large-scale instances of the problem.

Ryu and Pistikopoulos (2007a) employ a two-level optimization framework
for the planning of SCs. At first, they allocate aggregated demand into the SC
entities by using one of the policies presented in their previous work (Ryu &
Pistikopoulos, 2005). Secondly, on the basis of the assigned demand, single-site
planning problems are then constructed for individual entities.

Neiro and Pinto (2004) present a work that propose an MINLP for mod-
eling petroleum SCs. Processing units are modeled based on the framework
developed by Pinto, Joly, and Moro (2000) and particular frameworks are pro-
posed to storage tanks and pipelines. Shulz, Diaz, and Bandoni (2005) also
formulate a SC model for a petrochemical complex as a multiperiod MINLP.
The model includes production, product delivery, inventory management and
decisions such as individual production levels for each product, as well as op-
erating conditions for each plant in the complex. The objective function is the
maximization of total profit for the entire site. Kuo and Chang (2008) report
an integrated MILP for the coordination of various planning and scheduling
decisions in a petroleum SC. The MILP model yields the proper procurement
scheme for crude oils, the production schedules, and the corresponding logistics
decisions.

Recently, some works are modeling the SC physical distribution in more de-
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tail. A SC problem consisting of production planning and distribution schedul-
ing in two tiers is presented by Mokashi and Kokossis (2003). A decomposition
of the overall problem into aggregate production planning and 2-echelon dis-
tribution scheduling is proposed. The two individual problems are solved by
applying customized dispersion algorithms on graphs that represent their con-
straints and objectives in the form of connections between vertices and its
weights. Results are presented for an industrial case study making comparisons
with ad-hoc methods for these individual problems. Al-Ameri, Shah, and Pa-
pageorgiou (2008) formulate a MILP for a Vendor Managed Inventory (VMI)
problem using a modified version of the Resource-Task-Network (RTN) repre-
sentation (Pantelides, 1994). They propose an aggregated and a detailed model
which encompass together production, transportation and inventory decisions.
The models are integrated by means of a rolling horizon approach. Verder-
ame and Floudas (2009) extend their previous single-site planning formulation
(Verderame & Floudas, 2008) to explicitly take into account transportation
tasks and multiple sites. The authors develop an multi-site operational plan-
ning with production disaggregation model that generates daily production and
shipment profiles so that capacity, along with the demand requirements, are
concurrently considered. The proposed model is a MILP discrete-time formula-
tion, however duration constraints are included to capture the continuous-time
nature of SC tasks.

Berning, Brandenburg, Gürsoy, Kussi, Mehta, and Tölle (2002) shows a
manner of approaching the planning- scheduling problem in the chemical pro-
cess industry involving batch production. Their work addresses three distinct
aspects: a scheduling solution obtained from a genetic algorithm based op-
timizer, a mechanism for collaborative planning among the involved plants,
and a tool for manual updates and schedule changes. The implementation of a
collaborative planning model allows a distributed decision making and access
to the production schedule at the various involved plants . A “chain planner”
who is authorized to look at production schedules of multiple plants simulta-
neously is introduced so as to be a system support for conflict management.
Even though, the works of Sung and Maravelias (2007) and Erdirik-Dogan and
Grossmann (2007) are dealing with single-site planning and scheduling integra-
tion it is important to mention that their approaches may be further exploited
in a SC environment. Sung and Maravelias (2007) develop off-line approximat-
ing functions for the production feasible targets and production cost. These
approximate functions merely involved production planning variables and are
created using convex hull approximations for the STN formulation. Erdirik-
Dogan and Grossmann (2007) develop a planning model that considers mini-
mum changeover time sequencing constraints. More accurate production plans
are obtained by using this model. To reduce the computational expense of large
scale problems, they introduce a relaxed version of the model and the utilization
of a rolling horizon approach.

Finally, Raj and Lakshminarayanan (2008b) develop a performance assess-
ment and improvement framework for decentralized distribution networks. The
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proposed methodology aims at identifying the problematic nodes in order to
revise and optimize their inventory policies and parameters. Later on, Raj and
Lakshminarayanan (2008a) expand their model to account for different objec-
tives by using a multi-objective genetic algorithm approach.

Again, similarly to the strategic level, models discussed here inherently con-
sidered a given SC superstructure for the material flows, thus preventing from
exploring new potential value-effective planning alternatives. Also, a better
representation of production process is required at the SC level for activities
planning. Another topic that deserves more research is the not centralized SC
planning. There are works addressing such a problem, though how to achieve
optimal or near optimal solutions for this kind of problems where not all SC
entities related data is available is still an open research subject.

Operational level

On this short-term level, decisions are associated to programming-scheduling
issues. The scheduling of production facilities can be generally defined as a
decision-making process that answers the questions how, where, and when to
produce a set of products in order to satisfy customer demand. How refers to
the plant resources required (processing units, steam, electricity, raw materials,
manpower, etc.); the question where is answered by allocating every operation
to a specific unit; finally, when consists of predicting the start and end times for
each operation (Pekny & Reklaitis, 1998). Usually, resources and demand are
fixed or known at this level. It is important to notice that the time period unit
utilized at this level is typically smaller than task processing times. Therefore,
sequencing and assignment decisions are addressed here instead of a rough
capacity problem which is considered at higher decision levels (i.e., strategic
and tactical levels).

Single-site detailed scheduling has been an active area in the process en-
gineering in the last decade (Shah, 1998). However, few works can be found
in the literature considering the multi-site scheduling problem due to the high
complexity when attaining this sort of problems. A recent review of single-
site short-term scheduling can be found in Méndez, Cerdá, Grossmann, Har-
junkoski, and Fahl (2006).

A multi-period optimization model for addressing the SC optimization in
continuous process networks is proposed by Bok et al. (2000). The main feature
of this study is that detailed operational decisions are considered over a short
time horizon ranging from 1 week to 1 month. A bi-level decomposition algo-
rithm has been proposed that reduces a large original problem into a smaller
relaxed problem and a smaller sub-problem. Decisions for purchasing raw ma-
terials are made in the relaxed problem in which the changeover constraints
are relaxed. In the sub-problem, fixing the decisions predicted in the relaxed
problem, the SC optimization is performed with non-relaxed job changeovers
constraints.

Jetlund and Karimi (2004) consider the maximum-profit scheduling of a fleet
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of multi-parcel tankers engaged in shipping bulk liquid chemicals. For this, they
present a MILP formulation using variable-length slots and propose a heuristic
decomposition algorithm that obtains the fleet schedule by repeatedly solving
the base formulation for a single ship.

Guillén-Gosálbez, Espuña, and Puigjaner (2006b) use the State- Task- Net-
work (STN) representation to tackle a SC scheduling problem under uncer-
tainty. The resulting MILP formulation is solved using an approximation strat-
egy based on the rolling horizon approach and the deterministic solution of
the model. Recently, Amaro and Barbosa-Póvoa (2008b) address the optimal
scheduling of SCs considering transportation operations and policies. A discrete
MILP formulation is used to solve the problem which includes compatibility
and capacity constraints to model transportation tasks.

Additionally, it is important to point out a graphical approach, S-graph, to
tackle chemical processes scheduling which has been used in single sites prob-
lems so far. S-graph is a scheduling approach that has proven to significantly
reduce the computational effort compared to mathematical programming tech-
niques. It allows for the formulation of scheduling problems using similar graph
representations as those used to solve the job-shop problem but contemplating
the higher complexity of the chemical multipurpose batch scheduling (San-
martí, Puigjaner, Holczinger, & Friedler, 2002). Eventually, such an approach
may be extended to cope with scheduling problems in a SC scenario.

Finally, efficient distribution systems is another important open challenge at
the operational level. Usually, transport operations are oversimplified assuming
simple distribution processes (e.g., unlimited number of available vehicles, no
time-windows limitations). This problem has been of intensive research activity
in the operations research arena (Savelsbergh & Sol, 1995). However, there is
scarcity of research addressing the transportation problem from a multi-site
fashion. In the PSE community, Dondo, Méndez, and Cerdá (2008) develop
an exact MILP for the multiple vehicle time-window-constrained pickup and
delivery problem for multi-site environments. The proposed optimization ap-
proach is capable of handling transport requests with multiple origins and/or
destinations, heterogeneous vehicles and multiple depots. For large instances
of the problem, a model-based neighborhood search framework that iteratively
improves a starting solution is developed. The coordination of production and
distribution activities is an open field in SCM as well. An example of a work
addressing this problem is the one of Bonfill, Espuña, and Puigjaner (2008).
The authors present a methodology to sequentially coordinate production and
distribution tasks. Such framework is coupled with a procedure to identify
transport schedules based on different combinations of transport rules.

The scheduling/distribution problems are cumbersome in a single site con-
text, needless to discuss about the complexity of scheduling/distribution prob-
lems which attain multiple sites in tandem as it is the SC case. Therefore, one of
the main research issues at operational level, it is to develop strategies to reduce
the high computational effort required to find optimal solutions for the overall
problem. Additionally, notice that works addressing the integration of strate-
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gic and tactical decisions or tactical and operational decisions can be found in
the literature, however the implications of considering scheduling details while
designing a SC have not been yet comprehensively analyzed. Research devoted
to this issue should be fostered.

2.3.2 Integration of decisions from different business func-
tional areas

Integrated SCM involve making trade-offs between more than one business
function within the firm. A close cooperation between the different functional
units is a prerequisite being no matter of course in today’s firms (Stadtler,
2002). Recent advances in PSE have focused on devising enterprise wide mod-
eling and optimization strategies that integrate decisions of distinct functions
of a business into a global model. Nevertheless, despite the effort made in the
area, almost all of the models developed to date focus on the process operations
side and neglect decisions involving marketing campaigns, investment planning,
corporate financial decisions, and many others aspects of enterprise planning
related to SCM (Shapiro, 2004).

Following, it is a brief revision of the approaches that endeavor to support
the decision making process of different business functionalities, whether the
addressed problem belongs to the single site or SC context.

Corporate finances and international issues

The effective control of cash is one of the most important requirements of
financial management and its steady and healthy circulation throughout the
entire business operation has repeatedly been shown to be the basis of business
solvency (Howard & Upton, 1953). In fact, the availability of cash governs the
production decisions taken in a company. For this reason, operative models
should not consider cash as an infinite resource. A production plan cannot be
implemented if it violates the minimum cash flow imposed by the firm (i.e., if
the amount of raw materials and/or utilities required cannot be purchased due
to a temporary lack of cash). Recently, there is an increasing awareness of the
impact that chemical process production systems have on the financial area of
the firms.

Badell, Romero, and Puigjaner (2004) build a framework that combines a
deterministic cash flow management model with a scheduling algorithm using
a MILP formulation. The modeling framework created can support the budget-
ing activity of firms. The model’s objective function represents the value of net
revenues obtained from cash transactions over the entire planning horizon. The
model allows satisfaction of customer due dates while evaluating transaction
costs; incorporating prompt payment discounts if possible; using the line of
credit; delaying selling of marketable securities as long as possible, but selling
them if it is necessary to secure a discount. As a result, a cash budget is deter-
mined that encompasses all aspects of plant cash flow management. Financial
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decisions such as the best timing of payments, investments and sales of mar-
ketable securities are included. This work is extended by Guillén-Gosálbez et al.
(2006a). Here, it is addressed the integrated planning/scheduling of chemical
SCs with multi-product, multi-echelon distribution networks taking into ac-
count financial management issues. This work presents a new measure of the
effectiveness of a production plan and schedule, based on an economic perfor-
mance indicator (change in equity) as an alternative to the commonly used
makespan, profit, or cost.

Gjerdrum, Shah, and Papageorgiou (2001) have developed an approach to
sustainable profit sharing in a n-enterprise SC. A separable programming ap-
proach, which utilizes the game theoretical fair bargaining concepts developed
by Nash (1950) and Harsanyi (1977) is presented. Semicontinuous transfer
prices have been used in order to distribute profits between SC partners. The
proposed model is a MINLP problem aiming to determine production resource
utilization, production levels, inventory levels, flows, and transfer prices of the
products in the SC network so as to maximize the profit levels of the separate
enterprises fairly. Vidal and Goetschalckx (2001) formulate a bilinear model to
maximize the after tax profits for multinational companies considering transfer
prices in the SC. They developed a heuristic procedure that applies succes-
sive linear programming based on the reformulation and the relaxation of the
original problem. On a later work, Chen et al. (2003) build a multiproduct,
multistage, and multiperiod production and distribution planning model to
maximize the profit of each participant enterprise, to maximize the customer
service level, to minimize the safe inventory level, and to ensure a fair profit
distribution. A two-phase fuzzy decision-making method is proposed to attain
a compromise solution among all participant companies of the SC. Methods
for finding a Pareto-optimal solution are thus filled with subjective and fuzzy
properties. The model is then formulated as a multi-objective MINLP problem.

Oh and Karimi (2004) introduce and classify the major regulatory factors
that can influence strategic decisions in the design and operation of chemical
SCs. They model and highlight the effects of two important regulatory fac-
tors, corporate tax and import duty, in the capacity-planning decisions. The
proposed model treats the sizes of capacity expansions and new facility ca-
pacities as decision variables and incorporates SC operation decisions, such as
sourcing of raw materials and facility production rates, that can eventually af-
fect the strategic capacity-planning decisions. Finally, the authors extend the
deterministic model to solve the problem in which demand and import duty
are uncertain. In order to deal with uncertainty, a scenario-based two stage
stochastic technique is utilized. In a later work, Oh and Karimi (2006) extend
their model to include duty-drawbacks which is a refund of import duty, when
the material is destroyed, exported, or consumed as a raw material to produce
an exported material.

Yi and Reklaitis (2004) present an integrated analysis of production and
financing decisions. A model is constructed in which a cash storage unit is in-
stalled to manage the cash flows associated with production activities, such
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as raw material procurement, process operating setup, inventory holding costs
and finished product sales. The SC is modeled as a batch-storage network
with recycling streams. The expressions for the Kuhn-Tucker conditions of the
optimization problem are reduced to a subproblem and analytical lot-sizing
equations. The objective function is to minimize the opportunity costs of an-
nualized capital investment and cash/material inventory minus the benefit to
stockholders. In their more recent work, Yi and Reklaitis (2007) develop a
model in which multiple currency storage units are installed to manage the
currency flows associated with multinational SC activities. Temporary finan-
cial investments, bank loans, and currency transfer between multiple nations
are allowed to increase the marginal profit. The contribution of this study is
its quantitative investigation of the influence of exchange rates and taxes on
operational decisions.

Most of SC models in general still considered cash as an unlimited resource,
only very few of them incorporate cash flows into the modeling approach (e.g.,
Badell et al., 2004; Guillén-Gosálbez et al., 2006a; Yi & Reklaitis, 2004, 2007).
Notice that international issues have been already incorporated, but most of
such models still use profit and cost as SC performance indicators. As it has
been stated in Chapter 1, integrated SCM is expected to be a key area to pro-
pel value generation and sustainability. However, corporate finances decisions,
international issues, and SC models integration impact on value generation has
not been fully studied. Indeed, there has not been presented how to explicitly
measure firm’s value as a function of financial and SC operations decisions.

Product development

The product Research and Development (R&D) functionality include activ-
ities such as R&D portfolio management, project management and resource
management. In the context of R&D pipeline management, strategic planning
deals with the selection of an attractive portfolio of research projects consider-
ing capital budgeting limitations, while tactical planning refers to the temporal
assignment(i.e., prioritization and allocation) of limited resources to the tasks
that are required for the actual execution of a portfolio (Subramanian, Pekny,
& Reklaitis, 2001). Ideally, all these decisions need to be coordinated. How-
ever, this is often not the case, leading to sub-optimal portfolios and ineffective
utilization of capital and R&D resources (Varma et al., 2007). What is more,
these decisions impact the current and ordinary activities of SC members. Thus,
such operational impact should be assessed and considered when making R&D
decisions.

In a pioneering work, Schmidt and Grossmann (1996) address the optimal
scheduling of testing tasks in the new product development process. They do
not take into account the interaction with production capacity in their model.
In a later work, Maravelias and Grossmann (2001) address the problem of si-
multaneous optimization of resource-constrained scheduling of testing tasks in
new product development and design/planning of batch manufacturing facili-
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ties. The proposed MILP model integrates a continuous scheduling model for
testing with a discrete model for design/planning. A two-stage stochastic op-
timization approach is adopted to account for the uncertainty in the outcome
of the tests. The model predicts which products should be tested, the detailed
test schedules that satisfy resource constraints, design decisions for the process
network, and production profiles for the different scenarios defined by the vari-
ous testing outcomes. To solve larger instances of this problem with reasonable
computational effort, a heuristic algorithm based on Lagrangian decomposition
is proposed.

Papageorgiou et al. (2001) describe an optimization-based approach to choose
both a product development and introduction strategy and a capacity planning
and investment strategy for cases especially related to pharmaceutical sector.
The overall problem has been formulated as an MILP model adopting the max-
imization of the NPV over the horizon of interest. This takes account of both
the particular features of pharmaceutical active ingredient manufacturing and
the global trading structures. In this work, trading structures are concerned
with decisions related to the financial flows between different components of
the company. In particular, transfer pricing issues among the various manu-
facturing and commercialization business centers are modeled. Later on, Levis
and Papageorgiou (2004) develop a two-stage stochastic MILP that considers
clinical trials outcomes and the customer demand as uncertain parameters. The
trading structure of pharmaceutical SC is taken into account as well. A hierar-
chical algorithm is proposed in order to reduce the computational effort needed
for the solution of the resulting MILP problem.

Fandel and Stammen (2004) extend the SC network of procurement, produc-
tion, distribution and sales to a product life cycle by introducing the business
processes of development and recycling. A general MILP model is designed
considering the business processes of a product life cycle. Essential modeled
elements of this business process are the development projects from which the
new marketable products are created and the development centers at which the
development projects are carried out. The goal of this approach is to optimize
after-tax profit of a company and to fix the product program for the extended
SC network.

Sundaramoorthy and Karimi (2004) present a multiperiod, continuous-time,
MILP model that addresses product pipeline problem for pharmaceutical plants
using multiple parallel production lines in campaign mode and producing prod-
ucts with multiple intermediates. It is addressed a SC planning problem to
assess the feasibility or profitability of introducing new active ingredients or
intermediates in a pharmaceutical plant. Given a set of due dates, demands for
products at these due dates, and several operating and cleaning requirements,
the aim is to determine the optimal production levels of various intermediates
(new and old) or the optimal outsourcing policy to maximize the overall gross
profit for the plant, while considering in detail the sequencing and timing of
campaigns and material inventories.

Subramanian et al. (2001) develop a computing architecture called Sim-
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Opt to deal with the R&D pipeline management problem. Sim-Opt generalizes
traditional discrete event simulation to embed a more sophisticated decision
capability. Instead of using local rules for decision making, the Sim-Opt ap-
proach uses an optimization formulation which depends on the specific state
of the simulated system. This work is extended to integrate information from
the simulation to improve the optimization problem solution (Subramanian,
Pekny, Reklaitis, & Blau, 2003). The authors develop a three step heuristic
that improves solutions in terms of expected NPV and the probability of de-
livering a positive NPV. Finally, Zapata, Varma, and Reklaitis (2008) present
a multi-phase version of this simulation optimization architecture. The first,
learning phase follows an optimization strategy; whereas the second, execution
phase uses resource allocation and scheduling policies. These policies are gen-
erated at the end of the learning strategy by using a learning strategy such as
statistical inference, path analysis or neural networks.

Recently, Colvin and Maravelias (2008) treat the uncertainty associated
with the outcome of clinical trials as endogenous. A multi-stage stochastic
programming formulation for the planning of clinical trials in the pharmaceu-
tical R&D pipeline is developed. One of the contributions of this work is the
reduction of the number of non-anticipativity constraints necessary to model
indistinguishable scenarios.

Most of the models developed so far do not consider the uncertainty asso-
ciated to the outcomes of clinical trials as endogenous. The consideration of
this aspect may considerably vary the solution to this kind of problems. Again,
given the capital-intensive and strategic nature of product development, its as-
sociated decisions should be assessed taking into account their impact on value
generation. What is more, product development decisions imply to eventually
introduce new products into the firm’s portfolio. So, product development im-
pact on decisions associated to equipment capacity expansion and utilization
should be assessed as well. Models covering these aspects are still to be con-
structed.

Environmental management

Nowadays, a proper handling of SCM should be concerned with the sharing of
responsibility from various aspects of performance. It has been realized that
significant improvements in terms of environmental performance and market
competitiveness may be achieved by concentrating efforts from all SC partners.
Actually, managerial practice related to environmental issues has expanded
from a narrow focus on pollution control within a single site to include a larger
set of inter-organizational management decisions, programs, tools, and tech-
nologies that prevent pollution before its generation (Klassen & Johnson, 2004).
Consequently, these issues are being considered in recent works and call for fur-
ther research in the integration of environmental management with ongoing SC
operations.

The aforementioned integration may be achieved through the emerging con-
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cept regarded as “Green Supply Chain Management” (GrSCM), defined as the
integration of environmental thinking into SCM, including product design, ma-
terial sourcing and selection, manufacturing/processing equipment selection,
delivery of final product to the consumers as well as end of life management of
the product after its useful life (Srivastava, 2007). Traditionally, the optimiza-
tion models devised to assist operation and design in the chemical processing
industry have concentrated on finding the solution that maximizes a given eco-
nomic performance indicator while satisfying a set of operational constraints
imposed by the topology of the plant. In recent years, however, there has been a
growing awareness of the importance of including environmental and financial
aspects in the optimization procedure (Puigjaner & Guillén-Gosálbez, 2007).
A recent review of GrSCM can be found in Srivastava (2007).

Zhou, Cheng, and Hua (2000) propose an approach for sustainable SC op-
timization of continuous process industry. Goal Programming (GP) model is
utilized to address this multi-objective problem with the integration of non-
relaxable constraints and relaxable constraints. The analytic hierarchy process
(AHP), a multi-objective decision making method, is used to evaluate the pri-
orities of goals and weights of deviation variables. The objectives included are:
economic sustainability, social sustainability (i.e., satisfaction of market de-
mands), resource sustainability (i.e., material and energy consumption, facil-
ities utilization) and environmental sustainability (i.e., amount of hazardous
waste generated, amount of recovered materials and energy usage).

Türkay, Oruç, Fujita, and Asakura (2004) report a systematic approach
to address the exchange of steam and electricity of companies in the same
industrial zone. The proposed approach consists of modeling process units using
fundamentals of thermodynamics, conservation of mass and energy and process
data so as to develop a MILP model for the SC integration of different process
systems. Environmental issues are not included as objective function, but limits
on the SOx emission are taken into account. This work is later extended to
include investment cost, and green house gases emission constraints (Soylu,
Oruç, Türkay, Fujita, & Asakura, 2006).

Hugo and Pistikopoulos (2005) address the environmentally conscious pro-
cess selection problem for the long-range planning and design of chemical
SC networks. They present a mathematical programming-based methodology
for the explicit inclusion of Life Cycle Assessment (LCA) criteria as part of
the strategic investment decisions related to the design and planning of SC
networks. By considering the multiple environmental concerns together with
the traditional economic criteria, the planning task is formulated as a multi-
objective MILP problem. At the strategic level, the methodology addresses
strategic decisions involving the selection, allocation and capacity expansion
of processing technologies and assignment of transportation links required to
satisfy the demands at the markets. At the operational level, it determines
optimal production profiles and flows of material between various components
within the SC.

A discrete event-driven model approach is proposed by Puigjaner and co-
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workers (Mele, Espuña, & Puigjaner, 2005a; Mele et al., 2006a,b; Puigjaner &
Espuña, 2006) to address the sequential decision-making problem under un-
certainty at the tactical level. The model contemplates each SC entity as an
agent whose activity is described by a collection of states and transitions. Fi-
nancial and environmental aspects are incorporated into the objective function
(Puigjaner & Guillén-Gosálbez, 2007). Environmental criteria is incorporated
by using an LCA approach.

Recently, Guillén-Gosálbez and Grossmann (2009) address the SC design
explicitly accounting for the uncertainty of released emissions and feedstock
requirements associated with the SC operation. The problem is formulated as
a stochastic MINLP that includes NPV and the Eco-indicator 99 as objective
functions. The stochastic model is converted into its deterministic equivalent
by reformulating the probabilistic constraint required to calculate the environ-
mental impacts. The resulting deterministic MINLP is further reformulated as
a parametric MINLP.

Obviously, nowadays the environmental impact associated to SC decisions at
all levels is of high significance. However, approaches that address the environ-
mental impact evaluation at the operational level (scheduling and distribution)
are scarce. On the other hand, as stated by Papageorgiou (2008), there is an
increasing interest in reverse logistics and closed loop SCs mainly because they
are expected to diminish firms environmental burden. Notwithstanding, most
of the approaches developed so far do not assess the environmental reward or
impact of such kind of operations (Fleischmann et al., 2001; Schultmann et al.,
2003; Amaro & Barbosa-Póvoa, 2008a).

Sales and Marketing

To be successful, the enterprise does not only need to focus on the SC, but
also on the demand chain. Understanding the market and customer condi-
tions is extremely crucial for making a good business policy. Sales and market-
ing function is responsible for direct customer interface and pricing. Sales and
marketing makes decisions on sales force deployment based upon the existing
market shares, product offerings, marketing costs and budgets. Marketing is a
boundary-spanning function, linking the selling organization with buyers and
channel intermediaries. Thereby, to operate most effectively, its activities must
be coordinated with other functional areas of the firm. Nevertheless, in most
companies pricing and promotional decisions are typically made by the mar-
keting and sales functional units, usually without regard to the impact of these
decisions on the SC performance. For these reasons, an appealing area that has
recently begun to call for research is the marketing-production interface.

A very early work that addresses the coordination of replenishment strate-
gies and pricing policies is presented by Whitin (1955). A model is proposed
to analyze the well-known newsvendor problem with price dependent demand.
In a more recent piece of work, Chen and Simchi-Levi (2002) analyze a general
inventory-pricing model. Specifically, they consider a finite horizon, periodic
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review, single product model with stochastic demand. Demands in different
periods are independent of each other and their distributions depend on prod-
uct price. Pricing and ordering decisions are made at the beginning of each
period, and all shortages are backlogged. The objective is to find an inventory
policy and pricing strategy that maximizes expected profit over the planning
horizon.

Guillén-Gosálbez, Bagajewicz, Sequeira, Espuña, and Puigjaner (2005a) in-
troduce a strategy for integrating pricing with scheduling decisions for batch
plants. The starting point is the modeling and forecasting of the relationship be-
tween product prices and demand. A two-stage stochastic mathematical model
is developed in order to address the uncertainty associated to the market de-
mand. Also, Guillén-Gosálbez et al. (2005c) describe a novel strategy for eval-
uating offer proposals in production and distribution networks with embedded
multi-product batch plants. The proposed approach represents a preliminary
step that should be applied before the negotiation process starts, and suggests
a set of values for delivery time and price that the supplier can offer when ne-
gotiating with a customer. For each of these offer parameters, the SC schedule
that optimizes the expected profit of the SC is provided. The solutions provided
by this strategy weigh the expected profit and the quality of the offer (e.g., the
customer satisfaction that the offer will provide the client). The problem is for-
mulated as a stochastic MILP optimization in which future demand and prices
are represented by a set of scenarios.

As it can be noticed, the integration of SC and marketing decisions calls
for more attention. It is widely recognized the relevance of such integration,
but evidently more research efforts are require to take advantage of the rela-
tionship among pricing, promotion and production capacity utilization. The
synchronization of these decisions may turn out in a more value-effective plan-
ning. Furthermore, both sets of decisions (i.e., marketing and SC operation
decisions) must be driven by the common objective of enhancing firm’s value.

2.3.3 Decision making under uncertainty

The approaches devised so far to address the problems under uncertainty can
be generally classified into two groups: reactive and preventive procedures.
The work done following both approaches is discussed in detail in the following
sections.

Reactive approaches

Reactive approaches attempt to modify a nominal plan obtained by a determin-
istic formulation so as to adjust it to changes. In general, reacting to unexpected
events is a complex task as various inter-related resources and materials may
required to be re-planned/re-scheduled when such a event occurs. Moreover, a
new modified plan or scheduled usually should be obtained in a short time. Rule
based methodologies, heuristics and intelligent agents, are commonly used to
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perform the required modifications due to their typical reduced computational
times in comparison with mathematical programming techniques. However, rule
based methods are problem-specific and consequently difficult to extend.

For instance, Adhitya, Srinivasan, and Karimi (2007a) report a heuristic
based re-scheduling for refinery operations. They broke a schedule into opera-
tion blocks. Rescheduling is performed by modifying these blocks in the origi-
nal schedule using simple heuristics to generate a new schedule that is feasible
for the new problem data. In another work, Adhitya, Srinivasan, and Karimi
(2007b) develop a model-based approach for rescheduling SC operations in
response to disruptions. In this approach, the cause-and-effect relationship be-
tween all possible SC operations is modeled using a composite-operations graph
which represents all possible material-flows among SC entities. The subset of
operations that are originally scheduled during a time-horizon is represented
in the Scope graph. The consequences of any disruption are manifested as vi-
olations in the Scope-graph. Different options to overcome these violations are
generated and captured in the rectifications graph by using a greedy approach.
The best one that optimizes total profit is proposed as the new schedule. While
seeking rectifications, modifications of variables are propagated and new vio-
lations are detected. A new schedule is proposed only when all violations have
been rectified. Otherwise, a number of researchers (Duffie & Piper, 1987; Lin
& Solberg, 1992) have proposed agent based re-scheduling systems, where a
bidding mechanism is used to resolve conflicts between different agents (e.g.,
machines). While the analogy to free-market economics is interesting, this ap-
proach still requires that the objectives of the individual agents be set in a
manner that will ensure good overall system performance, which is still not
clear how to do (Aytug, Lawley, Mckay, Mohan, & Uzsoy, 2005).

Additionally, Model Predictive Control (MPC) has been also applied to SC
problems as a reactive approach. MPC is a control strategy based on the explicit
use of a process model to predict the process output (performance) over a long
period of time (Camacho & Bordons, 1995). The model attempts to predict the
control variables for a set of time periods. Predicted control variables depend
on disturbance forecasts (i.e. demand, prices, and interest rates) and also on
a set of given parameters that are known in the control literature as control
inputs. The MPC algorithm attempts to optimize a performance criterion that
is a function of the future control variables. By solving the optimizing problem
all elements of the control signal are defined. However, only a portion of the
control signal, the portion corresponding to the following time period, is applied
to the system. Next, as new control input information and disturbance forecasts
are collected, the whole procedure is repeated, which produces a feed-forward
effect and enables the system to counteract the environment dynamics. The
procedure is illustrated in Figure 2.2.

Bose and Pekny (2000) present a model predictive approach for solving plan-
ning and scheduling problems under uncertainty. The proposed framework uti-
lizes three components: a forecasting, an optimization, and a simulation model.
The forecasting and the optimization (scheduling) models work in tandem in a
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Figure 2.2: Simplified schematic of MPC

simulation environment that incorporates uncertainty. The similarity with the
model predictive approach is that in each period, the forecasting model cal-
culates the target inventory (controlled variable) for the future periods. These
inventory levels ensure desired customer service level while minimizing average
inventory. The scheduling model then tries to achieve these target inventory lev-
els in the future periods by scheduling tasks. They study the interaction among
the parts of SC by analyzing different coordination structures (i.e., centralized,
decentralized SCs).

Perea-López, Ydstie, and Grossmann (2003) suggest a dynamic analysis
model for SCs with multiproduct, multiechelon distribution networks, multi-
product batch plants and a global SC coordinator. The proposed multiperiod
MILP model was implemented with an MPC. It takes advantage of a rolling
horizon approach to quickly update the decisions whenever changes in the fore-
casts of the demand arise. The rolling horizon allows them to solve problems of
considerable size and in a short time because of the finite horizon it uses. This
work uses the same dynamic characterization as in Perea-López et al. (2001),
which defines inputs, outputs, states and disturbances for the SC dynamic sys-
tem.

A two-layered optimization-based control approach for multi-product, multi-
echelon SC networks is presented by Seferlis and Giannelos (2004). The control
strategy applies multivariable model-predictive control principles to the entire
network while maintaining the safety inventory levels through the use of dedi-
cated feedback controllers for each product and storage node. The optimization-
based controller aims at maximizing customer satisfaction with the least op-
erating costs. The inventory controllers are embedded within the optimization
framework as additional equality constraints. The performance of the suggested
two-layered control strategy is compared to a single layered control scheme that
does not use inventory feedback controllers at the inventory nodes.

Braun, Rivera, Flores, Carlyle, and Kempf (2003) examine the efficacy of
different information sharing structures using a MPC framework, the benefits
of placing penalties on the rate of change in variables (i.e. move suppression
term) under conditions of uncertainty is explored as well. A three-echelon net-
work developed by Intel Corporation which mimics the back end configuration
of a semiconductor chain is used as example. Later on, a more extensive ap-
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plication of MPC to the semiconductor SC is presented by Wang, Rivera, and
Kempf (2007). The effectiveness of this approach is demonstrated using three
benchmark problems developed by Intel scientists.

Recently, Mestan, Türkay, and Arkun (2006) address the optimal operation
of multiproduct SC systems using model predictive control. The SC considered
is a hybrid system governed by continuous/discrete dynamics and logic rules.
For optimization purposes, it is modeled within the framework of the mixed
logical dynamical system and the overall profit is optimized through an MPC.
Dynamic responses of the different nodes of the SC are analyzed when the SC
is subjected to unknown changes in customer demand. The performances of
a centralized decision-making scheme and two types of decentralized decision
making schemes are compared. Centralized MPC configuration results in bet-
ter inventory management and production scheduling. The effects of including
move suppression control strategy and information sharing, on the performance
of decentralized SC configurations are investigated.

Another reactive approach is multi-parametric optimization whose origins
can be traced in Fiacco (1983). In an optimization framework, where the objec-
tive is to optimize a performance criterion subject to a given set of constraints
and where some of the parameters in the optimization problem are uncertain,
parametric programming is a technique for obtaining (i) the objective function
and the optimization variables as a function of the uncertain parameters, and
(ii) the regions in the space of the parameters where these functions are valid.
With such a complete map of optimal solutions, as the operating conditions
fluctuate, one does not have to re-optimize for the new set of conditions since
the optimal solution as a function of parameters (i.e., the new set of condi-
tions) is already available (Pistikopoulos et al., 2002). A very recent review
of multi-parametric programming and its futures challenges can be found in
Pistikopoulos (2009).

Multi-parametric programming has been applied to PSE problems such pro-
cess synthesis (Acevedo & Pistikopoulos, 1996; Banerjee & Ierapetritou, 2003),
scheduling (Li & Ierapetritou, 2007; Ryu, Dua, & Pistikopoulos, 2007; Ryu &
Pistikopoulos, 2007b), and predictive control (Pistikopoulos et al., 2002; Dua,
Kouramas, Dua, & Pistikopoulos, 2008). The only work that shows the applica-
tion of multi-parametric programming to SC problems is the one of Ryu, Dua,
and Pistikopoulos (2004). This work presents a bilevel programming frame-
work to capture conflicting interests of multiple elements in the context of SC
planning problems. The proposed bilevel framework is comprised of a upper
level problem corresponding to distribution network planning and a lower level
to production planning problem. Operation strategies under varying demand
are obtained by using parametric optimization techniques. Once demand is
realized, the corresponding optimal production policy can be determined.

Under a reactive approach, each time a unexpected event occurs or un-
certainty unveils, they are accommodated and a new planning emerges that
remains in force until the next unexpected event. A central theme of this re-
search is that of planning repair, namely, the need to have a plan in existence
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that is feasible at all times. Clearly, this requires the constant monitoring of the
SC status against the actual plans, and possibly the interruption of operations
while the new plans are generated. As a result, strategies that timely generate
new feasible plans are required, that is why (i) heuristics are preferred over
optimization strategies and (ii) Multi-parametric programming is a promising
tool in this area. However, the use of heuristics has the disadvantage that they
cannot usually guarantee convergence and good quality solutions. Here, it is
also important to point out that integrating low level supervisory modules with
SC models is a need in order to efficiently monitor the SC state. As more re-
liable information of the SC state is timely gathered, more efficient plans are
obtained to face uncertain events.

Preventive approaches

Preventive approaches explicitly take into account uncertainties into the prob-
lem formulation. In order to include the description of uncertain parameters
within the models, several methods can be used:

• Bounded form. In many cases, there is not enough information to develop
an accurate description of the probability distribution that characterize
the uncertain parameters, but only error bounds can be obtained. In this
case interval mathematics can be used for uncertainty estimation.

• Probability description. This is a common approach for the treatment
of uncertainties when information about the behavior of uncertainty is
available since it requires the use of probabilistic models to describe the
uncertain parameters.

• Fuzzy description. Fuzzy sets allow modeling of uncertainty in cases where
historical (i.e., probabilistic) data are not readily available. Fuzzy sets
have to be defined for each uncertain variable based generally on subjec-
tive judgment and managerial experience. Each element of the set has
associated a degree of membership between 0, not at all in the set; and
1, completely in the set.

The most commonly adopted approach in the literature as preventive proce-
dure is the stochastic programming with recourse. In this approach, a solution
with the maximum expected performance is obtained by including estimated
scenarios in the model; these estimated scenarios are generated by representing
uncertain parameters as random variables. The goal is to find a solution that is
feasible for all the possible data scenarios and which maximizes the expectation
of a performance indicator. The most widely applied stochastic programming
models are two-stage programs. In models of this type, the decision maker
takes some actions in the first stage, after which a random event occurs and
affects the outcome of those first-stage decisions. A recourse decision can then
be made in the second stage that compensates for any negative effects that
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might have been experienced as a result of the first-stage decisions. However,
most problems entail a sequence of decisions that must not anticipate future
outcomes of the uncertain factors that evolve over more than one time event.
A multistage stochastic program is required to rigorously tackle this type of
practical problems.

Other preventive approaches are chance constraint programming, fuzzy pro-
gramming and simulation based optimization (see section 2.2.2). Chance con-
straint or probabilistic programming focuses on the reliability of the system.
Reliability is expressed as a minimum probability requirement on satisfying
those constraints which include random parameters. While in fuzzy program-
ming, random parameters are considered as fuzzy numbers and constraints are
treated as fuzzy sets. A comprehensive review of optimization under uncertainty
can be found in the contribution of Sahinidis (2004).

One important factor influencing business decisions is risk. It should be
borne in mind that optimizing the expectation of a performance metric (e.g.,
NPV, profit and cost) proved to be incompatible with lowering risk measures.
The maximization of expected metrics by itself is not an appropriate objective
since solutions with higher risk exposure are obtained (Barbaro & Bagajewicz,
2004). Consequently, a quantitative evaluation of risk is desirable in stochastic
models in order to manage such a trade-off. An extensive discussion of risk
concepts and measures is presented in Bagajewicz (2005). Some of the most
relevant risk measures that have been proposed so far are:

• Variability. It is the standard deviation of the expected performance dis-
tribution, which is also known as Robustness (Mulvey et al., 1995).

• Downside risk. This concept is first introduced by Eppen et al. (1989). It
is defined as the expected value of the positive deviation from a certain
target performance level.

• Financial risk. It is defined as the probability of not attaining a certain
target performance level. This concept is considered one of the best ways
of defining risk (Barbaro & Bagajewicz, 2004).

Next, some preventive approaches developed to cope with SC problems un-
der uncertainty are examined. Gupta and Maranas (2000, 2003) utilize the
framework of mid-term SC planning under demand uncertainty to safeguard
against inventory depletion at the production sites and excessive shortage at
the customer. A chance constraint programming approach in conjunction with
a two-stage stochastic programming methodology is utilized. The second stage
recourse function (i.e., inner optimization) is resolved by first obtaining a solu-
tion of the problem using linear programming duality followed by expectation
evaluation by analytical integration. Analytical expressions for the mean and
standard deviation of the inventory are derived and used for setting the appro-
priate customer demand satisfaction levels in the SC. The key feature of their
model is the identification of optimal supply policies under low, intermediate
and high demand regimes.
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Tsiakis, Shah, and Pantelides (2001) propose a MILP model for the SC
design problem under uncertainty. The authors consider demand uncertainties
by generating a representative number of scenarios. The decisions to be deter-
mined include the number, location, and capacity of warehouses and distribu-
tion centers, the transportation links, and the materials flows and production
rates. The stochastic system is modeled using a two stage stochastic program-
ming approach. The objective is the minimization of the total annualized cost.
Santoso, Ahmed, Goetschalckx, and Shapiro (2005) integrate the sample aver-
age approximation (SAA) scheme with an accelerated Benders decomposition
algorithm to solve SC design problems with continuous distributions for the
uncertain parameters. The viability of the proposed methodology is proved us-
ing two real supply chain problems. Later on, Guillén-Gosálbez, Mele, Espuña,
and Puigjaner (2006c) address the design of chemical SCs under demand uncer-
tainty by using a multistage stochastic formulation. A decomposition technique
is introduced aiming at the objective of overcoming the numerical difficulties
associated with the underlying large-scale stochastic MILP. The proposed strat-
egy combines genetic algorithms and mathematical programming tools.

For tactical decisions, Lababidi, Ashmed, Alatiqi, and Al-Enzi (2004) de-
velop an optimization model for the SC of a petrochemical company operat-
ing under uncertain demand and market prices. A stochastic formulation is
developed, which is based on the scenario based two-stage problem method.
First-stage decisions are the production volumes of different products for ev-
ery planning period, while second-stage decisions are the volumes shipped to
demand sources.

In the operational level, Guillén-Gosálbez et al. (2006b) present a mul-
tistage stochastic optimization model to address the scheduling of SCs with
embedded multipurpose batch chemical plants under demand uncertainty. An
approximation strategy comprising two steps and based on the resolution of a
set of deterministic and two-stage stochastic models is presented in order to
overcome the computational effort required to solve this kind of problems. The
performance of the proposed strategy is studied through comparison with other
traditional approaches (e.g., stand-alone two-stage stochastic programming and
two-stage shrinking-horizon algorithms).

Chen and Lee (2004) investigate the simultaneous optimization of multiple
conflict objectives and the uncertain product prices problem in a typical SC net-
work with market demand uncertainties. The demand uncertainty is modeled
as discrete scenarios with given probabilities for different expected outcomes,
and the uncertain product prices are described as fuzzy variables. The prob-
lem is formulated as a MINLP model which include objective functions such
as fair profit distribution among SC members and maximum customer service
levels. A two-level coordination which uses hierarchical inventories control is
developed by Xie, Petrovic, and Burnham (2006) for decentralized SCs. The
SC system is decomposed into independent subsystems that are individually
optimized under fuzzy customer demand. The coordination function is designed
to determine the facility whose inventory policy has to be changed in order to
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improve the SC performance as a whole and to induce changes in subsystems
by increasing the shortage cost.

Barbaro and Bagajewicz (2004) apply a risk management tool to the ca-
pacity expansion problem with the use of inventory and option contracts. The
work shows that the usual assumption that the introduction of inventory re-
duces risk at low profit expectations is not always true, and that appropriate
risk management techniques are needed to accomplish such objectives. The ar-
ticle also shows that the usual assumption that option contracts will by itself
reduce the risk exposure at small profits is not always true, and that proper risk
management tools are needed for this purpose as well. Later on, a stochastic
programming approach based on a recourse model with two stages is proposed
by Guillén-Gosálbez, Mele, Bagajewicz, Espuña, and Puigjaner (2005b) to in-
corporate the uncertainty associated to the demand within the SC design pro-
cess. The problem objective is assessed by taking into account the profit over
the time horizon as well as the resulting demand satisfaction. Their approach
enables to consider and manage the financial risk associated to the different
design options, resulting in a set of Pareto optimal solutions that can be used
for decision-making.

Al-Qahtani, Elkamel, and Ponnambalam (2008) considers uncertainty in
process yield, raw material cost, product prices, and product market demand
for a Petrochemical SC design problem. Risk is accounted for in terms of vari-
ability of benefits and forecasted demand and is included as a cost in the objec-
tive function. The problem is formulated as a two-stage stochastic MINLP with
nonlinearity arising from modeling the variability. Lakkhanawat and Bagajew-
icz (2008) introduce an optimization model for refinery planning which inte-
grates pricing decisions. The relationship between product prices and demand
are modeled using the microeconomic concept of “utility function”. The two-
stage stochastic program with fixed recourse consider the demand and client
budget uncertainties. Risk management is introduced by using the opportunity
value and the value at risk metrics.

A SC planning problem under demand uncertainty is analyzed by Mitra,
Gudi, Patwardhan, and Sardar (2008) using chance constrained programming.
The planning model of McDonald and Karimi (1997) is adopted. Costs and
reliability are considered as objective functions. The multi-objective problem is
tackled by using the ε-constrained method. You and Grossmann (2008) address
the SC optimization under demand uncertainty considering responsiveness and
NPV as the objectives to be maximized. They used a chance constraint ap-
proach where safety stocks are regarded as model variables which depend on
stock out probability. The authors have succeeded in quantitatively analyzing
how network configurations may have an effect on the flexibility to respond to
market changes. They proposed the expected total lead time as an indicator of
responsiveness.

Acevedo and Pistikopoulos (1997) present a very interesting piece of work
that could be exploited to address SC problems. In order to reduce the compu-
tation burden of solving stochastic MILP problems, decomposition techniques
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(e.g., Benders decomposition, Lagrangian relaxation, Gaussian quadratures)
have been widely applied. These techniques usually decompose the original
problem into (i) one master problem and (ii) many subproblems. Each sub-
problem is associated with one uncertain scenario. The main difficulty of these
techniques is the explosion of the number of subproblems as more scenarios are
considered. To avoid the repetitive optimization of subproblems at different val-
ues of the uncertain parameters, the authors propose to use multi-parametric
programming. Thus, the subproblem optimal solution is obtained by just evalu-
ating the functions provided by the multi-parametric solution. Two approaches
are examined: in the first approach parametric programming is applied to each
master problem solution; whereas in the second approach the first-stage vari-
ables are also treated as uncertain parameters so that parametric programming
is only applied once in the algorithm. Hené, Dua, and Pistikopoulos (2002) ex-
tend this idea to stochastic MINLP problems.

Jung et al. (2004) deal with the problem of determining the safety stock
level to use to meet a desired level of customer satisfaction using a Sim-Opt
approach similar to the one proposed by Subramanian et al. (2001). To address
this problem they propose an approximate strategy which relies on the use of
deterministic SC planning and scheduling models employed in a rolling horizon
mode. The deterministic model is built using expected values of future demands
and incorporates safety stock levels for each product and site within the inven-
tory balance constraints. In order to determine the customer satisfaction level
function, a discrete event simulation of the SC is executed implementing the
scheduling plans obtained via the deterministic model for different scenarios.
The safety stock level parameters are then adjusted as an outer loop optimiza-
tion in which the weighted sum of the deviations from the target customer
satisfaction levels are minimized. This work is focused on the SC production
plants. An extension to multi-stage SCs which considers warehouses operations
is reported in Jung et al. (2008).

A discrete event-driven model approach is proposed by Puigjaner and co-
workers (Mele et al., 2005a, 2006a,b; Puigjaner & Espuña, 2006) to address the
sequential decision-making problem under uncertainty at the strategic and tac-
tical levels. The approach considers two important components: an agent-based
model used to represent the SC network and a meta-heuristic optimization al-
gorithm that is designed to improve the operation of SC networks. The SC
activity is characterized by a set of parameters whose values can be optimized
to achieve a better system performance. Genetic algorithms are incorporated
as a tool to find parameters values that improve the expected profit over a
finite time horizon. After a given number of generations, a meta-model of the
SC system is constructed on the basis of the simulator outputs by using neural
network technology. Once the neural network is trained, it is used for filtering
purposes, so as to reduce computational load associated with number of model
simulations.

Here, it is important to point out that two of the main drawbacks of stochas-
tic optimization are the computational effort required to obtain optimal solu-
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tions and the assumption that probability distributions governing the uncertain
factors are known or can be estimated. Also, it is relevant to emphasize that
while significant progress has been made towards the solution of two-stage
stochastic programs, the multi-stage case represents a significant challenge. In
the case of stochastic integer programming with integer variables in stages other
than the first, this represents a conceptual in addition to computational chal-
lenge. Deeper understanding of problem structure and properties is required
in order to devise applicable algorithms (Sahinidis, 2004). Special strategies to
solve problems under endogenous uncertainty are also desirable as well.

2.4 Trends and challenges
In section 2.3, a survey has been conducted of that literature related to inte-
grated solutions for SCM. Based on that literature review, it is foreseen the
need to devote further research efforts in order to meet the following trend and
challenges:

• All the reviewed SC design models consider a given superstructure which
restricts how potential SC members may interchange materials. Models
that do not contemplate a superstructure a priori are needed so that the
whole set of possible connections is explored. Accordingly, new alterna-
tives to enhance value creation may appear.

• SC design used to be confined to final products and their relation to the
production or supply of intermediates is usually disregarded (Melo et al.,
2009). The inclusion of this aspect may have a strong impact in the design
of SCs. It still remains the issue of what an appropriate description of
production processes at the SC level is.

• Trends in PSE, which is moving towards an enterprise wide optimization
framework, aims to integrate different functional decisions into a global
model. This model should optimize an overall key performance measure.
Therefore, a posed challenge is to find a suitable measure which is able
to account relevant functional trade-offs.

• A large proportion of the SC models proposed in the literature minimize
costs. This is not sufficient to help a business create and sustain a com-
petitive advantage. To this end, the objective should be sustainable value
creation (Klibi et al., 2009). Indeed, the treatment of financial factors
is restricted to primary operating and fixed capital costs and, typically,
some form of NPV with interest rate fixed over the time horizon is used as
performance metric. Metrics which are able to quantify the shareholder’s
value are worth to explore.

• There is a need to model financial planning decisions (e.g., allocation of
capital), R&D resource allocation and scheduling as well as downstream
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capacity expansion decisions within an integrated model (Varma et al.,
2007). Consequently, capital and capacity allocation decision making can
be performed simultaneously with R&D projects selection and prioritiza-
tion so as to enhance value generation.

• Analysis of relationship among partial environmental impacts for each
of SC echelons is needed with the aim of discovering improvement op-
portunities. This sort of analysis will also provide information regarding
where to focus emission control activities. Moreover, models considering
the whole SC environmental impact could be helpful (i) to the assessment
of current environmental regulatory policies and (ii) to the definition of
more adequate environmental policies, so that effective industrial changes
are induced.

• Reverse logistics and closed-loop SCs require further study. Additionally,
the explicit environmental impact change caused by such kind of opera-
tions has not been sufficiently examined yet.

• Research is called for into the coordination of pricing, production and
distribution decisions to cut across traditional organizational barriers. In
recent years, firms are employing methods such as dynamically adjust-
ment of prices over time based on inventory levels or production schedules
as well as segmenting customers based on their sensitivity to prices, lead
time and invoicing. These methods do impact SC operation and the as-
sociated trade-off should be examined.

• Further advances in optimality of distributed decision making is a need.
In this direction, duality and separability principles may provide the back-
ground that could permit to optimize the whole system performance with-
out knowledge of production cost functions and operation constraints of
every SC member.

• Strategies which could handle uncertainty and incidences by combining
reactive and preventive approaches capabilities are a promising direction
of research. This will render a framework with (i) anticipating capabilities
from a preventive approach which also and (ii) a review and a updating
procedure from a reactive approach.

• One of the key components in integrated SCM is the decision making coor-
dination and integration at all decision levels. As shown by the literature
review, current approaches offer models to separately tackle problems
arising in the three standard SC hierarchical decision levels. These mod-
els, because of their nature and purpose, have very different timescales.
It becomes evident the challenge of considering the integration of deci-
sion levels in order to take advantage of potential benefits of integrated
solutions.
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• A virtually unexplored research topic is the integration of supervisory
control modules with the SCM to timely provide and update the SC state
information needed by the different decision-making hierarchical levels.
Such a integration has the potential of reducing the risk of unexpected
events and improving the efficiency of SC planning. Analysis to determine
which process supervisory modules should be integrated is also required.

• On the one hand, nowadays, great amounts of data are acquired, stored,
and managed through transactional information systems such as ERPs.
On the other, SC analytical models depend on data quality in order to
suggest adequate alternatives for management. Notwithstanding, there
is still a lack of information technology capable of integrating analytical
tools with the data stored in transactional databases. Future research
efforts should be focused on devising information technologies to accom-
plish this integration. This aspect is even more sensitive if supervisory
control information is eventually incorporated for SCM. In this direction,
knowledge management systems such as ontologies seem to be a suitable
choice to bridge this gap.

• A single monolithic model that can be used to jointly and efficiently op-
timize each and every enterprise decision is unlikely to exist for the fore-
seeable future. Even though, the previous challenges require developing
and solving complex large size multi-scale optimization problems which
turns out to high computational burden. With the purpose of reducing
the computational effort, it is envisaged that:

– Further research efforts are needed to identify and develop appropri-
ate decomposition strategies which are capable of handling informa-
tion and feedback from the different model structures (i.e., decision
levels and functionalities) is needed. This kind of strategies decom-
poses the overall problem into blocks which are solved iteratively
while achieving the optimal solution of the overall problem.

– As parametric programming techniques mature, the exploitation of
hybrid approaches that combine them with stochastic programming
and mathematical decomposition seem to be a research avenue wor-
thy to be further investigated.

– Appropriate algorithm architectures based on knowledge of the spe-
cific problematic (e.g., S-graph, P-graph) are a good choice so as to
reduce the solutions feasible space.

– As Min and Zhou (2002) argue, theory of constraints is a well-
suited methodology to simplify the complexity of SC models. It
may be a useful tool to discover those SC processes that heavily
influences the SC performance. Subsequently, modeling should be
focused on those critical processes and non-critical processes may
be disregarded when possible or treated in less detail. This point

46



Trends and challenges

clearly applies to the selection of supervisory modules that should
be integrated with SC models as well.

Given this, it may be inferred that trends in SCM are oriented to four issues:
better representation of production-distribution processes at the SC level, in-
tegrated approaches, uncertainty considerations, and decomposition strategies.

47





Chapter 3

Methods and Tools

3.1 Introduction

In this chapter, the background of those methods and tools that are utilized
in the development and implementation of the different models presented

throughout this thesis are described. Some general principles of mathematical
programming are discussed since it is the optimization technique used in this
thesis. First, deterministic programs are briefly introduced. Then, some basic
aspects of stochastic programming are commented. Later, the basic ideas be-
hind multi-objective optimization and decomposition techniques are presented.
Finally, a short introduction to the computer platform used to solve the posed
problems is given.

3.2 Generalities of mathematical programming

Mathematical programming is an important tool in decisions science and is
that branch of mathematics dealing with techniques for optimizing the per-
formance of a system. Its name is due to its military origins. The military
refer to their various plans or proposed schedules of training, logistical supply
and deployment of combat units as a program. George B. Dantzig, who was a
mathematical advisor to the US Air Force controller in the Pentagon and the
inventor of the Simplex method in 1947, was the first using the term linear pro-
gramming (Gill et al., 2008). Later on, in the early 1950’s many optimization
subfields were collected in the term mathematical programming.

A general representation of a mathematical program can be written as:

49



3. Methods and Tools

minimizex f(x )

subject to
h(x ) = 0
g(x ) ≤ 0

where x ∈ X ⊂ Rn, f : Rn → R,
h : Rn → Rl, g : Rn → Rm


(3.1)

Its main components are:

• Objective function It is a quantitative measure of the performance of the
system under study (i.e., f).

• Variables These are the unknowns which values are to be determined
such that the objective function is optimized (i.e., x ).

• Constraints These are any restriction the decision variables must satisfy
(i.e., h ∧ g).

The process of identifying these components is known as modeling. Depend-
ing on the properties of the functions f , h , g , and the set X , program (3.1) is
called:

• Linear If the set X is continuous and the functions f , h , and g are linear.
The appearance of a single nonlinear function, either on the objective or
in the constraints, suffices to reject the problem as a linear program.

• Nonlinear If the set X is continuous and at least one of the functions f ,
h , and g is nonlinear.

• Mixed integer linear If the set X requires at least some of the variables
x to take integer values only; and the functions f , h , and g are linear.

• Mixed integer nonlinear If the set X requires at least some of the variables
x to take integer values only; and at least one of the functions f , h , and
g is nonlinear.

3.2.1 Convexity

A set X is convex if for every pair of points (xi, xj) within the set, every point
on the straight line segment that connects them is also within the set X as
shown in Fig. 3.1. This definition is mathematically expressed as:

X is convex ⇐⇒ ∀(xi, xj) ∈ X ∧ θ ∈ [1, 0] : ((1− θ)xi + θxj) ∈ X
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(a) A convex set (b) A noncovex set

Figure 3.1: Convexity graphical representation

Then, a function is convex if and only if the set of points lying above it is a
convex set. Convexity plays an important role in mathematical programming
due to the following theorem.

Theorem 3.1 If a mathematical program is convex then any local (i.e., rela-
tive) minimum is a global minimum.

The subfield that deals with nonconvex programs is referred to as global
optimization. The global optimization aims finding the globally best solution
of models in the potential presence of multiple local optima.

3.2.2 Karush-Kuhn-Tucker first order conditions

One of the most important theoretical results in optimization are the Karush,
Kuhn and Tucker conditions. They must be satisfied at any optimum, local or
global, of any linear and most nonlinear programs. The vector x ∈ Rn satisfies
these conditions for the program (3.1) if there exists vectors µ ∈ Rm and λ ∈ Rl
such that

∇f(x ) +
l∑
i=1

λi∇hi(x ) +
m∑
j=1

µj∇gj(x ) = 0 (3.2)

hi(x ) = 0 ∀i = 1, . . . , l (3.3)
gj(x ) ≤ 0 ∀j = 1, . . . ,m (3.4)

µjgj(x ) = 0 ∀j = 1, . . . ,m (3.5)
µj ≥ 0 ∀j = 1, . . . ,m (3.6)

The vectors λ and µ are called Lagrangian multipliers. If the Lagrangian
function is defined by:

L(x ,λ,µ) = f(x ) + λTh(x ) + µTg(x )
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the Karush-Kuhn-Tucker (KKT) conditions can be written as:

∇xL(x ,λ,µ) = 0
∇λL(x ,λ,µ) = 0
∇µL(x ,λ,µ) ≤ 0

µT∇µL(x ,λ,µ) = 0
µ ≥ 0

3.2.3 Duality
The term “duality” is often used to invoke a contrast between two related
concepts. Duality is one of the most fundamental concepts in mathematical
programming and establishes a connection between two “symmetric” programs,
namely, the primal and dual problem.

First of all, the dual function is introduced as:

φ(λ,µ) = Infimumx {f(x ) + λTh(x ) + µTg(x )} (3.7)

Then, the dual problem of the primal problem (3.1) is defined as follows:

maximize
λ,µ

φ(λ,µ)

subject to
µ ≥ 0

(3.8)

Using the Lagrangian function, the dual problem can also be rewritten as:

maximize
λ,µ;µ≥0

{
Infimumx L(x ,λ,µ)

}
(3.9)

The theorem 3.2 establishes an important relationship between the dual
and primal problems.

Theorem 3.2 Weak duality For any feasible solution x of the primal problem
(3.1) and for any feasible solution λ, µ, of the dual problem (3.8), the following
holds

f(x) ≥ φ(λ,µ) (3.10)

Additionally, the theorem 3.3 is of relevant importance in mathematical
programming. It shows that for convex programs the primal problem solution
can be obtained by solving the dual problem.

Theorem 3.3 If the primal problem is convex, then f(x∗) = φ(λ∗,µ∗). Oth-
erwise, one or both of the two sets of feasible solutions is empty.

Here, x ∗ represents the optimal solution of the primal problem; and λ∗,µ∗

are the optimal solutions of the dual problem.
For nonconvex programs, the difference between the optimal objective func-

tion values of the dual and primal problems (φ(λ∗,µ∗) − f(x ∗)) is called du-
ality gap. For nonconvex programs of engineering applications, the duality gap
is usually relatively small (Conejo, Nogales, & Prieto, 2002).
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3.3 Linear programming
The main feature of a LP problem is that all functions involved, the objec-
tive function and those expressing the constraints, must be linear. The solution
space or feasible region of an n-variables LP is geometrically defined by the
intersection of the hyperplanes and halfspaces representing each of the con-
straints. Such a set is characterized as a convex polytope.

Theorem 3.4 If an LP has an optimal solution, there is a vertex (i.e., extreme
point) of the feasible polytope that is optimal.

Theorem 3.4 is the fundamental theorem of linear programming and is the
basis of algorithms for solving linear programs: the Simplex and interior point
methods.

3.3.1 The Simplex method
The algorithm starts with an initial vertex feasible solution and tests its opti-
mality. If some optimality condition is verified, then the algorithm terminates.
Otherwise, the algorithm identifies an adjacent vertex, with a better objective
value. The optimality of this new solution is tested again, and the entire scheme
is repeated, until an optimal vertex is found. Since every time a new vertex is
identified the objective value is improved (except from a certain pathological
case), and the set of vertices is finite, it follows that the algorithm will terminate
in a finite number of iterations. Given the above description of the algorithm, it
is inferred that the Simplex essentially starts from some initial extreme point,
and follows a path along the edges of the feasible region towards an optimal
extreme point, such that all the intermediate extreme points visited are not
worsening the objective function (see Fig. 3.2a).

3.3.2 Interior point methods
An interior-point algorithm is one that improves a feasible interior solution
point of the linear program by steps through the interior, rather than one that
improves by steps around the boundary of the feasible region, as the Simplex
does (see Fig. 3.2b). A theoretical breakthrough for interior point methods
came in 1979; the Russian mathematician L.G. Khachian discovered an ellip-
soid algorithm whose running time in its worst case was significantly lower than
that of the Simplex Algorithm. Other theoretical results quickly followed, no-
tably that of N. Karmarkar who discovered an interior-point algorithm whose
running time performance in its worst case was significantly lower than that
of Kachiyan’s (Dantzig & Thapa, 1997a). Assuming an initial feasible interior
point is available and that all moves satisfy the whole set of constraints, the
key ideas behind interior-point methods are as follows:

• Move through the interior in directions that show promise of moving
quickly to the optimal solution (i.e., the steepest descent direction).
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(a) Simplex method (b) Interior point methods

Figure 3.2: Graphical interpretation of linear programming methods

• Recognize that a movement in a direction that sets the new point too
“close” to the boundary will be an obstacle; it will impede moving quickly
to an optimal solution. One way around this is to transform the feasible
region so that the current feasible interior point is at the center of the
transformed feasible region. Once a movement has been made, the new
interior point is transformed back to the original space, and the whole
process is repeated with the new point as the center.

• The stopping rule typically followed is to finish with an approximate
optimal solution when the difference between iterates is sufficiently small
in the original space.

There is still no valid way to characterize the classes of practical problems
from which one could expect a superior performance of a specific algorithm. Be-
cause of this, commercial software usually tend to be some sort of a hybrid. For
detail explanation about linear programming algorithms the reader is referred
to Dantzig and Thapa (1997a,b).

3.4 Nonlinear programming

As previously stated, if the objective function f or any constraint h , g is
nonlinear and all variables x are continuous, program (3.1) is denominated a
nonlinear program. The algorithms to solve this kind of programs can be classi-
fied as unconstrained and constrained optimization methods. A brief discussion
of both classes is giving next.

54



Nonlinear programming

3.4.1 Unconstrained optimization

To begin with, programs which do not comprised any constraint (h , and g) are
discussed. For unconstrained optimization, the algorithms can be classified in
two groups: line search methods and trust region methods. Both of them require
a initial feasible solution (x 0) for the problem. They basically determine a
direction (p̂k), and a distance or step length (αk) to move towards an improved
solution.

Line search methods This kind of algorithms firstly chooses a direction and
then searches along this direction for an adequate step length, so that one moves
from the current iterate (xk) for a new iterate (xk+1) with a better objective
function value. The most important methods to obtain a search direction are
briefly described next.

• The steepest-descent direction (−∇f(x )) is the most obvious choice for
search direction, however it may converge very slow in case of complex
functions.

• Another important search direction method is the Newton direction. This
direction is derived from the second-order Taylor series. Methods that use
the Newton direction have a fast rate of local convergence. Nevertheless,
the main drawback is that it requires the explicit computation of the
Hessian matrix (∇2f(x )).

• Quasi-Newton search directions provide an attractive alternative in that
they do not require computation of the Hessian and yet still attain a
good rate of convergence. Instead of the Hessian, these methods use an
approximation Bk, which is updated after each iteration to incorporate
the additional knowledge gained during the iteration. Two of the most
popular formulæ for updating the approximation Bk are the symmetric-
rank-one (SR1) formula, and the BFGS formula.

The step length should be chosen such that a sufficient improvement is
assured and the length is not too short. For this purpose, a good step length
must satisfy the so-called Wolfe conditions. There are several methods to deter-
mine the step length; among them the interpolation method, the golden section
method, and the Fibonacci’s method.

Another very important algorithm in this optimization subfield is the con-
jugate gradient method . The idea of this method is to improve convergence
through the construction of search directions by using the conjugate (A–ortho-
gonal) of the steepest-decent direction. This method was firstly devised for
convex quadratic functions, but it has been extended to approach general non-
linear functions. Extensions of this kind are the Fletcher-Reeves method and
the Polak-Ribière method.
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Trust region methods This kind of algorithms firstly constructs a model
function (trust region) mk whose behavior near the current solution xk is sim-
ilar to that of the actual objective function f . Then, these methods choose the
step and the direction to find the approximate optimizer of the model in this
trust region.

The trust region is usually assumed to be the first two terms of the Taylor-
series expansion of f around xk. Each step p (i.e., direction and step length)
of iteration k + 1 is obtained from the solution of the next subproblem:

minimize
p∈Rn

mk(p) = fk +∇fTk p +
1
2
pTBkp s.t. ‖p‖ ≤ ∆k (3.11)

where ∆k and Bk are the trust region radius and an approximation of the
Hessian of f , respectively. These methods require a strategy to determine the
trust region radius. This strategy is formulated based on a measure of how
well the previous trust-region mk mimics the actual function f . Besides, a sec-
ond strategy to find an approximate solution to subproblem (3.11) is needed.
Some approaches for this are the dogleg method, the two-dimensional subspace
minimization, the Moré and Sorensen method and the Steihaug method. It is
important to notice that the trust-region subproblem (3.11) can be approxi-
mately solved by means of the conjugate gradient method.

3.4.2 Constrained optimization
Here, methods to solve constrained programs are addressed. This type of meth-
ods seek an approximate solution by replacing the original constrained problem
by a sequence of unconstrained subproblems. So, the underlying idea is to con-
struct a closely related, unconstrained optimization problem and apply to it
some of the algorithms discussed in the previous section. There are mainly two
categories of these methods: (i) those ones which do not attain Lagrange mul-
tipliers information, and (ii) those methods based on the KKT conditions. The
former category includes the techniques of penalization and barriers, and in the
latter category are the dual method and the augmented Lagrangian algorithm.

Penalization and barriers methods Both of them consider a problem as
follows:

minimizex f(x ) + f̂(x ) (3.12)

where f̂(x ) is a function penalizing infeasible solutions or mimicking the barrier
between feasible and infeasible solutions.

Penalization methods These methods use f̂(x ) as a penalization term
when constraints are not met so as to discourage infeasible solutions. One of
the most popular families of penalizations is the following:
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f̂(x ) = r

∑
i

max{0, gi(x )}p +
∑
j

|hj(x )|q


where p, q > 1 are exponents and r is a penalization parameter. One typical case
that is used often is the quadratic penalization corresponding to p = q = 2.
After replacing the constraints by means of the incorporation of the penal-
ization term in the objective function, the program becomes a unconstrained
optimization problem. Only when r becomes big enough, the corresponding
approximations to the unconstrained program (3.12) are close to the solution
of the constrained program (3.1).

Barriers methods As previously mentioned, another choice is to use
f̂(x ) as a barrier function. One interesting possibility is the next one.

f̂(x ) = r

−1
r

∑
i

log(−gi(x )) + r3
∑
j

hj(x )2

1− r2hj(x )2


Notice that again only when parameter r is large, good approximations can

be obtained by applying an unconstrained algorithm to program (3.12).

Dual method The idea behind this method is to utilized the dual problem
(3.8) to find an approximate solution of the primal problem (3.1). The advan-
tage of the dual is that the definition of the dual function is an unconstrained
problem, and, at the same time, the constraint itself for the dual problem is
much simpler, in particular linear (µ ≥ 0). The dual function φ (program (3.7))
is found for given values of vectors λ and µ using a unconstrained optimiza-
tion method. Notice that these two vectors can be updated using a line search
method at each iteration bearing in mind that

∇µφ(λ,µ) = g(x ) ∧∇λφ(λ,µ) = h(x ).

The KKT conditions are used as stopping criterion in this method.

Augmented Lagrangian method This method follows a procedure similar
to the dual method. However, a quadratic penalization of the type that was
discussed earlier is used in order to include the constraints in the dual function
φ. Consequently, the augmented Lagrangian LA is defined as follows.

LA(x ,λ,µ, r) = ∇f(x ) +
l∑
i=1

λi∇hi(x ) +
m∑
j=1

µj∇gj(x )

+r

∑
i

max{0, gi(x )}2 +
∑
j

hj(x )2


57



3. Methods and Tools

Figure 3.3: Branching procedure

The key feature of this method is that it can be proved that good explicit
Lagrange multiplier estimates at each iteration k+1 can be obtained using the
following expressions, where c > 1.

λk+1 = λk + rkh(xk)
µk+1 = µk + rk max {0, g(xk)}
rk+1 = crk

The reader is referred to Nocedal and Wright (1999) and Pedregal (2004)
for a complete revision of nonlinear programming algorithms.

3.5 Mixed integer programming
The need for using binary variables turns out from a variety of purposes such as
modeling yes/no decisions, enforcing logical conditions, modeling fixed costs or
piecewise linear functions. Additionally, integer variables appear when modeling
indivisible entities. Mathematical programs which some of its variables are
integer are called mixed integer programs. Basically, there are two algorithms
for solving this class of programs, the Branch and Bound (B&B) and the cutting
planes methods.

3.5.1 Branch & bound methods
An B&B algorithm consists in generating a sequence of continuous subprob-
lems, solving them, and analyzing and comparing the different solutions until
an optimal solution is reached for the original problem. The algorithm searches
the complete space of solutions. The use of bounds for the function to be opti-
mized combined with the value of the current best solution (i.e., the incumbent)
enables the algorithm to implicitly search parts of the solution space.
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Figure 3.4: Bounding procedure

The solution of a problem with an B&B algorithm is traditionally described
as a search through a tree, in which the root node corresponds to the relaxed
original problem, and each other node corresponds to a subproblem of the
original problem. So, given a node (problem) Q of the tree, assume that xk
is a variable whose solution is x̄k ∈ Rn that is not satisfying the integrality
constraint in the node Q solution. Then, the branching procedure consist in
creating two children nodes of Q. The two children nodes of Q are disjoint
subproblems derived from adding to the Q problem the further constraint xk ≤
p in one case, and xk ≥ p + 1 in the other as shown in Fig. 3.3. Here, p is an
integer value (p ∈ Z) and must satisfy the next condition:

x̄k − 1 < p ≤ x̄k ≤ p+ 1 < x̄k + 1.

On the other hand, the bounding procedure consists in discarding a node
when is infeasible or when its objective function is not better than the in-
cumbent as depicted in Fig. 3.4. The initial incumbent may be the objective
function of a known feasible solution or it may be set to +∞. The incumbent
value is updated when a solution satisfying integrality is found during the B&B
search and its corresponding objective function value is better than the current
incumbent.

As it can be seen, there are two questions to be answered during the branch-
ing procedure so as to select the next subproblem, namely, What node Q should
be selected for branching? and What variable not satisfying integrality in Q
should be chosen for branching? Several strategies have been proposed for these
purposes, but they are out of the scope of this chapter.
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3.5.2 Cutting plane methods
There is an alternative to B&B algorithm called cutting planes which can also
be used to solve mixed integer programs. The core idea behind cutting planes
is to add constraints to a program until the optimal solution satisfies integral-
ity constraints. Of course, a cut (i.e., constraints) to be added to a current
fractional (i.e. not satisfying integrality) solution must assure that:

• Every feasible integer solution of the actual program is feasible for the
cut.

• The current fractional solution is not feasible for the cut.

Some of the most known techniques to generate these cuts are the Gomory’s
cuts methods, the Kelley’s method, and the Kelley-Cheney-Goldstein method.

Both, B&B and cutting plane techniques, can be applied to linear and non-
linear programs. An special methodology for mixed integer nonlinar programs is
the outer-approximation algorithm developed by Duran and Grossmann (1986).
Also, it is noteworthy to mention an special set of integer programs called dis-
junctive programs. The theory of disjunctive programming can be found in the
work of Raman and Grossmann (1994) and Lee and Grossmann (2000). In a
nutshell, disjunctive programs comprised a logical system of conjunctive and
disjunctive statements, where each statement is defined by a constraint.

For details about mixed integer programming algorithms the reader is re-
ferred to Nemhauser and Wolsey (1999).

3.6 Multi-objective optimization
Multi-objective optimization (MO) plays an important role in engineering de-
sign, management, and decision making in general. Usually, a decision maker
needs to make tradeoffs between disparate and conflicting objectives. The field
of multi-objective optimization defines the art and science of making such de-
cisions.

The mathematical representation of an MO problem is as follows:

minimizex {f1(x ), f2(x ), . . . , fP (x )} (P ≥ 2)

subject to
h(x ) = 0
g(x ) ≤ 0

where x ∈ X ⊂ Rn, f : Rn → R,
h : Rn → Rl, g : Rn → Rm


(3.13)

The solution of an MO problem is said to be a set of Pareto solutions, or
a Pareto frontier. A Pareto solution is one for which any improvement in one
objective can only take place if at least one other objective worsens (Messac,
Ismail-Yahaya, & Mattson, 2003).
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Dominance In order to formally define a Pareto solution, the concept of dom-
inance is introduced next. A solution xa, associated to the objective function
values {z1a , z2a , . . . , zPa} dominates other solution x b, with its corresponding
point {z1b , z2b , . . . , zPb}, if and only if:

[ zpa ≤ zpb ∀ p ∈ {1 . . . P} ] ∧ [ ∃ p ∈ {1 . . . P} / zpa < zpb ]

where zpa = fp(xa) ∀p ∈ {1 . . . P} and zpb = fp(x b) ∀p ∈ {1 . . . P}. From
here forth, zp is a scalar that shall be associated to the objective function value
fp(x ).

Thereby, if a solution x ∗ is Pareto solution then it does not exist a different
solution x ∈ X that dominates it.

There are several approaches to obtaining such solutions (see section 2.2.1).
Basically, they are based on the conversion of the MO problem into one single
objective function problem. The next section is focused on the ε-constrained
method which is the one used in this thesis.

3.6.1 The ε-constraint method

The ε-constrained method was proposed by Haimes, Lasdon, andWismer (1971).
The method approximates the Pareto frontier by finding a set of Pareto so-
lutions that belong to it. Each single Pareto solution is found by solving a
single objective optimization problem. Such an optimization problem incorpo-
rates bounds for the remaining objective functions which are not being directly
optimized. The method is described following a procedure similar to the one
presented by Messac et al. (2003). Here, the normalization step for the objec-
tives values is not considered. To better describe this method it will be useful
to define the utopia point and the p-anchor points.

The utopia point The utopia point {zu1 , zu2 , . . . , zuP } is defined as comprised
by every single optimized objective function zp value. Obviously, this ideal
point is an imaginary solution for conflicting objectives, in the sense that does
not corresponds to any feasible solution. The utopia point can be found by
solving P times the program (3.14). Here, it would be useful to define xup as
the solution associated to zup .

minimizex fp(x )

subject to
h(x ) = 0
g(x ) ≤ 0

where x ∈ X ⊂ Rn, f : Rn → R,
h : Rn → Rl, g : Rn → Rm


∀ p ∈ {1 . . . P} (3.14)
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Algorithm 3.1: The p-anchor point
Data: p, zup
Result: {za1p, za2p, . . . , zaPp}
begin

zapp ←− zup
for p′ ∈ {1 . . . P} ∧ p′ 6= p do

zap′p ←− +∞
for p′′ ∈ {1 . . . P} ∧ p′′ 6= p do

solve program (3.15)
zap′′p ←− fp(x ∗)
if p = P and p′′ = P − 1 then

xap ←− x ∗

else
if p′′ = P then

xap ←− x ∗

end

The p-anchor points The p-anchor point {za1p, za2p, . . . , zaPp} is a nondom-
inated point, an extreme Pareto solution, whose zapp value is equal to zup . The
algorithm 3.1 must be followed so as to find the p-anchor point. In some cases
it may happen the solution of an anchor point xap to be equal to xup .

The algorithm 3.1 must be executed P times to find every p-anchor point.
Recall that P refers to the number of objective functions comprising the MO
problem. In algorithm 3.1 the program 3.15 is as follows:

minimizex fp′′(x )

subject to
h(x ) = 0
g(x ) ≤ 0

fp′′′(x ) ≤ zap′′′p ∀ p′′′ ∈ {1 . . . P} ∧ p′′′ 6= p′′

where x ∈ X ⊂ Rn, f : Rn → R,h : Rn → Rl, g : Rn → Rm


(3.15)

Now, the procedure to find the non-extreme Pareto solutions so as to ap-
proximate the Pareto frontier is presented. Such a procedure is shown in Fig.
3.5. Firstly, one needs to define the number N of Pareto solutions that are to
be found along directions parallel to the axis representing zp. The total number
of non-extreme Pareto solutions to be generated is equal to NP−1. The space
between consecutive Pareto solutions (εp) along directions parallel to the axis
zp is determined using the next expression.
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Figure 3.5: The ε-constrained method for a bi-objective optimization problem

εp =

(
max

p′∈{1...P}
{zapp′}

)
− zup

N + 1
∀ p ∈ {1 . . . P}

Then, each non-extreme Pareto solution is obtained by solving the program
(3.16) for every combination of {n1, n2, . . . , nP } where each np ∈ {1, 2, . . . , N}.

minimizex fp′(x )

subject to
h(x ) = 0
g(x ) ≤ 0
fp(x ) ≤ zup + npεp

∀ p ∈ {1 . . . P} ∧ p 6= p′

where x ∈ X ⊂ Rn, f : Rn → R,h : Rn → Rl,
g : Rn → Rm



∀ n1, n2, . . . , nP

(3.16)

The ε-constraint method is applied in Chapters 4 and 8 for tackling multi-
objective optimization problems. An extensive review of multi-objective opti-
mization methods can be found in Ehrgott and Gandibleux (2002).
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3.7 Stochastic programming with recourse

All previously discussed optimization problems are deterministic, that is, all
the data required in those models is assumed to be perfectly known. In this
section, stochastic programs in which some data may be considered uncertain
are addressed. In this kind of problems, it is relevant to distinguish between
two set of decisions (i.e., variables): the first stage decisions, and the recourse
decisions.

First stage decisions This set of decisions are taken before any uncertain pa-
rameter is unveiled. They are also known as “here and now” decisions.
The interval of time associated with them is known as the first stage of
the stochastic program.

Recourse decisions They are determined after some or all the random data is
disclosed. This kind of decisions are also known as the second and so forth
stage or “wait and see” decisions.

Two stage programs The most widely used and simplest stochastic program
is the two-stage program. Here, the first stage decisions are represented by the
vector x , while second stage decisions are represented by the vector y . The
uncertain parameter is represented by ξ. Notice that the second stage decisions
y are a function of both, the first stage decisions x and the uncertain event
ξ. In order to simplify the problem representation, the recourse function Q is
introduced next.

Q(x , ξ) =



minx f2(y , ξ)
s.t.

h2(x, y , ξ) = 0
g2(x, y , ξ) ≤ 0

where y ∈ Y ⊂ Rn2 , f2 : Rn2 → R,
h2 : Rn2 → Rl2 , g2 : Rn2 → Rm2


(3.17)

All those equations involving recourse decisions y are taken into account
in Q. As it can be seen, Q is a mathematical program that minimizes the
second-stage “cost” for a given value of the uncertain parameter ξ. Then, the
expected recourse function Q, the mathematical expectation of Q, is defined
by the expression (3.18).

Q(x ) = Eξ [Q(x , ξ)] (3.18)

Finally, a two-stage program can be mathematically represented as follows:
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minx f1(x ) +Q(x )

s.t.
h1(x ) = 0
g1(x ) ≤ 0

where x ∈ X ⊂ Rn1 , f : Rn1 → R,
h1 : Rn1 → Rl1 , g1 : Rn1 → Rm1


(3.19)

Multistage programs Most of engineering problems entail a sequence of
decisions that must not anticipate future outcomes of the uncertain factors that
evolve over more than one time event. For these cases, a multistage stochastic
program is required. The above two-stage problem can be easily extended to
a multistage (K-stage) recourse program bearing in mind that instead of the
two set of decisions x and y , to be taken at first and second stages, now one is
dealing with K sequential set of decisions {x 1,x 2, . . . ,xK}. Notice that in a K-
stage stochastic problem, one is facingK−1 uncertain events {ξ1, ξ2, . . . , ξK−1}
and the uncertain events ξ1, ξ2, . . . , ξτ−1 are already known when the set of
decisions x τ is made at stage τ . Consequently, the expected recourse function
of stage τ can be defined by:

Qτ (x 1, . . . ,x τ−1) = Eξτ
[
Q(x 1, . . . ,x τ−1, ξ

1, . . . , ξτ−1)
]

τ ≥ 2 (3.20)

Then, a K-stage program can be mathematically represented as follows:

minx 1
f1(x 1) +

K∑
τ=2
Qτ (x 1, . . . ,x τ−1)

s.t.
h1(x 1) = 0
g1(x 1) ≤ 0

where x 1 ∈ X ⊂ Rn1 , f : Rn1 → R,
h1 : Rn1 → Rl1 , g1 : Rn1 → Rm1


(3.21)

In the case that a continuous probability function is utilized to represent the
uncertain parameter ξ, programs (3.19) and (3.21) can be analytically solved
just for few simple problems. However, approximations can be obtained by
constructing a discrete number of scenarios which mimics the continuous dis-
tribution behavior.

3.7.1 The scenario based approach
In case that ξ has a discrete number of possible scenarios (i.e., a finite discrete
distribution) {(ξs,Ps) ∀ s ∈ {1, . . . , S} /Ps > 0 ∧

∑
s Ps = 1} ; a deterministic

equivalent program can be formulated for a stochastic program. For instance,
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the equivalent deterministic program for the two stage program (3.19) can be
posed as:

minx f1(x ) +
S∑
s=1
Psf2(ys, ξs)

s.t.
h1(x ) = 0
g1(x ) ≤ 0

h2(x, ys, ξs) = 0 ∀ s ∈ {1, . . . , S}
g2(x, ys, ξs) ≤ 0 ∀ s ∈ {1, . . . , S}

where x ∈ X ⊂ Rn1 , f : Rn1 → R,h1 : Rn1 → Rl1 ,
g1 : Rn1 → Rm1 ,ys ∈ Y ⊂ Rn2 , f2 : Rn2 → R,
h2 : Rn2 → Rl2 , g2 : Rn2 → Rm2



(3.22)

where ys is the set of recourse decisions related to the uncertain scenario ξs.
It is noteworthy that sampling techniques can be used to approximate to

discrete functions the continuous probability functions included in a stochastic
program. By doing so, an approximate deterministic equivalent program can
be obtained for most stochastic programs.

The deterministic equivalent program of a multistage stochastic optimiza-
tion can be formulated in a similar manner to program (3.22). However, special
care should be taken to preserve the so called non-anticipativity principle in
such cases.

The non-anticipativity principle

Non-anticipativity of the decision process is an inherent component of stochas-
tic optimization. The non-anticipativity principle ensures that the solution for
stage τ does not depend on unavailable information. If two scenarios s and s′
are indistinguishable at time t on the basis of information available about them
at time t, then the decisions associated to scenarios s and s′ until time t must
be the same. Namely, a set of decisions related to two different scenarios, if it is
to make sense, cannot require different courses of action at time t if there is no
way to distinguish between those two scenarios at time t (Rockafellar & Wets,
1991). This principle is shown in Fig. 3.6 by using a scenario tree represen-
tation for the different scenarios in which uncertain parameter ξ may disclose
throughout the time horizon. Such a principle can be mathematically posed as
expressed in Eq. (3.23).

y t,s = y t,s′ ∀ t < ts,s
′

(3.23)

In Eq. (3.23), ts,s
′
is the time when scenarios s and s′ become distin-

guishable; and y t,s represents those decisions associated to scenario s and
taken at time t. Note that in order to be consistent with previous notation
ys = [yT1,s|yT2,s| · · · |yTt,s| · · · |yTtl,s]

T , where tl is the last time period in the
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Figure 3.6: The non-anticipativity principle

problem time horizon. The uncertainty encompassed in stochastic problems
can be classified in two types according to the nature of ts,s

′
. Hence, one is

dealing with exogenous uncertainty if ts,s
′
is fixed, otherwise endogenous un-

certainty appears when ts,s
′
is variable and depends upon the decisions to be

taken during the optimization.
A multistage stochastic program is presented to deal with the endogenous

uncertainty associated to clinical trials during new pharmaceutical products de-
velopment in Chapter 5. In Chapters 9 and 11, multistage stochastic programs
are developed to address the exogenous uncertainty associated to product prices
and demand. Good references for stochastic optimization are the books of Kall
and Wallace (1994) and Birge and Louveaux (1997).

3.8 Decomposition techniques

There are some mathematical programs that have structural properties that
can be computationally exploited. In order to apply a decomposition tech-
nique, the problem under study should have an appropriate structure or it may
be possible to manipulate the problem to make it have such a structure. Fig-
ures 3.7 and 3.8 show the two main decomposable structures that are suitable
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for decomposition techniques: one involving complicating constraints and one
involving complicating variables.

minimize f1(x 1) + f2(x 2) + . . . + fN (xN )

subject to
g1(x 1) ≤ 0
h1(x 1) = 0

+

g2(x 2) ≤ 0
h2(x 2) = 0

+

. . . +

g
N

(xN ) ≤ 0
hN (xN ) = 0

minimize G(x 1,x 2, . . . ,xN ) ≤ 0
H (x 1,x 2, . . . ,xN ) = 0

Figure 3.7: A decomposable structure with complicating constraints

The idea behind decomposition techniques is to decentralize the solution
of the problem; instead of solving the entire problem in a monolithic manner,
many blocks or “independent” subproblems are solved iteratively while achiev-
ing the optimal solution of the whole problem. Note that the set of common
equations H and G prevent the problem shown in Fig. 3.7 to be solved in a
decentralized manner. If H and G could be disregarded, the problem could
be directly optimized by solving each of the n-subproblems. For that reason,
the set of constraints H and G are known as complicating constraints. On the
other hand, the variable vector y is preventing a decentralized solution for the
problem shown in Fig. 3.8. This vector represents the complicating variables of
this problem.

In this section a methodology to tackle problems which have a structure
with complicating constraints is presented. However, it is important to point
out that a structure with complicating variables can be transformed to one
with complicating constraints by duplicating the complicating variables.

3.8.1 Lagrangian relaxation

This technique is suitable for problems with complicating constraints. The idea
is to apply the duality function (see section 3.2.3) to this kind of problems
in order to reduce their complexity. At this point, it is noteworthy that no all
the problem constraint must be included in the Lagrangian function in order to
construct the dual function (Bazaraa, Sherali, & Shetty, 1993). The Lagrangian
function for the problem shown in Fig. 3.7 can then be written as:
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L(x 1, . . . ,xN
,λ,µ) =

N∑
n=1

fn(xn) + λTH (x 1, . . . ,xN
) + µTG(x 1, . . . ,xN

)

Consequently, the dual function can be expressed as the mathematical pro-
gram (3.24).

φ(λ,µ) = Infimumx 1,...,xN

L(x 1, . . . ,xN
,λ,µ)

subject to
g1(x 1) ≤ 0

...
g
N

(x 1) ≤ 0
h1(x 1) = 0

...
h
N

(x
N

) = 0


(3.24)

Then, the dual problem can be defined by using the program (3.8). The
Lagrangian relaxation appears when the dual function is evaluated for given
values λ̄ and µ̄ of the multipliers λ and µ. Given a structure with complicating
constrains, program (3.24) can be decomposed in N subproblems as follows:

minimizexn

L(xn, λ̄, µ̄)

subject to
gn(xn) ≤ 0
hn(xn) = 0

 (3.25)

where n ∈ {1, 2, . . . , N}. Then, the resulting subproblems can be solved inde-
pendently. This is the main feature of Lagrangian relaxation. The main issue
now is to develop a method that is able to determine the optimal values of λ̄
and µ̄ in an iteratively manner. Many methods have been proposed for this
purpose; among them the sub-gradient method, the cutting plane method, the

minimize f1(x 1) + . . . + fN (xN ) + fy(y)

subject to
g1(x 1)
h1(x 1)

+
G1(x 1,y)
H 1(x 1,y)

≤ 0
= 0

. . . +

gn(xN )
hN (xN )

+
GN (xN ,y)
HN (xN ,y)

≤ 0
= 0

Figure 3.8: A decomposable structure with complicating variables
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bundle method, the augmented Lagrangian method. The next section is dedi-
cated to the Optimal Condition Method.

Optimal condition decomposition

The Optimal Condition Decomposition (OCD) is a particular case of the La-
grangian relaxation procedure. One of OCD advantages is that it provides
information to update multiplier estimates (λ̄ and µ̄) in each subproblem it-
eration, therefore no master problem exists for this purpose and the algorithm
converges in fewer iterations.

The main difference between the OCD and the other classical Lagrangian
decomposition methods is that the OCD does not dualize all the complicating
constraints. Instead, a subproblem is obtained by dualizing all the complicating
constraints of other subproblems, but maintaining its own complicating vari-
ables. Following this idea, the Lagrangian function of the n-subproblem would
be as follows:

minimizexn

fn(xn) +
N∑

n′=1,n′ 6=n

(
λTn′H n′(x̄ 1, . . . ,xn, . . . , x̄N

)

+µTn′Gn′(x̄ 1, . . . ,xn, . . . , x̄N
)
)
xxxxxxxx

subject to xxxxxxxxxxxxxxxxxxxxxxxxxx
gn(xn) ≤ 0
hn(xn) = 0

Gn(x̄ 1, . . . ,xn, . . . , x̄N
) ≤ 0 : µn

H n(x̄ 1, . . . ,xn, . . . , x̄N
) = 0 : λn

(3.26)

Therefore, the OCD does not need any procedure to update the multipli-
ers since this updating process is automatic and results from keeping some
complicating constraints in every subproblem. The decomposition methodol-
ogy is described in Algorithm 3.2. Details about the convergence properties
and the procedure of this decomposition technique can be found in Conejo
et al. (2002). Notice that the application of this technique requires knowledge
about the overall problem being addressed and the relationships among the
potential subproblems. Ad hoc applications of this decomposition strategy can
be found in Chapters 5 and 11.

For further explanations about decomposition techniques in mathematical
programming the reader is referred to the book of Conejo, Castillo, Mínguez,
and Bertrand (2006).

3.9 Software

Here, it is given a brief description of the software used to solve the optimization
models presented throughout this thesis. There are some commercial tools for
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Algorithm 3.2: Optimal Condition Decomposition algorithm

Data: Initial values for initialize variables and multipliers (x̂ 0
n, λ̂

0

n, µ̂
0
n),

gap tolerance (tolerance).
Result: The optimal solution x ∗n, fn(x ∗n).
begin

gap←−∞;
k ←− 0;
while gap > tolerance do

forall n ∈ 1, . . . , N do
forall n′ 6= n do

x̄n ←− x̂kn;
λ̄n ←− λ̂

k

n;
µ̄n ←− µ̂kn;

Solve sub-problem (3.26);
x̂k+1
n ←− x ∗n ;

λ̂
k+1

n ←− λ∗n;
µ̂k+1
n ←− µ∗n;

gap←− ‖[x̂k+1
1 − x̂k1 ]T | . . . |[x̂k+1

n − x̂kn]T | . . . |[x̂k+1
N
− x̂k

N
]T ‖;

k ←− k + 1;
end

general optimization purposes such as GAMS, AIMMS and AMPL. All of them
render very similar characteristics. Nonetheless, GAMS has been selected given
that the research group where this thesis is carried out, CEPIMA, is familiar
with this tool. Additionally, GAMS is the most widely used modeling and
optimization software in the PSE field.

3.9.1 GAMS – Generic Algebraic Modeling System

GAMS is a programming language that allows modeling and solving optimiza-
tion problems. Castillo, Conejo, Pedregal, García, and Alguaci (2001) point out
that the more important characteristics of GAMS are:

• The ability to model small size problems and afterwards transform them
into large scale problems without significantly varying the code.

• The modeling task is completely apart from the solving procedure. Once
the model of the system under study has been built, one can choose among
the diverse solvers available to optimize the problem.

• In GAMS the model representation is analogous to the mathematical
description of the problem. Then, learning GAMS language is almost
natural for those working in the optimization field.
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• GAMS provides various programming features that allow coding decom-
position algorithms without requiring additional software.

• GAMS can be easily linked with MATLAB (The Mathworks, 1998) using
the matgams (Ferris, 1999) library if some special data manipulation is
needed.

Finally, it should be mentioned that optimization algorithms outlined in
sections 3.3 to 3.5 are embedded in some of the different GAMS solvers. Each
solver is usually developed to tackle a specific type of program (i.e., LP, NLP,
MILP, MINLP).

3.10 Final remarks
In this chapter, the different optimization techniques used throughout this the-
sis have been outlined. The main ideas behind each technique have been briefly
introduced with the purpose of providing the reader a general understanding of
the theory behind the solution techniques applied in this thesis. For the inter-
ested reader, specialized references where in-depth explanations and discussions
can be found are quoted at the end of each section.

In order to implement Multi-objective optimization, stochastic program-
ming and decomposition techniques in GAMS, one requires to have a good
understanding of their principles. For that reason, special emphasis has been
made to these topics. That is not the case of “basic” linear, nonlinear and mixed
integer programming since the algorithms to solve this kind of problems are
already embedded in the solvers. However, it is necessary to know their fun-
damentals in order to interpret results and improve modeling and debugging
skills.
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Chapter 4

Enhancing Corporate Value in the Design of SCs

4.1 Introduction

The tight profit margins under which Process Industries operate are forcing
companies to pay more and more attention to the design and operation of

their SCs. Traditional approaches available in the PSE literature to address the
design and operation of SCs usually focus on the process operations side and
neglect the financial part of the problem. This chapter deals with the design
and retrofit of SCs.

In simple terms, the SC design problem involves the identification of the
combination of suppliers, producers, and distributors able to provide the right
mix and quantity of products and services to customers in an efficient way
(Talluri & Baker, 2002). Here, a novel framework to address this problem is
proposed. Its main novelty lies in the inclusion of financial considerations at this
strategic decision making level. Within this framework, the decisions that have
a long-lasting effect on the firm are assessed through integrated models that are
capable of holistically optimizing the combined effects of process operations and
finances. The proposed approach adopts the corporate value of the firm as the
objective to be maximized. The integrated solution guarantees the feasibility
of the strategic decisions from the financial point of view by ensuring liquidity
control. Furthermore, it also leads to a superior economic performance as it
exhibits a greater capacity of improving the value of the firm.

4.2 Integrating process operations and finances

The design and operation of an SC can both be posed as large-scale dynamic
decision problems (Applequist, Pekny, & Reklaitis, 2000). These problems are
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receiving increasing attention in both the Operations Research and the PSE
communities and, as a result of this effort, significant progress has been made
in problem formulations and decomposition strategies aiming at their solution.

One of the major challenges in the chemical industry for the new millennium
is the optimization of the SC operation to achieve value preservation and growth
(Grossmann, 2004). Unfortunately, the SC models that currently exist usually
assist practitioners in determining the location of the facilities embedded in the
network, as well as the tasks that should be accomplished at each moment in
order to maximize a given criteria. This kind of models are no longer enough.
If companies want to achieve a competitive advantage in the marketplace, they
must implement tools that play a more inter-functional role and are able to
provide integrated plans for the whole SC. These plans should include optimal
financial as well as operative planning decisions in terms of value preservation.

Recent advances in PSE have focused on devising enterprise wide modeling
and optimization strategies that integrate decisions of distinct business func-
tions into a global model. Nevertheless, despite the effort made in the area,
almost all of the models developed to date focus on the process operations
side and neglect decisions involving marketing campaigns, investment planning,
corporate financial decisions, and many others aspects of enterprise planning
related to SCM (Shapiro, 2004). Current approaches still address the over-
all problem in a sequential fashion through the optimization of partial KPIs.
The use of these traditional sequential procedures is mainly motivated by the
functional organizational structures of firms. Nowadays, companies still have
separate departments for production, supply, logistics, service to customers,
etc. In an environment of this type, each functional area’s plan is sequentially
considered as input to the others according to a hierarchy. Thus, the mod-
els supporting the decision-making operate in an isolated way. They optimize
partial sets of decision variables but they do not lead to real integration of
relationships despite promoting the sharing of information between different
business entities (Romero, Badell, Bagajewicz, & Puigjaner, 2003). This parti-
tioning of decision-making in companies has been reflected in the goals of the
studies and the optimization models developed to support them.

Today’s turbulent business environment has caused a greater awareness
among managers of the financial dimension of decision making, with business
managers progressively becoming more driven by the goal of enhancing share-
holder value. Owing to this, planning and scheduling models for SCM should
proposed solutions that improve an overall business performance measure; how-
ever, they usually disregard the financial side of the problem and pursue a bi-
ased key performance indicator as the objective to be optimized. In fact, most
of the available SC approaches account for the maximization of objectives that
are based on the classical transactional analysis of costs and benefits, or in
key operative parameters that act as intermediate cost-related performance
measures. Table 4.1 shows the results of a review made to analyze the KPIs
applied so far in SC modeling in the PSE field. The objective functions of these
approaches have been classified into four categories: (i) economic basis, (ii) cus-
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Integrating process operations and finances

tomer service basis, (iii) efficiency basis and (iv) environmental basis. As one
can see from Table 4.1, profit and cost have been the most exploited indica-
tors while financial matters have been systematically neglected in the models
devised to date in the literature.

Nevertheless, the effective control of cash is one of the most important
requirements of financial management and its steady and healthy circulation
throughout the entire business operation has repeatedly been shown to be the
basis of business solvency (Howard & Upton, 1953). Indeed, the availability of
cash governs the production decisions taken in a company. For this reason, SC
operations models should not consider cash as an infinite resource. A produc-
tion plan cannot be implemented if it violates the minimum cash flow imposed
by the firm (i.e., if the amount of raw materials and/or utilities required can-
not be purchased due to a temporary lack of cash). Moreover, assessing the
feasibility of the scheduling/planning decisions from a financial point of view
may not be enough for companies that want to achieve a competitive advan-
tage in the marketplace. Fierce competition in today’s global markets is forc-
ing companies to perform further financial analysis in order to find the best
production-distribution decisions to be carried out in their SCs. If they wish to
remain competitive, it is essential that they properly assess the different pro-
cess operations alternatives in terms of their ability to markedly enhance the
firm’s value. What is more, maximum-profit or minimum-cost decisions may
lead to poor financial results if their financial impact is not properly assessed
prior to being implemented.

Consequently, managers should extend their analysis to include the more
general objective of maximizing the firm’s value as opposed to the common
optimization of traditional biased key performance indicators (KPIs) such as
cost or profit. Calculating the firm’s value involves a number of complex issues,
although there is consensus as to Buffet’s view that the valuation of a business
is determined by the discounted free cash flows occurring from its operations
over its lifetime (Buffet, 1994). Therefore, the challenge faced by SC managers
who are seeking to enhance corporate value is to identify strategies that improve
free cash flow generation.

In order to create value, companies need to devise integrated approaches
for SCM. Such enterprise-wide management strategies are envisaged to be ca-
pable of holistically optimizing the combined effects of process operations and
finances so as to exploit the synergy between different management disciplines.
In fact, the need to extend the studies and analysis of process operations to
incorporate financial considerations has been widely recognized in the liter-
ature (Applequist et al., 2000; Shapiro, 2006, 2004; Grossmann, 2004; Shah,
2005). Notwithstanding, relatively few integrated corporate financial models
have been implemented so far (Yi & Reklaitis, 2003, 2004; Guillén-Gosálbez
et al., 2006a).

Fact-based strategic planning is increasingly desired and pursued by firms,
but many issues remain about how to do it (Shapiro, 2004). Optimization
models seem to offer an appealing framework for analyzing corporate financial
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4. Enhancing Corporate Value in the Design of Supply Chains

decisions and constraints, as well as for integrating them with process operation
decisions and constraints (Shapiro, 2006). Currently, with the recent advances
in optimization theory and software applications there is no apparent reason
why models for SCM that merge concepts from diverse areas of the firm cannot
be constructed.

This chapter proposes a general framework for the design of SCs based on
the development of holistic models which cover two areas of the company, the
process operations and the finances. To achieve this goal (i.e., the integration
of the decision-making at different business levels) a mathematical formula-
tion which utilizes mixed integer modeling techniques and merges variables
and constrains belonging to each of the above mentioned disciplines is derived
and applied to a case study. The presented strategy considers the financial per-
formance as a design objective and not merely as a constraint on operations.
Furthermore, the corporate value (CV) of the firm is adopted as the objective
to be maximized as an alternative to the commonly used profit or cost. The
resulting model can be used as a decision-support tool for strategic planning.
The main advantages of this approach are highlighted through a case study
in which the integrated strategy is compared with the traditional approach
that computes the maximum-profit or net present value (NPV) design without
financial considerations. Numerical results show that significant benefits can
be obtained if an integrated formulation accounting for the optimization of a
suitable financial performance indicator is applied.

4.3 Problem statement

The intent of the SC network design problem is typically to determine the
optimal manufacturing and distribution network for the entire product line of
a company. The most common approach is to formulate a large-scale mixed-
integer linear program that captures the relevant fixed and variable operating
costs for each facility and each major product family. The fixed costs are usually
associated with the investment and/or overhead costs for opening and operating
a facility, or with placing a product family in a facility. The variable costs
include not only the manufacturing, procurement and distributions costs, but
also the tariffs and taxes that depend on the network design. The network
design problem focuses on the design of two or three major echelons in the SC
for multiple products. Due to the nature of the problem being solved, network
design is typically solved every two to five years (Graves & Willems, 2003).

With regard to the financial area, it is widely recognized that financial
assets bear a strong and direct relation to core aspects of SCs, such as inven-
tories, capacity expansion and allocation and purchases of raw material and
services. Most SC modeling approaches also account for fixed assets when the
economic performance of the available alternatives is assessed in the design
phase. However, in the planning formulation, they usually ignore the net work-
ing capital (NWC), which represents the variable assets associated with the
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Figure 4.1: Cash conversion cycle

daily SC operations. NWC is constituted by material inventories, accounts re-
ceivable (physical distribution), accounts payable (procurement), and cash. All
of these components are directly affected by decisions regarding SC operations.
NWC can be understood as the capital tied up within the cash conversion cy-
cle, which measures how efficiently an enterprise converts its inputs into cash
through final product sales (Figure 4.1). The less capital that is tied up by
SC operations, the better the performance will be in terms of the business’s
bottom line. The NWC is not a static figure; indeed, it may change from pe-
riod to period throughout the planning horizon, in accordance with tactical SC
decisions.

The mathematical program endeavors to model the CV components that
are specified in Figure 4.2. Among these components, the NWC and its change
is explicitly considered. The CV of the firm is calculated by means of the
discounted-free-cash-flow (DFCF) method and is adopted as the objective to
be maximized.

The deterministic design/planning problem of a multi-echelon SC with fi-
nancial considerations can be stated as follows.

The following information is given:

Process operations data

• A fixed time horizon.
• A set of products.
• A set of markets where products are available to customers and their
demands.

• A set of potential geographical sites for locating manufacturing plants
and distribution centers.
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Figure 4.2: Corporate value components

• A set of potential equipment for manufacturing the different products at
the set of plants.

• Lower and upper bounds for capacity increment of equipment and distri-
bution centers .

• Product recipes (mass balance coefficients and consumption of capacity).
• Suppliers capacity.
• Minimum utilization rate of capacity.

Financial data

• Direct cost parameters such as production, handling, transportation and
raw material costs.

• Product prices at each market during the time horizon.
• Coefficients for investment and sales of marketable securities.
• Discount factors for prompt payment and amount purchased to suppliers.
• Relationship between capital investment and capacity of plants and dis-
tribution centers.

• Relationship between indirect expenses and equipment capacity of plants
and distribution centers.

• Pledging costs.
• Tax rate and number of depreciation time periods.
• Interest rate for the long and short term debt.
• Salvage value.
• Shareholders risk premium data.

The goal is to determine:

• The facilities to be opened.
• The increment of equipment capacity at each potential plant and distri-
bution center.
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Figure 4.3: Supply chain model structure.

• The assignment of manufacturing and distribution tasks to the network
nodes.

• The amount of final products to be sold.
• The investments and sales of marketable securities.
• The amount of accounts receivable pledged at each period.
• The schedule of payments to suppliers at each time period.
• The long and short term debt acquired and repaid at each time period.

such that corporate value evaluated at the end of the planning horizon is max-
imized.

4.4 Mathematical formulation: a holistic model
The mathematical formulation derived to address the problem described above
is next presented. The model variables and constraints can be classified into
four groups. The first one concerns the process operations constraints given
by the SC topology. The equations that allows integrating the operations and
financial models are included in the second group. The third one deals with
the financial area. Finally, the equations and variables required to compute the
corporate value are presented. These sets of equations are next described in
detail.

4.4.1 Design–planning formulation
The structure of the SC taken as reference to develop the mathematical model is
illustrated in Fig. 4.3. The design/planning mathematical formulation is based
on the work of Hugo and Pistikopoulos (2005) in which the authors presented
a mathematical methodology that included life cycle assessment criteria as an
additional objective to be optimized at the strategic level of SCM. The model
has been enhanced to allow the storage of products and to include distribution
center nodes in the SC network. The model equations are described in detail
in the next sections.
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Mass balance constraints

The mass balance must be satisfied in each of the nodes that integrate the SC
network.

Manufacturing sites Eq. (4.1) represents the mass balance for each raw
material r consumed at each manufacturing site s in every time period t. Thus,
this equation states that the purchases of raw material r provided by suppliers
e (Er) plus the initial inventory kept at the site must equal the inventory at
the end of period t plus the quantity consumed by the manufacturing tasks.
Note that this equation should be only applied to those products consuming
raw material r (i ∈ (Ij ∩ Ir)) and manufactured in equipment j of plant s.

∑
e∈Er

Purcherst + SIrst−1 = SIrst +
∑
j

∑
i∈(Ij∩Ir)

αrijPijst ∀ r, s, t (4.1)

The mass balance for final products i in each manufacturing site s is en-
forced via Eq. (4.2). This expression states that the amount of final product
manufactured at each site during a given time period t plus the initial stock
of the product must equal the final inventory of the product plus the amount
transported from the site to the distribution centers w.∑

j∈Ji

Pijst + SOist−1 = SOist +
∑
w

Qiwst ∀ i, s, t (4.2)

Distribution centers Eq. (4.3) expresses the mass balance for distribution
centers w. Thus, this equation states that the total amount of final product
i coming from all sites s plus the initial inventory of the product kept at the
distribution center must equal the final inventory plus the sales in final markets
m. ∑

s

Qiwst + SWiwt−1 = SWiwt +
∑
m

Salesiwmt ∀ i, w, t (4.3)

Marketplaces Unlike other models in the literature, this model assumes that
part of the demand can actually be left unsatisfied due to limited production
capacity. Thus, Eq. (4.4) forces the sales of product i carried out in market m
during time period t to be less than or equal to the demand.∑

w

Salesiwmt ≤ Demimt ∀ i,m, t (4.4)

The ability of responding to customer requirements turns out to be one of
the most basic functions of SCM (Guillén-Gosálbez et al., 2005b). Thus, cus-
tomer service level (CSL) should also be taken into consideration when formu-
lating a SC model (Chen et al., 2003). As proposed by Guillén-Gosálbez et al.
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(2005b), constraint (4.5) can be considered to explicitly take into account the
demand satisfaction strategy of the enterprise. This equation imposes a mini-
mum target for the demand satisfaction (MinCLS), which must be attained
in all time periods t.∑

i

∑
w

∑
m
Salesiwmt∑

i

∑
m
Demimt

≥MinCLS ∀ t (4.5)

Capacity and facilities location constraints

These constraints are also inspired in the work of Hugo and Pistikopoulos
(2005). Two different variables are defined, FSjst and FWwt, which represent
the total capacity of equipment j in manufacturing sites s and distribution
centers w respectively during time period t.

Furthermore, variables FSEjst and FWEwt denote the capacity expansion
of the different facilities of the network during time period t. Thus, the estab-
lishment of a facility takes place in the first time period in which these variables
take a non-zero value. Note that the model is general enough to address not
only the design of a new SC, but also the retrofitting of an existing network.
In the latter case, the problem should be formulated by fixing at time period
t = 0 the value of the variables representing the facilities capacity according to
the initial network topology.

Capacity expansion Eqns. (4.6) and (4.7) are added to control the changes
in facilities capacities over time. These constraints include the binary variables
Vjst and Xwt, which take a value of 1 if the facility being represented (either the
equipment j at manufacturing site s or the distribution center w) is expanded in
capacity and zero otherwise. Notice that the capacity increments are bounded
in the range [FSELjst, FSE

U
jst], which represents the realistic physical interval

in which they must fall.

VjstFSE
L
jst ≤ FSEjst ≤ VjstFSEUjst ∀ j, s, t (4.6)

XwtFWELwt ≤ FWEwt ≤ XwtFWEUwt ∀ w, t (4.7)

Eqns. (4.8) and (4.9) are added to update the total capacity (FSjst and
FWwt) by the amount increased during planning period t (FSEjst and FWEwt).

FSjst = FSjst−1 + FSEjst ∀ j, s, t (4.8)

FWwt = FWwt−1 + FWEwt ∀ w, t (4.9)
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Establishing of new facilities Eqns. (4.10) to (4.12) are included to deter-
mine the planning period t when a manufacturing site s initiates its operations.
SBst is a binary variable that takes the value of 1 if the facility is opened at
period t and 0 otherwise. Equation (4.10) enforces the necessary conditions to
define the new binary variable. Thus, if the binary variable that represents the
capacity increment of any equipment j at site s in period t (Vjst) equals one,
the summation of the new binary variable from the initial period to the current
one must also equal one. Equation (4.12) is the reformulation of the previous
logic condition and it is obtained by replacing the implication by its equivalent
disjunction (see Equation 4.11). Equation (4.13), which is similar to constraint
(4.12), is applied to enforce the definition of the binary variable SWwt, which
must equal 1 if the warehouse w is opened in period time t and 0 otherwise.

Vjst = 1⇒
t∑

t′=1

SBst′ = 1 ∀ j, s, t (4.10)

[¬Vjst] ∨ [
t∑

t′=1

SBst′ = 1] ∀ j, s, t (4.11)

1− Vjst +
t∑

t′=1

SBst′ ≥ 1 ∀ j, s, t (4.12)

1−Xwt +
t∑

t′=1

SWwt′ ≥ 1 ∀ w, t (4.13)

Capacity utilization Eq. (4.14) forces the total production rate in each
plant to be greater than a minimum desired production rate (βsjFSjst−1) and
lower than the available capacity (FSjst−1). In this equation, θij represents the
capacity utilization rate of equipment j by product i and βsj is the minimum
percentage of utilization of equipment j at site s.

βsjFSjst−1 ≤
∑
i∈Ij

θijPijst ≤ FSjst−1 ∀ j, s, t (4.14)

Eq. (4.15) is analogous to constraint (4.14). Here, υi and γw constitute the
specific volume of product i and the minimum percentage of capacity utilization
of distribution center w, respectively.

γwFWwt−1 ≤
∑
i

υiSWiwt ≤ FWwt−1 ∀ w, t (4.15)
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Suppliers limitations The model assumes a maximum availability of raw
materials. Thus, Eq. (4.16) forces the amount of raw material r purchased
from supplier e at each time period t to be lower than an upper bound given
by physical limitations (Aert). In this expression, Re denotes the set of raw
materials provided by supplier e.∑

s

Purcherst ≤ Aert ∀ e, r ∈ Re, t (4.16)

4.4.2 Integration between models

The integration between both formulations is carried out through the sales of
products, the purchases of raw materials, transport services and utilities to
final providers, the fixed cost associated with the operation of the network and
the total investment in capital.

Revenue

Revenue is calculated by means of net sales which are the income source related
to the normal SC activities. Thus, the total revenue incurred in any period t
can be easily computed from the sales of products executed in period t as it is
stated in Eq. (4.17).

ESalest =
∑
i

∑
w

∑
m

SalesiwmtPriceimt ∀ t (4.17)

Additionally, the cash collected from sales executed in any period t and
maturing in period t′ (ASalestt′) can be easily computed from the sales of
products executed in period t, the fraction of these sales that will be collected
in period t′ and the prices of the products sold, as it is stated in equation (4.18).
Here, δmtt′ denotes the fraction of sales carried out in market m in period t
that will be paid in period t′.

ASalestt′ =
∑
i

∑
w

∑
m

Salesiwmtδmtt′Priceimt ∀ t, t′ > t (4.18)

Direct cost

The external purchases from supplier e at every period t (EPurchet), which
are computed through equation (4.19), include the purchases of raw materials
and transport services and production utilities.

EPurchet = Purchrmet + Purchtret + Purchprodet ∀ e, t (4.19)

87



4. Enhancing Corporate Value in the Design of Supply Chains
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Figure 4.4: Piecewise linear function of the discount factors.

Raw materials The external raw material purchases to supplier e at every
period t (EPurchet) can be then computed through equation (4.20).

Purchrmet =
∑
r

∑
s

Purcherstψert ∀ e, t (4.20)

Quantity discount Furthermore, Eqns. (4.21) to (4.23) can be added
to model quantity discounts, i.e., price reductions offered by the suppliers to
induce large orders. Certainly, the relationship between the discount factor
offered by external supplier e for raw material r (DFerd) and the amount of
raw material purchased can be modeled as a piecewise linear function (see
Figure 4.4). The inclusion of these constraints allows the potential benefits of
reduced purchase prices and fewer orders to be traded-off against the increase
in inventory costs. Specifically, one defines a set of discounts intervals Der for
each raw material r for which supplier e offers quantity discounts (r ∈ DRe).
Each interval corresponds to a different discount factor DFerd. The limits of
interval d ∈ Der are denoted as Purch

rm

ertd−1 and Purchertd. We introduce a
new set of binary variables Fertd that take the value of 1 if the amount of
raw material r purchased from supplier e in period t by all the sites falls into
discount interval d, and 0 otherwise:

Fertd =
{

1 if Purchrmert ∈ [Purch
rm

ertd−1, Purch
rm

ertd]
0 otherwise

To enforce the above definition, the following linear constraints are applied
(Tsiakis et al., 2001): ∑

d∈Der

Fertd = 1 ∀ e ∈ DRe, r, t (4.21)

Fertd−1Purch
rm

ertd−1 ≤ Purchrmertd ≤ FertdPurch
rm

ertd

∀ e ∈ DRe, r, t, d ∈ Der

(4.22)
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Purchrmert =
∑
d∈Der

Purchrmertd ∀ e ∈ DRe, r, t (4.23)

Constraint (4.21) forces each order to fall into a single interval, i.e., only
one of the variables Xertd (say, for d = d∗) takes a value of 1, with all others
being zero. Constraint (4.22) allocates each of the orders to its correspond-
ing interval using the defined binary variable Fertd. Such equation forces the
auxiliary continuous variable Purchrmertd to equal 0 for all d 6= d∗, while also
bounding Purchertd∗ in the range [Purch

rm

ertd∗−1, Purch
rm

ertd∗ ]. Finally, con-
straint 4.23 expresses the condition for which the summation of the auxiliary
variable Purchrmertd over d must equal the variable Purchert. This implies that
Purchrmert = Purchrmertd∗ and, therefore, Purch

rm
ert ∈ [Purch

rm

ertd∗−1, Purch
rm

ertd∗ ],
as desired. Note that similar constraints could be easily derive to account for
other types of quantity discounts, i.e., in utilities, transportation services and
so forth.

Taking into account the discounts offered by the suppliers e for raw material
r for a set of discount intervals d, which are denoted byDFerd, the total amount
of money to be invested in raw materials is the following:

Purchrmet =
∑
r

∑
d∈Der

PurchrmertdψertFertd(1−DFerd) ∀ e ∈ DRe, t (4.24)

Distribution and production costs On the other hand, external “pur-
chases” of transport services and production utilities are determined through
equations (4.25) and (4.26). Here, ρtr1eiws and ρtr2eiwm denote the unitary trans-
port cost associated with sending products from plants to warehouses and from
warehouses to markets, respectively. Furthermore, τut1ijse represents the unitary
production cost associated to the plants, whereas τut2rse , τut3ise , and τut4iwe represent
the inventory costs.

Purchtret =
∑
i

∑
j

∑
s

Qiwstρ
tr1
eiws +

∑
i

∑
w

∑
m

Salesiwmtρ
tr2
eiwm

∀ e, t
(4.25)

Purchprodet =
∑
i

∑
j

∑
ijs

Pijstτ
ut1
ijse +

∑
r

∑
s

SIrstτ
ut2
rse+

∑
i

∑
s

SOistτ
ut3
ise +

∑
i

∑
w

SWiwtτ
ut4
iwe ∀ e, t

(4.26)

Indirect cost

The total fixed cost of operating a given SC structure in every time period t
can be computed by means of equation (4.27) as the sum of the fixed costs
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associated with the current plant equipment j already installed in every site s
(FCFSjstFSjst−1) plus the sum of the fixed costs of each distribution center
w (FCFWwtFWwt−1).

FCostt =
∑
j

∑
s

FCFSjstFSjst−1 +
∑
w

FCFWwtFWwt−1 ∀ t (4.27)

Investment

Finally, the total investment in capital or fixed assets is computed through
equation (4.28). This term includes the investment made to expand the capacity
of equipment j in manufacturing site s in period t (PriceFSjstFSEjst), plus the
investment required to open a manufacturing plant, in case it is opened at
period t (ISstSBst), plus the investment required to support distribution center
w capacity increase (PriceFWwt FWEwt), plus the investment required to set a
distribution center if it is opened at period t (ISstSBst).

FAssett =
∑
s

∑
j

PriceFSjstFSEjst + ISstSBst

+

∑
w

(
PriceFWwt FWEwt + IWwtSWwt

)
∀ t

(4.28)

4.4.3 Financial formulation

In the presented approach, the cash management associated with the SC op-
eration is analyzed by extending the mathematical formulation developed by
Guillén-Gosálbez et al. (2006a). Such formulation is thus connected to the
process operations variables and constraints through the periods and sizes of
purchases of raw materials and utilities from suppliers, the final products sales
to customers and the investment costs. As a result of the application of this
integrated model, optimal SC design and financial decisions can be computed
simultaneously. Therefore, payments to providers, short and long term bor-
rowing, pledging decisions and the buying/selling of securities are planned in
conjunction with manufacturing and distribution tasks. The financial side of
the problem is then tackled through the inclusion of a set of constraints that
accommodate the aforementioned economical issues. Such constraints are next
described in detail.

Cash management model

The financial variables and constraints of the model should be determined
according to the specific applicable rules (e.g., depreciation), legislation (e.g,
taxes), etc. This may lead to different formulations depending on the case being
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analyzed. To overcome this problem, a set of general equations which intend
to reflect a general case have been developed. Nevertheless, the mathematical
formulation is general enough to be extended to other particular cases.

The financial model considers the same t planning periods applied in the
strategic SC formulation that cover the whole time horizon. This assumption
allows an easy integration of both sets of constraints into a single holistic model.

The cash balance for each planning period is the following:

Casht = Casht−1 + ECasht +NetCLinet −
∑
e

t∑
t′=1

Payet′t − FCostt

+NetMS
t − FAssett + Capitalt +NetLDebtt +Othert ∀ t

(4.29)

The cash at each period t (Casht) is a function of the available cash at
period t − 1 (Casht−1), the exogenous cash from sales of products or, in gen-
eral, from any other cash inflow (ECasht), the amount borrowed or repaid
to the short-term credit line (NetCLinet ), the raw materials, production and
transport payments on accounts payable incurred in any previous or actual
period t (Payett′ ), the fixed cost (FCostt), the sales and purchases of mar-
ketable securities (NetMS

t ), the amount invested on facilities (FAssett), the
capital supported by the shareholders of the company (Capitalt), the amount
borrowed or repaid to the long-term credit line (NetLDebtt ) and finally other
expected cash outflows or inflows (Othert).

Pledging and receivables A certain proportion of accounts receivable may
be pledged at the beginning of a period. Pledging is the transfer of a receivable
from the previous creditor (i.e., assigner) to a new creditor (i.e., assignee).
Therefore, when a firm pledges its future receivables, it receives in the same
period only a part, normally 80%, of their face value. Thus, it can be assumed
that a certain proportion of the receivables outstanding at the beginning of a
period is received during that period through pledge, as stated by Eq. (4.30).

t′∑
t′′=t−d̃max

M

Pledtt′′ ≤
t′∑

t′′=t−d̃max
M

ASalest′′t ∀ t,∀ t− d̃max
M
≤ t′′ ≤ t (4.30)

In this equation the variable Pledtt′ represents the amount pledged within
period t′ on accounts receivable maturing in period t, while ASalest′t represents
the accounts receivable associated with the sales of products executed in period
t′ and maturing in t. Here, the parameter dmax

M
denotes the maximum maturing

period at the markets.

d̃max
M

= max
m

{
d̃m

}
(4.31)
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Note that pledging represents a very expensive way of getting cash that will
only be used when no more credit can be obtained from the bank.

Finally, the exogenous cash is computed by means of Eq. (4.32) as the
difference between the amount of sales maturing in period t and executed in
previous periods t′ (ASalest′t) minus the amount of receivables pledged in
previous periods on accounts receivable maturing in period t, plus the amount
pledged in the actual period on accounts receivable maturing in future periods.
In this expression, φt′t represents the face value of the receivables being pledged.

ECasht =
t∑

t′=t−d̃max
M

ASalest′t −
t−1∑

t′=t−d̃max
M

Pledtt′

+

t+d̃max
M∑

t′=t+1

φt′tPledt′t ∀ t

(4.32)

Payment to suppliers With regard to payable, which are due to the con-
sumption of raw materials, production and transport services, notice that the
formulation assumes that the financial officer, at his/her option, may stretch
or delay payments on such accounts. Discounts for prompt payment can be ob-
tained if purchases are paid in short time and cannot be taken if the payments
are stretched. Thus, Eq. (4.33) forces the payments executed in period t′ on
accounts payable to supplier e incurred in period t to equal the total amount
due. In this expression, technical coefficients (Coefett′ ) that multiply the pay-
ments executed in periods t

′
on accounts payable incurred in t, are introduced

in the formulation in order to take into account the terms of raw materials,
production and transport credits (i.e., 2 percent-one week, net-28 days).

t+d̂e∑
t′=t

Payett′Coefett′ = EPurchet ∀ e, t ≤ T − d̂e (4.33)

The payment constraints belonging to the last periods of time are formu-
lated as inequalities (Eq. (4.34)), as it is not reasonable to require that total
accounts payable to be zero at the end of the planning period.

t+d̂e∑
t′=t

Payett′Coefett′ ≤ EPurchet ∀ e, t > T − d̂e (4.34)

Short term financing A short-term financing source is represented by an
open credit line with a maximum limit imposed by the bank (Eq. (4.35)). Un-
der an agreement with the bank, loans can be obtained at the beginning of
any period and are due after one year at a given interest rate (irSDt ) that de-
pends on the specific agreement reached with bank. Eqns. (4.36) and (4.37)
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make a balance on borrowings, considering for each period the updated debt
(CLinet−1) from the previous periods, the balance between borrows and repay-
ments (NetCLinet ) and the interest of the credit line (irSDt CLinet−1). Moreover,
the bank regularly requires a repayment greater than or equal to the interests
accumulated in previous periods, as it is stated by Eq. (4.38).

CLinet ≤ CLinemax ∀ t (4.35)

CLinet = CLinet−1(1 + ir
SD

t ) +Borrowt −Repayt ∀ t (4.36)

NetCLinet = Borrowt −Repayt ∀ t (4.37)

Repayt ≥ ir
SD

t CLinet−1 ∀ t (4.38)

Long term financing Eq. (4.39) balances the investment with the capital
supported by shareholders (Capitalt) and the amount borrowed to banks as
long term debt (LBorrowt) at each time period t.

FAssett = LBorrowt + Capitalt ∀ t (4.39)

Eqns. (4.40) to (4.42) reflect the payment conditions associated with the
long term debt. Note that these constraints are similar to those associated with
the short term credit line, as in practice both types of debts can be treated in
a similar way. Nevertheless, in the case of long term debt, the amount repaid
in each time period LRepayt usually remains along the planning horizon.

LDebtt = LDebtt−1(1 + ir
LD

t ) + LBorrowt − LRepayt ∀ t (4.40)

NetLDebtt = LBorrowt − LRepayt ∀ t (4.41)

LRepayt ≥ ir
LD

t LDebtt−1 ∀ t (4.42)

Marketable securities Eq. (4.43) makes a balance for marketable securities.
The portfolio of marketable securities held by the firm at the beginning of the
first period includes several sets of securities with known face values maturing
within the time horizon (SMS

t ). All marketable securities can be sold prior to
maturity at a discount or loss for the firm, as stated by Eq. (4.43). Revenues
and costs associated with the transactions in marketable securities are given
by technical coefficients (DMS

tt′
and EMS

tt′
). YMS

t′ t
is the cash invested at period

t on securities maturing at period t
′
. ZMS

t′ t
is the cash income obtained through

the security sold at period t maturing at period t
′
.
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NetMS
t = SMS

t −
T∑

t′=t+1

YMS
t′t +

T∑
t′=t+1

ZMS
t′t +

t−1∑
t′=1

(
1 +DMS

tt′
)
YMS
tt′ −

t−1∑
t′=1

(
1 + EMS

tt′
)
ZMS
tt′ ∀ t

(4.43)

Eq. (4.44) is applied to constraint in each period the total amount of mar-
ketable securities sold prior to maturity to be lower than the available ones
(i.e., those belonging to the initial portfolio plus the ones purchased in previ-
ous periods minus those sold before).

t′∑
t′′=1

ZMS
tt′′

(
1 + EMS

tt′′
)
≤SMS

t +
t′−1∑
t′′=1

(
1 +DMS

tt′′
)
YMS
tt′′ ∀ t, t′ < t (4.44)

Liquidity Eq. (4.45) limits the cash in each period (Casht) to be larger than
a minimum value (MinCash). A minimum cash is usually required to handle
uncertain events, like delays in customer payments, thus ensuring enterprise
liquidity. The bank requires a compensating balance, normally higher than the
20% of the amount borrowed. Therefore, the minimum cash (MinCash) has
to be higher than the compensating balance imposed by the bank.

Casht ≥MinCash ∀ t (4.45)

4.4.4 Objective function: Using a valuation method

While the more common objectives used by the PSE community are maximum
profit, net present value (NPV), maximum revenue, minimum makespan, and
minimum cost, the finance community has been making financial business deci-
sions for years by taking into account other indicators such as market to book
value, liquidity ratios, leverage, capital structure ratios, return on equity, sales
margin, turnover ratios and stock security ratios, among others.

Nevertheless, nowadays the maximization of the shareholder’s value (SHV)
of the firm seems to be the main priority of the firms and what really drives
their decisions. The use of SHV as the objective to be maximized is mainly
motivated by the fact that it reflects in a rather accurate way the capacity
that the company has to create value. The SHV of the firm can bee indeed
improved by maximizing its CV. Specifically, according to Weissenrieder (1998),
the market value of a company is a function of four factors: (i) investment, (ii)
cash flows, (iii) economic life, and (iv) capital cost. Specifically, this model
applies the discounted-free-cash-flow method (DFCF) to compute the CV of a
company.
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The discounted-free-cash-flow method (DFCF)

The strategy applies the discounted free cash flow method (DFCF) to assess
the decisions undertaken by a firm. This method has recently become the most
preferred approach for the valuation of companies given its capacity of properly
assessing the four main factors that contribute to create the market value of a
firm. In fact, the DFCF method is well entrenched in finance theory and its use
is gaining wider acceptance in industrial scenarios. The DFCF method values
a project or an entire company by determining the present value of its future
cash flows and discounting them taking into account the appropriate capital
cost during the time horizon for which it is defined (i.e., economic life) (Grant,
2003).

According to financial theory, the enterprise market value of a firm is given
by the difference between the discounted stream of future cash flows during
the planning horizon and the net total debt at the beginning of its life time
(NetDebt0), as it is stated by constraint (4.46). The initial total debt includes
both, the short and the long term debt and also the cash (equation (4.47)).

CV = DFCF −NetDebt0 (4.46)

NetDebt0 = CLine0 + LDebt0 − Cash0 (4.47)

In the calculation of the DFCF, one must discount the free cash flows of each
period t and the salvage value (SV ) at a rate equivalent to the capital cost (see
equation (4.48)). The salvage value could be calculated as a percentage of the
total investment or by any other applicable method. The capital cost reflects
the time value of the money and also the risk of the investment. In fact, the
capital cost can be regarded as the expected return required to attract funds
to a particular investment (Pratt, 2002).

DFCF =
T∑
t=0

FCFt

(1 +WACCt)
t +

SV

(1 +WACCt)
T

(4.48)

The weighted average capital cost (WACC) The capital cost can be
determined through the weighted average method. This method considers the
total capital structure of the company, including the overall equity and the debt,
as it is shown in equation (4.49). In this expression, λt denotes the proportion
of equity over the total capital investment.

WACCt = λtE(ROE) + irt(1− λt)(1− trate) ∀ t (4.49)

To compute the expected return on equity, which is denoted by E(ROE),
equation (4.50) is applied. In this expression, E(ROE) is computed as the sum
of a risk free rater0 and a risk premium (ϕRe). The former term represents
the rate of return of an investment free of default risk available in the market
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and is usually equal to the yield to maturity offered by a government security.
The latter, represents the expected amount of return above the risk-free rate in
exchange for a given amount of variance (Pratt, 2002; Applequist et al., 2000).
One of the most commonly employed methods to estimate the risk premium
is the Capital Asset Pricing Model (CAPM). For more details regarding this
topic the reader is referred to Sharpe (1999).

E(ROE) = r0 + ϕRe (4.50)

Free cash flows Free cash flows at every period t (FCFt) are given by
the profit after taxes, net change in investments and change in net working
capital. Specifically, the free cash flows are the difference between the net
operating profit after taxes (NOPAT) and the increase in capital invested.
From this definition it follows that there will be value creation if the incom-
ing value (Profitt (1− trate)) is greater than the consumed value (∆NWCt−
NetInvestt) as shown in equation (4.51).

FCFt = Profitt (1− trate)−NetInvestt −∆NWCt ∀ t (4.51)

Net operating profit Equation (4.52) is applied to compute the profit
at each period t from the incomes associated with the sales of final products
(ESalest), the production costs, the cost of the transport services (EPurchet),
fixed costs (FCostt) and the change in inventory(∆Invt).

Profitt = ESalest −

(∑
e

EPurchet + FCostt −∆Invt

)
∀ t (4.52)

Net investment The net investment at each period t represents the mon-
etary value of the fixed assets acquired in that period minus the depreciation.
As mentioned before, the depreciation term should be computed according to
the specific applicable rules (e.g, Straight Line, Sum-of-years Digits, Declining
Balance)

NetInvestt = FAssett −Dept ∀ t (4.53)

Net working capital The change in net working capital associated with
period t (NWCt) is computed from the change in accounts receivable, plus
the change in inventory, minus the change in accounts payable, plus any other
financial expenses or incomes (FExt), as stated by equation (4.54).

∆NWCt = (∆ARect + ∆Invt −∆APayt + FExt) ∀ t (4.54)
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Equation (4.55) computes the accounts receivables corresponding to period
t from the sales executed in the actual or any earlier period and maturing in
periods beyond the present one minus the receivables pledged in previous peri-
ods, including those associated with the actual one. Equation (4.56) determines
the change in accounts receivable at time period t.

ARect =
t∑

t′=t−d̃max
M

+1

t′+d̃max
M∑

t′′=t+1

ASalest′t′′ −
t+d̃max

M∑
t′=t+1

t∑
t′′=t′−d̃max

M

Pledt′t′′

∀ t

(4.55)

∆ARect = ARect −ARect−1 ∀ t (4.56)

Eq. (4.57) expresses changes in inventory including raw material stocks in
manufacturing sites, as well as final product stocks in distribution centers and
manufacturing sites. IuRMrt and IuFPit represent the inventory values for each
raw material r and product i at each planning period t, respectively.

∆Invt =
∑
i

IuFPit

[∑
s

(SOist − SOist−1) +
∑
w

(SWiwt − SWiwt−1)

]
+
∑
r

∑
s

IuRMrt (SIrst − SIrst−1) ∀ t
(4.57)

The accounts payable (APayt) are determined as the difference between all
the purchases executed in previous periods (EPurchet′) minus all payments
done until the actual period (Payet′′t′), as stated in equation (4.58). This con-
straint takes also into account the discounts for prompt payments (Coefett′).
The change in accounts payable at time period t is thus represented by con-
straint (4.59).

APayt =
∑
e

t∑
t′=1

EPurchet′ −
∑
e

t∑
t′′=1

t∑
t′=t′′

Coefett′Payet′′t′ ∀ t (4.58)

∆APayt = APayt −APayt−1 ∀ t (4.59)

Finally, equation (4.60) computes other financial expenses and incomes
(FExt) associated with the SC operation at every time period t. This term
includes pledging costs ((1 − φt′t)Pledt′t), discounts for prompt payments to
suppliers (Payet′t (Coefet′t − 1)) and also the earnings (DMS

tt′ Y
MS
tt′ ) and ex-

penses (EMS
tt′ Z

MS
tt′ ) associated with the transactions of marketable securities.
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Figure 4.5: Supply chain structure of case study.

FExt =

t+d̃max
M∑

t′=t+1

(1− φt′t)Pledt′t −
∑
e

t∑
t′=1

Payet′t (Coefet′t − 1)

+
∑
t′

EMS
tt′ Z

MS
tt′ −

∑
t′

DMS
tt′ Y

MS
tt′ ∀ t

(4.60)

The overall problem can be therefore mathematically posed as follows:

Maximize
X ,Y

CV

subject to
Eqns. (4.1)–(4.60)
X ∈ {0, 1}; Y ∈ R

Here X denotes the model binary variables set, while Y represents the
model continuous variable set.

4.5 Motivating example
The capabilities of the proposed integrated approach are illustrated by solving
a retrofitting problem of an SC comprising several manufacturing sites, distri-
bution centers and markets located in different European countries. A set of
potential technologies are assumed to be available in the manufacturing sites.
Furthermore, several potential locations for the manufacturing sites and the
distribution centers, from which the products should be transported to the fi-
nal markets, are also considered, as is depicted in Figure 4.5. The potential
locations for the plants embedded in the SC (S1, S2 and S3) are Barcelona
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Table 4.2: Maximum profit network design

Total profit 121,653,714.87 m.u.
Net present value (NPV) 47,476,865.35 m.u.
Corporate value (CV) 36,392,463.16 m.u.

Time period (t)
0 1 24 48

Manufacturing sites
s j Capacity increment (c.u.)

S1 TA 10,000.0 0.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 0.0 0.0 0.0
TD 0.0 0.0 0.0 0.0

S2 TA 0.0 500,000.0 0.0 0.0
TB 0.0 407,796.6 0.0 0.0
TC 0.0 500,000.0 0.0 0.0
TD 0.0 500,000.0 0.0 0.0

S3 TA 50,000.0 0.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 496,610.2 0.0 0.0
TD 0.0 478,813.6 0.0 0.0

Distribution centres
w Capacity increment (m3)

W1 4,000.0 0.0 0.0 0.0
W2 0.0 2,000.0 0.0 0.0
W3 0.0 0.0 0.0 0.0
W4 0.0 0.0 0.0 0.0

(B), Budapest(Bu) and Milan (Mi). These plants can manufacture three dif-
ferent products (P1, P2 and P3) with four different technologies (TA to TD).
These final products must be transported to the distribution centers prior to
being sent to the final markets (M1 to M5), where they become available to
customers. It is assumed an existing installed capacity of TA in S1 and S3 of
10,000 c.u. and 50,000 c.u., respectively. The investment cost associated with
the establishment of a manufacturing site is equal to 8,800,000 m.u. The poten-
tial locations for the distribution centers (W1 to W4) are B, Bu, Manchester
(M) and Lisbon (Li), whereas for the final markets are B, Bu, London (L), Li
and Toulouse (T). It is also assumed that at time zero W1 has an installed
capacity of 4,000 m3. The investment needed to open a distribution center is
equal to 2,500,000 m.u.

The initial inventories are supposed to be equal to zero for all products
and raw materials. The upper bound imposed to the capacity increment of
technologies at each manufacturing site is equal to 500,000 c.u. and the lower
bound is 50,000 c.u. The upper and lower bounds imposed to the capacity
increment of distribution centers are 2,000 and 30,000 m3. The capacities of the
facilities can only be increased every two years. The salvage value is considered
negligible at the end of the planning horizon. The availability of utilities is
assumed to be unlimited.

With regard to financial matters, it is assumed that the firm has at the
beginning of the planning horizon an initial portfolio of marketable securities.
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Table 4.3: Maximum net present value network design

Total profit 121,464,749.10 m.u.
Net present value (NPV) 47,623,655.11 m.u.
Corporate value (CV) 39,557,152.26 m.u.

Time period (t)
0 1 24 48

Manufacturing sites
s j Capacity increment (c.u.)

S1 TA 10,000.0 0.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 0.0 0.0 0.0
TD 0.0 0.0 0.0 0.0

S2 TA 0.0 500,000.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 500,000.0 0.0 0.0
TD 0.0 500,000.0 0.0 0.0

S3 TA 50,000.0 329,830.5 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 496,610.2 0.0 0.0
TD 0.0 478,813.6 0.0 0.0

Distribution centres
w Capacity increment (m3)

W1 4,000.0 0.0 0.0 0.0
W2 0.0 2000.0 0.0 0.0
W3 0.0 0.0 0.0 0.0
W4 0.0 0.0 0.0 0.0

Table 4.4: Maximum corporate value network design

Total profit 105,955,397.81 m.u.
Net present value (NPV) 42,068,183.09 m.u.
Corporate value (CV) 145,023,155.58 m.u.

Time period (t)
0 1 24 48

Manufacturing sites
s j Capacity increment (c.u.)

S1 TA 10,000.0 500,000.0 0.0 0.0
TB 0.0 395,796.6 0.0 0.0
TC 0.0 500,000.0 0.0 0.0
TD 0.0 500,000.0 0.0 0.0

S2 TA 0.0 0.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 0.0 0.0 0.0
TD 0.0 0.0 0.0 0.0

S3 TA 50,000.0 0.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 496,610.2 0.0 0.0
TD 0.0 478,813.6 0.0 0.0

Distribution centres
w Capacity increment (m3)

W1 4,000.0 2,000.0 0.0 0.0
W2 0.0 0.0 0.0 0.0
W3 0.0 0.0 0.0 0.0
W4 0.0 0.0 0.0 0.0
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Specifically, the firm owns 15,000 m.u. in marketable securities maturing in
period 2 and 18,000 m.u. maturing in period 3. The initial cash is assumed
to be equal to the minimum allowed cash, which is 125,000 m.u. Under an
agreement with a bank, the firm has an open line of short term credit at a 15%
annual interest with a maximum allowed debt of 4,000,000 m.u. The initial debt
is assumed to be equal to zero and the value of the materials kept as inventories
at the end of the time horizon are assumed to be a 85% of their market prices
for final products and a 100% for raw materials.

The SC under study has three external suppliers, the first one providing
raw materials, the second one transportation services and the third one labour.
Liabilities incurred with the raw materials supplier must be repaid within one
month according to the terms of the credit (2 percent-same period, net-28 days
for the raw materials supplier). The supplier of raw materials offers discounts
for large orders. Thus, a 3% discount is applied for orders of raw material R1
higher than 45,000 kg, and a 5% for orders above 80,000 kg. The payments
associated with the transport services and labor tasks cannot be stretched and
must be fulfilled within the same time period in which the purchase incidence
takes place. The technical coefficients associated with the set of marketable
securities that the firm has agreed to purchase and sale have been computed
by considering a 2.8% annual interest for purchases and a 3.5% for sales. It is
considered outflows of cash equal to 5.0, 7.5 and 10.0 millions m.u. in periods
13, 15 and 17 due to wages, rents, and dividends. It is also assumed that the
ratio between the long term debt and the equity must always be kept equal to
0.41. With regard to the long term debt, note that the firm can access a long
term credit at a 10% annual interest. Shareholders expect an annual ROE of
30%. The taxes rate is 30%. Depreciation is calculated by means of the straight
line method applied over a time horizon of ten years. The rest of this case study
data is found in Appendix B.

Sixty one monthly planning periods are considered. The implementation
in GAMS (Brooke, Kendrik, Meeraus, Raman, & Rosenthal, 1998) of the in-
tegrated formulation leads to an MILP model with 40,306 equations, 46,916
continuous variables, and 252 discrete variables. It takes 185 CPU seconds to
reach a solution with a 0 % integrality gap on a AMD Athlon 3000 computer
using the MIP solver of CPLEX (10.0). The integrated model is firstly solved
by maximizing the CV of the firm. To explicitly show the trade-off between the
CV and the standard KPIs that neglect financial considerations (i.e., NPV and
profit) the ε-constraint method is applied (see Section 3.6), taking into account
in each case the above commented objectives, CV and NPV and CV and profit,
respectively, at the same time. The objective of this analysis is to further ex-
plore the trade-off between an integrated holistic solution and a sequential one.
Thus, the NPV and the profit are computed by applying equations 4.62 and
4.63, respectively.

FFt = (Profitt − FAssett) (4.61)

101



4. Enhancing Corporate Value in the Design of Supply Chains

1.06 1.08 1.1 1.12 1.14 1.16 1.18 1.2 1.22

x 10
8

4

6

8

10

12

14

x 10
7

Profit (m.u.)

C
or

po
ra

te
 v

al
ue

 (
m

.u
.)

(a) Corporate value vs. profit

4.2 4.3 4.4 4.5 4.6 4.7 4.8

x 10
7

4

6

8

10

12

14

x 10
7

Net present value (m.u.)

C
or

po
ra

te
 v

al
ue

(b) Corporate value vs. NPV

1.215 1.2155 1.216 1.2165

x 10
8

4.746

4.748

4.75

4.752

4.754

4.756

4.758

4.76

4.762

4.764
x 10

7

Profit (m.u)

N
et

 p
re

se
nt

 v
al

ue
 (

m
.u

)

(c) NPV vs. profit

Figure 4.6: Pareto frontiers
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Figure 4.7: Sales carried out in each market for each optimal SC network configu-
ration

TProfit =
∑
t

FFt (4.62)

NPV =
T∑
t=1

FFt
(1 +RR)t

(4.63)

The SC network configurations obtained by following this procedure are
summarized in Tables 4.2, 4.3 and 4.4. The Pareto curves obtained by applying
the aforementioned procedure are shown in Figure 4.6. Numerical results show

Table 4.5: Value accumulation at each quarter for maximum profit SC network
structure (1x106m.u.)

Quar-
ter

Profit
after
sales

∆
accounts

receivable

∆
accounts
payable

Net
invest-
ment

Other
ex-

penses

Change in
invested
capital

Discounted
free cash

flows

0 0.000 0.000 0.000 -30.351 0.000 -30.351 -30.351
1 4.979 -13.727 3.473 0.759 -1.031 -10.526 -5.400
2 5.252 -7.203 0.010 0.759 -0.575 -7.009 -1.642
3 5.235 -7.177 0.026 0.759 -0.557 -6.950 -1.539
4 5.244 -2.188 0.028 0.759 -0.526 -1.927 2.810
5 5.146 1.081 -0.016 0.759 -0.811 1.013 5.110
6 5.381 5.931 0.046 0.759 -4.053 2.684 6.507
7 5.331 2.857 -0.092 0.759 -10.469 -6.945 -1.231
8 5.379 2.157 -0.019 0.759 -9.875 -6.978 -1.169
9 5.376 1.554 0.017 0.759 -9.267 -6.937 -1.097
10 5.375 -1.939 -0.020 0.759 -5.699 -6.900 -1.029
11 5.334 0.267 0.070 0.759 -7.901 -6.805 -0.953
12 5.401 -0.988 -0.080 0.759 -6.558 -6.867 -0.911
13 5.378 2.972 0.027 0.759 -10.554 -6.797 -0.847
14 5.385 -5.259 0.021 0.759 -2.293 -6.772 -0.795
15 5.354 0.034 -0.003 0.759 -7.484 -6.693 -0.737
16 5.397 -6.640 0.000 0.759 -0.836 -6.717 -0.698
17 5.365 -2.724 0.058 0.759 -4.729 -6.637 -0.645
18 5.417 -6.582 -0.079 0.759 -0.290 -6.193 -0.381
19 5.337 16.801 -3.465 0.759 -0.068 14.027 9.058
20 5.338 20.772 3.462 0.759 0.069 25.062 13.619
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Table 4.6: Value accumulation at each quarter for maximum NPV SC network struc-
ture (1x106m.u.)

Quar-
ter

Profit
after
sales

∆
accounts

receivable

∆
accounts
payable

Net
invest-
ment

Other
ex-

penses

Change in
invested
capital

Discounted
free cash

flows

0 0.000 0.000 0.000 -29.832 0.000 -29.832 -29.832
1 4.954 -13.684 3.473 0.746 -1.035 -10.500 -5.400
2 5.226 -7.171 0.010 0.746 -0.567 -6.983 -1.642
3 5.210 -7.148 0.026 0.746 -0.550 -6.927 -1.540
4 5.214 -2.151 0.028 0.746 -0.520 -1.897 2.809
5 5.107 1.231 -0.016 0.746 -0.769 1.192 5.226
6 5.357 5.393 0.046 0.746 -3.617 2.568 6.395
7 5.307 3.162 -0.092 0.746 -10.742 -6.926 -1.234
8 5.356 -1.238 -0.019 0.746 -6.447 -6.959 -1.173
9 5.352 -3.654 0.017 0.746 -4.027 -6.919 -1.100
10 5.351 5.696 -0.020 0.746 -13.304 -6.882 -1.033
11 5.310 -6.120 0.070 0.746 -1.483 -6.788 -0.957
12 5.378 -6.572 -0.080 0.746 -0.944 -6.851 -0.916
13 5.354 -4.029 0.027 0.746 -0.364 -3.621 1.016
14 5.362 -0.452 -3.469 0.746 -0.019 -3.194 1.230
15 5.331 0.240 0.000 0.746 0.070 1.056 3.515
16 5.373 -0.027 0.000 0.746 0.107 0.825 3.271
17 5.342 -0.850 0.000 0.746 0.145 0.041 2.733
18 5.393 -0.196 0.000 0.746 0.179 0.729 2.979
19 5.313 16.801 0.000 0.746 0.218 17.765 10.781
20 5.314 20.772 3.462 0.746 0.175 25.156 13.650

Table 4.7: Value accumulation at each quarter for maximum corporate value SC
network structure (1x106m.u.)

Quar-
ter

Profit
after
sales

∆
accounts

receivable

∆
accounts
payable

Net
invest-
ment

Other
ex-

penses

Change in
invested
capital

Discounted
free cash

flows

0 0.000 0.000 0.000 -30.344 0.000 -30.344 -30.344
1 5.011 -13.996 3.473 0.759 -0.805 -10.570 -5.409
2 5.113 -1.556 -1.524 0.759 -0.490 -2.811 2.149
3 5.047 0.000 -1.949 0.759 -0.158 -1.349 3.294
4 5.016 0.000 0.000 0.759 -0.122 0.637 4.869
5 5.029 0.000 0.000 0.759 -0.105 0.653 4.699
6 5.034 0.000 0.000 0.759 -0.116 0.643 4.514
7 5.005 0.000 0.000 0.759 -0.071 0.687 4.338
8 5.060 0.000 0.000 0.759 -0.036 0.723 4.231
9 5.049 0.000 0.000 0.759 0.002 0.760 4.081
10 5.054 0.000 0.000 0.759 0.039 0.797 3.946
11 5.011 0.000 0.000 0.759 0.077 0.835 3.786
12 5.084 0.000 0.000 0.759 0.111 0.869 3.701
13 5.047 0.000 0.000 0.759 0.149 0.908 3.554
14 5.065 0.000 0.000 0.759 0.186 0.944 3.444
15 5.031 0.000 0.000 0.759 0.224 0.982 3.308
16 5.068 0.000 0.000 0.759 0.260 1.019 3.215
17 5.046 0.000 0.000 0.759 0.298 1.057 3.095
18 5.095 0.000 0.000 0.759 0.334 1.092 3.012
19 5.026 0.000 0.000 0.759 0.373 1.131 2.878
20 1.386 15.552 3.462 0.759 0.172 19.945 9.554
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that the solutions computed by maximizing profit or NPV as single objectives
are far away from the optimal one (i.e., the best solution in terms of CV).
Certainly, the maximum CV solution is almost 300% higher than the one com-
puted by maximizing profit and 267% higher than the one accomplished when
maximizing NPV. On the other hand, the maximum profit and NPV solutions
are quite similar. Moreover, from these results, it is clear that in both cases a
conflict exists between the different objectives (i.e., maximum corporate value
and maximum profit or NPV). Numerical results show that an improvement in
profit or NPV is only possible if the decision-maker is willing to compromise
firm’s CV. Certainly, SC configurations with better profits or NPVs can only
be achieved at the expense of a reduction in the firm’s CV.

It is worth to mention that this case study represents a very specific situation
where there is one market (M2) in which the product prices are slightly higher
in comparison with the others (1.87%). At such market, accounts receivable
are due within a large time period. Under this assumption, the design-planning
model that accounts for the maximization of a biased KPI (either profit or
NPV) that neglects the financial side of the problem decides to configure a
supply chain network capable of easily fulfilling the demand of market M2 as
much as possible (see Figure 4.7).The profit and the NPV are indeed blind KPIs
in the sense that they are not capable of properly assessing the financial cost
associated with net working capital. As a result, accounts receivables increase
in certain periods of time in which the firm has to face important payments.
The cash management model is then forced to pledge them, mainly during
month 18 to 36 (quarters 6 to 12). Pledging is indeed a very expensive way of
getting cash and because of that the firm reduces its capacity of creating value
when applying it.

On the other hand, the integrated approach that accounts for the maxi-
mization of a suitable financial objective function (i.e., corporate value) is able
to properly assess the trade off between the increment in profit that can be
achieved by fulfilling demand at market M2 and the increment in net working
capital that is required to carry out this decision. Hence, the integrated ap-
proach computes a SC configuration that does not fulfill the demand inM2 due
to the poor payment conditions associated with its customers. Consequently,
the net working capital needed is reduced significantly thus increasing the value
accumulated during the whole planning horizon. This can be observed in Tables
4.5 to 4.7, which depict the behavior of the corporate value and the structure of
the consumed value during the planning horizon for each optimum SC network
configuration. For the purpose of facilitating their interpretation, the planning
periods (months) have been aggregated into quarters in these tables. In figure
4.8, financial Gantt charts for each optimal SC configuration are shown. They
describe how the cash is composed and utilized during the first 25 planning
periods.

To demonstrate the advantages of using CV and its robustness to assess
strategic decisions under different scenarios, the previous case study has been
modified and solved. Two modifications have been done: 1) prices payed by
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Planning periods (months) Total
(m.u)0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Incoming cash
due to sales +90703303.6

Pledging +24592440.5

Short  term
credit borrow +7116796.5

Short term
credit repayment -4182484.4

Payment
to suppliers -87635519.2

Fixed cost -5356067.8

MS sales +32942.9

MS investment 0.0

Investment on
fixed asset -30351256.2

Shareholders
support +12416341.5

Long term
credit borrow +17934914.7

Long term
credit repayment -2646412.1

Dividends -22500000.0

(a) Optimal profit

Planning periods (months) Total
(m.u)0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Incoming cash
due to sales +92208582.9

Pledging +23320118.4

Short  term
credit borrow +7353315.5

Short term
credit repayment -4416389.5

Payment
to suppliers -88085487.2

Fixed cost -5186949.1

MS sales +32942.9

MS investment 0.0

Investment on
fixed asset -29831967.7

Shareholders
support +12203906.7

Long term
credit borrow +17628061.0

Long term
credit repayment -2601133.9

Dividends -22500000.0

(b) Optimal NPV

Planning periods (months) Total
(m.u)0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Incoming cash
due to sales +131934519.7

Pledging +1244752.3

Short  term
credit borrow -4000000.0

Short term
credit repayment -4153383.2

Payment
to suppliers -90700937.6

Fixed cost -5465267.8

MS sales +32942.9

MS investment -134228070.6

Investment on
fixed asset -30344381.2

Shareholders
support +12413529.0

Long term
credit borrow +17930852.2

Long term
credit repayment -2645812.7

Dividends -22500000.0

(c) Optimal CV

Figure 4.8: Financial Gantt charts
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Table 4.8: KPI values of optimal SC network configurations for second case study
(m.u.)

Network Configuration KPI

Total profit NPV CV

Optimal total profit 116,597,744.59 45,374,556.23 89,386,052.53
Optimal NPV 116,377,423.52 45,516,838.30 110,018,635.40
Optimal CV 105,955,397.81 42,068,183.09 145,023,155.58

market M2 are equal to those payed by rest of markets and 2) due time of
account receivables in market M2 has the same conditions offered by market
M4. The optimal SC network configurations obtained are quite similar to those
resulting in the previous case study. In table 4.8, the values of each KPI are
shown for each optimal configuration. Even for this second case, it can be ob-
served that the maximum CV solution is 62% better than the one computed
by maximizing profit and 32% superior than the one accomplished when max-
imizing NPV. It is clear from these two examples that the integrated model
introduced in this chapter has a great potential when addressing the challenge
of designing a SC capable to preserve and improve the firms’ value.

4.6 Final considerations

This chapter has addressed the design and retrofit of chemical SCs taking
into account financial concerns. The proposed framework applies mixed integer
modeling techniques to develop holistic mathematical models for SCM that
are able to optimize the strategic operations decisions in conjunction with the
finances.

The main advantages of this approach have been highlighted through a case
study, in which the integrated model has been compared with the traditional
method. The former approach pursues the maximization of a suitable financial
key performance indicator that is able to properly assess the expenses associ-
ated with the shortages of cash and the value penalty associated to increments
in net working capital (i.e., the corporate value of the firm at the end of the
time horizon). On the other hand, the latter strategy accounts for the max-
imization of a biased key performance indicator that is unable to assess the
costs of the financing fixed and current assets. Numerical results show that the
integrated solution not only ensures the feasibility of the strategic decisions
from the financial viewpoint but also leads to a superior economic performance
given its higher capacity of creating value for the firm.

The framework suggested in this work is thus in consonance with the new
trends in PSE, which is going towards an enterprise wide optimization frame-
work that aims to integrate all the functional decisions into a global model that
should optimize an overall key performance measure. Here, it is proposed the
corporate value measured through the discounted free cash flow method as a
suitable first approach to this posed requirement.
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It is not enough to have a static planning model reviewed only in certain
periods. It will be necessary to maintain continuously updated an enterprise
modeling system which should connect the SC strategic, tactical and operative
levels. This modeling system must include the financial management of capital
investments at the strategic level. The bottom level must incorporate a realistic
cash flow management including net working capital analysis and also short
term budget. The maximum corporate value as target and the holistic model
itself constitute a first step forward in creating this ongoing planning system.
To the best of our knowledge, a system based on an integrated model that takes
into account a detailed financial analysis has not been implemented so far.

4.7 Nomenclature

Indices
e suppliers
d discount interval
i products
j plant equipment
m markets
r raw materials
s manufacturing sites
t planning periods
w distribution centers

Sets
Der discounts intervals for each raw material r for which supplier e offers

quantity discount
DRe raw materials for which supplier e offers quantity discounts
Er set of suppliers e that provide raw material r
Ij products that can be processed in plant equipment j
Ir products that consumed raw material r
Ji equipment that can process product i
Re set of raw materials provided by supplier e
τ planning periods in which investments on facilities are allowed

Parameters
Aert maximum availability of raw material r in period t associated with

supplier e
CLinemax upper bound of short term credit line
Coefett′ technical discount coefficient for payments to external supplier

eexecuted in period t′ on accounts incurred in period t
d̂e maximum delay on payments of supplier e
d̃m maximum delay in receivables at market m
d̃max
M

maximum delay in receivables at all markets
DMS
tt′ technical coefficient for investments in marketable securities

DFerd discount factor associated with discount interval d for raw material
r offered by external supplier e
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Demimt demand of product i at market m in period t
discerd discount offered by supplier e for raw material r at interval d
EMStt′ technical coefficient for sales of marketable securities
E[ROE] expected return on equity
FCFSjst fixed cost per unit of capacity of plant equipment j at site s in

period t
FCFWwt fixed cost per unit of capacity of distribution center w in period t
gert cost of raw material r provided by supplier e in period t
ir
LD
t interest rate of long term debt

ir
SD
t interest rate of short term debt

ISst investment required to open site s in period t
IWwt investment required to open distribution center w in period t
IuRMrt value of inventory of raw material r in period t
IuFPit value of inventory of product i in period t
MinCash lower bound of cash
MinCSL lower bound of customer service level
Othert other expected outflows or inflows of cash in period t
NetDebt0 net total debt at initial period
Priceimt price of product i at market m in period t
PriceFSjst investment required per unit of capacity of equipment j increased

at site s in period t
PriceFWwt investment required per unit of capacity of distribution center w

increased in period t
rf risk free rate of return
rp risk premium rate
RR return rate
SMS
t marketable securities of the initial portfolio maturing in period t
trate tax rate
T length of planning horizon

Binary variables
Fertd 1 if the amount of raw material r purchased from supplier e in period

t is within discount interval d, 0 otherwise
SBst 1 if site s is opened in period t, 0 otherwise
Vjst 1 if the capacity of equipment j is increased at site s in period t, 0

otherwise
WBwt 1 if distribution center w is opened in period t, 0 otherwise
Xwt 1 if the capacity of distribution center w is increased in period t, 0

otherwise

Continuous variables
APayt amount of accounts payable in period t
ARect amount of accounts receivable in period t
ASalestt′ sales executed in period t and receivable in period t′

Borrowt total amount borrowed from the short term credit line in period t
Capitalt capital supported by shareholders in period t
Casht cash in period t
CLinet short term debt in period t
CSL customer service level calculated at the end of the planning horizon
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CV corporate value at the end of the planning horizon
Dept depreciation in period t
DFCF sum of discounted free cash flows at the end of the planning horizon
ECasht exogenous cash in period t
EPurchet economic value of purchases executed in period t to supplier e
ESalest economic value of sales carried out in period t
FAssett increment in fixed assets in period t
FCFt free cash flows in period t
FCostt fixed cost in period t
FExt other financial expenses and incomes in period t
FFt funds flow in period t
FSjst total capacity of plant equipment j during period t at site s
FSEjst capacity increment of plant equipment j during period t at site s
FWjst total capacity at distribution center w during period t
FWEjst capacity increment at distribution center w during period t
LBorrowt total amount of money borrowed from the long term credit line in

period t
LDebtt long term debt in period t
LRepayt total amount repaid to the long term credit line in period t
NetCLinet total amount of money borrowed or repaid to the short term credit

line in period t
NetLDebtt total amount of money borrowed or repaid to the long term credit

line in period t
NetMS

t total amount received or paid in securities transactions in period t
NetInvestt net investment in period t
NPV net present value computed for whole planning horizon
Pijst production rate of product i in equipment j at site s in period t
Paytt′ payments to external supplier e executed in period t′ on accounts

payable incurred in period t
Pledtt′ amount pledged within period t’ on accounts receivable maturing

in period t
Profitt profit achieved in period t
Purchrmet amount of money payable to supplier e in period t associated with

consumption of raw materials
Purchtret amount of money payable to supplier e in period t associated with

consumption of transport services
Purchpret amount of money payable to supplier e in period t associated with

consumption of production utilities
Purcherst amount of raw material r purchased to supplier e at site s in period

t
Purchrmet amount of raw material r purchased in period t
qerdt amount of material r within discount interval d purchased to sup-

plier e in period t
Qiwst amount of product i sent from site s to distribution center w in

period t
Repayt total amount repaid to the short term credit line in period t
Salesiwmt amount of product i sold from distribution center w in market m

in period t
SIrst amount of stock of raw material r at site s in period t
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SOist amount of stock of product i at site s in period t
SV salvage value of facilities at the end of planning horizon
SWiwt amount of stock of product i at distribution center w in period t
TProfit total profit achieved at end of planning horizon
WACCt weighted average cost of capital in period t
YMS
tt′ cash invested in period t′ in marketable securities maturing in period

t
ZMS
tt′ security sold in period t′ maturing in period t

∆APayt change in amount of accounts payable in period t
∆ARect change in amount of accounts receivable in period t
∆Invt change in inventory value in period t
∆NWCt change in net working capital in period t

Greek symbols
αrij fixed coefficient for consumption of raw material r by product i
βsj minimum utilization of plant equipment j capacity allowed at site

s
γw minimum utilization of distribution center w capacity allowed
δmtt′ fraction of sales carried out in period t that are receivable in period

t′ in market m
θij capacity utilization of plant equipment j by product i
λt proportion of equity over total capital investment in period t
ρtr1eiws unitary transport costs of product i from plant s to warehouse w

payable to external supplier e
ρtr2eiwm unitary transport costs of product i from warehouse w to market m
τut1ijse cost associated with product i manufactured with equipment j in

site s and payable to external supplier e
τut2rse cost associated with handling the inventory of raw material r in site

s and payable to external supplier e
τut3ise cost associated with handling the inventory of final product i in site

s and payable to external supplier e
τut3iwe cost associated with handling the inventory of final product i in

warehouse w and payable to external supplier e
υi specific volume of product i
φtt′ face value of accounts maturing in period t pledged in period t′

ψert price of raw material r offered by external supplier e in time period
t

Superscripts
L lower bound
U upper bound
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Chapter 5

Synchronizing SC and Product Development Decisions

5.1 Introduction

In today’s highly competitive marketplace, SC and product development ac-
tivities should be coordinated and synchronized so that market demand,

product release and capacity requirements are matched in a financially sus-
tainable fashion. In this chapter, an integrated model is developed which in-
corporates simultaneous treatment of SC design–planning and product devel-
opment pipeline decisions in the pharmaceutical industry. Moreover, the afore-
mentioned cross-functional model embeds a capital budgeting formulation en-
abling the quantitative assessment of the firms’ value. The model also consid-
ers the endogenous uncertainty associated with product test outcomes during
the development process. To tackle this problem, a scenario based multi-stage
stochastic MILP formulation is proposed. This model includes risk constraints
which allow finding optimal solutions within accepted risk levels. A decom-
position technique is also applied in order to reduce the computational effort
required for the solution of the monolithic model, thus facilitating the solution
of realistic industrial problems of moderate scale.

5.2 The significance of product development and
SC coordination

Enterprise-wide decision problems have increasingly become the focus of re-
search and application for the process systems engineering (PSE) community.
This expansion in the traditional scope of PSE research has been driven in part
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Time

Figure 5.1: Product life cycle

by the availability of information systems that allow ready access to up-to-date
information across the enterprise, in part by the ability to develop, solve and
maintain large scale models, and partly because of a recognition that the glob-
alization of enterprises requires that organizational decisions must take into
account impact on a wider scale, both temporally and geographically. Addi-
tionally, the recognition of collective responsibility for the global environment
has pushed into the forefront the issue of sustainability and thus consideration
of all aspects of the life cycle of products and processes (see Fig. 5.1). Two
enterprise-wide decision problems that have received the most intense atten-
tion have been SCM and product development pipeline management (PDPM).
The former addresses the design and operational issues associated with the
supplier, manufacturer, customer and logistics network by means of which an
enterprise delivers its products to the market place. The latter addresses the set
of decisions and network of tasks associated with turning a new discovery into
a product and introducing it into the corporation’s SC (Varma et al., 2007).

Both of these enterprise-wide problems are resource intensive, involve large
cash flows and thus their successful solution has a direct bearing on the viabil-
ity of the enterprise. Both are large scale in terms of the number of state and
decision variables that must be considered, involve activities at multiple time
scales, are dynamic in nature, and are subject to a large number of exogenous
and endogenous uncertainties. They, at root, constitute large-scale, multistage
stochastic optimization problems. Given their importance to the viability of
the enterprise, the quality of solutions to these decision problems must be mea-
sured in terms of enterprise-wide metrics such as cash flow, corporate value
preservation and growth. Evaluation of these metrics in turn requires capture
of the relevant financial flows and accounting details. However, there are sub-
stantive differences between the two. SCM encompasses the portion of the life
cycle of a company’s products from market launch to withdrawal, includes
consideration of logistical functions associated with the movement of material
through the SC and thus necessarily must include the management of feed-
stock supplier/producer and producer/customer relationships. PDPM covers
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Figure 3: The R&D Process: Long, Complex, and Costly

The Research and Development
Process
The R&D process is long, complex, and costly.

Figure 3 highlights the main goals of each

stage of the 10- to 15-year process—from the

lab bench to the patient.

Figure 5.2: Research & development process (source: PhRMA, 2007)

only the development and launch portion of the product life-cycle and involves
the critical decision of selection of product candidates that will constitute the
development portfolio. One of the defining aspects of PDPM is that product
candidates are likely to fail during development (see Fig. 5.2). When this oc-
curs not only is the investment in the development of the failed product lost
but the company incurs the opportunity cost of not having developed one of
the alternate potential product candidates in its portfolio. Indeed studies have
shown that the US industry average is only one commercial success per seven
new product concepts in which development is invested. As a result as much
as 50% of new product development resources are spent on failed or cancelled
products. The success rate in the development of pharmaceutical products is
even less than that and the investment per successful product is now reach-
ing $2 Billion (Hynes-III, 2008). It is thus no surprise that the management
of pharmaceutical product development has been receiving special attention
in the PSE literature in recent years. Given the high failure rate and large
potential investment loss, the challenge is the valuation of product portfolios
that properly takes into account not only the uncertainties and risks but also
the decision flexibility that management can exercise during the course of the
development path.

Since these two decision problems comprise complementary segments of the
product life cycle, they do have areas of overlap. Specifically, in both cases the
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forecasting of uncertain demand, which may include forecasting of competitor
action, is an important decision input. In both, capacity planning decisions are
important, that is, whether to produce a new product for launch in an existing
facility (and in which one) or whether to plan for new capacity. Moreover,
the two are interdependent in that typically the cash flow from effective SCM
provides all or a significant portion of the investment funding required for
PDPM while SCM relies on a steady flow of new products from PDPM to
drive SC growth or at least to sustain the enterprise in the face of competitor’s
product innovations.

Planning of new product development activities has been an active research
topic in last decades. Schmidt and Grossmann (1996) address the optimal
scheduling of testing tasks in the new product development process. They do
not take into account the interaction with production capacity in their model.
Maravelias and Grossmann (2001) consider the simultaneous optimization of
resource-constrained scheduling of testing tasks in new product development
and design/planning of batch manufacturing facilities. The authors adopt a
two-stage stochastic optimization approach to account for the uncertainty in
the outcome of the tests. Levis and Papageorgiou (2004) determine the product
portfolio and the multi-site capacity planning in the face of uncertain clinical
trials outcomes while taking into account the trading structure of the company.
Recently, Colvin and Maravelias (2008) use a multistage stochastic approach
to deal with the pharmaceutical R&D pipeline, accounting for the endogenous
uncertainty of clinical trial outcomes. The above described approaches incor-
porate as objective function NPV and they do not account for financial issues
nor do they incorporate capacity expansion decisions.

The PSE related research on the SCM problem has largely focused on issues
related to process operations: assignment of physical resources and the schedul-
ing and routing of material flows through the network. The supply and pricing
of feedstocks are typically treated as deterministic and uncertain product de-
mand is accommodated through production planning/scheduling and suitable
allocation of inventory. Product pricing is usually assumed to be given. The
work on the PDPM, which has almost exclusively concentrated on the phar-
maceutical product domain, has focused on portfolio selection in the face of
uncertainty due to product failure during development and to resource reas-
signment in response to termination of a product candidate. The variety of
managerial actions, which can be taken at a tactical and operational level to
mitigate risk by corrective action when uncertainties are realized, have not
been fully exploited. In practice this may mean that the impacts of risks are
over-estimated, performance metrics underestimated and thus poor strategic
decisions advanced. Additionally, the treatment of financial factors is restricted
to primary operating and fixed investment costs and, typically, some form of
net present value with interest rate fixed over the time horizon is used as per-
formance metric.

Additionally, as indicated by Varma et al. (2007) there is a need to model
financial planning decisions, R&D resource allocation as well as capacity ex-
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pansion decisions within an integrated model, so that capital and capacity
allocation can be performed simultaneously with R&D projects selection and
prioritization in order to enhance value generation. Certainly, R&D decisions
necessarily impact the design and the regular activities of the entire SC. Thus,
such operational impact should be considered and assessed at the time R&D
and SC decisions are taken.

Then, so as to assure financial sustainability, enterprises must carefully as-
sess the resource trade-offs between new product launches, capital budgeting
and capacity allocation. This chapter deals with business strategic decisions
related to product development and SC retrofitting/design. Here, it is devel-
oped an integrated model which incorporates simultaneous treatment of the
SC design–planning and product development issues in a representative sector:
the pharmaceutical industry. The endogenous uncertainty of product test out-
comes during the development process are taken into account. Moreover, the
aforementioned cross-functional model embeds a risk management and financial
formulation enabling the quantitative assessment of the firm’s value.

5.3 Problem statement

One of the industries for which R&D pipeline management is particularly sig-
nificant is pharmaceuticals. No pharmaceutical product can be placed on the
market without receiving prior authorization from the relevant public health
agencies. For this type of businesses, solutions from holistic approaches are a
necessity in order to support strategic decision making that will allow financial
sustainability to be achieved.

New products in the development phase are required to go through strict
tests. Generally, tests can be classified into pre-clinical tests; clinical trials (this
stage is comprised of three phases); and regulatory approval (see Fig. 5.2). This
study will be focused on the clinical trials phases.

The ultimate goal of clinical trials is to determine whether the drug works
well enough in patients. The trials should address: whether the risk of toxic
side effects outweighs the therapeutic benefit; which dose regimen provides the
best response and the least number of side effects; whether the drug is better
than existing treatments. As previously mentioned, clinical trials are divided
in three phases (Robins-Roth, 2001):

Phase I This usually involves 20−100 healthy volunteers treated with increas-
ingly high doses. The goal is to study how the drug is metabolized, where
it goes in the human body, whether it is safe to use it, and what is the
best way to use it.

Phase II The goal of this phase is to provide more information about drug
efficacy and how the drug behaves in people. These studies typically in-
clude 100− 500 patients, divided into several subgroups. The subgroups
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are administered the drug in different doses, by different routes, and on
different schedules.

Phase III Here, 1000− 5000 patient volunteers are included and the aim is to
generate statistically significant data, about effectiveness, patient subpop-
ulations and dosing regiments that will lead FDA and the international
regulatory agencies to approve the new drug. Note that the drug division
of FDA often requires more than one Phase III trial.

Information regarding trial uncertainty (probability of success) and process-
ing equipment requirements for large scale production is assumed to be known
or estimated relying on results of previous tests and existing products.

It is given a set of existing products and a set of potential products. Failure
to pass clinical trial implies termination of the development project. Each new
product clinical trial has a probability of success, an associated duration and
cost, which are assumed to be known. On the SC side it is assumed that various
items of technological equipment are available to be installed in existing and
potential facility sites. Regarding the financial area, the formulation endeavors
to model cash management and value creation. To calculate corporate value
(CV) the discounted-free-cash-flow (DFCF) method is utilized.

The model offers robust decision support to business managers; it deter-
mines the most appropriate subset of potential products to be launched, capac-
ity expansion of production processes, and production profiles so as to optimize
the expected CV.

5.4 Mathematical formulation

The problem is formulated as a multi-stage mixed integer linear programming
(MILP). The variables and constraints of the model can be classified into five
groups. The first group corresponds to the formulation of project selection.
Process operations constraints given by the SC topology belong to the second
group. The third one incorporates those constraints related to the integration
of operations and product pipeline management. Finally, the fourth group is
associated with the constraints required for allowing cash management and
evaluating the objective function (CV).

5.4.1 Product pipeline management

The endogenous uncertainty associated with the outcome of clinical trials is
modeled following the work of Colvin and Maravelias (2008). Figure 5.3 shows
the scenario tree for a new product considering the three phases (I, II, III) of
clinical trials. Notice that the number of scenarios is given by 4N , where N is
the number of potential new products. The four scenarios for a new product
development project are: (i) failure during phase I clinical trial (I/F), (ii) failure
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Fail Pass
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I/F II/F III/F III/P
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Phase II

Phase III

New product clinical trial

Scenarios

Figure 5.3: Scenario tree of clinical trials outcomes

during phase II clinical trial (II/F), (iii) failure during phase III clinical trial
(III/F), and (iv) success in phase III clinical trial (III/P).

For a pair of scenarios (ς, ς ′) that become distinguishable in period tς,ς
′
the

decisions D in previous periods (t < tς,ς
′
) must be the same (see Section 3.7).

In this case, tς,ς
′
represents the period when these scenarios become distin-

guishable. This non-anticipativity condition can be expressed as follows:

{Dtς = Dtς′} ∀ t < tς,ς
′

The number of pairs of scenarios for which this non-anticipativity condition
must be satisfied can be reduced to those pairs of scenarios which differ in the
outcome of merely one potential product clinical trial (ϑ). This relationship be-
tween pair of scenarios is crucial for devising an ad hoc decomposition strategy.
In Fig. 5.4, it is presented the 16 (42) scenarios for the case of two potential

Potential new product A

P
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 B

Figure 5.4: Relationship between scenarios
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Table 5.1: Non-anticipativity relationships to be included for Figure 5.4 example

Pair of scenarios
Differentiating
clinical trial Pair of scenarios

Differentiating
clinical trial

Product Phase Product Phase

1 2 B I 8 9 B II
1 5 A I 8 12 A II
2 3 B II 9 10 B III
2 6 A I 9 13 A III
3 4 B III 10 11 B I
3 7 A I 10 14 A III
4 5 B I 11 12 B II
4 8 A I 11 15 A III
5 6 B II 12 13 B III
5 9 A II 12 16 A III
6 7 B III 13 14 B I
6 10 A II 14 15 B II
7 8 B I 15 16 B III
7 11 A II

new products, A and B. Note that nodes that are horizontally or vertically
adjacent differ only in one product clinical trial outcome, consequently the
non-anticipativity constraints should be expressed only for them. For instance,
a non-anticipativity constraint must be included for the pair of scenarios (1, 5).
Notice that product A phase I clinical trial fails in scenario 1 (I/F), while this
clinical trial must pass in scenario 5 so that product A phase II clinical trial fails
(II/F). The outcome of product A phase I clinical trial is the only difference
between scenario 1 and 5, thus it is the differentiating clinical trial for these
two scenarios. Accordingly, one can distinguish these two scenarios when prod-
uct A clinical trial I is completed. In general, the period when two scenarios
become distinguishable (tς,ς

′
) is the period when the corresponding differenti-

ating clinical trial is finished. It is important to point out that the relationships
among non-adjacent nodes are implicitly enforced by the relationship between
adjacent nodes. Table 5.1 summarizes the relationships that are required for
the example presented in Fig. 5.4.

Equation (5.1) is to track completion of clinical trials. This is compulsory
in order to define the non-anticipativity constraints. Variable Ωictς indicates
the periods following the phase c clinical trial completion for new product i.
Here, ηictς is a binary variable that indicates the period when product i phase
c clinical trial starts for scenario ς. Note that εic and N are the trial duration
and the set of potential new products, respectively.

Ωictς = Ωict−1ς + ηict−εicς ∀ i ∈ N , c, t, ς (5.1)

Equation (5.2) assures that no clinical trial c can be executed more than
once. Also, phase c clinical trial cannot start until phase c − 1 is completed.
This condition is expressed in Eq.(5.3).∑

t

ηictς ≤ 1 ∀ i ∈ N , c, ς (5.2)
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∑
t′<t

ηic+1tς ≤ Ωictς ∀ i ∈ N , t, ς, c ∈ {I, II} (5.3)

Product development resource utilization is modeled using Eq. (5.4). Here,
jrd and Capjrd represent the resources dedicated to product development and
their corresponding maximum capacity per period, respectively. To go on, θrdicjrd
indicates the resource jrd utilization factor for product i phase c clinical trial.

∑
i∈N

t∑
t′=t−εic+1

θrdicjrdηict′ς ≤ Cap
max
jrd ∀ t, Jrd (5.4)

Finally, as previously discussed, non-anticipativity constraints should be
active until the differentiating trial of a pair of scenarios is finished (Ωi′c′tς).
This condition is expressed as an integer constraint in Eq. (5.5). Notice that
set ϑ includes those pair of scenarios (ς, ς ′) that differ in merely the outcome
of one product clinical trial, while ιϑ represents the differentiating product i′
phase c′ clinical trial for a specific pair of scenarios (ς, ς ′) belonging to ϑ.

−Ωi′c′tς ≤ ηictς − ηictς′ ≤ Ωi′c′tς ∀ i ∈ N , c, (ς, ς ′) ∈ ϑ, (i′, c′) ∈ ιϑ, t (5.5)

5.4.2 Design and planning model
The design-planning approach and its integration with finances follows the
model presented in Chapter 4, Enhancing Corporate Value in the Design of
Supply Chains. The formulation has been extended to account for the different
scenarios associated to clinical trial outcomes. For that purpose, simply an extra
index, ς, has been added to each variable of that formulation (Eqns. 4.1 to 4.28).
In that manner a design–planning model is straightforwardly generated for each
scenario ς. In order to avoid redundancy the equations concerning such a model
are not enumerated herein. The reader is referred to Sections 4.4.1 and 4.4.2
for details regarding this formulation.

5.4.3 Integration of product pipeline management and
SC operations

The integration between formulations is carried out by the non-anticipativity
constraints associated with capacity allocation variables (Eqns. (5.6) to (5.9)).
Any “extra” expansion in capacity induced by product development projects
should satisfy these constraints. Recall that Vjstς and Xwtς , take a value of 1 if
the facility being represented (either the equipment j at processing site s or the
distribution center w) is expanded in capacity in period t, being 0 otherwise.
Continuous variables FSEjstς and FWEwtς denote the expansion in capacity
of the different network facilities during period t. In Eqns. (5.8) and (5.9) M
represents a large quantity.
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− Ωictς ≤ Vjstς − Vjstς′ ≤ Ωictς ∀ (ς, ς ′) ∈ ϑ, (i, c) ∈ ιϑ, j, s, t (5.6)

− Ωictς ≤ Xwtς −Xwtς′ ≤ Ωictς ∀ (ς, ς ′) ∈ ϑ, (i, c) ∈ ιϑ, w, t (5.7)

−MΩictς ≤ FSEjstς − FSEjstς′ ≤MΩictς ∀ (ς, ς ′) ∈ ϑ, (i, c) ∈ ιϑ, j, s, t
(5.8)

−MΩictς ≤ FWEwtς − FEWwtς′ ≤MΩitς
∀ (ς, ς ′) ∈ ϑ, (i, c) ∈ ιϑ, w, t

(5.9)

Additionally, Eq. (5.10) states that production rates prior to trial comple-
tion must be equal to zero for every successful new product in scenario ς. No
production for products that fail trials in scenario ς (i /∈ Isucς ) is allowed as
defined by Eq. (5.11).

Pijstς ≤MΩictς ∀ ς, c = III, i ∈ Isucc,ς , j, s, t (5.10)

Pijstς = 0 ∀ ς, i /∈ IsucIII,ς , j, s, t (5.11)

5.4.4 Financial management
Similarly to the Design–planning formulation, the financial formulation fol-
lows that presented in Chapter 4 (Eqns. (4.29)–(4.60)). Such formulation uses
the discounted-free-cash-flow (DFCF) method in order to carry out the firm’s
valuation. Again, the formulation has been extended to consider the differ-
ent scenarios associated to clinical trial outcomes by adding the extra index ς
to each variable. However, some modifications are required to incorporate the
costs of development projects (RDcost(ηictς , εi,c)tς) and some equations must
be included so as to calculate the expected CV as well. This set of modified
and new equations are described next.

Free cash flow at every period t (FCFtς) is defined by a function that
depends on net operating profit after taxes, change in net working capital
(NWCtς), net change in investments (NetInvesttς) and now costs of develop-
ment projects (RDcosttς) as well. This can be seen in Eq. (5.12). This equation
should replace Eq. (4.51) of Chapter 4.

FCFtς = Profittς (1− trate)−
NetInvesttς −∆NWCtς −RDcosttς ∀ t, ς

(5.12)
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Finally Eq. (5.13) is to compute the total expected CV. For financial for-
mulation details the reader is referred to Sections 4.4.3 and 4.4.4.

E[CV ] =
∑
ς

probςCVς (5.13)

Here, probς denotes the scenario ς probability of occurrence. Given the
product i trial c probability of success p̂i,c, the scenario ς can be calculated as
follows.

probς =

∏
c

∏
i∈Isuccς

p̂i,c

∏
c

∏
i/∈Isuccς

(1− p̂i,c)


Financial risk management

The risk management formulation is presented next. Financial risk associated
with a planning project can be defined as the probability of not meeting a
certain target performance level referred to as Γ (Barbaro & Bagajewicz, 2004).
Notice that for this problem, the performance is measured by the CV. Eqns.
(5.14) to (5.16) have been added to constraint the risk of obtaining CVs less
than target Γ. According to Eq. (5.14), %ς is a binary variable which takes a
value of 1 if CV of scenario ς is less than Γ, being 0 otherwise. Riskmax indicates
the maximum risk that decision makers are willing to accept for target level Γ.

Γ−M%ς ≤ CVς ≤ Γ +M(1− %ς) ∀ ς (5.14)

Risk(Γ) =
∑
ς

probς%ς (5.15)

Risk(Γ) ≤ Riskςmax ∀ ς (5.16)

The overall mathematical program to tackle the simultaneous SC design-
retrofitting and product development pipeline planning so as to maximize the
expected CV (E[CV ]) can be posed as follows:

Maximize
X ,Y

E[CV ]

subject to
Eqns. (4.1)–(4.50);(4.52)–(4.60) ∀ ς

Eqns. (5.1)–(5.16)
X ∈ {0, 1}; Y ∈ R

Here X denotes the model binary variables set, while Y represents the
model continuous variable set.

123



5. Synchronizing SC and Product Development Decisions

TA
Capacity: 60

TB
Capacity: 0

TC
Capacity: 112

TA
Capacity: 432

TB
Capacity: 0

TC
Capacity: 420

TA
Capacity: 303

TB
Capacity: 0

TC
Capacity: 420

installed not installedLegend:

Figure 5.5: SC initial configuration (1x103 c.u.)

5.5 Example

The advantages of the proposed approach are demonstrated by solving a SC
retrofitting–planning problem; which contains three processing sites (S1−S3),
S1 and S3 are already operational), three distribution centers (W1−W3) and
three market locations. Six products (P1− P6) can be manufactured on three
different equipments types (TA to TC). The SC initial configuration is pre-
sented in Fig. 5.5. A time horizon of 15 years is considered. This is composed
of 15 periods with a length of one year each. In this example, products P4−P6
are regarded as new products. For comparison purposes, the problem has been
also solved using the traditional sequential approach. Under the sequential
scheme, financial and other functional decisions are made following a hierarchi-
cal decision-making process. Firstly the SC and product development decisions
are made and then the financial ones are determined. The operational deci-
sions are typically obtained by optimizing NPV, while the financial decisions
are computed by maximizing the CV using the model previously described.

Table 5.2: Corporate value for each scenario

Probability Sequential approach Integrated approach Risk(Γ = 0)

0.594 -412.47 15990.60 14532.30
0.198 13040.00 15991.20 14205.00
0.066 -279.92 15520.60 11485.00
0.022 12955.10 15523.30 11086.40
0.081 1636.12 2505.39 8461.00
0.027 2292.79 2505.39 6783.38
0.009 -285.36 -81.54 1901.63
0.003 -175.56 -81.52 0.00

E[CV](1x106 m.u.) 2794.79 14300.35 13094.11
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Figure 5.6: New product project selection

Numerical results show that the solution calculated by the integrated ap-
proach offers improved performance over the sequential approach. Certainly, the
optimal expected CV from the integrated approach (IA) is considerably higher
than the one computed by utilizing sequential approach (SA). The IA renders
an expected CV of 14.3x109m.u.; while a CV of 2.79x109m.u. is obtained by
applying the SA (see Table 5.1). The two approaches also yield different project
selection decisions as shown in Figure 5.6. The SA launches the product de-
velopment process for P4 in first period, P6 in second period and P5 in fifth
period, while the IA launching policy is P6 in first period and then waits until
the fourth period to launch P5. It is important to point out that the sequential
approach selects the projects based on the NPV.

In Table 5.3, the NPVs obtained for each scenario are presented. Notice that
the sequential approach obtains the highest NPV in the most probable scenario
by developing the three products, however this requires significant amounts of
net working capital which leads to a poor CV result for such scenario. Indeed,
the expected CV is low compared to the integrated approach due to this reason.

Furthermore, the SC capacity allocation decisions are different. The SA pro-
poses to install TA (40x103 c.u.) and TB (22x103 c.u.) in site S2, while the IA
proposed to install merely TA (5x103 c.u.) in the same site. As shown in Figure

Table 5.3: NPV for each scenario

Probability Sequential approach Integrated approach

0.594 2464.235 2228.036
0.198 1727.445 2228.036
0.066 2423.956 2205.542
0.022 1684.258 2205.542
0.081 1248.441 72.85142
0.027 8.873884 72.85142
0.009 1138.557 -56.1196
0.003 -100.269 -56.1218

E[NPV](1x106 m.u.) 2114.13 1965.89
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Figure 5.7: Risk curves for motivating example

5.7, a significant risk reduction is achieved by using the IA, the probability of
obtaining negative CVs is reduced from 59% to 1.5%. Moreover, risk manage-
ment constraints have been applied to the IA assuming that no negative CVs
are desired (Γ = 0). For this case, no equipment capacity expansion is proposed.
It is worth noticing that the expected CV has decreased to 13.1x109m.u. by us-
ing the risk constraints. Nevertheless, there is a reduction in the risk associated
to those CVs which are lower than 10.0x109m.u. as depicted in Fig. 5.7.

The integrated formulation leads to an MILP model with 59,173 equations,
52,603 continuous variables, and 2,520 discrete variables. The problem was
solved in 148 CPU seconds. In order to tackle medium size problems, a decom-
position strategy is devised in the next section.

5.6 Decomposition strategy

The Optimal Condition Decomposition (OCD), which is a particular case of
the Lagrangian relaxation procedure, is applied to overcome the computational
cost of solving the monolithic problem which integrates SC design–retrofitting
and product development pipeline management formulations. Further details
about this decomposition strategy can be found in Section 3.8.1.

Here, the non-anticipativity (Eqns. (5.4)–(5.9)) constraints are preventing
the overall problem to be solved by blocks, each block representing the equa-
tions of each scenario ς. The non-anticipativity constraints are the complicating
constraints of the problem. However, Guignard and Kim (1987) have proved
that bounds and convergence can be substantially improved by transforming
mathematical programs so that every constraint of the original problem is pre-
served in one of the subproblems. In order to do so, new equations should be
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added to come to be the new complicating constraints. These new equations
are constructed by duplicating the “complicating” variables.

For instance, for this problem the non-anticipativity condition represented
by Eq. (5.4) might be rewritten in terms of variables belonging to one unique
scenario if variable ηictς′ could be duplicated in terms of scenario ς. Here, it is
important to recall that there is one unique pair of scenarios considered which
differs in the outcome of a specific potential product clinical trial (see Fig. 5.4).
Then, Eq. (5.4) can be reformulated by replacing it by Eq.(5.17) and Eq. (5.18).

η̃icti′c′ς − ηictς′ = 0 ∀ i ∈ N , c, ς < ς ′, (ς, ς ′) ∈ ϑ, (i′, c′) ∈ ιϑ, t (5.17)

− Ωi′c′tς ≤ ηictς − η̃icti′c′ς ≤ Ωi′c′tς ∀ ς, i ∈ N , (i′, c′) ∈ ι̂ς , t (5.18)

Here, η̃icti′c′ς is the copy or duplicated variable of ηictς′ . Following a simi-
lar reasoning, the other non-anticipativity constraints can be reformulated as
follows.

Ṽjsticς − Vjstς′ = 0 ∀ j, s, ς < ς ′, (ς, ς ′) ∈ ϑ, (i, c) ∈ ιϑ, t (5.19)

− Ωictς ≤ Vjstς − Ṽjsticς ≤ Ωictς ∀ ς, (i, c) ∈ ι̂ς , j, s, t (5.20)

X̃wticς −Xwtς′ = 0 ∀ w, ς < ς ′, (ς, ς ′) ∈ ϑ, (i, c) ∈ ιϑ, t (5.21)

− Ωictς ≤ Xwtς − X̃wticς ≤ Ωictς ∀ ς, (i, c) ∈ ι̂ς , w, t (5.22)

˜FSEjsticς − FSEjstς′ = 0 ∀ j, s, ς < ς ′, (ς, ς ′) ∈ ϑ, (i, c) ∈ ιϑ, t (5.23)

−MΩictς ≤ FSEjstς − ˜FSEjsticς ≤MΩictς ∀ ς, (i, c) ∈ ι̂ς , j, s, t (5.24)

˜FEWwticς − FEWwtς′ = 0 ∀ w, ς < ς ′, (ς, ς ′) ∈ ϑ, (i, c) ∈ ιϑ, t (5.25)

−MΩictς ≤ FWEwtς − ˜FEWwticς ≤MΩitς
∀ ς, (i, c) ∈ ι̂ς , w, t

(5.26)
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By doing this reformulation, the complicating constraint turn to be the
equalities (5.17), (5.19), (5.21), (5.23), and (5.25). The main difference be-
tween the OCD and the classical Lagrangian decomposition is that the OCD
does not dualize all the complicating constraints. Here, a subproblem is con-
structed for every scenario (ς). Let us define ς as the scenario that is being
evaluated in each subproblem. Then, the Lagrangian decomposition is applied
by dualizing those complicating constraints that belong to other subproblems.
Notice that the following subproblem is decomposable when the Lagrange mul-
tipliers (πI , πII , πIII , πIV , πV ) and the duplicated variables for other scenarios
are fixed to a given value. Also it noteworthy that complicating constraints
related to the scenario being evaluated (ς) are left into the subproblem, so that
their corresponding dual variables (i.e., πI , πII , πIII , πIV , πV ) are obtained and
updated using the subproblem solution.

maximize probςCVς + xxxxxxxxxxxxxxxxxxxxxxxx∑
ς′<ς∧(ς,ς′)∈ϑ

∑
i∈N

∑
c

∑
(i′,c′)∈ιϑ

∑
t

(
πIς′,ς,i,c,i′,c′,t (η̃icti′c′ς′ − ηictς)

)
+

∑
ς′<ς∧(ς,ς′)∈ϑ

∑
j

∑
s

∑
(i,c)∈ιϑ

∑
t

(
πIIς′,ς,j,s,i,c,t

(
Ṽjsticς′ − Vjstς

)
+

πIVς′,ς,j,s,i,c,t

(
˜FSEjsticς′ − FSEjstς

))
+

∑
ς′<ς∧(ς,ς′)∈ϑ

∑
w

∑
(i,c)∈ιϑ

∑
t

(
πIIIς′,ς,w,i,c,t

(
X̃wticς′ −Xwtς

)
+

πVς′,ς,w,i,c,t

(
˜FEWwticς′ − FEWwtς

))
subject to xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

Eqns. (4.1)–(4.50);(4.52)–(4.60); (5.1)–(5.4);(5.10)–(5.26) ∀ ς

(5.27)

The decomposition procedure is described in Algorithm 5.1. The decompo-
sition subproblems complexity for this case study is presented in Table 5.4. As
shown, this kind of problems can be solved with reasonable computational cost
by using the OCD strategy. The problems were solved in an Intel 2 Core Duo-
2.0 GHz - 2 GB RAM with a 3% integrality gap. The risk curves for the 16
and 64 scenarios cases are depicted in Figs. 5.8 and 5.9, respectively.

5.7 Final considerations

A model integrating product development pipeline management and SC de-
sign/retrofitting is presented. This approach incorporates the endogenous na-
ture of trial uncertainties during the development process. By utilizing this
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Final considerations

Table 5.4: Complexity comparison between monolithic (M) and decomposed prob-
lems (D-S)

Scen. Equations Cont. Var. Dis. Var. E[CV] (109) Total CPU sec

M D-S M D-S M D-S M D-S M D-S

16 62102 7282 68897 5562 3064 210 7.03 7.06 165 95
64 290662 22735 279377 6422 13584 240 8.21 8.15 24370 1026
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Figure 5.8: Risk curve for the case study including 16 scenarios
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Figure 5.9: Risk curve for the case study including 64 scenarios
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5. Synchronizing SC and Product Development Decisions

Algorithm 5.1: Optimal Condition Decomposition algorithm
Data: Initial values for complicating variables, multipliers
(πI , πII , πIII , πIV , πV ), gap tolerance (tolerance).
Result: The optimal solution E[CV ],X ,Y .
begin

gap←−∞;
ka←− 0 ;
while gap > tolerance do

forall ς do
forall ς ′ 6= ς do

ηictς′ ←− η̂kictς′ ;
Vjstς′ ←− V̂ kjstς′ ;
FEjftς′ ←− F̂E

k

jstς′ ;
Xwtς′ ←− X̂k

wtς′ ;
FEWwtς′ ←− ˆFEW

k

wtς′ ;
η̃icti′c′ς′ ←− ˆ̃ηkicti′c′ς′ ;

Ṽjsticς′ ←− ˆ̃V kjsticς′ ;
˜FSEjfticς′ ←− ˆ̃FSEkjsticς′ ;

X̃wticς′ ←− ˆ̃Xk
wticς′ ;

˜FEWwticς′ ←− ˆ̃FEW k
wticς′ ;

πIς′,ς,i,c,i′,c′,t ←− π̂
I,k
ς′,ς,i,c,i′,c′,t;

πIIς′,ς,j,s,i,c,t ←− π̂
II,k
ς′,ς,j,s,i,c,t;

πIIIς′,ς,j,s,i,c,t ←− π̂
III,k
ς′,ς,j,s,i,c,t;

πIVς′,ς,w,i,c,t ←− π̂
IV,k
ς′,ς,w,i,c,t;

πVς′,ς,w,i,c,t ←− π̂
V,k
ς′,ς,w,i,c,t;

Solve sub-problem (5.27);
X̂ς

k+1
←−X ∗

ς
b ;

Ŷς
k+1
←− Y ∗ς ;

forall ς ′ 6= ς do
π̂I,k+1
ς,ς′,i,c,i′,c′,t ←− π

I∗
ς,ς′,i,c,i′,c′,t;

π̂II,k+1
ς,ς′,j,s,i,c,t ←− π

II∗
ς,ς′,j,s,i,c,t;

π̂III,k+1
ς,ς′,w,i,c,t ←− π

III∗
ς,ς′,w,i,c,t;

π̂IV,k+1
ς,ς′,j,s,i,c,t ←− π

IV ∗
ς,ς′,j,s,i,c,t;

π̂V,k+1
ς,ς′,w,i,c,t ←− π

V ∗
ς,ς′,w,i,c,t;

gap←− ‖[X̂ k+1 − X̂ k]T |[Ŷ k+1 − Ŷ k]T ‖;
k ←− k + 1;

end

ak refers to the iteration number
bAn * indicates the optimal variable value
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Nomenclature

model, the new product launching decisions are made in tandem with the ca-
pacity expansion and production planning decisions. The model evaluates the
capacity requirements of the whole business product portfolio (i.e, existing and
potential new products). Both, existing and new products, compete for the
enterprise resources which include cash flows and capacity among others. The
allocation of such resources is made so that the expected corporate value is
maximized. The corporate value has been computed using a discounted-free-
cash-flow method which considers the business fixed and currents assets (net
working capital). Performance comparison with the traditional sequential de-
cision approach is also made, demonstrating the significant economic benefits
of holistic approaches.

The results show that improvements can be achieved when these decisions,
usually taken by different functions, are integrated into a single model. More-
over, the model is able to account for financial risk restrictions that may be
imposed by stockholders. It is shown that probabilities of low SC performance
are considerable reduced by incorporating the risk management formulation.
Finally, an ad-hoc Lagrange decomposition has been developed to successfully
reduce the significant computational burden associated with solving this kind
of problems.

Further work is focused on applying the decomposed problem in a parallel
computing scheme so that large industrial size cases can be tackled using the
proposed model.

5.8 Nomenclature

Indices
c clinical trial phase
i products
j plant equipment
s manufacturing sites
t planning periods
w distribution centers
ς scenarios

Sets
Ij products that can be processed in plant equipment j
Isuccς set of products i whose clinic trial c is successful for scenario ς
Ji equipment that can process product i
Jrd equipment used for product development tasks
N set of new products
ϑ set of related pair of scenarios
ι̂ς differentiating product i clinical trial c for the relationship for sce-

nario ς
ιϑ differentiating product i clinical trial c for pair of scenarios ϑ
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5. Synchronizing SC and Product Development Decisions

Parameters
Capmaxjrd maximum capacity of equipment j
M a large value
p̂ic product i clinical trial c probability of success
probς scenario ς probability of occurrence
Riskmax maximum acceptable risk at level Γ
trate tax rate
εic duration of product i clinical trial c
Γ level of performance for risk determination
θrdicj capacity utilization of equipment j by product i clinical trial c

Binary variables
Vjstς 1 if the capacity of equipment j is increased at site s in period t for

scenario ς, 0 otherwise
Ṽjsticς copy of Vjstς
Xwtς 1 if the capacity of distribution center w is increased in period t for

scenario ς, 0 otherwise
X̃wticς copy of Xwtς
ηictς 1 if the product i clinical trial c starts in period t for scenario ς, 0

otherwise
η̃icti′c′ς copy of ηictς
%ς 1 if CVς is less than level Γ
Ωictς 1 if the product i clinical trial c is already completed in period t for

scenario ς, 0 otherwise

Continuous variables
CVς corporate value at the end of the planning horizon for scenario ς
E[CV ] expected corporate value
FCFtς free cash flows in period t for scenario ς
FSEjstς capacity increment of plant equipment j during period t at site s

for scenario ς
˜FSEjstς copy of FSEjsticς

FWEjstς capacity increment at distribution center w during period t for sce-
nario ς

˜FWEjstς copy of FWEjsticς
NetInvesttς net investment in period t for scenario ς
Pijstς production rate of product i in equipment j at site s in period t for

scenario ς
Profittς profit achieved in period t for scenario ς
Risk(Γ) financial risk for level Γ
RDCosttς development costs in period t for scenario ς
∆NWCtς change in net working capital in period t for scenario ς
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Chapter 6

Linking Marketing and SC Models for Improved
Business Strategic Decision Support

6.1 Introduction

Nowadays, a supply chain management model incorporating business strate-
gic components is becoming of paramount importance to gain a compet-

itive edge in the market place. To be successful, the enterprise model has to
contemplate not only the supply chain, but also the demand chain. Under-
standing the market and customer behavior is extremely crucial for developing
a good business policy. Marketing is a boundary-spanning activity, linking sell-
ing entities with buyers and intermediate channels. To operate most effectively,
marketing activities must be coordinated with other functional areas of the
firm. The marketing – SC management interface is an issue that deserves fur-
ther research. Business managers should evaluate the existing trade-off between
marketing and SC planning decisions in order to enhance the performance of the
overall business metric: the shareholders value. Recently, there is a significant
trend driving business managers to implement marketing science models for
reaching more rational and holistic decisions. In this chapter, a mathematical
model is presented for the enterprise that accounts for the three main business
functionalities (i.e., operations, finances and marketing). The posed problem is
tackled by developing a holistic MINLP model which optimizes in tandem the
SC and marketing strategic decisions. Moreover, a financial model that allows
to quantitatively assessing the enterprise value is also incorporated. Finally, the
main advantages of coordinated decisions are discussed through an illustrative
example.
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6. Linking Marketing and SC Models

Product

Place Promotion

Price

Figure 6.1: Marketing mix

6.2 The SC operations and marketing interface
Typically, the business strategy is modeled as a hierarchical process in which
functional strategies, such as operations, logistics, marketing, and finance are
driven by a higher level strategy (Fine & Hax, 1985). A key element of the
strategic framework involves coordinating functional level plans to work in
concert so as to achieve the overall business strategy rather than to locally
optimize outcomes for individual functions, business units, plants, or stores.
One of the primary challenges in implementing an effective strategy involves
achieving consensus within the business organization. Undoubtedly, business
functional decisions must be integrated and coordinated in order to tackle the
critical decision of resource allocation among the different business activities.
Unfortunately, while this concept is clearly sound on a conceptual level, actual
implementation is typically very difficult (Bozarth & Berry, 1997).

One important strategic issue that needs more research is the integration of
SC production-distribution operations and marketing activities. According to
the American Marketing Association1, Marketing is the process of planning and
executing the conception, pricing, promotion, and distribution of ideas, goods,
and services in order to create exchanges that satisfy individual and organiza-
tional objectives. This activities, usually regarded as Marketing mix (see Fig.
6.1), refers to the primary elements that must be attended in order to properly
trade a product or service. On the other hand, SCM’s focus is on the synchro-
nization of production and distribution activities along the different entities
comprising the SC network. The main objective is typically to minimize the
total SC cost. Although several authors have highlighted the conflicting goals
of SC and marketing managers (Eliashberg & Steinberg, 1997; Shapiro, 2006),
it is still typically assumed that under a decentralized decision making scheme,
marketing decisions are made first; determining demand forecasts which are
later considered by the SC model to support production-distribution related

1http://www.marketingpower.com/
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Problem statement

decisions. By deploying this sequential procedure, the firm may be significantly
under-estimating its overall performance. Integrating marketing and operations
is a challenge in any business, since there is a natural tension between these two
functional areas (Bozarth & Berry, 1997). At best, the tension between these
two functions results in a dampening of marketing’s tendency to over-promise
to lure customers and a push on operations to move beyond an internal focus
on reducing costs without a clear vision of end-consumer needs.

Usually, the primary objective of marketing function is maximizing revenues
creation by satisfying customers through the products and services offered. On
the other hand, SCM’s objective is to minimize the total SC cost as previously
mentioned. In general, conflicts arise between marketing and SC because of
these contrasting performance indicators which eventually are used to develop
incentive structures for managers and their corresponding employees. For in-
stance, one classical conflict between these two functions is the one associated
to the inventory management. SC managers strive to keep low stock levels,
while marketing managers long for high stock levels to guarantee that most
of customer orders are met, thus improving revenue generation. Nevertheless,
the enterprise main goal is to create and maximize shareholders value which
actually is a function of revenues, cost and other economic factors (see Section
4.4.4). Consequently, business managers are in need of an integrated analyt-
ical decision support tool that is capable of appraising the trade-off between
operations and marketing while evaluating and maximizing shareholders value.

Nowadays, there are more and more companies that are continuously search-
ing for competitive advantages in order to get a better position in markets. One
way of doing so may be by aligning functionalities strategic/tactical decisions
towards the optimization of the overall business performance metric. In this
chapter, it is presented a novel approach to address this challenge. Here, it
is developed a MINLP model that tackles SC network design and marketing
strategic decisions in tandem. Then, such model is coupled with the financial
formulation presented in Chapter 4, Enhancing Corporate Value in the Design
of Supply Chains, which allows calculating shareholders value by means of the
discounted-free-cash-flow (DFCF) method.

6.3 Problem statement

This chapter also deals with the optimal design and operation of SC network.
The network consists of a number of existing multi-product manufacturing
sites at fixed locations, a number of distribution centers, and finally a number
of customer zones at fixed locations. In general, each product can be produced
at several plants using different equipment at different locations. The produc-
tion capacity of each manufacturing site is modeled in terms of a set of linear
constraints relating the mean production rate per product to the availability
of the equipment plant. Distribution centers are described by upper and lower
bounds on their material handling capacity and they can be supplied from more
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than one manufacturing plants and can supply more than one market place.
Each market demands one or more products. These demands are assumed to
be influenced by marketing activities such as product pricing and advertising.
A market may be served by more than one distribution center.

Operational costs include those associated with production, handling of
material, transportation and raw materials. Transportation costs are assumed
to be linear functions of the actual flow of the product from the source echelon
to the destination echelon. Revenue is obtained from the selling of products.
It is noteworthy that the problem does not consider product prices as a given
parameter, instead it is a decision variable to be determined. Investments on
facilities and equipment are also taken into account.

The proposed model is intended to support managers on the decision mak-
ing about SC and marketing decisions. On the marketing side, the model assists
managers on deciding the product pricing, the amount of advertising expendi-
tures and its most appropriated allocation along time. The relationship among
pricing, advertising and demand is considered in order to propose how equip-
ment capacity should be expanded along the SC. Additionally, the production
and distribution planning is also carried out to better satisfy market demand.
This includes product portfolio per production plant, production amounts, uti-
lization level, and transportation links to establish in the network along side
with material flows. All this decisions will be taken such that the corporate
value evaluated at the end of a predefined planning horizon is maximized.

6.4 The mathematical formulation

The problem is formulated as a mixed integer nonlinear programming (MINLP).
The variables and constraints of the model can be classified into four groups.
The first group corresponds to the formulation of marketing activities. SC de-
sign and operations constraints given belong to the second group. The third
one incorporates those constraints related to the financial formulation. Finally,
the fourth group is associated with the integration of operations and marketing
decisions.

6.4.1 Strategic marketing modeling

Using marketing models can be valuable for the industry in order to achieve
improvement in the business bottom line. For instance, the 2006 R&D expen-
ditures by North American pharmaceutical companies were $55.2 billion or
19.4% of sales (PhRMA, 2007). By comparison, the marketing expenditures in
2006 by these companies were $27.3 billion or about 10% of sales (IMS-Health,
2006). Given this substantial level of spending, there is an increasing use of and
need for analytic and data driven models for strategic marketing decisions in
this particular industry. However, this is a necessity that spans over other type
of industries as well.
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According to Lilien (ISBM-Newsletter, 1998), marketing is no longer based
primarily on conceptual content. Marketing resembles design engineering by
putting together data, models, analyses, and computer simulations to design
effective marketing plans. One of the most influential developments for mar-
keting modeling has been the e-commerce and the bar-code scanners. Today
firms have access to more market and customer data than they can use. Having
too much data without the models and systems for analyzing what is impor-
tant and what can be discarded can be as bad as or even worse than having
too little data. Increasingly marketing managers are being asked to clear the
same budget-justification hurdles imposed on other types of investment firms
make. It is not surprising, therefore, that more managers are seeking help in
turning their data and knowledge into improved decision making (Lilien &
Rangaswamy, 2001). The systematic approach to harness data and knowledge
to drive marketing decision making and implementation through a technology-
enabled and model-supported interactive decision process is what it is recently
regarded as marketing engineering. The marketing engineering approach to
decision making helps transform objective and subjective data about the mar-
keting environment into decisions and decision implementations.

Here, BRANDAID, a marketing decision making model is used. This kind
of models are designed for helping marketing managers make better decisions.
They recommend optimal marketing mix decisions for the manager. These mod-
els have been developed for each marketing variable and for the entire marketing
mix program which includes pricing, distribution and promotion decisions.

The BRANAID model

Marketing managers make decisions about price, advertising, promotion, and
other marketing variables on the basis of factual data, and assumptions about
how the market works. BRANDAID is a model for assembling these elements
to describe the market and evaluate strategies. This flexible strategic marketing
mix model is basically comprised of three sub-models, namely: advertising sub-
model, pricing sub-model and sales force sub-model. It is noteworthy that the
model is (i) modular, so managers determine which sub-models to take into
account according to their needs and (ii) customizable, since managers may
introduce into the sub-models those functions that best describe their own
marketing processes. The model is briefly presented next following the work
of Little (1975). Two sub-models are considered in this chapter; however other
marketing influences or activities can be handled in the same manner.

The main model structure The model is based on the two following expres-
sions. Eq. (6.1) expresses firm’s target market demand (Demimt) as a function
of market share (MktShareimt) and total market demand (Dimt), while Eq.
(6.2) computes market share as a reference value (Soim) modified by the effect
of marketing activities (e.g., pricing, advertising, promotions, sales force) and
other considered influences (ζi,ma,m,t) such as competitors actions.

137



6. Linking Marketing and SC Models

Demimt = MktShareimtDimt ∀ i,m, t (6.1)

MktShareimt = Soim
∏
ma

ζi,ma,m,t ∀ i,m, t (6.2)

The quantity Soim introduce the idea of reference conditions. An established
product has an existing situation and planning is primarily concerned with
changes from that situation. Accordingly, a set of reference conditions are de-
fined, usually from sales and marketing activities in the recent past. The terms
ζi,ma,m,t are called effect indices. As used here, an index is a number with nom-
inal value 1.0 that expresses fractional changes from a reference value. The use
of a multiplicative form in Eq. (6.2) implies a specific assumption about the
interaction of marketing effects in the neighborhood of reference values. It says
that an improvement in the effect of one marketing variable increases the im-
provement that can be obtained from another. Other degrees of interaction can
be provided by adding effect indices that depend on more than one marketing
activity.

Advertising sub-model This module assumes that there exists an advertis-
ing rate that maintains sales at target level. If a brand starts out with its sales
rate at its reference value and marketing conditions other than advertising at
their reference values, then there is some advertising rate that will maintain
sales at reference. This advertising will be designated as the maintenance or
reference advertising rate. If advertising is less than reference, the sales rate will
presumably sag, and, after a while, level off at a new lower value. Advertising
consists of messages delivered to individuals by exposures in media paid for
by monetary unit. The next equations describe this procedure. It is assumed
ma = 1 to describe advertising activities.

ζi1mt = $1ζi1mt−1 + (1−$1)Adverimt ∀ i,m, t (6.3)

Adverimt = f(himt, kimt, AdvExpimt) ∀ i,m, t (6.4)

Adverimt =
himtkitAdvExpimt
hoimk

o
imAdvExp

o
im

∀ i,m, t (6.5)

Here, $1 represents the carryover effect of advertising on target demand
per period. The value of $1 determines how quickly demand is affected by
advertising activities. The advertising rate (Adverimt) is usually considered as
a function of media efficiency (himt), copy effectiveness (kimt) and advertis-
ing expenditures (AdvExpimt) as expressed in Eq. 6.4. In marketing, copy is
understood as the printed text or spoken words in an advertisement. As pre-
viously mentioned, this function can be estimated by each particular case by
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Figure 6.2: Model supply chain structure

examining the data available regarding this marketing activity. Hence, particu-
lar and current market-media trends can be taken into account by constructing
an adequate descriptive model. For the illustrative example a function similar
to Eq. (6.5) is used. In that equation, hoim, koim, and AdvExpoim are reference
values of the abovementioned parameters.

Pricing sub-model Price is a sensitive control variable and a frequently
used one. The price under consideration is the basic price charged by the firm.
Price elasticity of demand is considered in this chapter for this sub-model.
Again, more complicated descriptive models can be used to describe the specific
product behavior of price-demand. It is assumed ma = 2 to describe pricing
activities. Here the linear function (6.6) is used. Ξim denotes the elasticity
coefficient.

Priceoim(1− ζi2mt) = Ξim(Priceimt − Priceoim) ∀ i,m, t (6.6)

6.4.2 The SC design–planning model
The design-planning approach is based on the model developed in Chapter
4. In that formulation (Eqns.(4.1)–(4.28)), a four echelon SC is considered as
shown in Figure 6.2. In this chapter, the equation that expresses that part of
the demand can be left unsatisfied because of limited production capacity (Eq.
(4.4))becomes one of the integrating equations as stated in section 6.4.4.

6.4.3 The financial formulation
Similarly to the Design–planning formulation, the financial formulation follows
the one presented in Chapter 4 (Eqns. (4.29)–(4.60)). Such formulation uses
the discounted-free-cash-flow (DFCF) method in order to carry out the firm’s
valuation. However, some modifications are required to incorporate the adver-
tising expenditures (AdvExpimt). This set of modified and new equations are
described next.
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Free cash flow at every period t (FCFt) is defined by a function that
depends on net operating profit after taxes, change in net working capital
(NWCt), net change in investments (NetInvestt) and now advertising expen-
ditures (AdvExpimt) as well. This can be seen in Eq. (6.7). This equation
should replace Eq. (4.51) of Chapter 4.

FCFt = Profitt (1− trate)−(
∆NWCt +NetInvestt +

∑
i

∑
m

AdvExpimt

)
∀ t

(6.7)

6.4.4 Integration among models

Additionally to Eq. (6.7), integration among models is carried out by demand
and revenue (ESalest). As it can be observed a better balance between the
demand generated by means of advertising and the available capacity proposed
by the SC model can be achieved by utilizing Eq. (6.8).∑

w

Salesiwmt ≤ Demimt ∀ i,m, t (6.8)

ESalest =
∑
i

∑
w

∑
m

SalesiwmtPriceimt ∀ t (6.9)

Notice that price and demand are problem variables instead of parameters:
Recall that it is assumed that products i should be transported to final market
from distribution centers w.

The overall mathematical program to tackle the simultaneous SC design-
retrofitting and marketing strategic planning so as to maximize the Corporate
Value (CV ) can be posed as follows:

Maximize
X ,Y

CV

subject to
Eqns.(4.1)–(4.3); (4.5)–(4.16); (4.18)–(4.50); (4.52)–(4.60); (6.1)–(6.9)

X ∈ {0, 1}; Y ∈ R

The model binary variables set is denoted by X denotes , while Y repre-
sents the model continuous variable set.

6.5 Example

The advantages of the proposed approach are demonstrated by solving an il-
lustrative SC design–planning problem; which contains three processing sites
(S1–S3), three distribution centers (W1 − W3) and three market locations
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Table 6.1: Capacity requirement per product for each technology equipment (c.u.)

TA TB TC

P1 20.00 21.25 12.50
P2 17.50 22.50 18.75
P3 22.50 12.50 18.75

Table 6.2: Performance comparison between integrated and sequential approaches

Approach Revenues Advertising
expenditures

Net revenues Corporate value Investment
in capacity

Sequential 522.32x106 86.11x106 436.21 x106 84.35x106 79.77 x106

Integrated 512.94x106 85.15x106 427.79 x106 123.93x106 43.42 x106

(M1−M3). A set of potential equipment technologies are assumed to be avail-
able for the processing sites. Three product families (P1 − P3) can be man-
ufactured on three different equipments types (TA to TC). A time horizon
of 5 annual periods is considered. For all markets and products, the elasticity
coefficient and the reference advertising expenditures are assumed to be 0.85
and 3.0x106 c.u., respectively. The capacity requirements for each product and
technology are presented in Table 6.1. The integrated formulation leads to an
MINLP with 1,811 equations, 2,587 continuous variables, and 90 discrete vari-
ables. It takes 4 CPU seconds to reach the optimal solution for the integrated
problem on an Intel Core 2 Duo at 2.0 GHz computer using DICOPT solver.

For comparison purposes, the problem has been also solved using the tra-
ditional sequential approach (SA) described in section 6.2. First marketing de-
cisions are taken and then the SC and financial decisions are determined. The
marketing decisions are typically obtained by optimizing net revenues (sub-
tracting advertising expenditures from total revenues), while the financial and
SC decisions are computed by maximizing the CV. Numerical results show that

Table 6.3: Sequential approach network design

Time period (t)
1 2 3 4

Manufacturing sites
s j Capacity increment (c.u.)

S1 TA 400,000.0 258,351.4 0.0 0.0
TB 255,950.6 0.0 0.0 0.0
TC 400,000.0 0.0 0.0 0.0

S2 TA 0.0 400,000.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 0.0 0.0 0.0

S3 TA 400,000.0 400,000.0 0.0 0.0
TB 400,000.0 0.0 0.0 0.0
TC 400,000.0 0.0 0.0 0.0
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Table 6.4: Integrated approach network design

Time period (t)
1 2 3 4

Manufacturing sites
s j Capacity increment (c.u.)

S1 TA 400,000.0 0.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 400,000.0 0.0 0.0 0.0

S2 TA 0.0 0.0 0.0 0.0
TB 0.0 0.0 0.0 0.0
TC 0.0 0.0 0.0 0.0

S3 TA 400,000.0 0.0 0.0 0.0
TB 340,689.8 0.0 0.0 0.0
TC 400,000.0 314,466.7 0.0 0.0

the solution calculated by the integrated approach (IA) offers improved perfor-
mance over the SA solution. Certainly, the optimal CV from IA is 47% higher
than the one obtained by utilizing SA. The IA obtains such performance by a
2% decrease in net revenues (see Table 6.2).

The two approaches also yield different SC design decisions. The SC network
configurations obtained by following the integrated and sequential approach are
summarized in Tables 6.4, and 6.3. For the first year, the sequential approach
proposes to install all equipment technologies in sites S1 and S3, while the
integrated approach proposes to install TA and TC in location S1 and all tech-
nologies in S3. The pricing decisions are the same for both approaches: 77.56
m.u., 87.47 m.u., and 74.4 m.u. for products P1, P2, and P3, respectively. Fig-
ure 6.3 shows the advertising expenditures for each product. Table 6.5 shows
the product demands induced by marketing activities and their corresponding
sales for both approaches. Notice that in order to achieve a greater revenue, the
sequential approach induces higher sales for P2, the more expensive product.
However, it does not consider that the capacity requirements for this product
are higher than the other products (see TB and TC). TA is the more efficient

Table 6.5: Induced demand and sales carried out for both approaches (1x103 units)

Markets

M1 M2 M3 Total

Product Sales Demand Sales Demand Sales Demand Sales Demand

Sequential approach

P1 10.2 51.2 226.0 272.0 5.1 25.6 241.3 348.8
P2 1824.5 1866.0 2162.3 2211.5 1763.5 1804.5 5750.3 5881.9
P3 3.1 15.5 3.7 18.4 1.5 7.7 8.3 41.6

Integrated approach

P1 375.0 415.9 808.0 854.0 5.1 25.6 1188.1 1295.5
P2 1580.3 1621.7 2162.4 2211.5 1061.0 1102.0 4803.7 4935.2
P3 3.1 15.5 3.7 18.4 1.5 7.7 8.3 41.6
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Figure 6.3: Advertising expenditures
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technology equipment for producing P2 (see Table 6.1). These are the reasons
for proposing greater investments in capacity and for expanding TA technology
in the second year. These decisions lead to a lower corporate value. From an-
other standpoint, the integrated approach simultaneously assesses the revenue
obtained from the products to be sold and the capacity requirements to do so.
The integrated model evaluates such a trade-off and finds a balanced solution
which maximizes the corporate value. As shown in Table 6.2, a significant im-
provement in terms of corporate value can be achieved by using the integrated
approach.

6.6 Final considerations
The intent of this chapter is to motivate and draw attention to the need of
further research in this kind of decision problems which are interfacing SC op-
erations and marketing functions. A MINLP model considering simultaneously
SC design/retrofitting, financial and marketing decisions is presented. Perfor-
mance comparison with the traditional sequential decision approach is made,
which demonstrates the economic benefits that the holistic approach may pro-
vide. The aim is to emphasize the relevance of a correct appraisal of the trade-off
existing between the demand (which can be induced by marketing activities)
and the SC capacity investments required to meet such demand. Such decisions
have an important impact in the firm’s value as it has been demonstrated. Fi-
nally, it is worthy to point out the potential of response surface and data mining
techniques in this field. By using these techniques, descriptive models for the
marketing activities can be obtained to be used later in an optimization scheme.

6.7 Nomenclature

Indices
i products
t planning periods
m markets
ma marketing activities
w distribution centers

Parameters
AdvExpoim reference value for advertising expenditures for product i in market

m
Dimt total demand in market m for product i during period t
himt media efficiency for product i in market m during period t
hoim reference value for the media efficiency for product i in market m
kimt copy effectiveness for product i in market m during period t
koim reference value for the copy effectiveness for product i in market m
Priceoim reference value for price of product i in market m

144



Nomenclature

Soim market share reference value for product i in market m
trate tax rate
$1 carry-over rate for advertising effect on demand target
Ξim demand elasticity of product i in market m

Continuous variables
Adverimt advertising rate for product i in maket m during period t
AdvExpimt advertising expenditures for product i in market m during period t
CV corporate value at the end of the planning horizon
Demimt target demand in market m for product i during period t
ESalest economic value of sales carried out during period t
FCFt free cash flows in period t
MktShareimt share in market m for product i during period t
NetInvestt net investment in period t f
Priceimt product i price in market m at period t
Profitt profit achieved in period t f
Salesiwmt amount of product i sold from warehouse w to market m during

period t
∆NWCt change in net working capital in period t
ζi,ma,m,t influence of marketing activityma on share in marketm for product

i during period t
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Chapter 7

Flexible Design – Planning of SC Networks

7.1 Introduction

Nowadays market competition is essentially associated to supply chain (SC)
improvement. Therefore, the locus of value creation has shifted to the

chain network. The strategic decision of determining the optimal SC network
structure plays a vital role in the later optimization of SC operations. This
chapter focuses on the design and retrofit of SCs. Traditional approaches avail-
able in literature addressing this problem usually utilize as departing point
a rigid pre-defined network structure which may restrict the opportunities of
adding business value. Instead, a novel flexible formulation approach which
translates a recipe representation to the SC environment is proposed to solve
the challenging design-planning problem of SC networks. The potential of the
presented approach is highlighted through illustrative examples of increasing
complexity, where results of traditional rigid approaches and those offered by
the flexible framework are compared. The implications of exploiting this po-
tential flexibility to improve the SC performance are highlighted.

7.2 Flexible SC design and planning
The SC modeling problem is very complex. In practice, it is usually helpful to
use the time dimension to establish a hierarchical order so as to facilitate SC
coordination as indicated in Chapter 2. The need to support decision making
and improve operations over all hierarchical levels has lead to the development
of several SC models. A review of the approaches devised so far to tackle this
kind of problems is found also in 2. The current chapter is focused on modeling
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the strategic-tactical decision level of SCM which has been an active research
topic in the last two decades. For the purposes of this chapter, the works of
Bok et al. (2000); You and Grossmann (2008); and Ferrio and Wassick (2008)
are revisited here. Bok et al. (2000) propose a multi-period SC optimization
model for operational planning of continuous flexible process networks, where
sales, intermittent deliveries, production shortfalls, delivery delays, inventory
profiles and job changeovers are taken into account. It is important to point
out that intermediate product flows among manufacturing sites are considered
in the process networks, however process allocation to sites and SC compo-
nents links are fixed since a planning problem is being addressed. Recently, the
flexible process networks framework is extended to tackle SC design problems
by You and Grossmann (2008). They address SC optimization under demand
uncertainty considering responsiveness and net present value as the objectives
to be maximized. The authors quantitatively analyze how network configura-
tions may have an effect on the responsiveness to market changes. By using
a probabilistic model for stock-out, the expected lead time is proposed as a
quantitative measure of SC responsiveness. The production process network
(from raw material to final products) may be decoupled in various processing
“sub-trains”. These sub-trains can take place at different locations, however a
potential process SC network superstructure must be given a priori. Ferrio and
Wassick (2008) present an approach which is aimed to the redesign of existing
SC networks. Their model consists in a single period network design MILP
model for multi-product SCs considering three echelons (processing plants, dis-
tribution centers and customers). Direct shipping and product flows among
plants and/or distribution centers are taken into account, but the potential
linkages must be predefined. Their approach does not take into account the
process network required to produce the final products.

Reviews of works related to strategic SC models can be found in Vidal and
Goetschalckx (1997), Beamon (1998), Schmidt and Wilhelm (2000), Meixell
and Gargeya (2005) and Shah (2005).

Evidently, a SC network is comprised by lateral links, reverse loops, two way
exchanges and so forth, encompassing the upstream and downstream activity
(Lamming, 2000). Notwithstanding, common characteristics of most existing
SC approaches are that among SC components exclusively vertical flows that
have only one direction are considered (see Fig. 7.1(a)) and a predefined super-
structure is necessary. Vertical flows are understood as those flows between SC
components that belong to consecutive echelons type (e.g. flows that go from
wholesalers to retailers, from production plants to wholesalers). Instead, this
chapter proposes a flexible SC design-planning formulation (see Fig. 7.1(b))
whose distinctive features are that (i) considers all feasible links and material
(raw material, intermediate and final products) flows among the potential SC
components inherently and (ii) does not need any pre-established process net-
work superstructure so that the sub-trains (if any) in which production process
is decoupled and their location are determined by the model. Regarding the
latter feature, the model does merely require as input the SC production pro-
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Figure 7.1: Approaches for SC Design

cess recipe representation. The abovementioned features provide opportunities
to select a value-efficient allocation of production-distribution activities which
may lead to more advantageous SC designs. Furthermore, a more appropriate
description of manufacturing processes at the SC level is achieved by translating
a recipe representation to the SC environment.

Finally, it is important to mention that flexibility has been recognized as
a key strategy for efficiently improving responsiveness of production systems
facing demand uncertainty. Jordan and Graves (1995) analyze the process flexi-
bility which can be understood as the ability to build different types of products
in the same capacitated processing resource at the same time. They propose
guidelines to identify the best way to add process flexibility to a network of
plants and conclude that it is creating longer product-plant “chains” what re-
sults in flexibility benefits, instead of building diverse products in a single plant.
The authors define a “chain” as a group of products and plants which are all
connected, directly or indirectly, by product assignment decisions. All products
within a chain share that chain’s capacity, even without each plant building all
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products. Later on, Graves and Tomlin (2003) extend this work to understand
the role of process flexibility in general multistage SCs. Their analysis disre-
gards economic issues, then comparisons among different configurations are
carried out using capacity utilization and demand satisfaction as performance
indicators. The proposed approach is similar in the sense that includes the
analysis of which products should be processed at each plant but also consid-
ering economic issues. Besides this approach is deterministic, hence demand
uncertainty is not taken into account. Certainly, the presented approach can
be further extended to a stochastic model so that more responsive SC designs
can be obtained; however that extension is out of the present chapter scope
and objectives. This chapter focuses on how improved SC designs are obtained
by more properly considering: the connectivity among SC components and the
selection of processes (i.e., stages) to be installed at each location.

7.3 Problem statement
The scope of the SC network design problem is typically to determine the
optimal manufacturing and distribution network for the entire product line of
a company according to a pre-established economic objective. As it has been
already mentioned in the introduction, the majority of works in the PSE field
related to chemical SC network design relies on the concept of fixed “echelons”
(Fig. 7.1(a)); they assume a given fundamental structure for the network in
terms of the echelons involved (i.e., consecutive SC components connected by
vertical flows). Thus, a rather rigid structure is imposed on the SC network and
the design procedure focuses on the determination of the number of components
in each echelon and the connectivity between components in adjacent echelons.
However, changes in the fundamental structure of the network may sometimes
lead to economic benefits that far exceed what can be achieved merely by
changing the number of components and/or the connectivity within an existing
structure (Shah, 2005).

The multi-period deterministic model that is developed next provides a
flexible framework for the design of SCs. The model assumes that equipment
is available for eventual installation at potential locations and assists in their
selection. Furthermore, the model allows for the expansion of plant equipment
capacities, not only in the first planning period but also during any other
period in which managers believe that opportunities for investing on facilities
may result in a more favorable performance. The problem can be stated as
follows:

The following data is assumed to be known in advance.

• A fixed time horizon;
• A set of products;
• A set of markets in which products are available to customers and their
nominal demand;

• A set of potential geographical sites for locating facilities;
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• A set of potential equipment for manufacturing the different products;
• Lower and upper bounds for the increment of equipment and storage
capacity;

• Product recipes (mass balance coefficients and utilization of production
resources);

• Suppliers capacity ;
• Minimum utilization rate of installed capacity.
• Direct cost parameters such as production, handling, transportation and
raw material costs;

• Price for every product in each market during the time horizon;
• Relationship between capital investment and facility capacity;
• Relationship between indirect expenses and facility capacity;

The goal is to determine:

• The facilities to be opened;
• The increase in facility capacity in each time period;
• The linkages among facilities;
• The assignment of manufacturing and distribution tasks to the network
nodes;

• The amount of final products to be sold;

such that an economic performance metric to be evaluated at the end of the
planning horizon is maximized.

The model utilizes a uniform discrete time formulation. It is assumed that
demand is satisfied (i.e., sales execution) at the end of each time period in
which the planning horizon is divided. It is also noteworthy to mention that it
is assumed that some of the demand can be left unsatisfied because of limited
production capacity.

7.4 Mathematical formulation
The model variables and constraints can be grouped in two categories: (i) those
related to the SC strategic and tactical operations, and (ii) those that allow
computing an economic indicator. Both categories are explained in detail next.

7.4.1 Design and planning model
The State-Task-Network (STN) representation (Kondili, Pantelides, & Sargent,
1993) has been utilized to formulate the problem of production scheduling in
multipurpose plants as an MILP problem. An important feature of this repre-
sentation is that both the individual operations (i.e., tasks) and the feedstocks,
intermediate and final products (i.e., states) are included explicitly as net-
work nodes. Processes involving sharing of raw materials and intermediates,
batch splitting and mixing and recycles of material, can be represented un-
ambiguously in such networks (see Fig. 7.2). In this work, the STN concept
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State

Task

Figure 7.2: STN example

is expanded to formulate the flexible design-planning SC network model. The
proposed model implements the flexible echelons concept. Hence, the connec-
tivity between echelons is not imposed and a facility may play the role of either
a processing and/or a distribution site. Material flows among facilities are al-
lowed even if they belong to the same echelon type. Moreover, raw, intermediate
and final material flows between facilities are allowed. The STN formulation
has been enhanced to handle multiple site locations so that the abovementioned
aspects can be addressed. These aspects rely on the definition of variable Pijff ′t
which is analog to the batch size in Kondili’s original scheduling model. Pijff ′t
represents the amount of task i performed in equipment j which receives input
materials from site f and “delivers” output materials to site f ′ during period t.
Furthermore, production (i /∈ Tr) and distribution (i ∈ Tr) tasks are strictly
separated. Figure 7.3a depicts how the production rates are managed by the
model. Certainly, a production task receives and delivers material within the
same site. In case of distribution tasks, facilities f and f ′ must be different
(Fig. 7.3b). As the reader can observe, a key characteristic of the model is that
each task is associated to an origin and a final site location (f, f ′). Thereby, a
distribution center f can be easily identified since all its associated production
rates are equal to zero (Pijfft = 0).

The design-planning model is explained in detail next. The equations have
been categorized into four groups; namely (i) mass balances, (ii) design, (iii)
capacity, and (iv) markets and suppliers constraints.

Mass balances

Mass balances must be satisfied at each of the nodes that integrate the SC
network. Equation (7.1) denotes the material balance for each state s in every
facility f at period t. Inventory change (Ssft − Ssft−1) of consecutive peri-
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Figure 7.3: SC activities State-Task representation

ods (t − 1, t) must be equal to the difference between the amount of material
s (αsijPijf ′ft) produced/transported by tasks (i ∈ Ts), whose destination is
facility f , and the amount (ᾱsijPijff ′t) consumed by tasks (i ∈ T̄s), whose
origin is facility f . Here, αsij and ᾱsij represent the mass fraction coefficients
of material s for task i performed in equipment j. It is noted that this equation
should be merely applied to those equipment technologies which are suitable to
perform task i (Ji) and only if these technologies can be installed on the corre-
sponding facility (Ĵf ). M and Sup are the subsets of locations where markets
and suppliers are placed, respectively.

Ssft − Ssft−1 =
∑
f ′

∑
i∈Ts

∑
j∈(Ji∩Ĵf′ )

αsijPijf ′ft

−
∑
f ′

∑
i∈T̄s

∑
j∈(Ji∩Ĵf )

ᾱsijPijff ′t ∀ s, f /∈ (Sup ∪M), t
(7.1)

In the process industry, there might be cases in which some intermediate
material s cannot be transfered between facilities due to its instability. Distri-
bution tasks associated to these materials can be restricted within the model
by using the following constraint. Here, SI represents the unstable materials
set.

Pijff ′t = 0 ∀ s ∈ SI , i ∈ (Tr ∪ Ts), f ′ 6= f, t (7.2)

Design constraints

Capacity and facilities location constraints are stated next. A similar formula-
tion can be found in Chapter 4. Here, FJjft and FSft represent the equipment
j total capacity in site f and the total storage capacity in site f accounting
for decisions made until period t, respectively. Moreover, variables FJEjft and

155



7. Flexible Design – Planning of Supply Chain Networks

FSEft denote the facilities capacity expansion decision at period t. In these
variables, it is important to notice that period t reflects the period when the
expansion decision is taken. The model is general enough to address not only
the design-planning of a new SC, but also the retrofitting of an existing SC
network. In the latter case, the problem should be formulated by fixing at the
initial period (t = 0) the value of the variables representing the facilities ca-
pacity according to the initial network topology. No installation/construction
time is considered for the initial network.

Equations (7.3) and (7.4) are added to control the changes in the facili-
ties capacity over time. These constraints include binary variables Vjft and
Xft, which take a value of 1 if the facility being represented (either the equip-
ment j at site f or the storage) is expanded in capacity, otherwise is set to
zero. The capacity increments are bounded in the range [FJELjft, FJE

U
jft] and

[FSELft, FSE
U
ft], which represent the realistic intervals where they must fall.

VjftFJE
L
jft ≤ FJEjft ≤ VjftFJEUjft ∀ f /∈ (Sup ∪M), j ∈ Ĵf , t (7.3)

XftFSE
L
ft ≤ FSEft ≤ XftFSE

U
ft ∀ f /∈ (Sup ∪M), t (7.4)

Equations (7.5) and (7.6) are added to update the total capacity (FJjft and
FSft) by the amount increased during planning period t (FJEjft and FSEft).

FJjft = FJjft−1 + FJEjft ∀ f /∈ (Sup ∪M), j ∈ Ĵf , t (7.5)

FSft = FSft−1 + FSEft ∀ f /∈ (Sup ∪M), t (7.6)

Capacity constraints

Equation (7.7) forces the total production/distribution rate in each facility to be
greater than a minimum desired capacity utilization (βjfFJjft−πjf ) and lower
than the available capacity (FJjft−πjf ). In this equation, θijff ′ represents the
capacity utilization factor of equipment j by task i. To go on, βjf expresses
the minimum percentage of utilization of equipment j at site f . Finally, πjf
reflects the necessary time to install and set up equipment j in facility f . It is
noteworthy that the model considers that task i is to be performed in equipment
that is installed on the facility of “origin”. Notice that those expansion decisions
made in period t− π are available to be utilized in period t.

βjfFJjft−πjf ≤
∑
f ′

∑
i∈Ij

θijff ′Pijff ′t ≤ FJjft−πjf

∀ f /∈ (Sup ∪M), j ∈ Ĵf , t
(7.7)

Parameter θijff ′ is one of the key factors to be determined when address-
ing aggregated planning problems, considering strategic and tactical decisions.
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The presented operational model may be applied in continuous as well as in
semi-continuous processes. Firstly, consider the continuous process. For this
case, the capacity utilization factor is a conversion factor, which allows taking
into account the equipment j capacity in site f in terms of task i kg of pro-
duced material per production time unit. In this way the factor is the maximum
throughput per planning period. On the other hand, this parameter is closely
related to tasks operation time in the case of semicontinuous (i.e., batch) pro-
cesses. Notice that in this kind of production processes the time period scale
utilized in aggregated planning is usually larger than the time a task (produc-
tion/distribution activity) requires to be performed. It is important to bear
in mind that capacity is expressed as equipment j available time during one
planning period, then θijff ′ represents the time required to perform task i in
equipment j per unit of produced material. Thus, once operation times are
determined this parameter can be easily estimated.

In addition, total inventory in facility f is constrained to be equal to or
lower than the available capacity (FSft−π̂f ) in each period t by Eq. (7.8). In
this equation, π̂f is the time required to install storage and material handling
equipment, while us holds for specific volume of material s.

∑
s

υsSsft ≤ FSft−π̂f ∀ f /∈ (Sup ∪M), t (7.8)

Markets and suppliers

With regards to markets and suppliers, the model assumes that markets and
suppliers are placed at “different” locations from facilities. Hence, for modeling
purposes dummy locations are needed in case facilities can be installed on the
same site a market and/or supplier is. In this way, it is followed the distribution
tasks representation (Pijff ′t) which is based on distinguishing the origin and
destination locations. It is emphasized that despite the previous assumption the
model permits different suppliers to be located at the same site. By Eq.(7.9)
sales of final product s ∈ FP carried out from facility location f ′ to market
f ∈ M are estimated. Eq.(7.10) states that sales in markets during period t
must be less than or equal to the demand. Also, a minimum customer service
level (CSL) target for each product, which must be attained in all periods, is
imposed by Eq.(7.11).

Salessf ′ft =
∑

i∈(Ts∩Tr)

∑
j∈(Ji∩Ĵf )

Pijf ′ft ∀ s ∈ FP, f ∈M,f ′ /∈M, t (7.9)

∑
f ′ /∈M

Salessf ′ft ≤ Demsft ∀ s ∈ FP, f ∈M, t (7.10)
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∑
f∈M

∑
f ′ /∈M

Salessf ′ft∑
f∈M

Demsft
≥MinCSLs ∀ s ∈ FP, t (7.11)

Finally, the model also assumes a maximum availability of raw materials.
Therefore, Eq.(7.12) forces the amount of raw material, s ∈ RM , purchased
from location f ∈ Sup at each period t to be lower than an upper bound,
Asft, given by physical limitations. In this expression, Rf denotes the set of
raw materials that can be provided from location f .

∑
f ′ /∈Sup

∑
i∈(T̄s∩Tr)

∑
j∈Ji

ᾱsijPijff ′t ≤ Asft ∀ f ∈ Sup, s ∈ Rf , t (7.12)

7.4.2 Economic performance metrics formulation
Many economic performance metrics have been utilized for determining the
goodness of a SC network design. The most traditional metrics are profit, net
present value (NPV), and total cost. The current business environment has
led managers to become aware of the financial dimension of decision making.
Thus, business managers are becoming more driven by the goal of enhancing
shareholder value. By recognizing this fact corporate value has been proposed
in Chapter 4 as a suitable financial indicator that is able to properly assess
the trade-off between net operating income (i.e., profit) and capital efficiency
(i.e., fixed assets and net working capital). In this section expressions that pro-
vide the essential input to compute the aforementioned economic indicators are
presented. In this way the model is general enough to suit different metrics.
Indeed, these expressions are the ones that allow the integration between the
proposed design-planning model and the financial and corporate value formula-
tions presented in Chapter 4. Slight modifications and/or extra equations will
be required depending on the indicator selected as objective function. For the
sake of clarity and in order to straightly evidence the proposed model advan-
tages, the equations to compute the NPV are included here.

In the next subsections, expressions have been classified in three groups: (i)
operating revenue, (ii) operating cost, and (iii) capital investment.

Operating revenue

Revenue is calculated by means of net sales which are the income source related
to the normal SC activities. Thus, the total revenue incurred in any period t
can be easily computed from the sales of products executed in period t as it is
stated in Eq. (7.13).

ESalest =
∑
s∈FP

∑
f∈M

∑
f ′

Salessf ′ftPricesft ∀ t (7.13)
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Operating cost

Indirect cost The total fixed cost of operating a given SC structure can be
computed using equation (7.14). FCFJjft and FCFSft are the fixed unitary
capacity cost for production equipment and storage, respectively. Regarding the
installation times, a reasoning similar to the one in section 7.4.1 is followed.

FCostt =
∑
f

∑
j∈Ĵf

FCFJjftFJjft−πjf +
∑
f

FCFSftFSft−π̂f ∀ t (7.14)

Direct cost The cost of purchases from supplier e, which is computed through
Eq. (7.15), includes purchases of raw materials, transportation, and production
resources. Notice that e refers to supplier entity and not to supplier location f
(f ∈ Sup).

EPurchet = Purchrmet + Purchtret + Purchprodet ∀ e, t (7.15)

The purchases (EPurchet) associated to raw materials made to supplier e
can be computed through Eq. (7.16). ψest is the cost associated to raw material
s purchased from supplier e. Since it is assumed that several suppliers of raw
materials may exists, Eq. (7.17) expresses that the total quantity of raw mate-
rials purchased in period t must be equal to the sum of the amounts purchased
from each supplier e.

Purchrmet =
∑

s∈RMe

∑
f∈Sup

Purchesftψest ∀ e, t (7.16)

∑
f ′

∑
i∈(T̄s∩Tr)

∑
j∈Ji

ᾱsijPijff ′t =
∑
Es

Purchesft

∀ s ∈ RM, f ∈ Sup, t
(7.17)

Otherwise, for the sake of simplicity external transportation services as well
as production resources are assumed to be “acquired” each of them from one
unique supplier (i.e., |Ẽtr| = |Êprod| = 1) . This assumption can be easily
relaxed to address more general cases. Production and transportation costs
are determined by Eqns. (7.18) and (7.19), respectively. Here, ρtreff ′ denotes
the unitary transportation cost associated with sending products from location
f to location f ′. τut1ijfe represents the unitary production cost associated to
perform task i in processing equipment j, whereas τut2sfe represents the unitary
inventory costs.

Purchtret =
∑
i∈Tr

∑
j∈Ji

∑
f

∑
f ′

Pijff ′tρ
tr
eff ′ ∀ e ∈ Ẽtr, t (7.18)
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Purchprodet =
∑
f

∑
i/∈Tr

∑
j∈(Ji∩Ĵf )

Pijfftτ
ut1
ijfe +

∑
s

∑
f /∈(Sup∪M)

Ssftτ
ut2
sfe

∀ e ∈ Êprod, t
(7.19)

Capital investment

Finally, the total investment on fixed assets is computed through Eq. (7.20).
This equation includes the investment made to expand the equipment j capac-
ity in facility site f at period t (PriceFJjftFJEjft), plus the investment required
to open a manufacturing plant in location f , in case it is opened at period t
(IJftJBft), plus the investment required to support distribution center capacity
increase (PriceFSft FSEft), plus the investment required to set a distribution
center if it is opened at period t (ISftSBft). Here, JBft and SBft are binary
variables which take value of 1 in case the facility being represented, processing
site or distribution center, starts construction in period t.

FAssett =
∑
f

∑
j

PriceFJjftFJEjft + IJftJBft

+

∑
f

(
PriceFSft FSEft + ISftSBft

)
∀ t

(7.20)

The following disjunctive expressions allow to define binary variables JBft
and SBft. The equivalent logic conditions state that if no equipment was de-
cided to be installed in previous periods (t′ < t) and some equipment is decided
to be installed at the current period t, then decision to open facility f is made
at period t.[

¬
∨
t′<t

JBft′

]
∧

 ∨
j∈Ĵf

Vjft

⇒ JBft ∀ f /∈ (Sup ∪M), t

[
¬
∨
t′<t

SBft′

]
∧Xft ⇒ SBft ∀ f /∈ (Sup ∪M), t

Next, the previous disjunctions are transformed in mixed integer constraints.
Equations (7.21) and (7.22) are to force definition of variable JBft, while Eqns.
(7.23) and (7.24) restrict variable SBft.

∑
j∈Jf

∑
t′≤t

JBft′ − Vjft

 ≥ 0 ∀ f /∈ (Sup ∪M), t (7.21)
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∑
t

JBft ≤ 1 ∀ f /∈ (Sup ∪M) (7.22)

∑
t′≤t

SBft′ −Xft ≥ 0 ∀ f /∈ (Sup ∪M), t (7.23)

∑
t

SBft ≤ 1 ∀ f /∈ (Sup ∪M) (7.24)

Equation (7.25) represents the calculation of profit at period t. To conclude,
NPV is computed by means of Eq. (7.26).

Profitt = ESalest − (FCostt +
∑
e

EPurchet) ∀ t (7.25)

NPV =
∑
t

(
Profitt − FAssett

(1 + rate)t

)
(7.26)

Thus, the SC network design-planning problem whose objective is to opti-
mize NPV can be mathematically posed as follows:

Maximize
X ,Y

NPV

subject to
Eqns. (7.1) to (7.26)
X ∈ {0, 1}; Y ∈ R

Here X denotes the model binary variables set, while Y represents the
model continuous variable set.

7.5 Examples
The capabilities of the flexible model are illustrated by solving three SC design
– planning problems. The first three problems are illustrative examples which
intend to demonstrate some of the special features of the flexible model. The
last one constitutes a more sophisticated case study based on a real problem.
The resulting MILP models have been solved to optimality in GAMS using
CPLEX (11.0) on a computer with an Intel Core 2 Duo 2.0 GHz and 2GB
RAM.

7.5.1 Illustrative examples
Example 1

A SC design-planning problem comprising four potential locations for the pro-
cessing sites and the distribution centers is presented. A planning horizon of
five annual periods is considered. The STN representation of the production
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i1

S1

S2

S3

i2

i3

S4

S5

50%

50%

Figure 7.4: STN notation for example 1

process is depicted in Fig. 7.4. Two final products (S4 and S5) can be sold
in two markets (M1 and M2). S1 and S2 are raw materials. A set of three
equipment technologies (E1-E3) are assumed to be available for the processing
sites. It is assumed that task i1 can be performed in equipment E1, task i2 in
equipment E2, and task i3 in equipment E3. The discount rate has been taken
equal to 35%. Input data associated to this example can be found in Appendix
C.1.

The SC network configurations obtained by the traditional and flexible for-
mulation are summarized in Figures 7.5 and 7.6. Numerical results show that

Not installed

Equipment
LB

Distribution 
center

Equipment
LC

Distribution 
center

Equipment
LD

Distribution 
center

Equipment
LA

E1 E3 Distribution 
center

E2

E1 E3E2

E1 E3E2

E1 E3E2

Net present value (NPV ) 479.086 m.u.

Capacity increment (c.u.)

Manufacturing sites Equipment technology j
l t E1 E2 E3
LA 1 145.0 126.0 55.0
LB 1 0.0 0.0 0.0
LC 1 0.0 0.0 0.0
LD 1 0.0 0.0 0.0

Distribution centers
t LA LB LC LD
1 50.0 0.0 0.0 0.0

Figure 7.5: Traditional network design of illustrative example 1
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Net present value (NPV ) 584.652 m.u.

Capacity increment (c.u.)

Manufacturing sites Equipment technology j
l t E1 E2 E3
LA 1 163.0 0.0 0.0
LB 1 0.0 0.0 0.0
LC 1 0.0 142.0 62.0
LD 1 0.0 0.0 0.0

Distribution centers
t LA LB LC LD
1 50.0 0.0 50.0 0.0

Figure 7.6: Flexible network design of illustrative example 1

the solution computed by the flexible formulation has higher performance in
terms of NPV than the optimal traditional solution. Certainly, the optimal
flexible model solution shows an NPV 22% greater than the one calculated
by using the traditional approach. As shown in the figures, the traditional ap-
proach solution proposes to establish a processing site and a distribution center
in one unique location (LA), while the flexible approach proposes to establish
facilities in two locations (LA and LC). Notice that the flexible approach takes
advantage of the capability of (i) splitting processes in different sites and (ii)
transferring intermediate products among sites belonging to the same echelon
type. Indeed, the flexible solution advises to install E1 at LA in order to pro-
duce state S3. A flow of state S3 exists from LA to LC. Equipment E2 and
E3 are installed in LC where S3 is transformed into final products S4 and S5.
Products are sent to the markets from LC. On the other hand, the traditional
approach establishes all equipment technologies in the low-investment location
LA since no intermediate material flows among facilities of same echelon type
are allowed.

Figure 7.7 exhibits the economic characterization of each approach. As ex-
pected, the flexible model renders higher total transportation cost due to the
transferring of S3; whereas the total production cost is lower because each
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Figure 7.7: Economic characterization of illustrative example 1

equipment technology is installed to its corresponding lowest operating cost
location. The lower production cost and higher revenue counterbalance the
increase on investment and transportation costs.

This flexible model example consists of 4,391 equations, 935 continuous
variables and 64 binary variables. The total CPU time is 0.34 CPU seconds
and the integral optimal solution is found after 1,434 iterations. The LP-relaxed
solution gives a value of 1,762,204 m.u. for the objective function.

Example 2

A SC design-planning problem comprising four potential locations for the pro-
cessing sites and the distribution centers in a planning horizon of five annual
periods is considered. The STN representation of the process is depicted in Fig.
7.8. Now, two final products (S1 and S2) and one intermediate product (S3)
may be sold in six markets (M1-M6). S7, S8, and S9 are raw materials. A set
of four equipment technologies (H, R1, R2, S) are available for the processing
sites. It is assumed that task i1 can be performed in equipment H, task i2 in
equipment R1, tasks i3 and i4 in equipment R2 and finally i5 in equipment S.
The discount rate has been considered equal to 35%. Input data associated to
this example can be found in Appendix C.2.

The resulting supply network configurations for this example are shown in
Figures 7.9 and 7.10. In the traditional approach plant sites and distribution
centers are opened in three different locations (LB, LC, and LD). For this
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Figure 7.8: STN notation for illustrative example 2

approach, the four equipment technologies are installed at every location. On
the other hand, the flexible model establishes two plant sites at locations LB
and LD. In location LB all equipment technologies are installed while the sep-
aration technology S is not installed at location LD. The flexible model opens
three distributions centers which are located at LA, LB and LC. In the flexi-
ble solution a flow of material S3 appears. S3 is transferred from distributions
centers located at LB and LD to the distribution center located at LA.

The flexible approach solution results in an improvement of 13.7% over the
traditional approach. Figure 7.11 shows the economic results of both solutions.
As one can notice, the flexible solution leads to cost reductions, but it also
results in a revenue reduction of approximately 6x106 m.u. Consequently, the
profit contribution to the NPV is reduced about 25% by using the flexible
approach. However, the flexible model investment on facilities is 36.5 % lower
in comparison to the traditional one. Therefore, the SC configuration proposed
by the flexible model renders a better economic performance. The flexible model
for this example consists of 3,117 equations, 26,800 continuous variables and
136 binary variables. The total CPU time is 12.41 CPU seconds and the integral
optimal solution is found after 20,310 iterations. The LP-relaxed solution gives
a value of 6,587,803 m.u. for the objective function.

Example 3

Here, a more complex SC design-planning problem of eight potential locations
(fc1-fc8) for the processing sites and the distribution centers is addressed. A
planning horizon of 48 monthly periods is examined. The production process
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Capacity increment (c.u.)

Manufacturing sites Equipment technology j
l t R1 R2 H S
LA 1 0.0 0.0 0.0 0.0
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LC 1 96.0 230.0 244.0 50.1
LD 1 96.0 230.0 300.0 50.0

Distribution centers
t LA LB LC LD
1 0.0 51.0 62.0 62.0

Figure 7.9: Traditional network design of illustrative example 2
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Manufacturing sites Equipment technology j
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LA 1 0.0 0.0 0.0 0.0
LB 1 96.0 230.0 300.0 50.0
LC 1 0.0 0.0 0.0 0.0
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Distribution centers
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1 50.0 62.0 64.0 0.0

Figure 7.10: Flexible network design of illustrative example 2
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Figure 7.11: Economic characterization of illustrative example 2

is the same of example 2 which is depicted in Fig. 7.8. Two final products
(S1 and S2) and two intermediate product (S3 and S4) may be sold in six
markets (fc12-fc17). S7, S8, and S9 are raw materials. A set of four equipment
technologies (H, R1, R2, S) are available for the processing sites. It is assumed
that task i1 can be performed in equipment H, task i2 in equipment R1, tasks
i3 and i4 in equipment R2 and finally i5 in equipment S. The discount rate
has been taken equal to 35%. Example 3 input data can be found in Appendix
C.3.

The distinct configurations of the traditional SC design-planning and the
flexible model are shown in Fig. 7.12 and Fig. 7.13. In the traditional SC
design-planning case three facility locations are established; fc4, fc7 and fc8.
Processing plants and distribution centers are installed at all established sites.
In the flexible SC design-planning case five facility locations are established;
fc2, fc3, fc4, fc7 and fc8. Processing plants and distribution centers are in-
stalled at sites: fc4, fc7 and fc8 while in sites fc2 and fc3 are established
only distribution centers. The attached tables of Fig. 7.12 and Fig. 7.13 illus-
trate the capacity increase for every equipment technology installed in each
planning period at each manufacturing site. The main flexible design-planning
model characteristic is the significant material flow between production plants.
Moreover, material flows between distribution centers also exist. Fig. 7.13 de-
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fc7 1 73.15 250.00 228.60 86.33

fc8
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13 50.48 146.41 157.75 55.85

Distribution centers
t fc2 fc3 fc4 fc7 fc8
1 0.00 0.00 49.69 55.48 62.57
13 0.00 0.00 0.00 0.00 29.81

Figure 7.12: Traditional SC network design of illustrative example 3
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Figure 7.13: Flexible SC network design of illustrative example 3
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Figure 7.14: Economic characterization of example 3

picts the aforementioned flow connections between the SC echelons.

In Fig. 7.14 the economic characterization of both cases follows. The flexible
approach results into investment and fixed costs slightly higher than the tra-
ditional approach. However, the flexible SC design-planning gives significantly
lower transportation costs. This constitutes the main fact that contributes to
higher revenue and NPV values. Fig. 7.15 presents the NPV contribution per
semester of both cases. The flexible SC design-planning model gives better
NPV for all semesters except for the first one where the capital investment
is higher (two additional sites are established) than the one of the traditional
approach. Finally, it is worth mentioning that the traditional approach results
into a NPV equal to 70, 883, 086 m.u. while the flexible one gives a NPV equal
to 73, 383, 512 m.u.; a 3.53% of improvement. This larger flexible model exam-
ple consists of 29,825 equations, 223,185 continuous variables and 992 binary
variables. The total CPU time is 1,980 CPU seconds and the integral optimal
solution is found after 495,714 iterations. The LP-relaxed solution gives a value
of 91,011,406.61 m.u. for the objective function.
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Figure 7.15: NPV contribution per semester for example 3

7.5.2 Case study

Consider the following case study which is an adapted version of the one in-
troduced by You and Grossmann (2008). This case study was motivated by
a real world application concerning a polystyrene SC design. The polystyrene
production process is shown in Figure 7.16. Styrene monomers are produced
from ethylene and benzene, then styrene is processed to obtain five final prod-
ucts: three different types of solid polystyrene (SPS) and two types of expand-
able polystyrene (EPS). Potential benzene suppliers are located in Texas (TX),
Louisiana (LA), and Alabama (AL); while ethylene suppliers are located in Illi-
nois (IL), TX and Mississippi (MS). Customers are aggregated into nine sale
regions according to their geographical proximity. Distribution centers and pro-
cessing plants may be established in eight different states which are Michigan
(MI), TX, California (CA), LA, Nevada (NV), Georgia (GA), Pennsylvania
(PA), and Iowa (IA). Figure 7.17 shows the SC components location. The po-
tential SC superstructure that was considered by You & Grossmann is depicted
in Fig. 7.18.

The case study has been modified in order to consider all production ac-
tivities in every potential facility location. In order to prevent biased data,
cost associated to those activities that are not considered in the given pre-
established superstructure have been randomly determined by using a uniform
probability distribution whose lower limit is equal to the superstructure most
costly option. Following this procedure, those options which have not been in-
cluded in the superstructure do imply a higher cost/investment. Additionally,
transportation cost has been calculated taking into consideration the distances
between facilities, sales regions and suppliers. The problem has been solved for
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Figure 7.16: STN for the case study

a planning horizon of 48 monthly periods. Discount rate for this case study has
been taken equal to 20%.

Figure 7.19 shows the optimal SC configuration obtained using the pre es-
tablished superstructure. The traditional approach proposes to produce styrene
in the sites located at TX and LA, while equipment technologies to produce
final products are installed at MI, CA and LA. Two inter-site material flows
are included from TX to CA and from LA to MI for the styrene monomer ship-
ment. This SC network configuration supplies the customers from four different
distribution centers. In the flexible approach case, the optimal SC configuration
involves three production sites (TX, CA and LA) and three distribution centers
(TX, GA and IA) as shown in Figures 7.20 and 7.21. An inter-site styrene flow
exists from TX site to LA site. It is interesting to observe that the flexible solu-
tion has established a distribution center at TX that transfers final products to

Figure 7.17: Location map for the case study
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Figure 7.18: Potential process SC network superstructure for the case study given
in a traditional approach

customers located in Washington (WA) but it also receives raw materials from
suppliers to be sent to the production site at CA. Raw materials are usually not
considered to be handled by distribution centers, however improvements can be
achieved by doing so. Moreover, production plants are directly shipping final
products to some markets which has not been considered in the SC superstruc-
ture. Additionally, it should be noticed that technologies I and II are installed
at CA and TX sites, respectively. However, the allocation of these technologies
to those sites is not considered in the SC superstructure (see Fig. 7.18). The
flexible approach has installed them in spite of being more costly than the other
available options, since the trade-off between the required higher investment
and the transportation cost results in an overall NPV increase. The economic
outcomes of both solutions are presented in Fig. 7.22. The flexible approach
solution leads to an NPV improvement of 74.6% over the traditional approach.
Such improvement is achieved mostly by reducing the total transportation cost.
This case study flexible model consists of 43,027 equations, 693,025 continuous
variables and 1008 binary variables. The total CPU time is 14 CPU seconds
and the integral solution is obtained after 24,412 iterations. The LP-relaxed
solution gives a value of 1,186x106 m.u. for the objective function.
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Figure 7.19: Optimal SC network design for the case study considering the pre-
established superstructure, NPV = 676x106 m.u.

7.6 Final considerations

This chapter has addressed the strategic problem of designing a SC network.
The proposed approach utilizes a SC design and planning model that permits
material flows of any kind (raw and intermediate materials, final products) be-
tween any kind of facilities. What is more, only potential locations are provided
to the model as input data; decisions regarding the installation of a processing
plant, a distribution center or both of them at a location are made during the
optimization procedure. It is noteworthy that a main feature of the flexible
model is that it does not require a pre-established process network superstruc-
ture thus allowing to optimally define the sub-trains in which production pro-
cess is decoupled and their respective locations. As a result, processing facilities
outputs may be intermediate materials. This is one key feature in modeling the
complex global SCs behavior.

The examples presented have evidenced that a great potential to improve
the firm’s economic performance can be gained by exploring the whole range
of available alternatives when designing a SC. The flexible model proposed in
this work enables to do this exploration in a straightforward manner. In the
worst scenario, the flexible approach would find the same optimal solution as
traditional approaches. The flexible model can be also implemented to exploit
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Figure 7.21: SC network in the location map for the flexible solution
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Figure 7.22: Case study economic characterization

flexibility in strict operations planning when the SC network configuration is al-
ready fixed. For this case, the model supports task allocation and the definition
of links among network nodes taking into account capacity constraints.

Shah (2005) states that it has not really been shown what is an appro-
priate description of manufacturing processes at the SC level. By translating
the STN concept to the whole SC environment an adequate representation of
all operations and materials entailed in a production system can be achieved.
It should be also emphasized that the proposed model simplifies the repre-
sentation of batch and/or continuous process SCs into the same framework.
Moreover, given that the proposed SC model is an extension of a classical
multipurpose plant scheduling formulation it may eventually facilitate the con-
sideration of scheduling decisions while designing a SC. This issue constitutes
one important subject that is addressed afterward.

While dealing with SC design problems, managers usually have considerable
more time availability to come out with a final decision (i.e. SC configuration)
than in the case of planning and scheduling problems. Despite this fact it
is necessary to devote research efforts to develop decomposition strategies in
order to tackle industrial scale problems. In this regard, spatial and temporal
decompositions schemes based on Lagrangian decomposition have proven to
considerably reduce the computational burden associated with the solution of
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this kind of problems (Jackson & Grossmann, 2003). Future work should be
focused on developing decomposition schemes applicable to the model presented
in this chapter.

7.7 Nomenclature

Indices
e suppliers
f facility locations
i tasks
j plant equipment
s states
t planning periods

Sets
Es set of suppliers e that provide raw material s
Êprod set of suppliers e that provide production services
Ẽtr set of suppliers e that provide transportation services
FP set of states s that are final products
Ĵf equipment j that can be installed at location f
Ji equipment that can perform task i
M set of market locations
Rf set of raw materials that can be provided from location f
RM set of states s that are raw materials
RMe set of raw materials that are offered by supplier e
SI set of unstable materials which cannot be transfered between facil-

ities
Sup set of supplier locations
Tr set of distribution tasks
Ts set of tasks producing state s
T̄s set of tasks consuming state s

Parameters
Asft maximum availability of raw material s in period t at location f
Demsft product s demand at market f in period t
FCFJjft fixed cost per unit of capacity of plant equipment j at location f in

period t
FCFSft fixed cost per unit of distribution center capacity at location f in

period t
IJft investment required to establish a processing facility in location f

in period t
ISft investment required to establish a distribution center in location f

in period t
MinCSLs lower bound of customer service level for product s
Pricesft price of product s at market f in period t
PriceFJjft investment required per unit of capacity of equipment j increased

at facility f in period t
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PriceFSft investment required per unit of distribution center capacity in-
creased at facility f in period t

rate discount rate

Binary Variables
JBlft 1 if a processing site at location f is established in period t, 0

otherwise
SBlft 1 if a distribution center at location f is established in period, 0

otherwise t
Vjft 1 if the equipment j capacity is increased at location f in period t

0, otherwise
Xft 1 if the distribution center capacity at location f is increased at

period t, 0 otherwise

Continuous Variables
EPurchet economic value of purchases executed in period t to supplier e
ESalest economic value of sales executed in period t
FAssett investment on fixed assets in period t
FCostt fixed cost in period t
FSft total distribution center capacity at location f during period t
FSEft distribution center capacity increment at location f during period

t
FJjft plant equipment j total capacity during period t at location f
FJEjft plant equipment j capacity increment at location f during period t
NPV net present value
Pijff ′t production rate of task i in equipment j in period t whose origin is

location f and destination location f ′

Profitt profit achieved in period t
Purchpret amount of money payable to supplier e in period t associated with

production activities
Purchrmet amount of money payable to supplier e in period t associated with

raw materials consumption
Purchtret amount of money payable to supplier e in period t associated with

transport services
Purchesft amount of raw material s purchased to supplier e from location f

in period t
Salessff ′t amount of product s sold from location f in market f ′ in period t
Ssft amount of state s stock at location f in period t

Greek symbols
αsij mass fraction of task i for state s production in equipment j
ᾱsij mass fraction of task i for state s consumption in equipment j
βjf minimum utilization rate of plant equipment j capacity that is al-

lowed at location f
θijff ′ capacity utilization factor of task i performed in plant equipment j

whose origin is location f and destination location f ′

πjf time to install and set up equipment j in facility f
π̂f time to install and set up a distribution center in location f
ρtreff ′ unitary transportation costs from location f to location f ′
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τut1ijfe unitary cost associated with task i performed in equipment j from
location f and payable to external supplier e

τut2sfe unitary cost associated with handling the inventory of material s in
location f and payable to external supplier e

υs specific volume of product s
ψest raw material unitary cost s offered by external supplier e in period

t

Superscripts
L lower bound
U upper bound
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Chapter 8

Mapping Environmental Impacts within SCM

8.1 Introduction

Corporate approaches to improve environmental performance cannot be un-
dertaken in isolation, so a concerted effort along the SC entities is needed

which poses another important challenge to managers. This chapter addresses
the optimization of SC planning and design considering economical and envi-
ronmental issues. The strategic decisions considered in the model are facility
location, processing technology selection and production-distribution planning.
A Life Cycle Assessment (LCA) approach is envisaged to incorporate the en-
vironmental aspects of the model. IMPACT 2002+ methodology is selected to
perform the impact assessment within the SC, thus providing a feasible imple-
mentation of a combined midpoint-endpoint evaluation. The proposed approach
reduces the value-subjectivity inherent to the assignment of weights in the cal-
culation of an overall environmental impact by considering end-point damage
categories as objective function. Additionally, the model performs an impact
mapping along the comprising SC nodes and activities. Such mapping allows
focusing financial efforts to reduce environmental burdens to the most promis-
ing subjects. Furthermore, consideration of CO2 trading scheme and temporal
distribution of environmental interventions are also included with the intention
of providing a tool that may be utilized to evaluate current regulatory policies
or pursue more effective ones. The mathematical formulation of this problem
becomes a multi-objective MILP (moMILP). Criteria selected for the objective
function are damage categories impacts, overall impact factor and net present
value (NPV). Main advantages of this model are highlighted through a case
study of a maleic anhydride SC production and distribution network.
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8.2 Green supply chain management

A proper handling of SC should be concerned with the sharing of responsibil-
ity from various aspects of performance which includes environmental matters.
It has been realized that significant improvements in terms of environmental
performance and market competitiveness may be achieved by concentrating
efforts from all SC partners. Actually, managerial practice related to environ-
mental issues has expanded from a narrow focus on pollution control within a
single firm to include a larger set of inter-organizational management decisions,
programs, tools, and technologies that prevent pollution before its generation
(Klassen & Johnson, 2004). Consequently, these issues are being considered in
recent works and call for further research in the integration of environmental
management with ongoing SC operations.

The aforementioned integration may be achieved through the emerging con-
cept regarded as “Green Supply Chain Management” (GrSCM), defined as the
integration of environmental thinking into SCM, including product design, raw
materials sourcing and selection, manufacturing process selection, delivery of
final product to the consumers as well as end of life management of the prod-
uct after its useful life (Srivastava, 2007). Traditionally, in the PSE community
the optimization models devised to assist operation and design in the chemi-
cal processing industry have focused on finding the solution that maximizes a
given economic performance indicator while satisfying a set of operational con-
straints imposed by the processing technology and the topology of the plant. In
recent years, however, there has been a growing awareness of the importance
of including environmental and financial aspects associated to the business de-
cision support levels (Puigjaner & Guillén-Gosálbez, 2007). In fact, there are
some documented successful stories of enterprises that have integrated envi-
ronmental and SC management. Hart (1997) has presented the Xerox’s Asset
Recycle Program which redirects 90% of all materials and components for its
photocopiers through reuse, remanufacturing, and recycling; in this case annual
savings are estimated in US$300 million. Hoeffer (1999) has reported a scrap
management system deployed by Daimler-Chrysler which allows for an annual
saving of US$4.7 million. These examples illustrate the potential benefits that
can be achieved by integrating environmental aspects along the SC.

The environmental science and engineering community have developed sev-
eral systematic methodologies for the detailed characterization of the environ-
mental impacts of chemicals, products, and processes. All of these methodolo-
gies have embodied the concepts of life cycle, i.e., they are based on an LCA
which is described in a series of ISO documents (IRAM-ISO-14040, 1997). This
framework includes the entire product life cycle, process or activity, encom-
passing extraction and processing of raw materials; manufacturing, transport
and distribution; re-use, maintenance recycling and final disposal. Most impor-
tantly, it encompasses a holistic approach, bringing the environmental impacts
into one consistent framework, wherever and whenever these impacts have oc-
curred or will occur (Guinee et al., 2001).
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Examples of these methodologies in the chemical engineering field are the
Minimum Environmental Impact (MEI) methodology (Stefanis, Livingston,
& Pistikopoulos, 1995), the Waste Reduction (WAR) algorithm (Young &
Cabezas, 1999), the Optimum LCA Performance (OLCAP) framework (Aza-
pagic, 1999; Azapagic & Clift, 1999b), the Environmental Fate and Risk Assess-
ment tool (EFRAT) (Chen & Shonnard, 2004) and the methodologies proposed
by Alexander, Barton, Petrie, and Romagnoli (2000) and by Guillén-Gosálbez,
Caballero, and Jiménez (2008). All these methodologies are based on the incor-
poration of an optimization step to the four classical phases in an LCA study
(i.e., goal definition, life cycle inventory-LCI, life cycle impact assessment-LCIA
and interpretation), which optimizes process conditions or topology considering
a single SC echelon.

Because an LCA ideally covers a cradle-to-grave approach, it can be clearly
seen that LCA fits as a suitable tool for quantitatively assessing the environ-
mental burdens associated with designing and operating a SC. Two possible
LCA approaches can be carried out, namely, comparison/selection and im-
provement (Klassen & Greis, 1993). The former approach focuses on identify-
ing environmentally preferable products or processes alternatives as an attempt
to leverage market-place/financial forces to displace environmentally harmful
activities (Klöpffer & Rippen, 1992). The latter one uses LCA as a tool to
identify the SC stages that have a particularly strong negative impact on the
environment, and thus, where improvements would be most beneficial. This last
alternative allows to improve the allocation of limited management time and
financial resources within the SC (Freeman, Harten, Springer, Randall, Curran,
& Stone, 1992). Both types of analysis are performed in this work by means of a
SC design-planning optimization model. Recently, Mele, Hernández, and Ban-
doni (2008) have shown a quantitative tool for decision making support in the
design of sugar cane to ethanol SCs. Also, Hugo and Pistikopoulos (2005) have
shown how a set of SC network designs can form an environmentally conscious
basis for the investment decisions associated with strategic SC level.

From another standpoint, as the planet warms up, so does legislation to
reduce greenhouse gas (GHG) emissions worldwide. Within this scenario much
of the opportunity to manage carbon (CO2) emissions effectively relies on the
organization’s capacity to have an overall view of its specific responsibility and
associated cost, from a life cycle point of view. With estimated economic dam-
age of about US$85 for each ton of CO2, capping GHG emissions and establish-
ing a price tag on them became inevitable (Stern, 2006). Indeed, such a setup
is already in effect in some countries and for certain industries under the Euro-
pean Union Emissions Trading Scheme-(EU ETS). The idea behind the scheme
is to make firms pay for their carbon emissions so that a financial incentive to
decrease carbon emissions is provided. A cap is set on emissions, businesses are
allowed to buy or sell from each other the right to emit GHGs. Firms exceeding
their emissions cap have to buy extra credits to cover the excess, providing an
incentive for them to operate under the capped level, while those that do not use
up all their allowances can sell them, providing the least-polluting firms with

183



8. Mapping Environmental Impacts within SCM

an extra revenue and an incentive to further reduce emissions (Young, 2008).
Similar schemes are popping up across the United States and in other major
industrial economies worldwide. Going forward, organizations should expect to
be charged for their CO2 emissions. Much of the opportunity to address CO2

emissions rests on SCM, compelling companies to look for new approaches to
manage carbon emissions effectively. And most certainly, this charge will force
a change in the way organizations run their SCs (Butner, Geuder, & Hittner,
2008). One of the key aspects to have a successful policy is the definition of the
free emissions allowance cap for each industry type.

Several institutions (e.g., the California Climate Action Registry (CCAR),
The Climate Registry (TCR), the World Resources Institute (WRI), World
Business Council for Sustainable Development (WBCSD)) have determined
protocol definitions for carbon registries in order to help organizations analyze
their CO2-footprints. Nevertheless, according to Matthews, Hendrickson, and
Weber (2008) the scope of these protocols varies, generally suggests estimating
only direct emissions (Tier 1) and emissions from purchased energy (Tier 2),
with less focus on the SC context which will lead to large underestimates of
the overall CO2 emissions. The authors propose a footprint estimation that
includes the total SC up to the production gate, also known as cradle-to-gate
approach (Tier 3). Furthermore, the authors refer to Tier 4 emission estima-
tions when the whole product life cycle is taken into account by considering
emissions occurring during distribution and product end of life. This extended
scope is expected to better aid effective environmental strategies since both
firms and consumers have an important influence over the carbon footprints
through their “purchase” decisions. It is pointed out that tools, specifically
LCA models, should be useful in pursuing more effective climate change poli-
cies and international trade should be included within this analysis. Finally, it
is noteworthy that climate change policies are applied based on the temporal
distribution of emissions. Usually SC environmental impacts are evaluated at
the end of the planning horizon, and in the case of an LCA the temporal dis-
tribution is disregarded at all. Consequently, the incorporation of constraints
associated to the temporal emission distributions is necessary when studying
climate change policies in a SC planning model.

Recalling all the aspects that have been mentioned before, this chapter
presents a novel approach for SC design and planning focusing on environmental
impact and its sources. An optimization step is included allowing for selecting
the appropriate technology, and the appropriate raw material/service supplier.
In this respect the proposed approach calculates tier 3 and partially tier 4 re-
lated emissions. It encompasses direct emissions, purchased energy emissions,
raw materials production emissions and transport distribution emissions. LCA
concepts are fully embedded in the approach. Furthermore, in order to attain
a comprehensive LCA application, not merely an overall environmental impact
indicator is calculated but partial environmental impact categories are studied.
Additionally, the impact associated to every SC echelon is mapped aiming at
discovering possible opportunities to focus management efforts and resources
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for environmental impact reduction. Moreover, the temporal emission distribu-
tion is considered for the calculation of environmental and financial metrics,
accounting for possible emissions trading. In this way the current LCA scheme
is further extended by including emissions temporal distribution.

8.3 Problem statement

This work represents a comprehensive step over the approaches presented by
Mele, Espuña, and Puigjaner (2005b) and Hugo and Pistikopoulos (2005) by
assisting in the planning and design of a SC under economical and environmen-
tal impacts considerations. The resulting model is solved by using an moMILP
algorithm, which allows observing possible environmental tradeoffs between
damage categories and the economic indicator. This approach reduces the value-
subjectivity inherent to the assignment of weights in the calculation of an over-
all SC environmental impact, which is also calculated. The analysis of partial
environmental impacts for every echelon is performed with the aim of discover-
ing improvement opportunities; this analysis also provides information about
where to focus emission control activity and hints on possible strategies for
emission reduction at source. The temporal emissions distribution and trading
schemes considerations contributes to understand how regulatory schemes may
induce environmental impact reductions. The problem can be stated as follows.

Given:
Process operations planning data

• A fixed time horizon;
• A set of materials: products, raw materials and possible intermediates;
• A set of markets in which products should be available to customers and
their expected nominal demand;

• A set of potential geographical sites for facilities location;
• A set of potential equipment technologies for different processing stages;
• Lower and upper bounds for feasible equipment and storage capacity
increments;

• Product recipes, manufacturing and transport requirements (such as,
mass balance coefficients and resources utilization);

• Minimum/maximum utilization rate installed capacity bounds;
• Suppliers capacity bounds;

Economic data

• Direct cost parameters such as production, handling, transport and raw
material costs;

• Price for every product in each market during the time horizon;
• Relationship between capital investment and facilities capacity;
• Relationship between indirect expenses and facilities capacity.
• GHG emission prices.
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Environmental data

• Product manufacturing environmental interventions (including GHG emis-
sions).

• Maximum GHG free emission allowance
• Raw material production environmental interventions
• Distribution environmental interventions
• Environmental setting for characterization and aggregation of environ-
mental interventions

The goal is to determine:

• The active SC nodes and links;
• The facilities capacity in each time period;
• The assignment of the manufacturing and distribution tasks to the net-
work nodes;

• The amount of final products to be sold;
• The environmental impact associated to each SC node;

such that economic and environmental metrics are optimized at the end of the
planning horizon. The model assumes that processing technologies are available
for eventual installation at potential locations and assists in their selection.
Within this model, and in order to avoid emission double counting, raw material
emissions are not aggregated to product manufacturing, similarly transport and
energy consumption are considered separately.

8.4 Mathematical formulation
The mathematical formulation of the LCA – SC problem is briefly described
next. The variables and constraints of the model can be roughly classified into
three groups. The first one concerns process operations constraints given by the
SC topology. The second one deals with the environmental model used, while
the third refers to the economical metric applied.

8.4.1 Supply Chain Design-planning model
Here, the flexible design–planning approach presented in Chapter 7 is utilized.
This model is suitable to collect all SC node information through a single vari-
able, which eases environmental formulation. This way SC node characteristics
are modeled with a single equation set, since manufacturing nodes and distribu-
tion centers are treated in the same way as well as production and distribution
activities. The model’s details are in Chapter 7.

8.4.2 Environmental model
The results of the LCI, which gathers all SC environmental interventions (i.e.,
emissions or natural raw material consumptions), can be interpreted by means
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of different environmental metrics. These metrics differ in their position along
the environmental damage chain (environmental mechanism). Environmental
interventions are translated into metrics related to environmental impact as
endpoints or midpoints metrics by the usage of characterization factors (CF).
Two main schools of methods have evolved, namely, problem oriented meth-
ods which restrict quantitative modeling to early stages in the cause-effect
chain (mid-points), and damage oriented methods which attempt to model the
cause-effect chain up to the damage itself (end-points). In this model the envi-
ronmental metric IMPACT 2002+ (Humbert, Margni, & Jolliet, 2005) is used,
which presents an implementation working at both midpoint and damage lev-
els. For each environmental intervention two CFs are proposed, which eases
model implementation.

IMPACT 2002+ is mainly a combination between IMPACT 2002 (Pen-
nington, Margni, Amman, & Jolliet, 2005), Eco-indicator 99 (Goedkoop &
Spriensma, 2001) using egalitarian factors, classical impact assessment meth-
ods (CML) (Guinee et al., 2001) and Intergovernmental Panel on Climate
Change (IPCC) considerations. IMPACT 2002+ has grouped similar category
endpoints into a structured set of damage categories by combining two main
schools of impact model methods: CML and damage oriented methods (Eco-
indicator 99). This methodology proposes a feasible implementation of a com-
bined midpoint/damage-oriented approach. It links all types of LCI results via
15 midpoint categories (human toxicity, respiratory effects, ionizing radiation,
ozone layer depletion, photochemical oxidation, aquatic ecotoxicity, terrestrial
ecotoxicity, terrestrial acidification/nitrification, aquatic acidification, aquatic
eutrophication, land occupation, global warming, non-renewable energy, min-
eral extraction) to four damage categories (human health, ecosystem quality,
climate change-global warming potential, resources).

This approach contains the advantages of being able to calculate both mid
and endpoint indicators. In this model, damage categories are used as objective
functions since these metrics are easier to comprehend compared to mid-point
values.

The equations of the environmental model are briefly described next. Equa-
tion (8.1) models ICaft which represents the midpoint a environmental impact
associated to site f which rises from activities in period t; ψijff ′a is the a
environmental category impact CF for task i performed using technology j,
receiving materials from node f and delivering it at node f ′.

ICaft =
∑
j∈J̃f

∑
i∈Ij

∑
f ′

ψijff ′aPijff ′t ∀ a, f, t (8.1)

The value of ψijff ′a is fixed and constant, provided that all environmental
impacts are directly proportional to the activity performed in that node (i.e.,
variable Pijfft of the SC design–planning model). This issue is common practice
in LCA, where all direct environmental impacts are considered linear with
respect to the functional unit (Heijungs & Suh, 2002).
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It should be noted that environmental impacts associated to materials trans-
port are assigned to their origin node. The study of environmental impacts
associated to transport or production can be performed by setting the indices
summation over the corresponding tasks (i.e., i ∈ Tr or i ∈ NTr). Furthermore
the value of ψijff ′a can be calculated by Eq. (8.2) in the case of transporta-
tion. Here ψTija represents the a environmental category impact CF for the
transportation of a mass unit of material over a length unit.

ψijff ′a = ψTijadistanceff ′ ∀ i ∈ Tr, j ∈ Ji, a, f, f ′ (8.2)

Equation (8.3) introduces DamCgft which are a weighted sum of all mid-
point environmental interventions combined using g endpoint damage factor
ζag and then further normalized with NormFg factors. Equation (8.4) is to
compute the g normalized endpoint damage along the whole SC (DamCSCg ).

DamCgft =
∑
a∈Ag

NormFgζagICaft ∀ g, f, t (8.3)

DamCSCg =
∑
f

∑
t

DamCgft ∀ g (8.4)

CO2 emissions trading is modeled by introducing Eq. (8.5). The climate
change damage category accounts for all the equivalent CO2 kg. Eq. (8.5) states
that the total equivalent CO2 emission occurring in the SC (Tier 4 minus prod-
uct use and end of life emissions) in period t to be equal to the free allowance
emissions cap (MaxCO2t) plus the extra rights bought to emit (Buy

CO2

t ) minus
the sold rights (Sales

CO2

t ) in period t. TL is the subset of those periods when
the emission trading is executed, usually every year. In this model it is assumed
that any amount of rights can be sold or obtained at the emissions market. L
is the number of periods that accounts for the emission trading interval (e.g.,
in case that emissions trading occurs yearly and each period t represents one
month, L is equal to 12).

∑
f

∑
a∈Ag

t∑
t′=t−L+1

ζagICaft′ = MaxCO2t +Buy
CO2

t − Sales
CO2

t

∀ g = ClimateChange, t ∈ TL

(8.5)

Equations (8.6) and (8.7) sum up the environmental damage category re-
sults for each site f and for the whole SC, respectively.

Impact2002
f =

∑
g

∑
t

DamCgft ∀ f (8.6)

Impact2002
overall =

∑
f

∑
g

∑
t

DamCgft (8.7)
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DamCSCg or Impact2002
overall are both used as objective functions in the

moMILP formulation.

8.4.3 Economic model
Many economic performance indicators have been proposed to assess the eco-
nomic performance of a SC network design. The most traditional indicators are
profit, net present value (NPV), and total cost. However, other more holistic
measures have been proposed which take into account the dynamic change of
net working capital (see Chapter 4). Similarly to the SC operations model, the
reader is referred to section 7.4.2 where the equations belonging to the eco-
nomic model are found. Notice that for this case, the CO2 emissions trading
must be taken into account in the economic model.

The Net income (Net
co2
t ) due to emissions trading is calculated by Eq.(8.8).

Here, Costco2 and Priceco2 represent the emission right cost and price respec-
tively.

Net
co2
t = Price

co2
t Sales

co2
t − Costco2t Buy

co2
t ∀ t ∈ TL (8.8)

Accordingly, the profit calculation at period t represented in Equation (8.9)
incorporate such an issue. To conclude, NPV is computed by means of Eq.
(8.10).

Profitt = ESalest +Net
co2
t − (FCostt +

∑
e

EPurchet) ∀ t (8.9)

NPV =
∑
t

(
Profitt − FAssett

(1 + rate)t

)
(8.10)

Thus, the SC network design-planning problem whose objective is to opti-
mize a given set of objective functions can be mathematically posed as follows:

Minimize
X ,Y

{
−NPV,DamCSCg , Impact2002

overall

}
subject to

Eqns. (7.1)–(7.24); (8.1)–(8.10);
X ∈ {0, 1}; Y ∈ R+

Here X denotes the binary variables set, while Y corresponds to the con-
tinuous variable set.

8.5 Case study
The case study used to illustrate the concepts behind the presented strategy
addresses a SC design problem comparing different technologies for maleic an-
hydride (MA) production. MA is an important raw material used in the manu-
facture of phthalic-type and unsaturated polyester resins, co-polymers, surface
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Figure 8.1: Supplier, production/distribution and market nodes location

coatings, plasticizers and lubricant additives (USEPA, 1980). Two main tech-
nologies are available for its manufacturing by catalytic oxidation of different
hydrocarbons, benzene or butane (Chen & Shonnard, 2004). Main process re-
actions are as follows:

Butane Route: C4H8 + 3O2 → C4H2O3 + 3H2O (8.11)

Benzene Route: C6H6 + 4.5O2 → C4H2O3 + 2CO2 + 2H2O (8.12)

From an atom economy point of view (Domenech, Ayllon, Peral, & Rier-
adevall, 2002), the procedure considering the conversion of butane/butene is
more environmentally friendly (see Eq. (8.11)), because all butene C atoms end
up as MA, while for benzene reaction (see Eq. (8.12)), only 67% of C atoms
are converted into MA. Also for the butene reaction, the oxygen efficiency is
greater than in the benzene reaction (50% vs 33%); just in terms of hydrogen
consumption benzene reaction renders a higher atom efficiency than butene
reaction (33% vs 25%). Several factors such as advances in catalyst technology,
increased regulatory pressures, and continuing cost advantages of butane over
benzene have led to a rapid conversion of benzene- to butane-based plants, con-
sequently to the conversion of the whole MA SC (Felthouse, Burnett, Horrell,
Mummey, & Kuo, 2001).
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Table 8.1: Raw material consumption (αsij) per MA kg (Ecoinvent-V1.3, 2006)

Technology MA Technology 1 MA Technology 2

Electricity consumption [kWh] 0.540 1.08
Propane-butane [kg] 0.000 0.99

Benzene [kg] 1.026 0.00
CO2 direct emissions [kg] 1.800 3.87

The studied SC comprises raw material extraction facilities, processing sites,
distribution centers and marketplaces, fitting a cradle to distribution center
approach. Different raw material suppliers are modeled considering that each
of them provides the same commodities quality, but the production is performed
using different technologies. Two technologies can be implemented: (i) based
on benzene (MA Technology 1) and (ii) based on butane (MA Technology
2) feedstock. Table 8.1 shows raw materials requirements for each of these
technologies. The material prices or costs are in Table 8.2.

A simplified potential network is proposed and restricted to Europe (see
Figure 8.1). Tarragona (Site1), Estarreja (Site2) and Drusenheim (Site3) are
considered to be possible facilities location nodes. Benzene is supposed to be
available at Bilbao (Bz1) and Rotterdam (Bz2), while n-butane can be supplied
from again Rotterdam (Bt1) and Le Havre (Bt2). MA is supposed to be sold
at four markets Madrid (M1), Paris (M2), Munich (M3) and Lisbon (M4).

The environmental impacts associated to MA production without consider-
ation of raw material production, transportation and electricity consumption
are found in Table 8.3. Two potential benzene suppliers are considered, benzene
can be obtained from a coke plant (Benzene Supplier-Tech 1-Bz1), or from a
50% mixture of ethylene reforming and pyrolysis gasoline (Benzene Supplier-
Tech 2-Bz2). For the case of butane production, two suppliers are considered,
one that is a proxy model obtained from a European typical refinery (Butane
Supplier-Tech 1-Bt1) (Butane Supplier-Tech 2-Bt2), and another one from a
mixture of the top 20 most important organic chemicals. The values were re-
trieved from Ecoinvent-V1.3 (2006) using SimaPro 7.1.6 (PRe-Consultants-bv,
2008). The environmental impact for raw material production can be also found

Table 8.2: Raw material (χest) and product prices (Pricesft)

Commodities Price/cost [$]

Electricity [kWh] Supplier-Tech 1 0.057
Supplier-Tech 2 0.038

Benzene [kg] Supplier-Tech 1 0.171
Supplier-Tech 2 0.214

Butane [kg] Supplier-Tech 1 0.224
Supplier-Tech 2 0.280

Maleic anhydride [kg] 1.672
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in Table 8.3 which does not consider impacts associated to transportation, nor
facilities installation.

Two different types of transportation services are assumed to be available,
lorries in two different sizes (16 and 32 ton). Benzene is a chemical that is
liquid at standard conditions and therefore stored and transported as a liq-
uid. Butane, on the other hand, is a gas at standard conditions and therefore
needs to be liquefied in order to be transported and stored. In this case butane
liquefaction has been considered during its production, and consequently both
products are transported in liquid state, with similar environmental impacts by
the same kg·km. Medium voltage electricity production from different countries
grid is considered. Environmental impacts associated to transport services and
electricity production are found in Table 8.4. Transportation prices were esti-
mated from current economical trends, see Table 8.5. Return rate is assumed
to be 25%.

Capital investment associated to equipment and its operating costs are
based on previously published results which were obtained using process sim-
ulation (Chen & Shonnard, 2004). These figures are from a design basis of
2.27 · 107 kg of MA /year (see Table 8.6).

Table 8.5: Materials transportation cost
($ 10−5/(kg · km), ρtreff ′t)

Material Cost

Benzene 2.99
MA 2.75
Butane 4.25

Table 8.6: Facilities capital investment
(PriceFJjft) and operating
cost (τut1ijfe) ($1 · 107 m.u.)

MA
Technology

1

MA
Technology

2

Capital
investment

1.61 1.95

Operating
cost

1.42 1.30

Thirty-seven monthly planning periods are considered. The implementation
in GAMS (Brooke et al., 1998) of the SC-LCA formulation leads to a MILP
model with 15 440 equations, 137 652 continuous variables, and 1093 discrete
variables. It takes 13.2 CPU s to reach a solution with a 0% integrality gap
on an 2.0 GHz Intel Core 2 Duo computer using the MIP solver of CPLEX
(ILOG-Optimization, 2008).

In order to evaluate comparable alternatives, the first step has consisted on
determining a SC which maximizes NPV, which is used to fix a total production
rate. From the supplied data, it is found that the production rate should be of
703 ton of MA. Then, since two objective functions are to be optimized, namely,
NPV and environmental impact, the procedure described in Section 3.6, Multi-
objective optimization, is followed to ensure that non-dominated solutions are
computed.

Following this procedure, Figure 8.2(a) shows the obtained dominant SC
that maximizes NPV. It is found that its production is based on benzene feed-
stock, which is bought from both available suppliers. Two facilities are built and
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(a) Most profitable SC option
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(b) Best environmental friendly SC option

Figure 8.2: SC configurations for extreme Pareto points
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Table 8.7: Single objective optimization results

Impact 2002+ Optimization NPV Optimization

Direct value Normalized value Direct value Normalized value

Human Health 6.22E+02 8.76E+04 2.49E+03 3.50E+05
Ecosystem Quality 2.79E+08 2.04E+04 2.67E+08 1.95E+04

Climate Change 3.28E+09 3.31E+05 2.27E+09 2.29E+05
Resources 4.19E+10 2.77E+05 4.93E+10 3.26E+05

Impact 2002+ 7.16E+05 9.25E+05
NPV -1.62E+08 1.18E+08

Raw Mat. used n-butane benzene
SC structure Fig. 8.2(b) Fig. 8.2(a)

MA is sold in all possible markets. Alternatively, by the minimization of the
environmental impact indicator, the resulting SC (Fig. 8.2(b)) uses butane as
feedstock and buys raw materials from a single supplier. This SC configuration
implies a single production facility which sells MA to all four markets. Table
8.7 summarizes the most significant values corresponding to both solutions:

• In the case of minimization of environmental impact, a negative NPV is
found because of the high transportation cost associated to this solution
(butane suppliers locations are far from production facility locations and
butane transport cost is 42% higher than benzene cost).

• Figure 8.3 shows the distribution of the environmental impacts along SC
echelons for these two cases. According to Bauman and Tillman (2004),
most LCA studies show that the production of materials often causes a
dominant proportion of the environmental impact of a product, whereas
assembly often causes a very minor proportion. If the product requires en-
ergy during its use phase, this phase often dominates the environmental
profile, whereas if the product is used in a more passive way, the pro-
duction phase dominates; notably the production of materials. In spite
of transport being a major source of pollution in society, transportation
and distribution often contribute less to the environmental impact than
expected. In the presented case study, raw material production is the
most important factor contributing to the overall environmental impact
in both single objective optimization cases; while electricity consumption
and transportation are the least impacting aspects. This clearly shows
that activities to reduce environmental impact should be focused on raw
material production echelon.

One alternative to reduce SC environmental impacts may be to look for
new feedstock providers whose production processes are more environmental
friendly. It is also important to notice that Human Health impacts are consid-
erable high in both solutions. In the case of NPV optimization this fact is due
to benzene toxic properties. It is expected that CO2 emissions trading consid-
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Figure 8.3: Distribution of environmental impacts for single objective optimization
solutions

erations will make the butane based production more economically attractive.
This aspect is analyzed in section 8.5.1.

To explicitly show the tradeoff between the NPV and environmental impact
(overall factor and damage factors), a multi-objective optimization is applied
(see Section 3.6). In each case NPV is optimized against one of the possible
four environmental impacts (see Fig. 8.4). In this figure optimization of GWP,
ecosystem quality, human health and resource depletion against NPV produces
a set of dominated structures in terms of global environmental impact, as it
was expected, given that each environmental damage category competes against
the other ones. One can notice that best SC configurations in terms of overall
environmental impact match up with the ones with minimum human health
impact. It is also important to point out that the SC configuration which shows
the minimum GWP produces an overall impact that is 27% greater that the
minimum possible value. It is observed that the overall Impact2002+ Pareto
curve portion that approximately goes from a zero to a 1.0 · 108 NPV value
does not correspond to any damage factor optimum, SC configurations that
combine butane and benzene based technologies are found there. Moreover, it
is highlighted that the most environmental friendly solution in terms of overall
impact highly depends on the weights and normalization factors assigned to
each damage category; in this case study the most environmentally convenient
solution entails high climate change impact (see change in the trend of overall
impact when optimizing climate change in Fig. 8.4). The importance of op-
timizing each damage factor lies in the possibility of evaluating the tradeoff
among them.
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8. Mapping Environmental Impacts within SCM

Figure 8.4: Calculated Overall impact for each end point impact optimization
against NPV (P corresponds to the SC configuration shown in Figure
8.6)

Figure 8.5: Overall environmental impact vs. NPV Pareto curve (in gray iso-
production curves)
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Figure 8.6: SC configuration located in the middle of the NPV vs overall environ-
mental impact Pareto space

Furthermore, there is a SC structure dependence against its total produc-
tion. Other works related to SC design and environmental issues consider that
demand must be completely fulfilled. This assumption leads to an invariable to-
tal production rate and suboptimal solutions. In Fig. 8.5 iso-production curves
correspond to solutions following this assumption. For these cases, minimum
overall impact always leads to negative NPVs. These solutions are obviously
dominated by the zero-production solution (origin). The actual Pareto curve
is shown in figure 8.5 as a continuous black line which is obtained by allowing
unfulfilled demand (i.e. not considering fixed produced amount). It can be seen
that positive NPVs can be achieved by reducing the MA production.

It is worth noting that from the sixteen alternative SC structures only five
of them are active when minimizing the total environmental impact. For ex-
ample, Fig. 8.6 shows a configuration located in the middle of the Pareto space
(see Figs. 8.4 and 8.5) so that a combination of benzene and n-butane based
technologies may result in an optimum (nondominated) alternative. As it can
be observed, the multi-objective optimization results in a set of Pareto solu-
tions. Within this set of nondominated solutions the decision maker must select
one. The stakeholder’s selected solution will depend on the weights that he/she
subjectively assigns to each of the objectives (i.e., NPV and Impact2002+).
Several multi-attribute decision analysis (MADA) techniques are available for
this purpose, for a review of these techniques the reader is referred to the work
of Seppälä, Basson, and Norris (2002).

8.5.1 CO2 emission trading considerations

In order to take into account CO2 emissions, values for maximum free emissions
caps must be available. One possible way of assessing such value is to take the
best available technology (BAT) in terms of CO2 emissions. Chen and Shonnard
(2004) have studied both MA production schemes finding through simulation
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Table 8.8: CO2 emissions associated to MA kg (Ecoinvent-V1.3, 2006), and BAT
data (MaxCO2t, Chen and Shonnard (2004))

MA Technology 1 MA Technology 2

BAT Tier 2 CO2 emissions [kg] 3.41 3.02
Tier 1 CO2 emissions [kg] 1.80 3.87
Tier 2 CO2 emissions [kg] 2.05 4.38
Tier 3 CO2 emissions [kg] 3.53 4.93

optimum flow sheets (see Table 8.8). Given that Chen and Shonnard (2004)
data does not consider steam co-production, the BAT value has been increased
accordingly (32%), in order to be comparable to the one reported by Ecoinvent-
V1.3 (2006). According to this data, producing MA from Technology 2 has the
lowest CO2 emissions and will be used to set the free emission quota available.
Tier 1, Tier 2 and Tier 3 CO2 emissions were retrieved from Ecoinvent-V1.3
(2006).

In the economic formulation it is considered that CO2 emissions credits are
bought at the end of each year in order to cope with CO2 emissions that exceed
the maximum allowed considered using the BAT. The trading cost and price of
emission rights is considered as US$23 which is a proxy of the values currently
found in the trading market.

It is noteworthy that the optimal SC configuration considering the emis-
sions trading scheme remains equal to the one obtained when optimizing NPV
without this consideration (Fig. 8.2(a)) independently of the free emissions cap
and the emission right price. Recall that the minimum overall environmental
impact is achieved by installing butane based technologies, while the most prof-
itable is based on benzene as feedstock. The CO2 emission allocation along the
SC is depicted in Fig. 8.7 for the maximum NPV, minimum overall impact,
and minimum CO2 emissions network configurations, optimized taking into ac-
count the CO2 trading scheme. The least CO2 pollutant configuration is based
on benzene technology. It can be observed from this figure that the optimal
overall impact configuration (butane based) is the one that emits more CO2,
most of it coming from the MA production. Under the trading scheme this
configuration would be strongly penalized. As aforementioned, it was expected
that regulatory pressures would lead to a conversion of benzene- to butane-
based plants since benzene is considered to be more environmental harmful.
Actually, benzene based SCs show greater overall impact (see Table 8.7), being
human health their more impacting damage category due to benzene’s carcino-
genicity. However, a CO2 trading emission scheme as the one modeled in the
case study will not cause benzene based production to move towards butane;
on the contrary, it can be a factor leading to change butane based into benzene
based MA production.
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Figure 8.7: CO2 emissions allocation along the maximum NPV configuration, min-
imum overall impact configuration, and minimum CO2 emissions con-
figuration

8.6 Final considerations

In this chapter, an approach for designing environmental friendly and prof-
itable SC has been presented. The model consisted of a multi-period MILP
that accounts for the multi-objective optimization of economics and environ-
mental interventions. The model considered the long-term strategic decisions
(e.g. installation of plants, selection of suppliers, manufacturing sites, distri-
bution centers) with the mid-term planning for SCs. Each end-point damage
categories was considered as objective function in order to avoid the subjec-
tivity associated to their aggregation into an overall environmental impact in-
dicator, showing the various SC possibilities obtained for each indicator. The
Impact2002+ metric was adopted as a measure of overall environmental im-
pact. Moreover, joint consideration of end point damages and trading schemes
enables the proposed approach to support (i) assessment of current regula-
tory policies and (ii) definition of more adequate policy parameters (e.g. free
emissions allowance cap for each industry, emissions trading price).

A maleic anhydride SC case study is presented where two potential tech-
nologies are available. Two problems were solved, a first approach that did not
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consider CO2 trading scheme and a second one (see. subsection 8.5.1), that
took it into account. It has been shown the possibility of tackling such prob-
lem with ease. A SC for MA production based on butane was found to be
more environmentally friendly than one based on benzene. In this sense the
current model allowed for possible selection between obtained optimal solu-
tions. Most of works related to SC and environmental issues consider a fixed
production/demand, it was demonstrated that such constraint leads to domi-
nated solutions. By allowing unsatisfied demand, the actual Pareto curve was
obtained.

Raw material production was found to be the most important contributor to
overall environmental impact, while transportation and electricity consumption
were the least important, this clearly shows that the current model allows for
selection of improvement actions. It was found that the production process was
the activity that emits most of CO2.

It turns out that the CO2 trading scheme will favor benzene based over bu-
tane based production. The results obtained for this specific case study question
the suitability of a CO2 trading scheme applicability to every industry sector:
different regulatory schemes may be required in different industrial scenarios.
Current regulations merely consider climate change damage which certainly is
a very important factor but other aspects such as human health, ecosystem
quality and abiotic resources usage should be also considered so that effective
industrial changes regarding the environment are induced. In this sense the
utilization of multiobjective optimization for each damage category shows to
be helpful at discovering insights regarding how different policies will affect SC
strategic and tactical decisions. One of the main achievements of this chapter
is not building and solving a complex SC-environmental model, instead it is
to emphasize the dangers related to deploying CO2 emission related policies in
isolation from other pollution related issues.

On the other hand, it is important to point out that environmental metrics
for the interpretation of life cycle inventories involve determining aggregated
measures. Usually, normalizing factors are used to determine the weight of each
damage factor (climate change, human health, resources depletion, ecosystem
quality) in the overall measure which may favor different solutions. When this
type of analysis is performed for the selection among different design alter-
natives, which will be active during a long time horizon, a careful sensitiv-
ity/uncertainty analysis related to the application of these normalizing factors
is required. Such analysis can be done by using a multi-criteria optimization
that accounts for end-point damage categories as presented in this chapter.

8.7 Nomenclature

Indices
e suppliers
f, f ′ facility locations
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Nomenclature

i tasks
j equipment technology
t, t′ planning periods
a mid point environmental impact categories
g end point environmental impact categories

Sets
Ag set of midpoint environmental interventions that are combined into

endpoint damage factors g
Ij set of tasks i that can be performed in technology j
J̃f technology j that can be installed at location f
Ji technologies that can perform task i
TL set of periods when the emissions trading is executed
Tr set of distribution tasks

Parameters
Cost

co2
t emissions right cost in period t

distanceff ′ distance from location f to locationf ′

MaxCO2t free allowance emissions cap at period t
NormFg normalizing factor of damage category g
Price

co2
t emissions right price in period t

rate discount rate

Greek symbols
ζag g end-point damage characterization factor for environmental inter-

vention a
ψijff ′a a environmental category impact CF for task i performed using

technology j receiving materials from node f and delivering it at
node f ′

ψTija a environmental category impact CF for the transportation of a
mass unit of material over a length unit

Continuous Variables
Buy

co2
t amount of emissions extra rights bought in period t

DamCgft normalized endpoint damage g for location f in period t
DamCSCg normalized endpoint damage g along the whole SC
EPurchet economic value of purchases executed in period t to supplier e
ESalest economic value of sales executed in period t
FAssett investment on fixed assets in period t
FCostt fixed cost in period t
ICaft midpoint a environmental impact associated to site f which rises

from activities in period t
Impact2002f total environmental impact for site f
Impact2002overall total environmental impact for the whole SC
Net

co2
t Net income due to emissions trading in period t

NPV net present value
Pijff ′t activity magnitude of task i in equipment j in period t whose origin

is location f and destination location f ′
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Profitt profit achieved in period t
Sales

co2
t amount of emissions rights sold in period t
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Chapter 9

Capturing Dynamics in Integrated SCM

9.1 Introduction

Amajor challenge for an enterprise to stay competitive in today’s highly
competitive market environment is to be able of capturing and handling

the dynamics of its entire SC. This chapter incorporates uncertainty and process
dynamics into enterprise wide models which also contemplate cross-functional
decisions. The SC integrated solution developed includes a design-planning and
a financial formulations. A model predictive control (MPC) methodology is pro-
posed which comprises a stochastic optimization approach. A scenario based
multi-stage stochastic mixed integer linear programming model is employed
to address the problem. The novel control framework introduced constitutes a
step-forward in closing the loop for the dynamic SC management and a sup-
porting platform for the supervisory module handling the incidences that may
arise in the SC. The potential of this approach is highlighted through a case
study, where the results of the deterministic MPC and the joint control frame-
work are compared. It is emphasized the significance of merging uncertainty
treatment and control strategies to improve the SC performance.

9.2 Managing dynamics in integrated SCs
Today, for competitive customer service to be maintained the market requires
environmentally friendly products, a good portfolio mix, rapid development of
new products, high quality and reliability, after-sales services, etc. Furthermore,
SC managers need to consider the dynamics of a rapidly changing market en-
vironment, such as variability in demand, cancellations and returns, as well as
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9. Capturing Dynamics in Integrated Supply Chain Management

the dynamics of internal SC operations, such as processing times, production
capacity pitfalls and the availability of materials. These operational SC risks
and disruptions can have severe long-term effects on a firm’s financial perfor-
mance. An empirical analysis of the effect of SC disruptions on stock prices
carried out by Hendricks and Singhal (2005) shows that companies experience
33% to 40% lower stock returns and 13.5% higher share price volatility as a
result of this sort of problem.

Evidently, market dynamics and uncertainty and internal business opera-
tions make it difficult to synchronize the activities of all SC echelons; this causes
significant deviation from previous objectives and plans. Therefore, for a SC to
be managed efficiently it is important to systematically review variability and
to take it explicitly into account in planning. These actions ensure a flexible
response to changes in the business environment, increase the accuracy of de-
cisions and improve business performance. For these reasons, research is called
for into the characterization of dynamics in SCs and the application of control
methodologies to improve the responsiveness of SCs (Grossmann, 2004).

In the literature, a control-oriented decision framework has been proposed
for the review process. Specifically, model predictive control (MPC) is presented
as a way of managing SCs in the presence of uncertainty. MPC incorporates
the most recent information on the external market and internal business into
the planning process. Such a framework is commonly based on deterministic
predictive models. However, predictions based on deterministic models may be
sub-optimal or even infeasible when a real scenario unfolds. Examples follow-
ing this approach are the works of Bose and Pekny (2000); Perea-López et al.
(2003); Perea-López et al. (2001); Seferlis and Giannelos (2004); and Mestan
et al. (2006). These works have been already described in Section 2.3.3. MPC
has been widely used to study the interaction among SC components by ana-
lyzing different coordination structures (i.e., centralized, semi-centralized, and
decentralized SCs).

With regard to decentralized SCs, distributed/modular modeling and deci-
sion making are becoming an appealing manner to approach SC problems. This
sort of analysis arises naturally because it usually corresponds to the way busi-
ness systems work, and optimization methods based on distributed modeling
are flexible and easy to maintain as well. A significant inconvenience of the dis-
tributed approach is that optimality cannot be guarantee in all cases. However,
advances have been made in this direction by Ydstie (2004). He demonstrates
that modular approach is optimal when the decisions are made in order to min-
imize total cost. He shows that stable and stationery solutions can be obtained
for an enterprise network with fixed boundary conditions and decentralized
policies. The network must satisfy that any flow of goods and services induce
cost. The solution consists in the optimal values for inventories of assets and
liabilities.

Another well-known approach that is presented as a robust manner of mak-
ing decisions under uncertainty is to solve the planning problem using stochas-
tic optimization (Gupta & Maranas, 2000; Tsiakis et al., 2001; Ierapetritou &
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Pistikopoulos, 1996; Bonfill, Espuña, & Puigjaner, 2005). A solution with the
maximum expected performance is obtained by including estimated scenarios
in the formulation; these estimated scenarios are generated by representing
uncertain parameters as random variables (see Section 3.7).

Very recently, an ambitious platform has been built that considers an open,
modular, integrated solution offering real-time supply chain optimization capa-
bilities that are multi-objective (financial and environmental aspects are incor-
porated into the objective function). The technology involved uses a network of
cooperative and auto-associative software agents (smart agents) that constitute
a decision support system for managing the whole supply chain in a real-time
environment (Puigjaner & Espuña, 2006; Puigjaner & Guillén-Gosálbez, 2007).
However, incorporating low-level decisions (local scheduling, supervisory con-
trol and diagnosis, incidence handling) and the implications of incorporating
these decisions for the dynamics of the entire SC (production switching between
plants, dynamic product portfolios) have not yet been studied.

This chapter focuses on the strategic–tactical decision making level of the
SCM problem. The (strategic) SC design problem involves identifying the com-
bination of suppliers, producers and distributors that provides the right mix
and quantity of products and services to customers in an efficient way (Talluri
& Baker, 2002). (Tactical) SC planning considers a given configuration over
the short to medium term, and seeks to identify how best to use the produc-
tion, distribution and storage resources in the chain to respond to orders and
demand forecasts in an economically efficient way (Shah, 2005).

This chapter starts from the general framework for the SC design and plan-
ning presented in Chapter 4. Recall that such a framework is based on the
development of a holistic model that covers two areas of the company: process
operations and finances. The model explicitly considers shareholder value as a
design objective. The corporate value (CV) of the firm is calculated by means of
the discounted-free-cash-flow (DFCF) method and is adopted as the objective
to be maximized.

A major disadvantage of discounted cash flow methods is that they do not
account for the managerial flexibility needed to be able to alter the course of
an investment over time as uncertain factors unfold. Real options analysis has
been proposed as an alternative valuation approach that would overcome this
drawback. Traditionally, discounted cash flow methods assume a single decision
pathway with fixed outcomes. In contrast, the real options approach considers
multiple decision pathways as a consequence of management flexibility; thus,
mid-course strategies can be corrected to deal with future uncertainty Mun
(2005). Monte Carlo sampling has been coupled with real options modeling to
account for different uncertain scenarios. From another standpoint, stochastic
optimization models assume that decision-makers take some actions in a first
stage, after which a random event occurs and affects the outcome of those first-
stage decisions. Recourse decisions can then be made in the following stages
to compensate for any negative effects that might have occurred as a result of
the first-stage decisions. Multistage stochastic optimization models and real op-
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Figure 9.1: Closing the information loop for dynamic SCM.

tions analysis show significant similarities. In fact, the stochastic optimization
solution consists of a map in which different decisions are proposed, depend-
ing on the scenario that arises. Consequently, a stochastic optimization model
that is formulated by extending the deterministic MILP proposed in Chapter
4 will render a stochastic DFCF model with the same features as real options
approaches. Furthermore, a stochastic DFCF model offers more realistic solu-
tions, since it considers the so-called non-anticipativity conditions, whereas real
options approaches typically disregard these conditions. For this reason, real
options lead to “wait-and-see” solutions (i.e., complete knowledge of informa-
tion is assumed during the decision-making process).

Hence, the aforementioned enterprise-wide model is extended to a stochas-
tic program that takes demand, price and interest rates uncertainties into ac-
count. To tackle the resulting problem, scenario-based multi-stage stochastic
mixed integer modeling techniques are applied. Then, the stochastic model is
introduced into a model predictive controller to capture the dynamics of SC
processes and their environment. The ensuing model can be used as a support
tool for strategic cross-functional decision making in cases of decision under un-
certainty, operational risk and disruption. This novel control framework may
be a step forward in closing the loop for dynamic SCM (Fig. 9.1). This frame-
work could take the form of a platform that is used to develop a supervisory
module capable of managing the incidents that arise in the SC. Thus, visibility
is broadened and the search for actions to resolve the incidents is performed
at the SC level and not merely at the plant level. The main advantages of this
approach are highlighted in a case study in which this strategy is compared
with traditional approaches. Numerical results show that significant benefits
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Problem statement

Figure 9.2: Continuous planning process.

can be obtained if an integrated stochastic formulation that accounts for the
optimization of a suitable financial performance indicator is applied in an MPC
framework.

9.3 Problem statement
Planning is a continuous procedure, not a one-time event. One of the cardinal
factors that differentiate best-in-class companies from their competitors is their
ability to create a closed-loop planning process to improve their goals. In order
to continuously improve the planning process, managers should adopt a quality
management philosophy that emphasizes the need for a monitoring phase so
that future plans can be adapted to improve response to changes in the busi-
ness environment, as shown in Figure 9.2. It has been pointed out that PSE
professionals should recognize the feedback loop (monitoring) and understand
how it provides adaptability, stability, and robustness properties that planning
alone (static) cannot provide (Ydstie, 2004).

Here, it is suggested using MPC, a control strategy based on the explicit
use of a process model to predict the process output (performance) over a long
period of time (Camacho & Bordons, 1995). The model attempts to predict the
control variables for a set of time periods. Predicted control variables depend on
disturbance forecasts (i.e. demand, prices, and interest rates) and also on a set of
given parameters that are known in the control literature as control inputs. The
MPC algorithm attempts to optimize a performance criterion that is a function
of the future control variables. By solving the optimizing problem all elements
of the control signal are defined. However, only a portion of the control signal is
applied to the system. Next, as new control input information and disturbance
forecasts are collected, the whole procedure is repeated, which produces a feed-
forward effect and enables the system to counteract the environment dynamics.
The abovementioned facts show that an MPC strategy can be used as a suitable
support tool for continuously improving SC planning.

It is worth mentioning that SC problems arising from different hierarchical
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levels can be addressed by using an MPC approach. Although these types of
problems bring distinct time scales into play, MPC can deal with problems
comprising different decision levels as long as an integrated predictive model
is incorporated in the control algorithm. In this chapter, strategic and plan-
ning decisions related to network design are tackled simultaneously. As the case
study shows, proactive decisions on opening and closing facilities and enlarging
equipment capacity are considered. Also, reaction to incidences such as pro-
duction allocation decisions when equipment breakdown occurs are taken into
consideration.

In this work, the predictive model incorporated into the control algorithm is
a multistage stochastic MILP. The predictive model consists in a multi-period
design/planning model of a multi-echelon SC with financial considerations. The
model assumes that various pieces of technological equipment are available to be
installed in potential plant sites and assists in their selection. The model allows
for the expansion of plant equipment capacities, not only in the first planning
period but also during any other period in which managers believe there are
opportunities for investing in facilities. Furthermore, the DFCF method is used
in order to calculate the corporate value. The problem can be stated as follows.

The next data is assumed to be known in advance:
Process operations data

• A fixed time horizon;
• A set of products;
• A set of markets in which products are available to customers and their
demand scenarios;

• A set of potential geographical sites for locating manufacturing plants
and distribution centers;

• A set of potential equipment for manufacturing the different products;
• Lower and upper bounds for the capacity increment of equipment and
distribution centers;

• Product recipes (mass balance coefficients and consumption of capacity);
• The suppliers limitations;
• The minimum utilization rate of capacity.

Financial data

• Direct cost parameters such as production, handling, transportation and
raw material costs;

• Price scenarios for every product in each market during the time horizon;
• Coefficients for investment and sales of marketable securities;
• The relationship between capital investment and plants and distribution
centers capacity;

• The relationship between indirect expenses and plants’ and distribution
centers’ equipment capacity;

• Pledging costs;
• The tax rate and the number of depreciation time intervals;
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• The interest rate on long and short-term debt;
• The salvage value;
• Shareholder risk premium data.

The goal is to determine:

• The facilities to be opened;
• The increase on plants’ and distribution centers’ equipment capacity in
each time period;

• The assignment of manufacturing and distribution tasks to the network
nodes;

• The amount of final products to be sold;
• Investments and sales of marketable securities;
• The amount of pledged receivables in each period;
• The schedule of payments to suppliers in each time period,
• The long and short term-debt acquired and repaid in each time period,

such that corporate value to be evaluated at the end of the planning horizon is
maximized.

The product demands are assumed to be satisfied at the end of each period
of time by means of the planning horizon. The demand and prices associated
with each of these periods are regarded as random parameters and their uncer-
tainty is represented by a set of scenarios with a given probability of occurrence.
The scenario-based approach attempts to capture uncertainty by representing
it in terms of a moderate number of discrete realizations of random quantities.
In Section 9.5 a methodology for generating discrete scenarios is proposed. Be-
cause a network design/planning problem that is typically solved every two to
five years is being addressed, the design decisions are made before the uncertain
factors are unveiled. However, the operating decisions related to production and
transportation flows will be recourse decisions, so they will depend on which
scenario materializes.

9.4 The predictive model: a multistage stochas-
tic approach

The stochastic SC design – planning model is presented next. This section has
been divided in two parts: (i) the scenario tree representation of uncertainty
and (ii) the corresponding deterministic equivalent model.

9.4.1 Scenario tree
Assume that there are |L| events in which uncertainty (ξ) unfolds over the
planning horizon. The value that random factors can take in event l can be
identified by index hl which belongs to set Hl. The information regarding the
uncertain parameters can be represented by using a scenario tree. Figure 9.3
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Figure 9.3: Scenario tree

shows a scenario tree in which two realizations of the uncertain parameters are
considered at each of three distinct events (|L| = 3 ∧ |Hl| = 2).

The nodes at level l are associated to a ~l combination of events identified
by (h1, h2, . . . , hl) with h1 ∈ H1, h2 ∈ H2, . . . , hl ∈ Hl. Namely, ðl is defined
to be the set of l-tuples, given by ðl = {[~l = (h1, h2, . . . , hl)]|h1 ∈ H1, h2 ∈
H2, . . . , hl ∈ Hl}. For instance, ð2 = {(1, 1), (1, 2), (2, 1), (2, 2)} corresponds
to the events related to nodes at level 2 of the scenario tree. Thus, the eight
scenarios (

∏
l |Hl|) resulting from the tree in Fig. 9.3 are related to ð3. Note

that each combination of events ~l at level l has a single ancestor combination
of events ~l∗ at each previous level l∗ which obviously accomplishes ~l∗ ⊂ ~l
(i.e., from Fig. 9.3 {~1 = (2)} ⊂ {~2 = (2, 1)} ⊂ {~3 = (2, 1, 2)}).

Additionally, it will be useful for modeling purposes to define sets Tl, Lt
and AH l∗~l . Tl is the subset of planning periods t that are associated to event
l. For example, T1 = [t1, ta] and T2 = [ta+1, tb] in the scenario tree shown in
Fig. 9.3. Lt is the reciprocal set of Tl. Lt is the event l which is related to
period t. Here, AH l∗~l is defined to be given by AH l∗~l = {~l∗ |~l∗ ⊆ ~l}, that
is AH l∗~l denotes the event combination related to l∗ (~l∗) which is ancestor
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of ~l. As it can be observed, it is not necessary ~l∗ to be a proper subset of ~l
in order to allow the case when l = l∗.

9.4.2 MILP model

Next, the SC network design & planning is formulated as an (|L| + 1)-stage
stochastic MILP, where |L| denotes the number of events that unfold through-
out the planning horizon. The structure of the SC taken as reference to develop
the mathematical model is illustrated in Figure 9.4. The model is the stochastic
extension of the one presented in Chapter 4. The reader is referred to the afore-
mentioned chapter for the detailed problem formulation, but for completeness
and understanding, a brief description is provided here.

The information regarding the scenario tree is introduced into the model
by adding two indexes to the variables: l and ~l. As an example, variable Y l

∗

t~l
is associated to a decision that is made when solely the combination of events
~l is known, however the decision will be materialized at period t when event
l∗ unveils. A subscript ~l below a variable also indicates that is a (l+ 1)-stage
variable. For instance, a (l + 1)-stage variable such as Y l~l would be related to
a recourse decision while Y l~l−1

would be a l-stage variable related to a decision
made before event l was disclosed.

In order to follow the structure of the scenario tree, when an equation
requires variables associated to previous periods (i.e., t − 1), these variables
must be related to a combination of events that is ancestor of the combination
of events being evaluated by the equation (l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l) so as to
guarantee the non-anticipativity principle. This fact will be recalled in most of
the equations presented next.

The variables and constraints of the model can be classified into four groups.
Process operations constraints given by the SC topology belong to the first
group. The second one incorporates those constraints related to the integration
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of operations and finances. To the third and fourth groups pertain the con-
straints required for allowing cash management and evaluating the objective
function (CV), respectively.

Process operations: design – planning formulation

Mass balances must be satisfied in each of the nodes that integrate the SC
network. Eq. (9.1) represents the raw material balance for each manufacturing
site s in every time period t and every combination of events ~l. In this equation
is just taken into account the stock of previous period (SI l

∗

rst−1~l∗ ) related to
the combination of events that is ancestor of ~l (l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l). The
mass balance for final products i in each manufacturing site s is enforced via Eq.
(9.2). Eq. (9.3) expresses the mass balance for the distribution centers w. Eq.
(9.4) forces the sales of product i carried out in market m during time period
t to be less than or equal to the demand. Equation (9.5) imposes a minimum
target for the demand satisfaction (MinCLS), which must be attained in all
time periods t and event combinations ~l.

∑
e∈Er

Purchlerst~l + SI l
∗

rst−1~l∗ = SI lrst~l +
∑
j

∑
i∈(Ij∩Ir)

αrijP
l
ijst~l

∀ r, s, l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l

(9.1)

∑
j∈Ji

P lijst~l + SOl
∗

ist−1~l∗ = SOlist~l +
∑
w

Qliwst~l

∀ i, s, l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l

(9.2)

∑
s

Qliwst~l + SW l∗

iwt−1~l∗ = SW l
iwt~l +

∑
m

Salesliwmt~l

∀ i, w, l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l

(9.3)

∑
w

Salesliwmt~l ≤ Dem
l
imt~l ∀ i,m, l, ~l, t ∈ Tl (9.4)

∑
i

∑
w

∑
m
Salesliwmt~l∑

i

∑
m
Deml

imt~l
≥MinCLS ∀ l, ~l, t ∈ Tl (9.5)

The capacity and facilities location constraints are following. Two differ-
ent variables are defined, FSljst~l−1

and FWslwt~l−1
, which represent the to-

tal capacity of equipment j in manufacturing sites s and distribution cen-
tres w respectively during time period t. Moreover, variables FSEljst~l−1

and
FWElwt~l−1

denote the capacity expansion of the different network facilities
during time period t. Eqns. (9.6) and (9.7) are added to control the changes in
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facilities capacity over time. Eqns. (9.8) and (9.9) are included to update the
total capacity by the amount increased during planning period t.

V ljst~l−1
FSELjst ≤ FSEljst~l−1

≤ V ljst~l−1
FSEUjst

∀ j, s, l, ~l−1, t ∈ Tl
(9.6)

X l
wt~l−1

FWELwt ≤ FWElwt~l−1
≤ X l

wt~l−1
FWEUwt

∀ w, l, ~l−1, t ∈ Tl
(9.7)

FSljst~l−1
= FSl

∗

jst−1~l∗−1
+ FSEljst~l−1

∀ j, s, l, ~l−1, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗−1 ∈ AH l∗−1,~l−1

(9.8)

FW l
wt~l−1

= FW l∗

wt−1~l∗−1
+ FWElwt~l−1

∀ w, l, ~l−1, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗−1 ∈ AH l∗−1,~l−1

(9.9)

Eqns. (9.10) and (9.11) are to calculate the planning period t when a facility
(s or w) initiates its operations. SBst and SWwt are binary variables that take
the value of 1 if the facility starts operating at period t and 0 otherwise. Thus, if
the binary variable that represents the increment in the capacity of any facility
in period t equals one, the summation of the new binary variable from the
initial period to the current one must also equal one. Eqns. (9.10) and (9.11)
are the reformulation of the previous logic condition.

1− V ljst~l−1
+

t∑
t′=1

∑
l∗∈L∗

t′

∑
hl∗−1∈AHl∗−1,~l−1

SBl
∗

st′~l∗−1
≥ 1

∀ j, s, l, ~l−1, t ∈ Tl

(9.10)

1−X l
wt~l−1

+
t∑

t′=1

∑
l∗∈L∗

t′

∑
hl∗−1∈AHl∗−1,~l−1

SW l∗

wt′~l∗−1
≥ 1

∀ w, l, ~l−1, t ∈ Tl

(9.11)

Eq. (9.12) forces the total production rate in each plant to be greater than
a minimum desired production rate and lower than the available capacity.
Eq. (9.13) is analogous to Eq. (9.12) for distributions centers w. The model as-
sumes a maximum availability of raw materials as well. Thus, Eq. (9.14) forces
the amount of raw material r purchased from supplier e to be lower than an
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upper bound given by supplier capacity limitations (Aert). In this expression,
Re denotes the set of raw materials provided by supplier e.

βsjFS
l
jst~l−1

≤
∑
i∈Ij

θijP
l
ijst~l ≤ FS

l
jst~l−1

∀ j, s, l, ~l, t ∈ Tl, ~l−1 ∈ AH l−1,~l

(9.12)

γwFW
l
wt~l−1

≤
∑
i

υiSW
l
iwt~l ≤ FW

l
wt~l−1

∀ w, l, ~l, t ∈ Tl, ~l−1 ∈ AH l−1,~l

(9.13)

∑
s

Purchlerst~l ≤ Aert ∀ e, r ∈ Re, l, ~l, t ∈ Tl (9.14)

Integration between operations and finances

The integration between both formulations is carried out through the sales of
products, the purchases of raw materials, transport services and utilities to final
providers, the fixed cost associated with the operation of the network and the
total capital investment. Thus, the accounts receivable incurred in any period
t and maturing in period t′ can be easily computed from the sales of products
executed in period t, the fraction of these sales that will be collected in period
t′ and the prices of the products sold, as it is stated in equation (9.15). Here,
δmtt′ denotes the fraction of sales carried out in market m in period t that will
be paid in period t′.

ASalesltt′~l =
∑
i

∑
w

∑
m

Salesliwmt~lδmtt′Price
l
imt~l

∀ l, ~l, t ∈ Tl, t′ > t

(9.15)

The external purchases from supplier e , which are computed through Eq.
(9.16), include the purchases of raw materials and transport and production
resources. The external purchases to supplier e (EPurchet) can be then com-
puted through Eq. (9.17). On the other hand, the external purchases of trans-
port services and production utilities are determined through equations (9.18)
and (9.19).

EPurchlet~l = Purchrm,let~l +Purchtr,let~l +Purchprod,let~l ∀ e, l, ~l, t ∈ Tl (9.16)

Purchrm,let~l =
∑
r

∑
s

Purchlerst~lψert ∀ e, l, ~l, t ∈ Tl (9.17)
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Purchtr,let~l =
∑
i

∑
j

∑
s

Qliwst~lρ
tr1
eiws +

∑
i

∑
w

∑
m

Salesliwmt~lρ
tr2
eiwm

∀ e, l, ~l, t ∈ Tl
(9.18)

Purchprod,let~l =
∑
i

∑
j

∑
ijs

P lijst~lτ
ut1
ijse +

∑
r

∑
s

SI lrst~lτ
ut2
rse

+
∑
i

∑
s

SOlist~lτ
ut3
ise +

∑
i

∑
w

SW l
iwt~lτ

ut4
iwe ∀ e, l, ~l, t ∈ Tl

(9.19)

The total fixed cost of operating a given SC structure can be computed by
means of equation (9.20). Finally, the total investment in capital or fixed assets
is computed through equation (9.21).

FCostlt~l−1
=
∑
j

∑
s

FCFSjstFS
l
jst~l−1

+
∑
w

FCFWwtFW
l
wt~l−1

∀ l, ~l−1, t ∈ Tl
(9.20)

FAssetlt~l =
∑
s

∑
j

PriceFSjstFSE
l∗

jst+1~l∗−1
+ ISstSB

l∗

st+1~l∗−1

+

∑
w

(
PriceFWwt FWEl

∗

wt+1~l∗−1
+ IWwtSW

l∗

wt+1~l∗−1

)
∀ l, ~l, t ∈ Tl, l∗ ∈ Lt+1, ~l∗−1 ∈ DH l∗−1,~l

(9.21)

Financial formulation: cash management

As a result of the application of a stochastic finances-operations integrated
model, optimal SC management and financial decisions under uncertainty should
be computed simultaneously to accomplish the goal of enhancing the share-
holder value under the current business circumstances. Therefore, payments
to providers, short and long term borrowing, pledging decisions and the buy-
ing/selling of securities are planned in conjunction with operational decisions
(SC configuration, distribution and processing tasks). The financial side of the
problem is then incorporated by including the set of constraints presented next.

The cash management model also considers the same t planning periods
covering the whole time horizon in the strategic SC formulation. This assump-
tion allows an easy integration of both sets of constraints into a unique holistic
model.

The cash balance for each planning period and combination of events is
calculated by means of Eq. (9.22).
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Cashlt~l = Cashl
∗

t−1~l∗ + ECashlt~l +Net
CLine,l
t~l −

∑
e

t∑
t′=1

Paylet′t~l

− FCostlt~l−1
+Net

MS,l

t~l − FAsset
l
t~l + Capitallt~l +NetLDebt,lt~l

+Othert ∀ t ∈ Tl, l∗ ∈ L∗t−1, ~l∗−1 ∈ AH l∗−1,~l

(9.22)

The cash at each period t (Cashlt~l) is a function of the available cash at
period t − 1(l∗t−1~l∗ ), the exogenous cash from the sales of products or, in
general, from any other inflow of cash (ECashlt~l), the amount borrowed or
repaid to the short-term credit line (Net

CLine,l), the raw materials, produc-
tion and transport payments on accounts payable incurred in any previous or
actual period t (Paylet′t~l), the payments of the fixed cost (FCostlt~l−1

), the

sales and purchases of marketable securities (Net
MS,l

t~l ), the amount invested on
facilities (FAssetlt~l), the capital supported by the shareholders of the com-
pany (Capitallt~l), the amount borrowed or repaid to the long-term credit line
(NetLDebt,lt~l ) and finally other expected outflows or inflows of cash (Othert).

A certain proportion of the accounts receivable may be pledged at the begin-
ning of a period. It can be assumed that a certain proportion of the receivables
outstanding at the beginning of a period is received during that period through
pledge, as stated by Eq. (9.23). In this equation the variable Pledltt′~l represents
the amount pledged within period t′ on accounts receivable maturing in period
t, while ASaleslt′t~l represents the accounts receivable associated with the sales
of products executed in period t′ and maturing in t. Here, the parameter dmax

M

denotes the maximum maturing period at the markets (Eq. (9.24)).

t′∑
t′′=t−dmax

M

∑
l∗∈Lt′′

∑
~∗l ∈AHl∗~l

Pledl
∗

tt′′~∗l
≤

t′∑
t′′=t−dmax

M

∑
l∗∈Lt′′

∑
~∗l ∈AHl∗~l

ASalesl
∗

t′′t~l∗

∀ l, ~l, t ∈ Tl, t′ ∈ [t− dmax
M

, t]

(9.23)

dmax
M

= max
m
{dm} (9.24)

The exogenous cash is computed by means of Eq. (9.25) as the difference be-
tween the amount of accounts receivable maturing in period t and that incurred
in previous periods t′ minus the amount of receivables pledged in previous pe-
riods on accounts receivable maturing in period t plus the amount pledged in
the actual period on accounts receivable maturing in future periods. In this
expression, φt′t represents the face value of the receivables being pledged.
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ECashlt~l =
t∑

t′=t−dmax
M

∑
l∗∈Lt′

∑
~∗l ∈AHl∗~l

ASalesl
∗

t′t~l∗−

t−1∑
t′=t−dmax

M

∑
l∗∈Lt′

∑
~∗l ∈AHl∗~l

Pledl
∗

tt′~l∗ +

t+dmax
M∑

t′=t+1

φt′tPled
l
t′t~l

∀ l, ~l, t ∈ Tl

(9.25)

A short-term financing source is represented by an open line of credit with a
maximum limit imposed by the bank (Eq. (9.26)). Eqns. (9.27) and (9.28) make
a balance on borrowings, considering for each period the updated debt from
the previous periods, the balance between borrows and repayments and the
interest of the credit line. Moreover, the bank regularly requires a repayment
greater than or equal to the interests accumulated in previous periods, as it is
stated by Eq. (9.29).

CLinelt~l ≤ CLine
max ∀ l, ~l, t ∈ Tl (9.26)

CLinelt~l = CLinel
∗

t−1,~l∗ (1 + ir
SD,l

t~l ) +Borrowlt~l −Repay
l
t~l

∀ l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l
(9.27)

Net
CLine,l
t~l = Borrowlt~l −Repay

l
t~l ∀ l, ~l, t ∈ Tl (9.28)

Repaylt~l ≥ ir
SD

t~l CLine
l∗

t−1,~l∗

∀ l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l
(9.29)

With regard to the accounts payable, Eq. (9.30) forces the payments exe-
cuted in period t′ on accounts payable to supplier e incurred in period t to equal
the total amount due. The payment constraints belonging to the last periods
of time are formulated as inequalities (Eq. (9.31)), as it is not reasonable to
require that total accounts payable be zero at the end of the planning period.

t∑
t′=t−de

∑
l∗∈Lt′

∑
~∗l ∈AHl∗~l

Payl
∗

ett′~l∗Coefett′ =

∑
l∗∈Lt−de

∑
~∗l ∈AHl∗~l

EPurchl
∗

e,t−de,~l∗

∀ e, t ∈ [de, |T |], l ∈ Lt, ~l

(9.30)
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T∑
t′=t

∑
l∗∈Lt′

∑
~∗l ∈AHl∗~

L

Payl
∗

ett′~l∗Coefett′ ≤
∑
l∗∈Lt

∑
~∗l ∈AHl∗~

L

EPurchl
∗

et~l∗

∀ e, ~L, t > (|T | − de)

(9.31)

Eq. (9.32) makes a balance for marketable securities. It is assumed that all
marketable securities can be sold prior to maturity at a discount or loss for the
firm, as stated by Eq. (9.32). Eq. (9.33) is applied to constraint in each period
the total amount of marketable securities sold prior to maturity to be lower
than the available ones (those belonging to the initial portfolio plus the ones
purchased in previous periods minus those sold before).

Net
MS,l

t~l = SMS
t −

T∑
t′=t+1

Y
MS,l

t′t~l +
T∑

t′=t+1

Z
MS,l

t′t~l +

t−1∑
t′=1

∑
l∗∈Lt′

∑
~l∗∈AHl∗~l

(
1 +DMS

tt′
)
Y
MS,l∗

tt′~l∗

−
t−1∑
t′=1

∑
l∗∈Lt′

∑
~l∗∈AHl∗~l

(
1 + EMS

tt′
)
ZMS,l∗

tt′~l∗ ∀ l, ~l, t ∈ Tl

(9.32)

t′∑
t′′=1

∑
l∗∈Lt′′

∑
~l∗∈AHl∗~l

ZMS,l∗

tt′′~l∗
(
1 + EMS

tt′′
)
≤ SMS

t +

t′−1∑
t′′=1

∑
l∗∈Lt′′

∑
~l∗∈AHl∗~l

(
1 +DMS

tt′′
)
YMS,l∗

tt′′~l∗ ∀ l, ~l, t ∈ Tl, t′ < t

(9.33)

Eq. (9.34) balances the investment with the capital supported by share-
holders (Capitallt~l) and the amount borrowed to banks as long term debt
(LBorrowlt~l) at each time period t and combination of events ~l.

FAssetlt~l = LBorrowlt~l + Capitallt~l ∀ l, ~l, t ∈ Tl (9.34)

Eqns. (9.35) to (9.37) reflect the payment conditions associated with the
long term debt. These constraints are similar to those associated with the
short term credit line, but the amount repaid in each period of time LRepaylt~l
remains usually constant in every planning period.

LDebtlt~l = LDebtl
∗

t−1~∗l
(1 + ir

LD,l

t~l ) + LBorrowlt~l − LRepay
l
t~l

∀ l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l
(9.35)
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NetLDebt,lt~l = LBorrowlt~l − LRepay
l
t~ ∀ l, ~l, t ∈ Tl (9.36)

LRepaylt~l ≥ ir
LD,l

t~l LDebtl
∗

t−1~l∗

∀ l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l
(9.37)

Eq. (9.38) limits the cash in each period (Cashlt~) to be larger than a
minimum value (MinCash). A minimum cash is usually required to handle
uncertain events.

Cashlt~l ≥MinCash ∀ l, ~l, t ∈ Tl (9.38)

Objective function: a stochastic DFCF method

The strategy presented in this paper applies the discounted free cash flow
(DFCF) method to assess the decisions undertaken by a firm. The DFCF
method calculates the enterprise value by determining the present value of
its future cash flows and discounting them taking into account the appropriate
capital cost during the time horizon for which it is defined (Grant, 2003).

E[CV ] =
∑
~
L

P
L

~
L
CV

L

~
L

(9.39)

Eq. (9.39) computes the expected corporate value (E[CV ]) as the weighted
average of the corporate value calculated for each combination of events at the
end of the time horizon. Here, P

L

~
L
represents the probability of occurrence of

each combination of events.

CV
L

~
L

= DFCF
L

~
L
−NetDebt0 ∀ ~

L
(9.40)

NetDebt0 = CLine0 + LDebt0 − Cash0 (9.41)

According to financial theory, enterprise market value of a firm is given
by the difference between the discounted stream of future cash flows during
the planning horizon and the net total debt at the beginning of the time
horizon(NetDebt0), as it is stated by equation (9.40). The final total debt
includes both, the short and the long term debt and also the cash (Eq. (9.41)).

DFCF
L

T~
L

=

∑
t

∑
l∈Lt

∑
~l∈ADl~

L

FCF lt~l(
1 +WACClt~l

)t
+

SV L~L

(1 +WACC
L

T~
L

)
T

∀ ~
L

(9.42)
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In the calculation of the DFCF, one must discount the free cash flows of
each period t and the salvage value (SV ) at a rate equivalent to the capital
cost (Eq. (9.42)). The salvage value could be calculated as a percentage of the
total investment or by any other applicable method.

The capital cost can be determined through the weighted average method
(Eq. (9.43)). In this expression, λt denotes the proportion of equity over the
total capital investment. To compute the expected return on equity, which is
denoted by E(ROE), it is applied equation (9.44).

WACClt~l = λtE(ROE)lt~l + irlt~l(1− λt)(1− trate) ∀ t (9.43)

E(ROE)lt~l = r0,l
t~l + ϕRe (9.44)

Free cash flows at every period t (FCFt) are given by the profit after taxes,
net change in investments and change in net working capital. Specifically, the
free cash flows are the difference between the net operating profit after taxes
(NOPAT) and the increase in capital invested. From this definition it follows
that there will be value creation if the incoming value (Profitlt~l (1− trate))
is greater than the consumed value (∆NWClt~l) as shown in equation (9.45).
Eq. (9.46) is applied to compute the profit at each period t and combination
of events ~l.

FCF lt~l = Profitlt~l (1− trate)−NetInvestlt~l −∆NWClt~l
∀ l, ~l, t ∈ Tl

(9.45)

Profitlt~l = ESaleslt~l −

(∑
e

EPurchlet~l + FCostlt~l−1
−∆Invlt~l

)
∀ l, ~l, t ∈ Tl, ~l−1 ∈ AHl−1,~l

(9.46)

The net investment at each period t represents the monetary value of the
fixed assets acquired in that period minus the depreciation. (Eq. 9.47)

NetInvestlt~l = FAssetlt~l −Dep
l
t~l ∀ l, ~l, t ∈ Tl (9.47)

The change in net working capital associated with period t and combination
of events ~l (NWCt) is computed from the change in accounts receivables, plus
the change in inventory, minus the change in accounts payable, plus any other
financial expenses or incomes (FExlt~l), as stated by equation (9.48).

∆NWClt~l =
(
∆AReclt~l + ∆Invlt~l −∆APaylt~l + FExlt~l

)
∀ l, ~l, t ∈ Tl

(9.48)
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Equation (9.49) computes the accounts receivable corresponding to period
t and combination of events ~l . Equation (9.50) determines the change in
accounts receivable. Eq. (9.51) to (9.52) express the calculation of inventory
value and change and inventory, respectively. The accounts payable are deter-
mined by equation (9.53). The change in accounts payable is represented by Eq.
(9.54). Finally, equation (9.55) computes other financial expenses and incomes
(FExlt~l) associated with the SC operation.

AReclt~l =
t∑

t′=t−dmax
s +1

t′+dmax
s∑

t′′=t+1

∑
l∗∈Lt′

∑
~l∗∈AHl∗~l

ASalesl
∗

t′t′′~l∗

−
t+dmax

s∑
t′=t+1

t∑
t′′=t′−dmax

s

∑
l∗∈Lt′′

∑
~l∗∈AHl∗~l

Pledl
∗

t′t′′~l∗ ∀ l, ~l, t ∈ Tl

(9.49)

∆AReclt~l = AReclt~l −ARec
l∗

t−1~l∗

∀ l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l
(9.50)

Invlt~l =
∑
r

∑
s

IuRMrt SI lrst~l+

∑
i

IuFPit

[∑
s

SOlist~l +
∑
w

SW l
iwt~l

]
∀ l, ~l, t ∈ Tl

(9.51)

∆Invlt~l = Invlt~l − Inv
l∗

t−1~l∗

∀ l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l
(9.52)

APayt =
∑
e

t∑
t′=1

∑
l∗∈Lt′

∑
~l∗∈AHl∗~l

EPurchl
∗

et′~l∗−

∑
e

t∑
t′′=1

t∑
t′=t′′

∑
l∗∈Lt′

∑
~l∗∈AHl∗~l

Coefet′′t′Pay
l∗

et′′t′~l∗ ∀ l, ~l, t ∈ Tl

(9.53)

∆APaylt~l = APaylt~l −APay
l∗

t−1~l∗

∀ l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l
(9.54)
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FExlt~l =
t+dmax
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t′=t+1
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∑
e
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t′=1

Paylet′t~l (Coefet′t − 1) +
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EMS
tt′ Z
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∑
~l∗∈AHl∗~l

DMS
tt′ Y

MS,l∗

tt′~l∗ ∀l, ~l, t ∈ Tl

(9.55)

The stochastic problem can be thus mathematically posed as follows:

Maximize
X ,Y

E[CV ]

subject to
Eqns. (9.1) to (9.55)
X ∈ {0, 1}; Y ∈ R

Here X denotes the model binary variables set, while Y represents the
model continuous variable set.

9.5 Scenario generation: the forecasting module
Stochastic models assume that probability distributions governing the uncer-
tain factors are known or can be estimated. The aforementioned fact and the
computational effort required to obtain solutions are the main drawbacks of
this approach. In this section, a methodology based on forecasting techniques
which can be utilized for scenario generation is presented.

The parameters that the proposed methodology requires from a forecasting
module are the mean forecast (ξt) and the forecast error distribution for each
uncertain parameter that is considered in the predictive model.

Future uncertain parameters in period t (ξt) can be expressed as depicted
in equation (9.56), where the uncertain parameter for scenario ~l (ξlt~l) is com-
puted as the mean value forecasted for the uncertain parameter at period t (ξt)
plus an error estimation (εlt~l).

ξlt~l = ξt + εlt~l (9.56)

The forecast errors distributions depend on previous errors (εt) and how
many periods ahead the forecast is being done. If the correct forecasting model
has been chosen, and if the statistical procedure used to estimate parameters
in the model yields unbiased estimates, then the expected forecast error will
be zero. When the forecasting error (ε) is assumed to be normally distributed
(N(0, ε)), σε of the single-period ahead forecasting error can be calculated by
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Figure 9.5: Forecasting and Monte Carlo sampling

means of equation (9.57). This approximation holds well even for non-normal
errors. For more details about forecast errors estimation please refer to Mont-
gomery, Johnson, and Gardiner (1990).

σεt ≈ 1.25


∑
t
εt

N

 (9.57)

Therefore, a Monte Carlo sampling to generate (εlt~l) assuming that this pa-
rameter is governed by a N(0, σεt) probability distribution and equation (9.56)
can be utilized to create the scenarios required in stochastic mathematical
models, as shown in Figure 9.5.

9.6 Control strategy: a joint framework
A general schematic of the joint control framework proposed to capture the
dynamics involved in the integrated SCM is depicted in Figure 9.6. As afore-
mentioned, the strategy consists of including a multi-stage stochastic MILP
model within the control algorithm of an MPC, allowing this way to combine
the robustness provided by stochastic programs and the monitoring and adap-
tive capabilities rendered by MPC. The Stochastic Model Predictive Control
(SMPC) strategy introduced in this chapter can be described as follows:

1. The SC process is disturbed by all those external changes in the mar-
ketplace (i.e., demand, prices, cancellations, returns, interest rates, ma-
terials availability and costs) and also by the dynamics of internal SC
operations (i.e., processing times, equipment breakdown, material con-
sumption). The information regarding these disturbances as well as the
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Figure 9.6: Proposed SMPC strategy

information required to describe the current SC state (i.e., stocks, capac-
ity availability, loans, sales, accounts receivables and payables, etc.) are
captured and sent as input to the controller.

2. The controller is composed by a forecasting module and a control algo-
rithm. Using collected disturbances data, estimations of parameters in
future periods are produced by the forecasting module. For those param-
eters which are considered random variables within the control algorithm,
scenarios can be generated by utilizing the methodology presented in Sec-
tion 9.5.

3. Once parameters estimations and scenarios are calculated by the fore-
casting module, the SC predictive model is updated (instantiated) with
this new information. The set of future control variables is calculated by
optimizing the updated stochastic predictive model.

4. The output of the optimizer can be classified into two types of variables:
first stage and recourse variables. The first-stage variables of a stochastic
program, also known as “here and now” variables, are determined prior
to the resolution of any of the future underlying uncertainties. As afore-
mentioned, in the model presented in section 9.4.2 a first stage variable
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can be identified because of possessing a superscript l and a subscript
~l−1. On the other hand, recourse variables are determined in the face of
the uncertainty that unfolds in the period when its associated decision is
implemented (i.e. sales, pledging decisions). As indicated in Fig. 9.6, the
sent and implemented control signal only comprises the first stage vari-
ables resulting from the stochastic optimization problem which evidently
are associated to the following period.

5. The whole strategy is repeated continuously every period. As new infor-
mation is available, it is collected and handled by the forecasting module,
the predictive module is updated and the horizon advances one period-
step. Repeating each time the sequence described in this section.

9.7 Motivating example
The capabilities of the proposed framework are demonstrated by solving a
retrofitting– planning problem of a SC comprising multiple manufacturing sites,
distribution centers and markets located in different geographical locations. A
set of potential equipment technologies are assumed to be available in the manu-
facturing sites. Furthermore, several potential locations for the manufacturing
sites and the distribution centers, from which the products should be trans-
ported to the final markets, are also considered. The plants (S1, S2 and S3)
can manufacture three different products (P1, P2 and P3) with three differ-
ent equipments (TA to TC). These final products must be transported to the
distribution centers (W1 to W3) prior to being sent to the final markets (M1
to M3), where they become available to customers. It is assumed an existing
installed capacity of TA in S1 of 10,000 c.u. The investment cost associated
with the establishment of a manufacturing site is 10 000 000 m.u. Distribution
centerW1 has already an installed capacity of 1000 m3. The investment needed
to open a distribution center amounts to 3 500 000 m.u.

The initial inventories are supposed to be equal to zero for all products and
raw materials. The upper bound of equipment increase at each manufacturing
site is set to 350,000 c.u and the lower bound is 50,000 c.u. The upper and
lower bounds of the distribution centers capacity increase are 1,000 and 10,000
m3. Facilities capacity can only be increased once a year. The salvage value
is considered negligible at the end of the planning horizon. The availability of
utilities is assumed to be unlimited.

With regard to the financial aspects, it is assumed that the firm has at the
beginning of the planning horizon an initial portfolio of marketable securities.
Specifically, the firm owns 25,000 m.u. in marketable securities maturing in
period 2 and 70,000 m.u. maturing at period 3. The initial cash is assumed
to be equal to the minimum cash allowed, which is 125,000 m.u. Under an
agreement with a bank, the firm has an open line of short term credit at a 15%
annual interest at the beginning of the planning horizon with a maximum debt
allowed of 2,000,000 m.u. The initial debt is assumed to be equal to zero. The
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Table 9.1: Computational results of motivating example

Model Equations Continuous
variables

Discrete
variables

CPU time
(s)

Deterministic 6,766 7,231 306 28.34
SHT 175,588 177,293 9,792 1,584.33

prices of the materials kept as inventories are assumed to be a 85% of their
market prices for final products and a 100% for raw materials.

The SC under study has three external suppliers, the first one providing
raw materials, the second one transportation services and the third one labour
utilities. Liabilities incurred with the raw materials supplier must be repaid
within one month according to the terms of the credit (2 percent-same period,
net-28 days for the raw materials supplier). The payments associated with the
transport services and labor tasks cannot be stretched and must be fulfilled
at the time of purchase. The technical coefficients associated with the set of
marketable securities that the firm has agreed to purchase and sale have been
computed by considering a 2.8% annual interest for anticipated sales and a
3.5% for maturing sales. It is considered an outflow of cash equal to 50 000
m.u. at the end of first year due to incentives payback. It is also assumed that
the ratio between the long term debt and the equity must be always kept equal
to 0.41. With regard to the long term debt, notice that the firm can have access
to a long term credit at a 10% annual interest at the beginning of the planning
horizon. Shareholders initial ROE expectation is assumed to be 30%. The taxes
rate is assumed to be 30%. Depreciation is calculated by means of the straight
line method applied over a time horizon of ten years. The rest of this case study
data is found in Appendix D.

Five years are considered which are composed of twelve monthly planning
periods. In this example, market demand, prices of final products and interest
rates are regarded as uncertain factors which unfold every year. It is considered
that uncertain factors may unveil into two different events leading to a scenario
tree which contains 32 leaf nodes (scenarios). The values in which it is assumed
uncertainty unveils in the first year are also shown in Appendix D. These values
where chosen randomly. The forecasted parameters are calculated by using
simple exponential smoothing techniques. The return rates such as E[ROE]
and credit line interest rates are assumed to vary in the amount that risk free
rate(r0

t ) changes over the planning horizon. The two stage shrinking horizon
(SHT) approximation approach presented in the work of Balasubramanian and
Grossmann (2004) was used to solve the multistage stochastic problem. In the
first step of the control strategy, a design-planning problem is disclosed. The
computational effort required for implementing in GAMS the stochastic and
deterministic formulation appears in Table 9.1. The resulting MILP models
were optimized using the MIP solver of CPLEX (10.0) with a 5% integrality
gap on a AMD Athlon 3000 computer.

The SC network configurations obtained by the stochastic and deterministic
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Figure 9.7: Deterministic network design
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S3 0 0.0 0.0 0.0
1 350,000.0 92,023.0 350,000.0

Distribution centers W1 W2 W3
t Capacity increment (m3)

0 1,000 0.0 0.0
1 1,000 1,000 1,000

Figure 9.8: Stochastic network design

formulation are summarized in Figures 9.7 and 9.8. Numerical results show that
the solution computed by the stochastic formulation has higher performance
than the optimal deterministic solution in terms of expected corporate value.
Certainly, the optimal expected corporate value from the stochastic solution is
12% greater than the one computed by utilizing the deterministic approach.

Moreover, the network design accomplished by using the stochastic ap-
proach also shows an enhancement in terms of financial risks. As it can be ob-
served in Figure 9.9, the stochastic solution accumulates more scenarios which
present high corporate value. The deterministic solution could result in a corpo-
rate value approximately greater than or equal to 2.0×108 m.u. in five scenarios,
while the stochastic solution could show a similar performance when operat-
ing under twelve scenarios. The risk curves for both formulations are shown
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Figure 9.9: Histogram of scenario frequencies

in Figure 9.10. Here, the “wait and see” solution (WSS) is also included for
comparison purposes with the stochastic solution carried out by means of the
SHT approximation strategy. In fact, the expected CV of the WSS (1.48× 108

m.u.) is just 8% higher than the one computed by the SHT strategy. As shown
in Figure 9.10, the stochastic solution significantly decreases the probability of
low CVs. For instance, there is a 62% probability of CVs bellow 1.3× 108 m.u.
in the deterministic solution, while such a probability is reduced to 40% in the
stochastic one. It is important to notice that the cumulative curves of the SHT
strategy and WSS are very similar in the scenarios with high CV. However,
the behavior of the stochastic solution under scenarios with low demand, low
prices and high interest rates is very similar to the one of the deterministic so-
lution. This fact is due to the “consumption of value” experienced for covering
the fixed and financial costs (long-term debt interests) associated to network
idle capacity.

To demonstrate the benefits of using the proposed SMPC strategy, the al-
gorithm has been repeated also during ten planning periods representing one
month each of them. Here, the uncertainty is assumed to unveil every month.
In order to model the SC process for this case, the production rates (P lijst~l−1

)
and raw materials acquisition (i.e., raw materials (Purchrm,let~l−1

)) become first
stage variables. To evaluate the advantages of the presented strategy, the deter-
ministic MPC is carried out as well. In Figure 9.11 (a) it is compared how value
is accumulated in both strategies. Figures 9.11 (b) and (c) exhibit the value
creation and consumption of each strategy. By using the joint framework, the
SC system yields an accumulated value equal to 2,718,368.18 m.u., whereas an
accumulated value equal to 540,181.56 m.u. is accomplished at the end of the
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tenth period by using the deterministic MPC approach. It should be noticed
that most of firms register a critical interval following investment execution
afterwards the free cash flows stabilize. Hence, it is illustrated that a signifi-
cant performance improvement could be obtained by merging the advantages
of MPC and stochastic programming on an integrated approach. Furthermore,
a breakdown at second planning period in equipment TA in site S3 is assumed
which means a capacity reduction of 75,000 c.u (21.4%). Figures 9.12 and 9.13
illustrate the plans and capacity utilization of equipment in each site before
and after the breakdown, respectively. It can be seen in spite of capacity avail-
ability of equipment TC in site S3 in which P1 can be manufactured, part
of previous production assignment of TA in site S3 is transfered to site S1.
This fact demonstrates that when the proposed strategy is applied, namely SC
transparency is gained, the decision making process to resolve the incidents
is performed at the SC level and not merely at the plant level, and also the
algorithm allows to select the best choice in terms of value creation.

Moreover, one important phenomenon to be analyzed in SCs is the so-called
bullwhip effect. The bullwhip effect is the magnification of demand fluctuations
as one moves up the SC; from markets to suppliers. The basic phenomenon is
not new and has been known to scientists for some time. Forrester (1961) illus-
trates the effect in a series of case studies, and points out that it is a consequence
of industrial dynamics or time varying behaviors of industrial organizations.
Here, the variation of the quotient given in Eq. 9.58 is proposed as a measure
of the bullwhip effect. Rbweit is the quotient of the production generated and
the real demand received by the SC for product i. In the ideal case in which
information is certain, amount of production would perfectly match demand
resulting in a value of Rbweit equal to zero. Similar measures can be found in the
works of Fransoo and Wouters (2000), and Mestan et al. (2006). As shown in
Figure 9.14, the SMPC approach has a better performance, in terms of bull-
whip effect, in comparison with the classical deterministic MPC strategy. A

−0.5 0 0.5 1 1.5 2 2.5 3

x 10
8

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Corporate value (m.u.)

F
in

an
ci

al
 R

is
k 

(Ω
)

 

 

Deterministic solution
SHT solution
WSS solution

Figure 9.10: Risk curves considering uncertainty in demand, prices and interest
rates
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Figure 9.11: Comparison of value behavior of both approaches

significant reduction of Rbweit variation can be observed for product P1 and P2
when applying the proposed approach; 75.65% and 45.19% respectively (see
Table 9.2).

Rbweit =

∣∣∣∣∣∣∣
∑
s

∑
j

P lijst~l−1∑
m
Demreal

imt

− 1

∣∣∣∣∣∣∣ (9.58)

It should be evident from this illustrative example that the proposed con-
trol strategy has a great potential to preserve and improve the firms value
when addressing challenges of designing, “re-planning”, and solving incidences
of SCs. In Chapter 11, the re-scheduling problem will be addressed. Besides,

Table 9.2: Standard deviation of Rbweit (adim.)

Product
P1 P2 P3

Classical MPC 0.193 0.104 0.066
SMPC 0.047 0.057 0.052
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Figure 9.12: Second period production plan before equipment breakdown
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Figure 9.13: Second period production plan after equipment breakdown
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that chapter will show how low level supervisory modules allow timely updating
the equipment capacity data included in scheduling formulations.

9.8 Final considerations

This chapter has addressed the dynamics management of SCs by using inte-
grated solutions. The proposed approach utilizes a SC design and planning
model that incorporates financial concerns. Process operations decisions with
finances considerations are optimized in tandem by using mathematical mixed
integer modeling techniques. The solution framework integrates a MPC strat-
egy and a holistic stochastic model for SCM whose objective function computes
the corporate value via the DFCF method. It is important to emphasized that
a drawback of DFCF methods is that they, in their deterministic version, do
not considered the managerial flexibility required to alter the course of deci-
sions depending on the scenario that unfolds. By extending a DFCF method
to a stochastic formulation, this drawback is overcome since the optimization
of a stochastic program actually results in a map of the decisions to be made
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according to the uncertainty realization. In addition, another disadvantage of
discounted cash flow methods is that they do not account for uncertainties in
commercial returns. In this work, to address this problem interest rates are
regarded as random factors which have a direct effect upon cost of capital.

The main advantage of this joint control approach have been highlighted
through a motivating case study, in which a comparison with the traditional de-
terministic MPC is carried out. The presented control strategy allows to handle
uncertainty and incidences by combining reactive and preventive approaches.
A pro-active treatment of uncertainty is included by means of stochastic pro-
gramming. The review and update process that is required to tackle incidences
and changes in random factors is performed by introducing the SC stochas-
tic holistic model into an MPC. The novel control framework developed may
help to close the information loop for dynamic SCM by taking the form of a
supervisory module.

What is more, it has been pointed that business managers progressively be-
come more driven by the goal of enhancing shareholder value. Numerical results
show that the holistic financial-operational model embedded into the control
algorithm permits decisions from different hierarchical levels (i.e. network de-
sign, production assignment, capacity pitfalls) to be all driven by firms value
preservation. In addition, it has been illustrated that better transparency and
broader visibility of SC is obtained when resolving incidences with the proposed
strategy since a model of the whole SC is included into the control algorithm.
It was also illustrated that the SMPC leads to bullwhip effect reduction.

In Chapter 11, an overall control strategy which comprises the three hierar-
chical levels (strategic, tactical and operational) is devised. Scheduling decisions
and incidences should be also driven by value creation.

9.9 Nomenclature

Indices
e suppliers
i products
j plant equipment
l events in which uncertainty unfolds
m markets
r raw materials
s manufacturing sites
t planning periods
w distribution centers
~l combination of events at level l in scenario tree

Sets
AHl~l set of events combination that belong to level l and are ancestors of

~l
Er set of suppliers e that provide raw material r
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Ij products that can be processed in plant equipment j
Ir products that consumed raw material r
Ji equipment that can process product i
Lt level related to period t
Re set of raw materials provided by supplier e
Tl set of periods associated to event l
τ planning periods in which investments on facilities are allowed

Parameters
Aert maximum availability of raw material r in period t associated with

supplier e
CLinemax upper bound of short term credit line
Coefett′ technical discount coefficient for payments to external supplier e

executed in period t′ on accounts incurred in period t
de maximum delay on payments of supplier e
dm maximum delay in receivables at market m
dmax
M

maximum delay in receivables at all markets
DMS
tt′ technical coefficient for investments in marketable securities

Deml
imt~l demand of product i at market m in period t associated with com-

bination of events ~l
EMStt′ technical coefficient for sales of marketable securities
E[ROE]~l expected return on equity associated with combination of events ~l
FCFSjst fixed cost per unit of capacity of plant equipment j at site s in

period t
FCFWwt fixed cost per unit of capacity of distribution center w in period t
gert cost of raw material r provided by supplier e in period t
ir
LD

t~l interest rate of long term debt associated with combination of events
~l

ir
SD

t~l interest rate of short term debt associated with combination of
events ~l

ISst investment required to open site s in period t
IWwt investment required to open distribution center w in period t
IuRMrt value of inventory of raw material r in period t
IuFPit value of inventory of product i in period t
MinCash lower bound of cash
MinCSL lower bound of customer service level
Othert other expected outflows or inflows of cash in period t
Pricelimt~l price of product i at market m in period t associated with combi-

nation of events ~l
PriceFSjst investment required per unit of capacity of equipment j increased

at site s in period t
PriceFWwt investment required per unit of capacity of distribution center w

increased in period t
r0,lt~l risk free rate of return in period t related to combination of events

~l
rp risk premium rate
SMS
t marketable securities of the initial portfolio maturing in period t
trate tax rate
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|T | length of planning horizon

Binary Variables
SBlst~l−1

1 if site s is opened in period t for combination of events ~l−1, 0
otherwise

V ljst~l−1
1 if the capacity of equipment j is increased at site s in period t for
combination of events ~l−1, 0 otherwise

WBlwt~l−1
1 if distribution center w is opened in period t for combination of
events ~l−1, 0 otherwise

Xl
wt~l−1

1 if the capacity of distribution center w is increased in period t for
combination of events ~l−1, 0 otherwise

Continuous Variables
APaylt~l amount of accounts payable in period t for combination of events ~l
AReclt~l amount of accounts receivable in period t for combination of events

~l
ASalesltt′~l sales executed in period t and receivable in period t′ for combination

of events ~l
Borrowlt~l total amount borrowed from the short-term credit line in period t

for combination of events ~l
Capitallt~l capital supported by shareholders in period t for combination of

events ~l
Casht~l cash in period t for combination of events ~l
CLinelt~l short term debt in period t for combination of events ~l
CV L~L corporate value at the end of the planning horizon for combination

of events ~L
Deplt~l depreciation in period t for combination of events ~l
DFCFL~L sum of discounted free cash flows at the end of the planning horizon

for combination of events ~L
ECashlt~l exogenous cash in period t for combination of events ~l
EPurchlet~l economic value of purchases executed in period t to supplier e for

combination of events ~l
ESaleslt~l economic value of sales carried out in period t for combination of

events ~l
E[CV ] expected corporate value
FAssetlt~l increment in fixed assets in period t for combination of events ~l
FCF lt~l free cash flows in period t for combination of events ~l
FCostlt~l−1

fixed cost in period t for combination of events ~l−1

FExlt~l other financial expenses and incomes in period t for combination of
events ~l

FSljst~l−1
total capacity of plant equipment j during period t at site s for
combination of events ~l−1

FSEljst~l−1
capacity increment of plant equipment j during period t at site s
for combination of events ~l−1

FW l
jst~l−1

total capacity at distribution center w during period t for combina-
tion of events ~l−1

FWEljst~l−1
capacity increment at distribution center w during period t for com-
bination of events ~l−1
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LBorrowlt~l total amount of money borrowed from the long term credit line in
period t for combination of events ~l

LDebtlt~l long term debt in period t for combination of events ~l
LRepaylt~l total amount repaid to the long-term credit line in period t for

combination of events ~l
NetCLine,lt~l total amount of money borrowed or repaid to the short term credit

line for combination of events ~l in period t
NetLDebt,lt~l total amount of money borrowed or repaid to the long term credit

line in period t for combination of events ~l
NetMS,l

t~l total amount received or paid in securities transactions in period t
for combination of events ~l

NetDebt0 net total debt at the beginning of planning horizon
NetInvestlt~l net investment in period t for combination of events ~l
P lijst~l production rate of product i in equipment j at site s in period t for

combination of events ~l
Payltt′~l payments to external supplier e executed in period t′ on accounts

payable incurred in period t for combination of events ~l
Pledltt′~l amount pledged within period t′ on accounts receivable maturing

in period t for combination of events ~l
Profitlt~l profit achieved in period t for combination of events ~l
Purchrm,let~l amount of money payable to supplier e in period t for combination

of events ~l associated with consumption of raw materials
Purchtret amount of money payable to supplier e in period t for combination

of events ~l associated with consumption of transport services
Purchpr,let~l amount of money payable to supplier e in period t associated with

consumption of production utilities for combination of events ~l
Purchlerst~l amount of raw material r purchased to supplier e at site s in period

t for combination of events ~l
Purchrm,let~l amount of raw material r purchased in period t for combination of

events ~l
Qliwst~l amount of product i sent from site s to distribution center w in

period t for combination of events ~l
Rbweit bullwhip effect quotient for product i in period t
Repaylt~l total amount repaid to the short-term credit line in period t for

combination of events ~l
Salesliwmt~l amount of product i sold from distribution center w in market m

in period t for combination of events ~l
SIlrst~l amount of stock of raw material r at site s in period t for combina-

tion of events ~l
SOlist~l amount of stock of product i at site s in period t for combination

of events ~l
SV L~L salvage value of facilities at the end of planning horizon for combi-

nation of events ~L
SW l

iwt~l amount of stock of product i at distribution center w in period t for
combination of events ~l

WACClt~l weighted average cost of capital in period t for combination of events
~l
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YMS
tt′~l cash invested in period t′ in marketable securities maturing in period

t for combination of events ~l
ZMS,l
tt′~l

security sold in period t′ maturing in period t for combination of
events ~l

∆APaylt~l change in amount of accounts payable in period t for combination
of events ~l

∆AReclt~l change in amount of accounts receivable in period t for combination
of events ~l

∆Invlt~l change in inventory value in period t for combination of events ~l
∆NWClt~l change in net working capital in period t

Greek symbols
αrij fixed coefficient for consumption of raw material r by product i
βsj minimum utilization of plant equipment j capacity allowed at site

s
γw minimum utilization of distribution center w capacity allowed
δmtt′ fraction of sales carried out in period t that are receivable in period

t′ in market m
θij capacity utilization of plant equipment j by product i
λt proportion of equity over total capital investment in period t
ρtr1eiws unitary transport costs of product i from plant s to warehouse w

payable to external supplier e
ρtr2eiwm unitary transport costs of product i from warehouse w to market m
τut1ijse cost of the utilities associated with product i manufactured with

equipment j in site s and payable to external supplier e
τut2rse cost associated with handling the inventory of raw material r in site

s and payable to external supplier e
τut3ise cost associated with handling the inventory of final product i in site

s and payable to external supplier e
τut3iwe cost associated with handling the inventory of final product i in

warehouse w and payable to external supplier e
υi specific volume of product i
φtt′ face value of accounts maturing in period t pledged in period t′

ψert price of raw material r offered by external supplier e in period t

Superscripts
L lower bound
U upper bound
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Chapter 10

Using S-graph to Address Scheduling Under
Exogenous Uncertainty

10.1 Introduction

Processes and markets uncertainties make batch plants a complex environ-
ment to manage production activities. Uncertainties may cause deviations

and infeasibilities in predefined schedules; this may result in poor planning and
inefficient utilization of materials. Consequently, the relevance of explicitly in-
corporating variability in the scheduling formulation in order to offer more
efficient plans and robust decisions to changes has become recognized. Even
more, significant improvement of SC performance can be obtained by encom-
passing low level decisions within the supply chain management. Also, such a
integration results in a better treatment of supply chain dynamics. However,
the inclusion of scheduling models lead to large scale problems. Therefore, one
challenge in this field is the reduction of the computational burden required to
solve this kind of problems. This chapter addresses the batch plants schedul-
ing under exogenous uncertainty. The most widely utilized approach to tackle
this problem is stochastic programming; however its solution results in high
computational expense. From another standpoint S-graph, a graph-theoretic
approach, has proved to be very efficient to deal with deterministic scheduling.
In this work, the S-graph framework is enhanced so that stochastic schedul-
ing problems can be handled. For this purpose, an LP model that is used as
performance evaluator has been coupled with the S-graph framework. One of
the main advantages of the proposed approach is that the search space does
not exponentially increase according to the number of scenarios considered in
the problem. Finally, the potential of the proposed framework is highlighted
through two illustrative examples.
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10.2 Scheduling under uncertainty

It is evident that uncertainties in batch operations may arise from different
sources (i.e., external demand, prices of raw and final products, processing
times and equipment availability) causing previous schedules to become non-
optimal and in some cases infeasible. Despite the uncertain nature of scheduling
problems, research efforts over last decades have primarily focused on deter-
ministic formulations which assume all parameters to be precisely known in
advance.

One of the first contributions to this field is the work of Kondili et al.
(1993). They developed the State-Task-Network (STN) representation in order
to formulate the problem of production scheduling in multipurpose plants as
an MILP. Later on, Pantelides (1994) presented the Resource-Task-Network
(RTN) representation which employs a uniform treatment for all available re-
sources. Hence, RTN reduces the number of binary variables and equations
when compared with the STN. Both, the STN and RTN formulation used a
discrete time representation. Pinto and Grossmann (1995) extend the STN for-
mulation to a continuous time representation. For this purpose, they proposed
to use a set of global time slots with unknown duration for allocating units
to tasks. Similarly, Castro, Barbosa-Póvoa, and Matos (2001) extend the RTN
framework to a continuous time formulation. Lin and Floudas (2002) used the
concept of event points. The global time point representation is relaxed by al-
lowing different tasks to start at different moments in different units for the
same event point. The State Sequence Network (SSN) formulation developed
by Majozi and Zhu (2001) consists in a continuous formulation which eliminates
the use of task and unit, thus reducing the number of binary variables compared
to other continuous formulations. Finally, Cerda and co-workers (Cerdá, Hen-
ning, & Grossmann, 1997; Méndez & Cerdá, 2002) developed precedence based
models which are suitable for cases where sequence-dependent changeovers are
to be considered.

Scheduling problems are highly complex problems. Due to the discrete de-
cisions involved (e.g., equipment assignment, task allocation over time) these
problems are inherently combinatorial in nature, and hence very challenging
from the computational complexity point of view (Pekny & Reklaitis, 1998).
Therefore, a modest growth in problem size can lead to a significant increase in
the computational requirements (Lin & Floudas, 2004). Furthermore, stochas-
tic programs become deterministic equivalent programs with the utilization of
scenarios or scenario tree. The size of the deterministic scheduling formulation
can easily grow out of hand for a large number of scenarios, which renders the
direct solution approaches numerically intractable and thus necessitates spe-
cial methods, such as decomposition and aggregation (Cheng, Subrahmanian,
& Westerberg, 2003). Hence, it turns out that one of the major challenges in
the area of scheduling under uncertainty is to reduce the computational cost
required to solve this kind of problems (NP complete problems which are com-
plicated by the consideration of uncertainty). It is noteworthy that solution
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Problem statement

procedures based on knowledge of the specific problem have been recognized
to exhibit a good potential in providing advances in this direction (Li & Ier-
apetritou, 2007).

S-graph is a scheduling approach that has proven to significantly reduce
the computational effort compared to mathematical programming techniques.
S-graph is a representation that takes into consideration the specific charac-
teristics of chemical processes in scheduling. It allows for the formulation of
scheduling problems using similar graph representations as those used to solve
the job-shop problem but contemplating the higher complexity of the chemical
multipurpose batch scheduling (Sanmartí et al., 2002). Moreover, one of its
important capabilities is that it offers a strictly continuous time formulation.
Initially, this approach was only applied to problems in which the objective was
to minimize makespan. The problem was solved using a Branch & Bound and
an efficient graph algorithm to evaluate the makespan. Recently, S-graph has
been extended to be an effective search algorithm for determining schedules
that optimize throughput, revenue, or profit over a predefined time horizon
in multipurpose batch plants (Majozi & Friedler, 2006). The approach pre-
sented in this chapter starts from the abovementioned latest framework. A new
extension of S-graph that allows tackling scheduling problems under external
uncertainty (demand and prices) is shown. The resulting schedule is equiva-
lent to the one that can be obtained using two-stage stochastic programming
techniques. It is demonstrated the capabilities of the proposed approach in
addressing stochastic scheduling problems by solving two illustrative examples.

Frameworks that reduce the computational complexity of scheduling prob-
lems are crucial for the eventual integration of SC hierarchical decision levels.
As mentioned before, that integration permits to find more realistic and feasible
solutions for the SC design and planning. What is more, its consideration may
improve the resolution of SC incidences and SC visibility. These topics will be
further discussed in Chapter 11, Detailed Scheduling Considerations into the
Design of Supply Chains.

10.3 Problem statement

In last decade many authors have recognized that it is unlikely to apply de-
terministic schedules in real scenarios without decreasing considerably their
performance, and have made efforts to extend deterministic approaches to sit-
uations with some type of uncertainty, so as to obtain better results when
their solutions are deployed in real scenarios. Here, the S-graph deterministic
framework is extended for solving scheduling problems under uncertainty in
demand.

Generally speaking, the scheduling problem seeks the best way of allocating
and timing the different production tasks to the available resources. In this
chapter, the scheduling problem aims at maximizing the business profit. The
problem input data can be classified into three groups: (i) resources related
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data, (ii) process related data and (iii) economic data.
The first group describes all the enterprise available equipment such as pro-

cessing and storage units. Data regarding its maximum capacity and minimum
working capacity are usually required. Moreover, maximum availability of raw
materials may be relevant depending on the problem scope. The process related
data describes the different recipes that may be followed in order to obtain the
final products. Here, the different tasks required to produce an intermediate or
final product are determined. The input and output materials for each task are
stipulated as well as their respective mass proportions and processing times.
Additionally, the equipment that is suitable to perform each task is identified.
Other relevant data may be the energy, vapor or any other utility consumption
for each task.

Finally, the last group is concerning all the data required to quantify the
expected net benefits due to production operations. On the outcome side, raw
materials and operation costs are included. The revenues are generated by sell-
ing the final products to the target marketplace, thus two important input
parameters to define are the market price and demand of each product. It is
important to point out that given the exogenous stochastic nature of the prob-
lem tackled in this chapter, demand is considered as uncertain. Commonly,
random parameters are described by using a probability distribution function.
Instead, the scenario approach is adopted in this chapter so that the stochas-
tic scheduling problem can be formulated using a deterministic equivalent ap-
proach. In case that demand probability distribution functions are available, a
Monte Carlo sampling can be executed in order to obtain satisfactory equally
probable scenarios of demand.

The proposed stochastic S-graph framework is intended to support plant
managers on the decision making about the timing of tasks to be performed in
each processing unit, the amount of material being processed at each time in
each unit, and the amount of final products to be sold in each demand scenario.
These decisions will be taken such that the expected profit evaluated at the
end of a predefined planning horizon is maximized.

10.4 A brief introduction to S-graph

A detailed description of the S-graph framework has been presented in the
works of Sanmartí et al. (2002) and Romero, Puigjaner, Holczinger, and Friedler
(2004). Additionally, the reader is referred to the web site www.s-graph.com for
further information. For comprehensiveness a short description is given here.

10.4.1 Graph representation of scheduling problems

The S-graph framework consists of a sophisticated graph theoretic model de-
veloped to address the deterministic scheduling problem in multipurpose batch
plants. S-graph was originally designed for makespan minimization problems
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Figure 10.1: A recipe graph

assuming Non Intermediate Storage (NIS) policy. Later works have extended
the framework so that other operational policies (common intermediate storage,
fixed intermediate storage, zero wait) can be considered.

In an S-graph, the nodes correspond to production tasks except terminal
nodes which are to denote the final products. The S-graph arcs are classified
into two classes; the so-called recipe arcs and schedule arcs. It is noteworthy
that recipe arcs are an input to the scheduling problem, while schedule arcs
result from the S-graph algorithm solution.

Recipe arcs represent the preceding relationship among tasks. If a recipe arc
leads from task k1 to task k2 means that task k2 execution must start at least
c(k1, k2) time units later than task k1 execution. Here, c(k1, k2) is the weight
of the recipe arc (k1, k2). In case of problem initialization and more than one
equipment is suitable to perform a recipe arc (k1, k2) (i.e., execution of task
represented by the origin node k1), the arc weight is the minimum processing
time for task k1 among the suitable equipment units.

On the other hand, schedule-arcs denote the sequencing of tasks assigned
to the same equipment unit. Assume that according to the scheduling, task k1

and k2 are assigned to equipment unit E1 and additionally, these tasks will be
performed in the sequence k1 − k2. Then, a zero-weighted schedule arc (or an
arc with the length of change over time if appropriate) is added from all im-
mediately subsequent tasks of k1 in the recipe to task k2. A graph without any
schedule-arc is called recipe-graph, otherwise it is termed schedule-graph. When
all tasks have been sequenced for all units, a complete schedule-graph have been
generated. Note that one schedule graph exists for each feasible schedule. There-
fore, an S-graph is given in the mathematical form G(N,A1, A2), where N , A1

and A2 denote the sets of nodes, recipe arcs, and schedule arcs, respectively.
In Figure 10.1 is shown a recipe-graph, while Figure 10.2 depicts a complete
schedule-graph.

One of the special features of S-graph is that feasible schedules can be
straightly identified. Loops must not appear in a S-graph corresponding to a
feasible schedule. Following an appropriate Branch & Bound search strategy,
the S-graph of the global optimal schedule can be efficaciously found. Please
refer to Sanmartí et al. (2002) for details regarding the search strategy.
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10.4.2 Throughput maximization using S-graph

Majozi and Friedler (2006) had recently extended the S-graph framework so
that problems that involve economic performance indicators can be tackled.
Specifically, they addressed the throughput maximization problem during a
fixed time horizon, but their approach can be certainly extended to consider
other indicators such as cost and profit.

The optimization strategy they proposed can be understood as comprised
of two components: an optimality search algorithm and a feasibility test.

Feasibility test

Bearing in mind that a node (Pi) in the search space corresponds to a discrete
combination of batches of products, the feasibility test of a node basically
consists in: (i) finding the minimum makespan schedule graph for the specific
combination of batches of products and (ii) a comparison between the minimum
makespan obtained and the fixed time horizon. Clearly, the schedule graph
is feasible if the minimum makespan obtained is less or equal than the time
horizon length.

Next, the optimality search algorithm is briefly explained. The algorithm
roughly consists in rules that allow reducing the search space without losing op-
timality. Given a set of products p, the product p number of batches associated
with node i is represented by Np. Using the feasibility test, it can be found the
maximum batches number of each of the products that can be processed over
the time horizon of interest (Nu

p ). Once the infeasibility of a node Pi belonging
to this new reduced search region has been proved, any other node Pi′ that
accomplished that N ′p ≥ Np for all products p is infeasible as well. Here, N ′p is
the product p number of batches at node Pi′ and Np is the product p number of
batches at node Pi. Fig. 10.3 shows an example for two products, p = {A,B}.
It can be noticed that the search efficiency results from the elimination of re-
dundancy since at each search point, a node with a unique combination of
batches of products is explored. Furthermore, regions with no opportunity for
optimality are identified and eliminated a priori from the search algorithm.
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Figure 10.2: A schedule graph
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Potential region for optimality
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BN  u

AN  

BN  

Infeasible node

Infeasible region

Figure 10.3: Procedure to reduce search region when it is found an infeasible node

10.5 Enhancing S-graph framework to address
scheduling under uncertainty

In this section the framework proposed for solving stochastic scheduling prob-
lems is described. It basically consists in a systematic search strategy based on:
the schedule generator (S-graph) and the expected performance evaluator (LP
Model). The algorithm flowsheet is presented in Fig. 10.4.

The first step of the algorithm is to define the search space. This consists
in the set of nodes corresponding to different combination of production routes
for each final product. Routes are those different realistic ways to process a
product or combination of products. Then, a node N could be described by an
|R||P| dimensional integer matrix, where each component Np,r represents the
product p number of batches to produce from route r. The procedure followed
to define the search space is the same described in section 10.4.2. In general,
this procedure finds the maximum product p number of batches that each route
r can process over the time horizon of interest (Nu

p,r) (see section 10.4.2). Here,
toTest is defined as the set of nodes that have not been tested yet but still
have an opportunity to result in a higher expected profit. The initial search
space is used to initialize toTest.

The schedule resulting with the higher expected profit is selected from the
nodes found during the definition of the search space (Nu

p,r). Such schedule
is used to initialize cb_value and cb_schedule which represent the best
expected profit currently found and its corresponding schedule, respectively.

The iterative part of the algorithm is explained next. While toTest is not
empty, a node is chosen and saved in cnode. That node is then deleted from
toTest. It is noteworthy that the algorithm may be accelerated by defining
properly a strategy for choosing this node. Afterwards, the expected profit is
computed for cnode. This is possible by solving the LP problem described
in subsection 10.5.1. If cnode expected profit is less than the current best
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Figure 10.4: Flowsheet of the proposed algorithm
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expected profit (cb_value), then this node is not the optimal and it is not
tested for feasibility. Otherwise, cnode is tested for feasibility; if it has a fea-
sible schedule within the time horizon, such schedule will be the new value for
cb_schedule, and its corresponding expected profit will be the new value for
cb_value. In case cnode is infeasible, any other node N’ that accomplishes
that N ′p,r ≥ N cnode

p,r for all routes r and products p is infeasible as well, so it
should be also removed from toTest as described in section 10.4.2.

If toTest is empty, cb_value is the expected profit corresponding to the
optimal solution stored in cb_schedule. Otherwise, the iterative part of the
algorithm is repeated as above described.

10.5.1 Expected performance evaluator: An LP
In this section the Linear Program for node expected profit evaluation is de-
scribed. Each node corresponds to a given number of batches for each product-
route. Since overproduction has as penalty the carrying inventory cost, it is not
always worthy to work at full capacity. The LP model allows determining the
batch sizes for each route that maximizes the expected profit at each evaluated
node. The formal mathematical description is stated as follows.

Given:

• Market related inputs

P set of products.
pricep product price (p ∈ P)
Costoverp overproduction cost for each product (p ∈ P)
Costunderp underproduction cost for each product (p ∈ P)

• Recipe related inputs

R set of routes
Bmaxp,r the maximum batch size for product p(∈ P) that route r(∈ R) can

produce
SFminp,r the minimum batch size for product p allowed at route r expressed

as a proportion of the maximum batch size

• Scenario related inputs

S set of scenarios
ps scenario probability (s ∈ S)
dems,p the product demand p for scenario s

• Node data

Np,r number of batches of product p produced using route r for the node
being evaluated
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The goal is to determine:

xp,r product p batch size as a proportion of the maximum batch size (Bmaxr,p )

up,s underproduction of product p in scenario s

op,s overproduction of product p in scenario s

such that the expected profit is maximized.
The linear problem equations can be classified in three groups, namely (i)

batch size equations, (ii) demand satisfaction, and (iii) the objective function.

Batch size equations

Eq. (10.1) states that product p batch size for each route (xp,r) is bounded in
the range of [SFminp,r , 1] which represents the interval where it must fall.

SFminp,r ≤ xp,r ≤ 1 ∀r ∈ R, p ∈ Pr (10.1)

To avoid overlapping among search regions, xp,r is forced to be greater or equal
than Np,r−1

Np,r
if Np,r is not equal to zero. The following constraint expresses this

requirement:

Np,r − 1 ≤ Np,rxp,r ∀p ∈ R, p ∈ Pr (10.2)

Demand satisfaction

Eq. (10.3) expresses that market sales must be less than or equal to demand
(demp,s). Here, up,s and op,s represent the shortage and excess of product p over
its corresponding demand in scenario s, respectively. This equation states that
the total product demand must be equal to the amount of product p processed
by this node (

∑
r∈Rp xp,rB

max
p,r Np,r) plus the shortage, minus the overproduc-

tion. Since demand depends on the disclosed scenario, |P||S| equations appear.

∑
r∈Rp

xp,rB
max
p,r Np,r + up,s − op,s = demp,s ∀p ∈ P, s ∈ S (10.3)

Objective function: expected profit

Eq. (10.4) is to calculate the profit associated to each scenario s. The objective
function summarizes the revenues associated to sales and the costs of not ex-
actly meeting the demand (shortages and overproduction). As Eq. (10.4) states,
product pmarket sales is equal to the amount produced (

∑
r∈Rp xp,rB

max
p,r Np,r+

up,s) minus the overproduced amount (op,s). Here, it is noteworthy that over-
production is equivalent to the product inventory held at the end of the schedul-
ing horizon. Hence, the unitary overproduction cost (Costoverp ) can represent
the carrying cost of inventory associated with a specific product p. On the other

252



Enhancing S-graph framework to address scheduling under uncertainty

hand, underproduction cost is related to those costs incurred when an item is
out of stock (i.e., shortage or backorders). Businesses usually quantify these
costs including the lost contribution margin on sales plus the lost customer
good will.

profits = pricep
∑
p∈P

∑
r∈Rp

xp,rB
max
p,r Np,r − op,s


−
(
Costoverp op,s + Costunderp up,s

)
∀s ∈ S

(10.4)

Once the scheduling decisions have been assessed in each possible scenario
by Eq. (4.52), Equation (10.5) calculates the expected profit by considering the
scenarios probability of occurrence (ps). The expected profit is the LP objective
function under the assumption that the decision maker is neutral about risk.

E[profit] =
∑
s∈S

psprofits (10.5)

The LP problem for evaluating the expected profit can be then mathemat-
ically posed as follows:

Max
xp,r,op,s,up,s

E[profit]

subject to
Eqns. (10.1) to (10.5)
xp,r, op,s, up,s ∈ R+

Extension to other uncertain parameters Market uncertainty usually
escalates not merely on product demands, but also on product prices. In the
strict mathematical formulation that means, that instead of just having demp,s

as uncertain parameter; the input for the algorithm would consider pricep,s
as random parameter as well. However, it is important to notice that such
extension does not cause any alteration on the LP model. The exploration of
the search space, the feasibility testing, the variables, and constraints in the LP
remain the same. The profit equation is the unique change required in order to
generalize the problem in this manner:

profits = pricep,s
∑
p∈P

∑
r∈Rp

xp,rB
max
p,r Np,r − op,s


−
(
Costoverp,s op,s + Costunderp,s up,s

)
∀s ∈ S

(10.6)

Since the proposed algorithm is based on the Throughput Maximization
method published by Majozi and Friedler (2006), it renders the advantages of
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Figure 10.5: Route product A for example 1

that algorithm and the S-graph framework. Examples of those advantages are
(i) globally optimal solutions are obtained, (ii) no infeasible solutions are found
in terms of cross-transfers (Ferrer-Nadal, Capón-Garcia, Méndez, & Puigjaner,
2008), (iii) search space significant reduction, and (iv) it consists in a continuous
formulation without the necessity of determining the so-called time points.

Usually, stochastic MILP models are very sensitive to the number of consid-
ered scenarios. Indeed, MILP model size increases dramatically by increasing
the number of scenarios and accordingly the needed computational effort. By
using the this algorithm, the computational time for the expected profit calcula-
tion will be increased; nevertheless the search space does not grow by increasing
the number of scenarios. Notice that the search space size merely depends on
route combinations. As a result, the computational burden required to solve
industrial stochastic scheduling problems can be reduced by using the proposed
framework.

10.6 Literature examples

The capabilities of the proposed framework are illustrated by solving the next
two illustrative examples.

10.6.1 Example 1

Consider the following example introduced by Majozi and Friedler (2006) in
which two products (A and B) are to be produced, according to the recipes
given in Figures 10.5 and 10.6. Five different equipment units are available.
The suitability of equipment units are shown in the recipe figures. Each unit
of product A has a market price of 30 m.u, whereas product B has a price
of 10 m.u. It is assumed that overproduction and under-production cost are
equal to 15% and 25% of the market price, respectively. Three scenarios are
considered for this example. The data related to product demands in each
scenario is presented in Table 10.1. In this case the objective is to maximize
expected profit over a time horizon of 60 h. under Non Intermediate Storage
(NIS) policy.
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Figure 10.6: Route product B for example 1
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Figure 10.7: Search space for example 1

Recalling the algorithm of section 10.5, the search region contains 15 nodes.
The search region is illustrated in Figure 10.7. As shown in this figure, 5 nodes
are tested for feasibility. The optimal solution is found in node (2,2) which
exhibits a expected profit of 3,165.20 m.u. The optimal solution comprises 2
batches of product A as well as 2 batches of product B. The corresponding batch
sizes are shown in Table 10.2. In Figure 10.8 the optimal schedule obtained for
this example is depicted.

Table 10.1: Scenario data for illustrative example 1

Scenario Demand (kg) Probability
P1 P2

I 58 64 0.30
II 100 92 0.40
III 148 62 0.30
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Figure 10.8: Optimal schedule for example 1

Table 10.2: Optimal batch quantity and sizes for illustrative example 1

Route Quantity Batch size proportion

A 2 1.00
B 2 0.92

10.6.2 Example 2

This example was first presented by Kondili et al. (1993). Two products are
produced from three feeds according to the State-Task Network (STN) shown in
Fig. 10.9. The STN utilizes five tasks which can be performed in four different
units. The corresponding operational data for the example including units,
tasks, and materials is given in Tables 10.3, 10.4, and 10.5. Six scenarios are
considered in this problem. Table 10.6 shows scenario product demands and
the probability corresponding to each of them. The objective is to maximize
the expected profit within a time horizon of 18 h. following NIS policy.

For this example six different routes to produce final products exist which
are depicted in Figures 10.10 to 10.15. The aforementioned fact leads to a six-
dimension search region that includes 6,400 nodes. Before finding the optimal
solution 318 nodes need to be tested for feasibility. The optimal solution has a
expected profit of 2,475.31 m.u. The optimal schedule is shown in Figure 10.16
and the corresponding batch sizes are given in Table 10.7.
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Figure 10.9: State-task network of example 2
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Figure 10.10: Route A for example 2
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Figure 10.11: Route B for example 2
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Figure 10.14: Route E for example 2
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Figure 10.15: Route F for example 2
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Figure 10.16: Optimal schedule for example 2

Table 10.3: Unit data for illustrative example 2

Unit Maximum capacity (kg) Suitable for task

Heater 100 Heating
Reactor 1 50 Reaction 1, 2, 3
Reactor 2 80 Reaction 1, 2, 3
Separator 200 Separation

Table 10.4: Task data for illustrative example 2

Task Processing time (h)

Heating 1.0
Reaction 1 2.0
Reaction 2 2.0
Reaction 3 1.0
Separation 2.0
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Table 10.5: Material data for illustrative example 2

States Storage capacity (kg) Market
price (c.u.)

Overproduction
cost (c.u.)

Underproduction
cost (c.u.)

Feed A Unlimited 0.00 0.00 0.00
Feed B Unlimited 0.00 0.00 0.00
Feed C Unlimited 0.00 0.00 0.00
Hot A 0.00 0.00 0.00 0.00
IntAB 0.00 0.00 0.00 0.00
IntBC 0.00 0.00 0.00 0.00

Impure E 0.00 0.00 0.00 0.00
Product 1 Unlimited 10.00 2.50 1.50
Product 2 Unlimited 10.00 2.50 1.50

Table 10.6: Scenario data for illustrative example 2

Scenario Demand (kg) Probability
P1 P2

I 102.3 174.8 0.167
II 148.8 344.2 0.167
III 158.6 128.2 0.167
IV 0.0 225.1 0.167
V 72.0 109.1 0.167
VI 54.6 268.8 0.167

Table 10.7: Optimal batch quantity and sizes for illustrative example 2

Route Quantity Batch size proportion

A 1 1.00
B 0 0.00
C 3 0.91
D 0 0.00
E 0 0.00
F 1 1.00

10.7 Final considerations

A new approach for solving scheduling problems under exogenous uncertainty
is presented. The approach is based on the S-graph framework which has proven
to be a rigorous and efficient tool for solving deterministic scheduling problems.

The proposed framework does not only inherit the advantages of S-graph,
but it also has an advantage against stochastic programming techniques; namely
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the computational effort needed to solve the problem does not increase by in-
creasing the number of scenarios. Such convenience relies on the fact that the
search space size is independent on the number of considered scenarios. The
size is uniquely dependent on the product batches combination. As the number
of scenarios increases a larger LP is to be solved but still due to its nature
the computational times are very small. Therefore, the presented framework
has a great potential to solve industrial scale problems of scheduling under
uncertainty.

Finally, note that this approach for scheduling under uncertainty can be
integrated with the control strategy proposed in Chapter 11. Nevertheless, fur-
ther work is needed so that other kind of objective function can be considered.
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Chapter 11

Detailed Scheduling considerations into SCs Design

11.1 Introduction

One of the key components of enterprise-wide optimization is decision-
making coordination and integration at all decision levels. In this chap-

ter, a SC design-planning model, which translates a recipe representation to
the supply chain environment, is coupled with a scheduling formulation so that
decision levels integration is achieved. This approach enabled to assess the im-
pact of considering scheduling aspects of process operations in the design of
a SC network. A comparison of the proposed scheme and the traditional hi-
erarchical approach shows the significance of such integration. Moreover, the
scheduling details enable the dynamics of the SC to be better tracked. It is
shown the degree to which a holistic decision-making model within a model
predictive control framework is able to react to incidents occurring in the SC
components, including disturbances arising from local monitoring, control and
diagnosis of incidents in real time. Finally, a decomposition technique is applied
to reduce the computational burden associated with the monolithic model so-
lution. Validation of the proposed approach and the resulting potential benefits
are highlighted by a case study.

11.2 Business decisions integration
The trend towards globalization has significantly increased the scale and com-
plexity of current businesses. Businesses have become global networks that are
made up of a number of business units and functions. Operational functions in-
clude R&D, production networks (continuous, discontinuous and discrete) and
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supply networks. These functions are buttressed by financial planning and mar-
keting strategy functions. Businesses are subject to internal and external un-
certainties. Examples of internal uncertainties include the success rate of R&D
projects, given the technological risks involved, and disruptions to production,
such as production failures and unforeseen stoppages. External uncertainties
include those related to the cost of raw materials and products (unless they are
subject to monopoly conditions), fluctuations in the exchange rate, and uncer-
tainties in market size and demand, due to competition and macroeconomic
factors. Businesses control their operations through the decisions they take
about their capital expenditure, the financing of the company, growth strate-
gies and operations. Strategic decisions about capital expenditure and planning
include the technology used, the choice of R&D projects and decisions about
infrastructure and SCM. Financial decisions are made by identifying the assets
and liabilities required from the working capital for larger projects and oper-
ations, and by assessing and protecting the company from the risk of change.
Examples of tactical production decisions include the following: planning activ-
ities in plants that are run on a discontinuous basis, to respond to anticipated
demand; making decisions about the sources of energy used, in accordance
with market prices; and increasing the production capacity in response to the
pressures of demand. Current studies and solutions in the field of PSE and Op-
erations Research tend only to consider subsets of such decisions, even though
a business must act as a cohesive body in which its various functions are to
a certain extent coordinated. Therefore, from a company’s viewpoint, overall
performance will be below optimum if strategic and tactical decisions are taken
separately, as has been the practice to date. However, it is significantly more
complex for a company to make decisions that involve its overall interests than
to make decisions about specific functions. This explains why integral modeling
that reflects the overall running of companies has been virtually unheard of to
date.

The PSE community faces an increasing number of challenges, while en-
terprise and SCM remain subjects of major interest that offer multiple op-
portunities. Further progress in this area is thought to bring with it a unique
opportunity to demonstrate the potential of the PSE approach to enhance a
company’s value. As previously mentioned, one of the key components of inte-
grated SCM is decision-making coordination and integration at all levels. Most
of the recent contributions offer models that separately address problems aris-
ing in the three, standard supply chain (SC) hierarchical decision levels (i.e.,
strategic, tactical aggregate planning and short-term scheduling).

As stated by Grossmann (2004), the major pending research problem is
the integration of planning, scheduling and control, whether at plant or SC
level. The nature of the SC planning problem is quite similar to the production
scheduling problem. Both problems usually seek answers to the questions of in
what amount, when and where to produce each of the products comprising the
business portfolio so as to obtain financial returns. However, planning brings
into play a broader, aggregated view of the problem. The time periods used in
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planning problems are usually longer than task processing times; thus, the se-
quencing/timing decisions in a scheduling problem are transformed into rough
capacity decisions in a tactical planning problem. In fact, equipment capacity
modeling is a highly sensitive aspect that must be taken into account in order
to assure consistency and feasibility when problems are being integrated across
SC hierarchical decision levels. Furthermore, at the strategic level, designing
an SC network does not just involve selecting the type and size of the equip-
ment, but also allocating this equipment to the different potential SC echelons.
Therefore, we require an SC modeling approach that: (i) considers equipment
capacity similarly at strategic and operational levels, so that this capacity can
be aggregated and disaggregated in a straightforward and transparent manner;
(ii) is able to handle strategic decisions associated with processes/equipment
allocation to sites and not merely site locations; and (iii) easily represents the
transport material and financial flows among SC sites at the scheduling level.

The external and internal dynamics of real businesses have not been to-
tally represented by current models in a way that achieves desired consumer
satisfaction levels and acceptable financial returns. Fluctuating demand pat-
terns, increasing customer expectations and competitive markets, coupled with
internal disturbances, mean that today’s supply networks are not reliable in
such an environment unless their external and internal dynamics are appropri-
ately incorporated into the SC model. The ability to capture the dynamics of
the SC has become a matter of survivability. The more survivable a network
is, the more reliable it will be. As a result, another challenge is to character-
ize the dynamics in SCs to improve responsiveness. As indicated in Chapter
9, robust formulations have been proposed using stochastic optimization tech-
niques (Tsiakis et al., 2001; Gupta & Maranas, 2003; Guillén-Gosálbez et al.,
2005b). Such modeling approaches explicitly incorporate uncertainty into the
model. Alternatively, predictive control technologies have been used to deal
with uncertainties in SCs (Bose & Pekny, 2000; Vargas-Villamil & Rivera, 2000;
Perea-López et al., 2001; Seferlis & Giannelos, 2004). Particularly, some studies
have developed approaches that focus on limiting a phenomenon known as the
“bullwhip effect”, which is the increase in fluctuation of demand upstream in
the SC (Perea-López et al., 2003; Mestan et al., 2006). However, incorporating
low-level decisions (local scheduling, supervisory control and diagnosis, incident
handling) and the implications of incorporating these decisions for the dynam-
ics of the entire SC (production switching between plants, dynamic product
portfolios) have not yet been fully studied.

In general terms, the satisfactory management of a company’s business mat-
ters requires the direct appraisal of the results of the decisions taken at various
levels. This requires significant integration of a problem’s multiple planning
facets in non-conventional manufacturing networks and in multi-site systems.
Financial matters are typically disregarded when SC operational decisions are
addressed.

The aim of this chapter is to demonstrate that the integration of decision-
making in businesses leads to significant added value. This chapter continues
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and extends the control strategy presented in Chapter 9 to more realistic and
complex situations, which again demonstrate its ability to handle incidents that
arise in the SC with visibility at both SC and plant levels in an integrated for-
mulation that accounts for the optimization of a suitable financial performance
indicator.

Here, it is presented a stochastic model in which it is possible to integrate the
three classical SC hierarchical decision levels. For this purpose, the SC design-
planning model proposed in Chapter 7 is used. This model translates a recipe
representation to the SC context, thus facilitating the integration of scheduling
decisions during SC design. Here, expected CV is the objective function to be
maximized using a stochastic DFCF formulation. As stated in Chapter 9, such
an approach is more effective than real options analysis. Moreover, the chal-
lenge of solving large multi-scale optimization problems becomes evident when
decision level integration is considered. Therefore, a decomposition technique
is applied to reduce the computational burden associated with the model so-
lution. Finally, the scheduling details about production equipment enable the
dynamics of SC to be tracked. By considering information from the equipment
supervisory module, which we can incorporate into the scheduling formulation,
it is possible to handle the incidents that may arise in the SC in low-level de-
cisions. The main advantages of the integrated approach are highlighted by a
case study in which the proposed strategy is compared with the traditional
sequential, hierarchical approach.

11.3 SCM as a control strategy

It is noteworthy that SC planning is a dynamic activity. Firms are in the need
of a closed-loop planning approach in order to preserve competitiveness. Such
approach should be capable of revising planned activities, updating uncertain
parameters (e.g., lead times, market demand and interest rates) and consid-
ering the effects of incidences; so that future plans are adapted to enhance
SC performance under the current highly dynamic business environment. A
Model Predictive Control (MPC) framework can be used as an appropriate
approach to continuously improve the SC planning (see Chapter 9). Indeed,
SCM can be conceived as an “onion-shell” comprised of different control loops,
each corresponding to one hierarchical level. At the top level, the strategic deci-
sion making may integrate the mid-term planning, then midterm planning may
incorporate short-term decision making. Decisions regarding each hierarchical
level should be revised at different intervals depending on the nature of the
problem being addressed so that the most recent information about SC state
and uncertainties is taken into account. The strategic decisions of capacity ex-
pansion could be analyzed every year; while planning is usually revised every
month or week. What is more, information from low level equipment control
and supervisory modules can be used to feed the SC planning and scheduling
decision making process. Such information can be utilized to account for equip-
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Figure 11.1: Control strategy for SCM

ment pitfalls and breakdowns, so that actual capacity availability is considered
when planning-scheduling SC operations.

Briefly, an MPC framework attempts to optimize a performance criterion
that is a function of the future control variables. By solving the optimization
problem associated to the control algorithm all elements of the control signal
are defined. However, only a portion of the control signal is applied to the
system. Next, as new control input information and disturbance forecasts are
collected, the whole procedure is repeated, which produces a feed-forward effect
and enables the SC system to follow-up the process dynamics.

In Fig. 11.1, a general schematic of the proposed MPC framework for SCM
is shown. Note that the strategy presented in Chapter 9 is enhanced in order
to include scheduling decisions and information from supervisory systems as
well. It follows a brief description of the control strategy. When the SC pro-
cess is disturbed, data required to describe the current SC state are captured
and sent to the controller. This information include the actual SC state (e.g.,
current inventory levels, new historic demand data, capacity availability). The
information related to capacity can be collected by a supervisory system. Such
system may be able to collect information about the critical equipment capac-
ity which is then given as input data to the SC control algorithm. On the other
hand, information about those external parameters regarded as uncertain in the
mathematical model is sent to the forecasting model. That module computes
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the mean value and does the forecast error characterization for each uncer-
tain parameter so as to define the different scenarios to be considered in the
predictive model. This consist in a multistage stochastic mathematical model.
The variables associated to first stage decisions are the control signal that is
implemented in the SC processes. In fact, first stage variables are associated to
next period decisions which are made prior to uncertainty realization.

Notice that for the actual period the proposed algorithm is considering the
detailed scheduling, therefore disturbances can be contemplated as frequent as
the time bucket considered by the scheduling formulation. It is also important to
point out that we are integrating the three standard hierarchical decision levels;
however more decision levels may exist in an organization. The disturbances can
be considered as frequent as the time bucket of the lower decision level allows
when using discrete time SC formulations. Continuous time SC formulations
should overcome this drawback.

It is important to point out that the proposed control strategy allows to
handle uncertainty and incidences by combining reactive and preventive ap-
proaches. A pro-active treatment of uncertainty is included by means of stochas-
tic programming. The review and update process that is required to tackle
incidences and changes in random factors is performed by introducing the SC
stochastic holistic model into a MPC framework.

As shown in Fig. 11.1, the predictive controller entails a stochastic multi-
period design/ planning/ scheduling MILP model of a multi-echelon SC with
financial considerations. The model assumes that different technological equip-
ment is available to be installed in potential sites and assists in their selection.
Regarding the financial area, again the mathematical program endeavors to
evaluate the CV by using a DFCF method.

11.4 The predictive model

The stochastic SC design – planning – scheduling model is presented next. This
section has been divided in three parts: (i) the scenario tree representation of
uncertainty and (ii) the operations model.

11.4.1 Scenario tree

Here, it is followed the notation introduced in Chapter 9. The reader is referred
to Section 9.4.1 for more details. It will be useful to recall sets Tl, Lt and
AH l∗~l . Here, it is also assumed that there are |L| events in which uncertainty
(ξ) unfolds over the planning horizon. The value that random factors can take
in event l can be identified by index hl which belongs to set Hl. Then, ~l is
the combination of event realizations identified by (h1, h2, . . . , hl). Tl is the
subset of planning periods t that are associated to uncertain event l. Lt is the
reciprocal set of Tl. Lt is the event l which is related to period t. Finally, AH l∗~l
is defined to be given by AH l∗~l = {~l∗ |~l∗ ⊆ ~l}, that is AH l∗~l denotes the
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event combination related to l∗ (~l∗) which is ancestor of ~l. Notice that it is
not necessary ~l∗ to be a proper subset of ~l in order to allow the case when
l = l∗.

11.4.2 Operations model

Here, the SC operations model presented in Chapter 7 is extended to a stochas-
tic version. That chapter proposes a flexible SC design-planning formulation
whose distinctive features are that (i) considers all feasible links and material
flows among the potential SC components inherently and (ii) does not need any
pre-established process network superstructure so that the sub-trains (if any)
in which production process is decoupled and their location are determined
by the model. Consequently, the model does merely require as input the SC
production process recipe representation. Furthermore, a more appropriate de-
scription of manufacturing processes at the SC level is achieved by translating
a recipe representation to the SC environment. Finally, it is worth mention-
ing given that the SC model is a translation of a classical multipurpose plant
scheduling formulation it facilitates the consideration/integration of scheduling
decisions while designing a SC.

The SC operations model can be divided in four parts: mass balance equa-
tions, constraints related to design and capacity modeling, market and suppliers
limitations, and those equations that allow integrating scheduling implications
within strategic-tactical SC decision making.

Mass Balances

Mass balances must be satisfied for each material in every facility that inte-
grates the SC network. Equation (11.1) represents the material balance for
each facility f and state s in every period t and every combination of events
~l. In this equation, it is taken into account the inventory of previous pe-
riod (Sl

∗

sft−1~l∗ ) related to the combination of events that is ancestor of ~l
(l∗ ∈ L∗t−1, ~l∗ ∈ AHl∗~l). Change in inventory (Slsft~l − S

l∗

sft−1~l∗ ) must be
equal to the difference between the material produced/transported by tasks
whose destination is facility f (P lijf ′ft~l) and material consumed by tasks whose
origin is facility f (P lijff ′t~l). Here, αsij and ᾱsij represent the mass fraction
coefficient of material s for task i performed in equipment j.

Stlsft~l − St
l∗

sft−1~l∗ =∑
f ′

∑
i∈Ts

∑
j∈(Ji∩Ĵf′ )

αsijP
l
ijf ′ft~l −

∑
f ′

∑
i∈T̄s

∑
j∈(Ji∩Ĵf )

ᾱsijP
l
ijff ′t~l

∀ s, f /∈ (Sup ∪M), ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗~l

(11.1)
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Design and capacity constraints

Equation (11.2) is to control the changes in the facilities capacity over time.
These constraints include binary variables Vjft~l−1 , which take a value of 1
if the facility being represented is expanded in capacity, otherwise is set to
zero. The capacity increments are bounded in the range [FJELjft, FJE

U
jft],

which represents the realistic interval where they must fall. Equation (11.3) is
added to update the total capacity (Fjftjft~l) by the amount increased during
planning period t (FEjft~l).

Equation (11.4) forces the total production/distribution rate in each facility
to be greater than a minimum desired capacity utilization and lower than the
available capacity. In this equation, θijff ′ represents the capacity utilization
rate of equipment j by task i. Here, βjf expresses the minimum percentage of
utilization of equipment j at site f . Recall that the model considers that task
i is to be performed in equipment that is installed on the facility of “origin”.

V ljft~l−1
FELjft ≤ FEljft~l−1

≤ V ljft~l−1
FEUjft

∀ f /∈ (Sup ∪M), j ∈ Ĵf , l, ~l−1, t ∈ Tl
(11.2)

F ljft~l = F l
∗

jft−1~l∗ + FEljft~l−1

∀ f /∈ (Sup ∪M), j ∈ Ĵf , l, ~l, t ∈ Tl, l∗ ∈ L∗t−1,

~l∗ ∈ AH l∗,~l , ~l−1 ∈ AH l−1,~l

(11.3)

βjfF
l
jft~l ≤

∑
f ′

∑
i∈Ij

θijff ′P
l
ijff ′t~l ≤ F

l
jft~l

∀ f /∈ (Sup ∪M), j ∈ Ĵf , j /∈ JStor, l, ~l, t ∈ Tl
(11.4)

In the same way, total inventory in facility f is constrained to be equal to or
lower than the available capacity (F ljft~l) in each period t and combination of
events ~l (Eq. (11.5)). In this equation, υs holds for specific volume of material
s.

∑
s

υsSt
l
sft~l ≤ F

l
jft~l

∀ f /∈ (Sup ∪M), j ∈ Ĵf , j ∈ JStor, l, ~l, t ∈ Tl
(11.5)

Markets and suppliers

Eq. (11.6) is to compute the sales of state s executed at each market. Eq. (11.7)
forces the sales of state s carried out in markets during time period t to be less
than or equal to the demand. While, equation (11.8) imposes a minimum target
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for the demand satisfaction (MinCLS), which must be attained in all periods
t and event combinations ~l.

∑
f ′ /∈M

∑
i∈(Ts∩Tr)

∑
j∈(Ji∩Ĵf )

αsijP
l
ijf ′ft~l = Saleslsft~l

∀ s ∈ FP, f ∈M, l, ~l, t ∈ Tl
(11.6)

Saleslsft~l ≤ Dem
l
sft~l ∀ s ∈ FP, f ∈M, l, ~l, t ∈ Tl (11.7)

∑
f∈M

Saleslsft~l∑
f∈M

Deml
sft~l

≥MinCLS ∀ s ∈ FP, l, ~l, t ∈ Tl (11.8)

The model assumes a maximum availability of raw materials. Therefore, Eq.
(11.9) forces the amount of raw material, s ∈ RM , purchased from location
f ∈ Sup at each period t to be lower than an upper bound Asft. In this
expression, Rf denotes the set of raw materials that can be obtained from
location f .

∑
f ′ /∈Sup

∑
i∈(T̄s∩Tr)

∑
j∈Ji

ᾱsijP
l
ijff ′t~l ≤ Asft

∀ f ∈ Sup, s ∈ Rf , l, ~l, t ∈ Tl
(11.9)

Integration of SC scheduling

The scheduling formulation is an extension of STN representation (Kondili
et al., 1993). Here, the formulation permits scheduling in multiple facilities. The
proposed model divides the planning horizon intoH periods of lengthH1 where
aggregated production is planned by using the previous model. Time buckets
at this level are represented by index t. The first planning period (t = 1) of the
time horizon is divided into time intervals of lower length H2 where detailed
scheduling is executed as depicted in Fig. 11.2. Time buckets at the scheduling
level are represented by index tk. When the proposed control strategy is applied,
the model is to be rerun every planning period t as new information regarding
disturbances and SC state are updated (i.e., the model is to be applied following
a rolling horizon approach).

The equations concerning the short term decision level can be classified into
two groups; namely, the detailed scheduling constraints and the integrating
equations. The expressions that account for the mass balance, the assignment
and the batch sizes restrictions are gathered into the set of detailed scheduling
equations. The latter group includes those equations that assure the consistency
between planning and scheduling models.
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H1
t=2
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t=H

Detailed
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Figure 11.2: Rolling horizon strategy

Detailed scheduling equations Eq. (11.10) is the mass balance applied at
each time interval (tk). It can be noticed that this equation is very similar to the
mass balance in the planning formulation (Eq. (11.1)). The basic assignment
constraint is stated by Eq. (11.11).

Sschedlsftk~l − Ssched
l
sftk−1~l =

∑
i∈Ts

∑
j∈(Ji∩Ĵf )

αsijB
l
ijftk−pti~l

−
∑
i∈T̄s

∑
j∈(Ji∩Ĵf )

ᾱsijB
l
ijftk~l +RawM l

sftk~l

∀ s, f /∈ (M ∪ Sup), tk ∈ Ltk , ~l

(11.10)

∑
i∈Ji

t′k=tk−pti+1∑
t′k=tk

W l
ijft′s~l ≤ 1

∀ f /∈ (M ∪ Sup), j ∈ (Jbatch ∩ Ĵf ), tk, l ∈ Ltk , ~l

(11.11)

The capacity limits for equipment can be approximated as follows:

Blijftk~l ≤
(

pti
θijff

)
W l
ijtk~l ∀ i, j, f /∈ (Sup ∪M), tk, l ∈ Ltk , ~l (11.12)

Notice that the supervisory control is providing to the mathematical model
updated information about installed capacity. Once a equipment failure is diag-
nosed, its implications on capacity availability are passed to the model. Specif-
ically, the batch sizes (Blijftk~l) associated to activities to be performed in a
failed equipment j are restricted to be equal to zero while the failure is repaired.
Then, one can observe that capacity turns out to be the essential factor inte-
grating the different hierarchical levels; even more the supervisory and control
module is linked to the predictive model by means of capacity.
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Integrating equations The integration between design-planning and schedul-
ing models is carried out through Eqns. (11.13) – (11.15). Eq. (11.13) states that
production allocated in equipment j is identical in both hierarchical levels. In
Eq. (11.14) the availability of raw material is computed from received materials
according to the planning formulation. Raw material availability (RM l

sftk~l) is
then included into the scheduling mass balance (Eq. (11.10)). Scheduling equa-
tions may be applied in more than one planning period. The appropriate equa-
tions for incorporating scheduling in first planning period (t = 1) are presented
next.

P lijfft~l =
∑
tk

Blijftk~l ∀ f, j ∈ (Jbatch∩Jf ), i ∈ Ij , t = 1, l ∈ Lt, ~l (11.13)

RawM l
sftk~l =

∑
f ′ 6=f

∑
i∈T̄s

∑
j∈Ji

ᾱsijP
l
ijf ′ft~l

∀ s, f, tk = 1, t = 1, l ∈ Lt, ~l
(11.14)

Finally, Eq. (11.15) is included to rectify capacity availability in the planning
model. This correction is done based on the scheduling model task assignment
(W l

ijtk~l). Eq. (11.15) should be merely applied to those equipments which
are production bottlenecks. Additionally, it is worth to mention that it must
be checked that market demand is not actually the bottleneck process in the
planning period, where scheduling is performed.

∑
i∈Ij

θijffP
l
ijfft~l ≤

∑
i∈Ij

∑
tk

W l
ijftk~lpti

∀ f, j ∈ (Jbottle ∩ Ĵf ), t > 1, l ∈ Lt, ~l
(11.15)

As it can be noticed, Eqns. (11.10) to (11.15) can be easily unplugged from
the whole operations model in case the SC manager decides not to consider
scheduling issues.

11.4.3 Integration between operations and financial model
The integration between the operations and financial formulations is carried
out again through: the sales of products, the purchases of raw materials, trans-
port services and utilities to final providers, the fixed cost associated with SC
network operation and the total capital investment.

Operating income

Revenue is calculated by means of net sales which are the income source related
to the normal SC activities. Thus, the total income incurred in any period t
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can be easily computed from the sales of products executed in period t as it is
stated in Eq. (11.16).

ESaleslt~l =
∑
s∈FP

∑
f∈M

Saleslsft~lPrice
l
sft~l ∀ l, ~l, t ∈ Tl (11.16)

Operating cost

Indirect cost The total fixed cost of operating a given SC structure can be
computed using equation (11.17). FCFJjft is the fixed unitary capacity cost
for production and distribution equipment.

FCostlt~l =
∑

f /∈(Sup∪M)

∑
j∈Ĵf

FCFJjftF
l
jft~l ∀ l, ~l, t ∈ Tl (11.17)

Direct cost The cost of purchases from supplier e, which is computed through
Eq. (11.18), includes purchases of raw materials, transportation, and produc-
tion resources. Let us notice that e refers to supplier entity and not to supplier
location f (f ∈ Sup).

EPurchlet~l = Purchrm,let~l + Purchtr,let~l + Purchprod,let~l ∀ l, ~l, t ∈ Tl (11.18)

The purchases (Purchrm,let~l ) associated to raw materials made to supplier e
can be computed through Eq. (11.19). Here, ψest is the cost associated to raw
material s purchased from supplier e. Since it is assumed that several suppliers
of raw materials may exists, Eq. (11.20) expresses that the total quantity of
raw materials purchased in period t must be equal to the sum of the amounts
purchased from each supplier e.

Purchrm,let~l =
∑

s∈RMe

∑
f∈Sup

Purchlesft~lψest ∀ e, l, ~l, t ∈ Tl (11.19)

∑
f ′

∑
i∈(T̄s∩Tr)

∑
j∈Ji

ᾱsijP
l
ijff ′t~l =

∑
Es

Purchlesft~l

∀ s ∈ RM, f ∈ Sup, l, ~l, t ∈ Tl
(11.20)

Otherwise, for the sake of simplicity external transportation services as well
as production resources are assumed to be “acquired” each of them from one
unique supplier (i.e., |Ẽtr| = |Êprod| = 1). Production and transportation costs
are determined by Eqns. (11.21) and (11.22), respectively. Here, ρtreff ′ denotes
the unitary transportation cost associated with sending products from location
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f to location f ′; while τut1ijfe represents the unitary production cost associated
to perform task i in processing equipment j, and τut2sfe represents the unitary
inventory costs.

Purchtr,let~l =
∑
i∈Tr

∑
j∈Ji

∑
f

∑
f ′

P lijff ′t~lρ
tr
eff ′ ∀ e ∈ Ẽtr, l, ~l, t ∈ Tl (11.21)

Purchprod,let~l =
∑
f

∑
i/∈Tr

∑
j∈(Ji∩Ĵf )

P lijfft~lτ
ut1
ijfe+

∑
s

∑
f /∈(Sup∪M)

Stlsft~lτ
ut2
sfe ∀ e ∈ Êprod, l, ~l, t ∈ Tl

(11.22)

Capital investment

Finally, the total investment on fixed assets is computed through Eq. (11.23).
This equation includes the investment made to expand the equipment j capac-
ity in facility site f at period t (PriceFJjftFE

l
jft~l), plus the investment required

to open a manufacturing plant in location f , in case it is opened at period t
(IJftJB

l
ft~l), plus the investment required to set a distribution center if it is

opened at period t (ISftSB
l
ft~l). Here, JB

l
ft~l and SB

l
ft~l are binary variables

which take value of 1 in case the facility being represented, processing site or
distribution center, starts construction in period t.

FAssetlt~l =
∑
f

∑
j

PriceFJjftFE
l
jft~l1+

∑
f

(
ISftSBft~l + IJftJB

l
ft~l
)

∀ l, ~l, t ∈ Tl
(11.23)

Equations (11.24) and (11.25) are to force definition of variable JBft, while
Eqns. (11.26) and (11.27) restrict variable SBft.

∑
j∈(Jf∩JProd)

∑
t′≤t

∑
l∗∈Lt′

∑
~l∗∈AHl∗~l

JBl
∗

ft′~l∗ − V
l
jft~l−1

 ≥ 0

∀ f /∈ (Sup ∪M), l, ~l−1, t ∈ Tl

(11.24)

∑
t

∑
l∗∈Lt

∑
~l∗∈AHl∗~l

JBl
∗

ft~l∗ ≤ 1 ∀ f /∈ (Sup∪M), t = T, l ∈ Lt, ~l (11.25)
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∑
j∈(Jf∩JStor)

∑
t′≤t

∑
l∗∈Lt′

∑
~l∗∈AHl∗~l

SBl
∗

ft′~l∗ − V
l
jft~l−1

 ≥ 0

∀ f /∈ (Sup ∪M), l, ~l−1, t ∈ Tl

(11.26)

∑
t

∑
l∗∈Lt

∑
~l∗∈AHl∗~l

SBl
∗

ft~l∗ ≤ 1 ∀ f /∈ (Sup∪M), t = T, l ∈ Lt, ~l (11.27)

11.4.4 Financial model

The financial model aims at computing the expected corporate value (E[CV ])
which is the objective function to be maximized. The financial model and the
expressions required to compute the objective function are similar to the ones
presented in Chapter 9. The reader is referred to Section 9.4.2 for details.

The stochastic problem embedded in the control algorithm can be thus
mathematically posed as follows:

Maximize
X ,Y

E[CV ]

subject to
Eqns 11.1 – 11.27; 9.22 – 9.55

X ∈ {0, 1}; Y ∈ R

Here, X denotes the model binary variables set, while Y represents the
model continuous variable set. This model considers demand as uncertain pa-
rameter, however it can be easily extended to consider other parameters’ un-
certainty. The only change to be done is to add the indexes l and ~l to the new
uncertain parameter. These indexes identify and locate the parameter inside
the scenario tree. Problems considering prices and interest rates uncertainty
have been tackled in Chapter 9.

11.5 Case study

This example was first introduced by You and Grossmann (2008). This case
study, which is also utilized in Chapter 7, is motivated by a real world applica-
tion concerning a polystyrene SC design. The polystyrene production process is
shown in Fig. 11.3. Styrene monomers are produced from ethylene and benzene,
then styrene is processed to obtain five final products: three different types of
solid polystyrene (SPS) and two types of expandable polystyrene (EPS). It is
assumed that only one type of reactor can be installed for each production
task (i.e., I, II, III) The equipment capacity may be increased in a discrete
manner which corresponds to quantity of installed reactors. Additionally, it is
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considered that a cleaning task must be performed when shifting to a differ-
ent polystyrene production. Potential benzene suppliers are located in Texas
(TX), Louisiana (LA), and Alabama (AL); while ethylene suppliers are located
in Illinois (IL), TX and Mississippi (MS). Customers are aggregated into nine
sale regions according to their geographical proximity. Distribution centers and
processing plants may be established in eight different states which are Michi-
gan (MI), TX, California (CA), LA, Nevada (NV), Georgia (GA), Pennsylvania
(PA), and Iowa (IA). Figure 11.4 shows the SC components location.

An horizon of four years is considered. Each year is composed of twelve
monthly planning periods. In this example, market demand is regarded as an
uncertain factor which unfolds every year. It is considered that demand may
unveil into three different events leading to a scenario tree which contains 81
scenarios. Given that the considered demand pattern does not show any trend
and seasonal component, simple exponential smoothing techniques are used in
the forecasting module in order to determine the mean values and the forecast
error characterization. A methodology to generate scenarios from demand fore-
casting has been proposed in Section 9.5. Such methodology has been applied
in this chapter. Basically, the forecast errors distributions depend on previous
errors and how many periods ahead the forecast is being done. If the correct
forecasting model has been chosen, and if the statistical procedure used to es-
timate parameters in the model yields unbiased estimates, then the expected
forecast error will be zero and its standard deviation (σ) can be easily calculated
(Montgomery et al., 1990). Once the standard deviation error is calculated, a
Montecarlo sampling method can be applied to the error probability distribu-
tion described by N(0, σ) in order to obtain error scenarios. Later on, error is
added to the mean demand to get their corresponding demand scenarios. To
approximate the multistage stochastic problem solution, the two stage shrink-
ing horizon (SHT) approach presented in the work of Balasubramanian and
Grossmann (2004) is used.

The case study has been also solved using a sequential manner in order to
emphasize the benefits that may be gained by using the proposed integrated
approach. In the sequential approach, the scheduling is not considered when
dealing with the design of the SC network. Under this scheme, decisions are

I

II-a

III-a

Ethylene

Benzene

Styrene

SPS-1

EPS-1

EPS-2

SPS-2

SPS-3

II-b

II-c

III-b

Figure 11.3: Polystyrene production process
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Customer location

Supplier location

Facility location

Figure 11.4: Potential SC echelons location map

made following a hierarchical decision-making process. First the SC design deci-
sions are made in an isolated manner. Then, once the SC network configuration
has been obtained, the planning and scheduling decisions are determined. Oth-
erwise, the integrated approach considers planning and scheduling decisions
when designing the SC network. The integrated approach is deployed by using
the MILP previously described.

The case study results are divided in three subsections. Firstly, the SC
design problem is tackled. From this first step, the optimal SC network con-
figurations for both approaches (i.e., sequential and integrated) are obtained.
Secondly, both solutions are tested using the MPC loop; so that operations
are scheduled for every period following a rolling horizon procedure. Here, it is
demonstrated how well SC configurations work when deployed for daily oper-
ations use (i.e, considering scheduling details). As a matter of fact, the results
from this step show a more adequate performance assessment of the optimal SC
network configurations. Finally, it is shown how equipment failures are resolved
using the MPC algorithm.

11.5.1 The design problem

In the first step of the control strategy, a SC design problem is solved. The
scheduling model is taken into consideration in the first month for the inte-
grated approach. As shown in Figure 11.5, the E[CV ] and financial risk for
the traditional sequential approach seem to yield better values. Here, financial
risk can be defined as the probability of not meeting a certain CV level. For
this case study, the integrated approach results in a solution 2.05% lower than
the sequential one. However, it should be emphasized that SC performance
may worsen when executing detailed scheduling for the sequential approach.
Evidently, capacity aggregation considered at the design level results in higher
nominal plant productivity, since idle times introduced by task sequencing and
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Figure 11.5: Risk curve for Corporate Value (Sequential approach: E[CV ] =
1.68x109 m.u.; Integrated approach: E[CV ] = 1.65x109 m.u.)

changeovers are disregarded at the strategic level. The integrated approach
avoids this situation by incorporating the scheduling formulation in the design
problem. Therefore, no proper comparison nor conclusions can be drawn from
these preliminary results.

The optimal configuration obtained by addressing the SC design-planning
problem using the sequential approach is shown in 11.6; while the optimal SC
network configuration resulting from the integration of the three hierarchical
decision levels is shown in 11.7. As it can be noticed, the SC network configura-
tions proposed by each approach are quite different. The integrated approach
installs equipment technology II in three additional sites, namely, LA, MI, TX
(Midland); while equipment technology III is also installed in three additional
sites, namely, TX (Houston), GA, IA. In those figures, it is shown that more
capacity is installed for equipment technologies II and III by the integrated
approach. This is a result of a more adequate capacity assessment, which is ac-
complished by considering scheduling issues (e.g., cleaning times, changeovers)
in the SC design phase.

Lagrangian Decomposition

The Optimal Condition Decomposition (OCD), which is a particular case of
the Lagrangian relaxation procedure, is applied to overcome the computational
cost of solving the monolithic problem which integrates the design, planning
and scheduling formulations. Further details about this decomposition strategy
can be found in Section 3.8.1.

The variables which are complicating the integrated mathematical model
are the first stage, design variables (V ljft~l−1

, FEljft~l−1
). These two variables
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I II III

TX    
(Houston)

18000.0 3600.0 1080.0

CA
1440.0 1440.0

LA
18720.0 2880.0 832.0

MI
1440.0 1440.0

TX    
(Midland)

633.1

GA
576.3

IA
287.6

Installed

Not installed

Equipment (h/period)
Location

Distribution 
center      
(c.u.)

Figure 11.6: Optimal network configuration obtained by using the sequential ap-
proach

are duplicated so that one copy exists for every combination of events (~l). The
following constraints have been added in order to do so.

Ṽ ljft~l − V
l
jft~l−1

= 0

∀ f /∈ (Sup ∪M), j ∈ Ĵf , l, t ∈ Tl, ~l, ~l−1 ∈ AH l−1,~l
(11.28)

F̃E
l

jft~l − FE
l
jft~l−1

= 0

∀ f /∈ (Sup ∪M), j ∈ Ĵf , l, t ∈ Tl, ~l, ~l−1 ∈ AH l−1,~l

(11.29)

Now, the affected Eqns. 11.2 and 11.3 are rewritten in terms of the proper
duplicated variables.

Ṽ ljft~lFE
L
jft ≤ F̃E

l

jft~l ≤ Ṽ
l
jft~lFE

U
jft

∀ f /∈ (Sup ∪M), j ∈ Ĵf , l, ~l, t ∈ Tl
(11.30)

F ljft~l = F l
∗

jft−1~l∗ + F̃E
l

jft~l

∀ f /∈ (Sup ∪M), j ∈ Ĵf , l, ~l, t ∈ Tl, l∗ ∈ L∗t−1, ~l∗ ∈ AH l∗,~l

(11.31)

The main difference between the OCD and the classical Lagrangian decom-
position is that the OCD does not dualize all the complicating constraints. Here,
a subproblem is constructed for every scenario (~L). Let us define ~L′ as the
scenario that is being evaluated in each subproblem. Then, the Lagrangian de-
composition is applied by dualizing those Eqns. (11.28) and (11.29) that belong
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I II III

TX (Houston)
18000.0 2880.0 720.0 957.0

CA
720.0 1440.0

LA
18000.0 720.0 2880.0 938.8

MI
1440.0 720.0 2160.0 536.2

TX (Midland)
720.0 501.5

GA
720.0 606.7

IA
720.0

Installed

Not installed

Equipment (h/period)
Location

Distribution 
center      
(c.u.)

Figure 11.7: Optimal network configuration obtained by using the integrated ap-
proach

to other subproblems (i.e., scenarios). Notice that the following subproblem
is decomposable when the Lagrange multipliers (πI , πII) and the duplicated
variables for other scenarios are fixed to a given value. Also it noteworthy that
constraints (11.28) and (11.29) related to the scenario being evaluated (~L′)
are left into the subproblem, so that their corresponding dual variables (i.e.,
πI , πII) are obtained and updated using the subproblem solution.

maximize PL
′

~′
L

CV L
′

~′
L

xxxxxxxxxxxxxxxxxxxxxxxx

+
∑

f /∈(Sup∪M)

∑
j∈Ĵf

∑
l

∑
t∈Tl

∑
~l /∈AHl,~

L′

∑
~l−1∈AHl−1,~l

(
πIf,j,l,t,~l,~l−1

(
Ṽ ljft~l

−V ljft~l−1

)
+ πIIf,j,l,t,~l,~l−1

(
F̃E

l
jft~l − FE

l
jft~l−1

))
subject to xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

Eqns. 11.1; 11.4 – 11.31; 9.22 – 9.55 ∀ ~l ∈ AHl,~L′

(11.32)

The decomposition procedure is described in Algorithm 11.1. The decom-
position subproblems complexity for this case study is presented in Table 11.1.

Table 11.1: Decomposition subproblems complexity

Problem Iterations Equations Variables Discrete Variables Time (CPU sec)

Decomposed 9 80,256 780,612 14,724 49,885
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As shown, this kind of problems can be solved with reasonable computational
cost by using the OCD strategy. The problem were solved in an Intel 2 Core
Duo- 2.0 GHz - 2 GB RAM with a 3% integrality gap.

Algorithm 11.1: Optimal Condition Decomposition algorithm
Data: Initial values for complicating variables and multipliers (πI , πII),
gap tolerance (tolerance).
Result: The optimal solution E[CV ],X ,Y .
begin

gap←−∞;
ka←− 0 ;
while gap > tolerance do

forall ~L′ do
forall f /∈ (Sup ∪M); j ∈ Ĵf ; l; t ∈ Tl; ~l /∈ AH l,~L′ do

Ṽ ljft~l ←−
ˆ̃V l,kjft~l ;

F̃E
l

jft~l ←−
ˆ̃FEl,kjft~l ;

forall ~l−1 ∈ AH l−1,~l do
πIf,j,l,t,~l,~l−1

←− π̂I,kf,j,l,t,~l,~l−1
;

πIIf,j,l,~l,~l−1
←− π̂II,kf,j,l,~l,~l−1

;

Solve sub-problem (11.32);
forall l; t ∈ Tl; ~l ∈ AH l,~L′ do

X̂ k+1 ←−X ∗b ;
Ŷ k+1 ←− Y ∗ ;
forall f /∈ (Sup ∪M); j ∈ Ĵf ; ~l−1 ∈ AH l−1,~l do

π̂I,k+1
f,j,l,t,~l,~l−1

←− πI∗f,j,l,t,~l,~l−1
;

π̂II,k+1
f,j,l,t,~l,~l−1

←− πII∗f,j,l,t,~l,~l−1
;

gap←− ‖[X̂ k+1 − X̂ k]T |[Ŷ k+1 − Ŷ k]T ‖;
k ←− k + 1;

end

ak refers to the iteration number
bAn * indicates the optimal variable value

11.5.2 Testing solutions using the MPC framework

To demonstrate the benefits of using the integrated model, the algorithm has
been repeated also during the 48 planning periods contemplated in the whole
planning horizon. Each period represents one month. Here, the uncertainty is
assumed to unveil every month. In order to model the SC process for this case,
the production rates and acquisition of production resources (P lijfft~l) become
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Table 11.2: Production predicted during design vs simulated production

Production Integrated approach Sequential approach

s5 Predicted (106 kg) 1.63 1.83
Simulated (106 kg) 1.48 1.06
Deviation (%) -9.35 -41.99

s6 Predicted (106 kg) 3.87 3.98
Simulated (106 kg) 3.91 3.87
Deviation (%) 0.92 -2.60

s7 Predicted (106 kg) 3.80 3.73
Simulated (106 kg) 3.71 2.14
Deviation (%) -0.02 -0.43

s8 Predicted (106 kg) 2.44 2.44
Simulated (106 kg) 2.47 2.16
Deviation (%) 1.16 -11.38

Total Predicted (106 kg) 11.74 11.97
Simulated (106 kg) 11.56 9.24
Deviation (%) -1.54 -22.86

first stage variables. Both SC optimal configurations (integrated and sequen-
tial) have been tested. As previously stated, the results from this step allow
us to make a fair and real comparison between the integrated and sequential
approach.

Fig. 11.8 shows how average corporate value behaves along the planning
horizon for both approaches. The values presented in that figure are obtained
by simulating production scheduling for each period using the MPC framework.
The execution of the MPC loop is equivalent to applying a rolling horizon
procedure. At the end of 48th period by using the integrated approach, the
SC system yields to a CV of 1.66x109 m.u. which is 0.79% higher than the
one predicted during the design phase (1.65x109 m.u.). On the other hand,
the sequential approach yields to a CV equal to 1.44x109 m.u. at the end of
the planning horizon which is 14.47% lower than the one predicted during
the design phase (1.69x109 m.u.). The production levels for final products are
depicted in Figures 11.9 to 11.12. It can be seen from these figures that the
sequential approach SC configuration does not have enough capacity to reach
the s5 and s6 production levels that were predicted during the design phase.
Table 11.2 compares the final product total production levels predicted during
the SC design step and the ones obtained during the production scheduling
simulation. The overall total production deviation is −1.54% for the integration
approach, while −22.86% for the sequential one.

These results show that the integrated approach allows the SC manager to
make more appropriate strategic decisions. The deviations observed in the SC
performance, when SC network designs are deployed into real scenarios, can
be reduced by using the integrated approach. What is more, the SC configura-
tion proposed by the integrated approach clearly outperforms in terms of CV
(15.47%) the one proposed by the sequential approach when they are tested
using the production scheduling simulation.
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Figure 11.8: Corporate value behavior by simulating operations scheduling for both
approaches
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Figure 11.9: Production level obtained by the design phase vs production level ob-
tained by simulating scheduling operations for final product s5 (a)
sequential approach (b) integrated approach
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Figure 11.10: Production level obtained by the design phase vs production level
obtained by simulating scheduling operations for final product s6 (a)
sequential approach (b) integrated approach
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Figure 11.11: Production level obtained by the design phase vs production level
obtained by simulating scheduling operations for final product s7 (a)
sequential approach (b) integrated approach
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Figure 11.12: Production level obtained by the design phase vs production level
obtained by simulating scheduling operations for final product s8 (a)
sequential approach (b) integrated approach

11.5.3 Failures consideration

Regarding the control policy at the low level, a statistical process strategy is
considered for the styrene reactor. A multivariate statistical process control
strategy based on latent variable model is implemented for the reactor in order
to monitor the polymer production. The monitoring strategy will enable to de-
termine whether the reactor operation is or not under control. The monitoring
strategy determine whether a reactor breakdown exists or not when the system
is found out of control. The system is supposed to be continuously monitoring
the reactor operation. Once an abnormal situation is detected and diagnosed,
a decision about how to continue the operations has to be made by the SC
controller shown in Fig. 11.1. For the sake of simplicity, merely the operation
time and the reactor temperature are considered as control variables and their
respective values are obtained by a simplified reactor simulation model. The
monitoring model was developed in Matlab (The Mathworks, 2004), the con-
nection with the SC control algorithm was carried out by using matgams (an
interface created by Ferris (1999))

A breakdown in equipment technology III in plant site in LA is simulated
and detected at ninth planning period. The main changes in production plan-
ning due to this failure are the following:

• Production levels for EPS − I and EPS − II are considerably reduced

288



Case study

Table 11.3: Changes in production tasks due to equipment failure

Site Material Production level (kg)
Before failure After failure

LA Styrene 94437.3 90957.7
EPS-1 43680.0 26743.9
EPS-2 18720.0 20056.1

GA EPS-1 9328.5 15600.0
IA EPS-1 8489.1 15600.0

Table 11.4: Changes in distribution tasks due to equipment failure

Sites Material Distribution level (kg)
From To Before failure After failure

LA GA Styrene 8862.1 14820.0
LA IA Styrene 9370.7 14820.0

in LA site. The tasks to produce these two products are performed in
equipment technology III.

• The styrene production level is slightly reduced in site LA. A tactical
decision at the SC level is made by the algorithm to transfer to sites GA
and IA the styrene production that cannot be processed at this site.

• The production level of EPS − I is increased at sites GA and IA. Both
locations had idle capacity of technology III before the failure.

The production and distribution levels before and after the failure for the
affected sites are shown in Tables 11.3 and 11.4. As shown in this example,
styrene (an intermediate material) has been transferred from LA to GA and IA
as a result of this failure. Such movement of materials is not usually considered
in traditional SC planning models. Furthermore, the capacity of other sites have
been contemplated in order to resolve the incidence in LA site. This example
demonstrates again that when the strategy is applied, namely SC transparency
is gained, the decision making process to resolve the incidents is performed at
the SC level and not merely at the plant level, thus allowing to select the best
plan in terms of value creation. Even more, it should be highlighted that the
planning model utilized in this control strategy is able to consider movement of
raw materials, intermediates and final products between the different facilities
comprising the SC network. Such flexibility increases the number of alternatives
available to resolve the incidences since production and its corresponding input
materials can be transfered accordingly from one site to another.
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11.6 Final considerations
A means of integrating the three standard SC decision levels is presented. More-
over, a SC design-planning model that permits a soft integration with schedul-
ing models is presented. The results show that significant improvements can be
gained when all of these decision levels are incorporated into a single model. It is
demonstrated that decisions made solely on the SC design and disregarding the
production scheduling scenario can lead to aggregated capacity overestimation
and consequently to a fictitious better corporate value. Aggregated capacity
overestimation can be solved by incorporating scheduling constraints into the
design-planning problem. As a result, production rates are adjusted to the real
working scenario and expected production profiles can be better sustained dur-
ing the whole planning horizon. Additionally, the SC operations formulation
included in the control strategy is able to transfer any kind of material be-
tween any pair of SC components. This is an important feature towards finding
the best way of resolving SC incidences.

It is important to highlight that capacity has been utilized as the linking
aspect when integrating SC design, planning and scheduling. What is more, it
is demonstrated how capacity is the core factor that integrates supervisory con-
trol modules with scheduling formulations. The scheduling formulation requires
details about individual equipment capacity which facilitates the exchange of
information with the equipment supervisory control module. The integration
of process monitoring capability allow us to take into account the effects of
equipment failures and out of control operation conditions in the SC activities.

It has been shown that a Lagrangian decomposition can significantly reduce
the computational burden associated to the solution of monolithic problems. In
this work, the Optimal Condition Decomposition was applied. This technique
facilitates updating the Lagrangian multipliers. In this way one of the most
common difficulties when applying Lagrangian relaxation methods is overcome.

Even though the computational cost increases with the number of peri-
ods, this increase is not significant if it is compared to the computational cost
added with the number of scenarios. For that reason, a decomposition scheme
is applied to tackle medium size problems. However, the number of scenarios
to consider is still limited given the complexity of the integrated model. It is
envisaged that the use of a parallel computing frameworks may help to reduce
the time required to the solution of this kind of problems.

11.7 Nomenclature

Indices
e suppliers
f facility locations
i tasks
j equipment
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l events in which uncertainty unfolds
s states (materials)
t planning periods
tk scheduling time buckets
~l combination of events at level l in scenario tree

Sets
AHl~l set of combination of events that belong to level l and are ancestors

of ~l
Es set of suppliers e that provide raw material s
Êprod set of suppliers e that provide production services
Ẽtr set of suppliers e that provide transportation services
FP set of states s that are final products
Ĵf equipment j that can be installed at location f
Ji equipment that can perform task i
JProd equipment that performs production tasks
JStor storage equipment
M set of market locations
Rf set of raw materials that can be provided from location f
RM set of states s that are raw materials
RMe set of raw materials that are offered by supplier e
Sup set of supplier locations
Tr set of distribution tasks
Ts set of tasks producing state s
T̄s set of tasks consuming state s

Parameters
Asft maximum availability of raw material s in period t at location f
Deml

sft~l product s demand at market f in period t for combination of events
~l

FCFJjft fixed cost per unit of capacity of plant equipment j at location f in
period t

FCFSft fixed cost per unit of distribution center capacity at location f in
period t

IJft investment required to establish a processing facility in location f
in period t

ISft investment required to establish a distribution center in location f
in period t

MinCSL lower bound of customer service level
Othert other expected outflows or inflows of cash in period t
pti task i processing time
Pricesft price of product s at market f in period t
PriceFJjft investment required per unit of capacity of equipment j increased

at facility f in period t
PriceFSft investment required per unit of distribution center capacity in-

creased at facility f in period t
|T | length of planning horizon
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Binary Variables
JBlft~l−1

1 if a processing site at location f is established in period t, 0
otherwise

SBlft~l−1
1 if a distribution center at location f is established in period, 0
otherwise t

V ljft~l−1
1 if the equipment j capacity is increased at location f in period t
0, otherwise

Ṽ ljft~l duplicated variable for V ljft~l−1

W l
ijftk~l 1 if task i starts at scheduling time bucket tk to be performed in

equipment j at site s for combination of events ~l

Continuous Variables
Blijfts~l Batch size for task i performed in technology j at site f in period t

for combination of events ~l
CV L~L corporate value at the end of the planning horizon for combination

of events ~L
EPurchlet~l economic value of purchases executed in period t to supplier e for

combination of events ~l
ESaleslt~l economic value of sales carried out in period t for combination of

events ~l
E[CV ] expected corporate value
FAssetlt~l increment in fixed assets in period t for combination of events ~l
FCostlt~l fixed cost in period t for combination of events ~l
F ljft~l plant equipment j total capacity during period t at location f for

combination of events ~l
FEljft~l plant equipment j capacity increment at location f during period t

for combination of events ~l
F̃E

l
jft~l duplicated variable for FEljft~l

P lijst~l production rate of product i in equipment j at site s in period t for
combination of events ~l

Profitlt~l profit achieved in period t for combination of events ~l
Purchrm,let~l amount of money payable to supplier e in period t for combination

of events ~l associated with consumption of raw materials
Purchtr,let~l amount of money payable to supplier e in period t for combination

of events ~l associated with consumption of transport services
Purchpr,let~l amount of money payable to supplier e in period t associated with

consumption of production utilities for combination of events ~l
Purchlesft~l amount of raw material s purchased to supplier e at site f in period

t for combination of events ~l
RawM l

sftk~l incoming of material s to facility f during time bucket tk for com-
bination of events ~l

Saleslsff ′t~l amount of product s sold from location f in market f ′ in period t
for combination of events ~l

Sschedlsftk~l inventory of state s at location f in time bucket tk for combination
of events ~l

Stlsft~l inventory of state s at location f in period t for combination of
events ~l
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Greek symbols
αrij fixed coefficient for consumption of raw material r by product i
βsj minimum utilization of plant equipment j capacity allowed at site

s
θij capacity utilization of plant equipment j by product i
πIf,j,l,~l,~l−1

Lagrange multipliers for Eq. (11.28)
πIIf,j,l,~l,~l−1

Lagrange multipliers for Eq. (11.29)
ρtreff ′ unitary transport costs from location f to location f ′ payable to

external supplier e
τut1ijfe cost associated with task i manufactured in equipment j in site f

and payable to external supplier e
τut2sfe cost associated with handling the inventory of material s in site f

and payable to external supplier e
ψest price of raw material s offered by external supplier e in period t
υs specific volume of material s

Superscripts
L lower bound
U upper bound
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Chapter 12

Conclusions and Future Work

12.1 Conclusions

The advantages and contribution of the solution approaches proposed to this
thesis objectives have been opportunely highlighted along this document.

A summary of these contributions is outlined next.As it has been previously
mentioned, the integrated SCM research challenges can be grouped as follows:
better representation of production-distribution processes at the SC level, in-
tegrated modular approaches, considerations of SC uncertainty, and decompo-
sition strategies. This thesis is an endeavor, a further step in an attempt to
tackle these challenges and devise holistic support models for integrated SCM.

Part I identifies these challenges through an extensive state-of-the-art re-
view. Although SCM has recently become the subject of intensive and extensive
research, an attentive review reveals those areas where new contribution is ex-
pected for a major impact in real applications. In this part, the fundamental
concepts underlying the methods used throughout the thesis are presented as
well.

Part II shows some mathematical models to approach the enterprise busi-
ness functionalities integration problem. Chapter 4 addresses the design and
retrofit of SCs taking into account financial concerns. The proposed framework
applies MILP modeling techniques to develop a mathematical model for SCM
that is able to optimize the process operations decisions in conjunction with
finances. The model pursues the maximization of a suitable financial key per-
formance indicator, the corporate value of the firm at the end of the time hori-
zon. The corporate value is computed by a discounted-free-cash-flow (DFCF)
method which is introduced as part of the mathematical formulation. Most SC
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modeling approaches usually ignore net working capital (NWC), which rep-
resents the variable assets associated with the daily SC operations. NWC is
the capital tied up within the cash conversion cycle (e.g., material inventories,
accounts receivable, accounts payable), which measures how efficiently an en-
terprise converts its inputs into cash through final product sales. By using the
DFCF method to compute the corporate value, the actual capital cost, the
changes in NWC, and the liabilities and other financing funds required to sup-
port SC operations are explicitly considered when appraising SC performance.
Indeed, this allows evaluating SC operations impact on financial decisions and
value generation. In order to emphasize the advantages of this approach, a
multi-objective optimization is carried out which also accounts for the max-
imization of biased key performance measures such as profit and NPV. The
novel framework suggested in this chapter is thus in consonance with the new
trends in PSE, which is going towards an enterprise wide optimization frame-
work that aims to integrate various functional decisions into a global model that
should optimize an overall key performance measure. This chapter proposes the
corporate value as a suitable alternative to this posed requirement.

In Chapter 5, the model presented in Chapter 4 is extended to incorpo-
rate for the first time R&D pipeline management and also to deal with the
endogenous nature of specific (clinical trial in the chosen example) uncertain-
ties during the development process. To tackle this problem, a scenario based
multi-stage stochastic MILP formulation is proposed. Performance comparison
with the traditional sequential decision approach is also made, demonstrating
the significant economic benefits of holistic approaches. Moreover, the model is
able to account for financial risk restrictions that may be imposed by stockhold-
ers. It is shown that probability of low SC performance is considerable reduced
by incorporating the risk management formulation. Finally, a specific type of
Lagrangian decomposition technique (Optimal Condition Decomposition) has
been adapted to successfully achieve substantial reduction in the computational
burden associated with the solution of this kind of problems. Another extension
of the model developed in Chapter 4 is presented in Chapter 6. Here, the inter-
face between SC operations and marketing functions is addressed for the first
time. A MINLP model that integrates a marketing engineering contribution,
the BRANDAID model, is presented. The relevance of a correct appraisal of
the trade-off existing between the demand, which can be induced by marketing
expenditure and pricing decisions, and the SC capacity investments required to
meet such a demand is pointed out. Furthermore, the model allows synchroniz-
ing marketing and SC strategic plans so as to maximize corporate value. Again,
a performance comparison with the traditional sequential decision approach is
made to demonstrate the benefits of this integrated approach.

Part III deals with strategic and tactical issues. The strategic problem of
designing a SC network is addressed in Chapter 7 by translating the recipe
concept to the whole SC environment. Instead of a rigid predefined network
structure, the proposed approach utilizes a SC design and planning model that
permits material flows of any kind (i.e., raw and intermediate materials, final
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products) between any kind of facilities. Even more, only potential locations
are provided to the model as input data; decisions regarding the installation of
a processing plant, a distribution center or both of them at a location are made
during the optimization procedure. In addition, a more adequate representation
of all operations and materials entailed in a production system can be achieved
by using this model. It is noteworthy that a main feature of the proposed model
is that it does not require any pre-established process network superstructure
thus allowing to optimally define the sub-trains in which production process
is decoupled and their respective locations. As a result, processing facilities
outputs may be intermediate materials. This is one key feature in modeling
the complex global SCs behavior. It is demonstrated that great potential to
improve firm’s economic performance can be gained by exploring the whole
range of available alternatives when designing a SC. This model enables to do
this exploration in a straightforward manner.

The model presented in Chapter 7 is extended in Chapter 8 to consider
the optimization of SC planning and design accounting economical and envi-
ronmental issues. This extension is suitable to collect all SC node information
through a single variable, which eases the environmental formulation. A LCA
approach has been selected in order to incorporate the environmental aspects of
the model. To measure environmental performance, IMPACT 2002+ method-
ology is used which provides a feasible implementation of a combined midpoint-
endpoint evaluation. The proposed approach reduces the value-subjectivity in-
herent to the assignment of weights in the calculation of an overall environmen-
tal impact by considering end-point damage categories as objective function.
Additionally, the model performs an impact mapping along the comprising SC
nodes and activities. Such mapping allows to focus financial efforts to reduce
environmental burdens to the most promising subjects.

Part IV deals with approaches to manage uncertainty. A stochastic version
of the model developed in Chapter 4 is presented in Chapter 9. The proposed
framework integrates an MPC strategy and a holistic stochastic model for SCM.
The control strategy presented in this chapter allows to handle uncertainty
and incidences by combining reactive and preventive approaches. A pro-active
treatment of uncertainty is included by means of stochastic programming. The
review and update process that is required to tackle incidences and changes in
random factors is performed by introducing the SC stochastic holistic model
into an MPC. In addition, it is illustrated that better transparency and broader
visibility of SC is obtained when resolving incidences with the proposed strategy
since a model of the whole SC is included into the control algorithm. It is also
illustrated that the proposed framework leads to reduce the so-called bullwhip
effect. Here, it is noteworthy that a major disadvantage of discounted-cash-flow
methods is that they do not account for the managerial flexibility needed to be
able to alter the course of an investment over time as uncertain factors unfold.
As a result, real options analysis has been proposed as an alternative valuation
approach that would overcome this drawback. The stochastic DFCF model
presented in this chapter renders the same features as real options approaches.
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Furthermore, a stochastic DFCF model offers more realistic solutions, since
it considers the so-called non-anticipativity conditions, whereas real options
approaches typically disregard these conditions.

In Chapter 10, a novel alternative approach for solving scheduling problems
under exogenous uncertainty is presented. The approach is based on the combi-
nation of (i) S-graph framework, which has proven to be a rigorous and efficient
tool for solving deterministic scheduling problems, and (ii) an LP model that
serves as evaluator of the expected objective function. S-graph is a representa-
tion that takes advantage of the specific characteristics of chemical processes
in scheduling. The proposed framework does not only inherit the advantages
of S-graph, but it also has an advantage against stochastic programming tech-
niques; namely the computational effort needed to solve the problem does not
increase by increasing the number of scenarios. Such convenience relies on the
fact that the search space size is independent on the number of considered sce-
narios. The size is uniquely dependent on the product batches combination. As
the number of scenarios increase a larger LP is to be solved but still due to
its nature the computational times are very small. Such a feature reduces the
computational cost required to solve this kind of problems which is one of the
major challenges in this field, thus constituting a robust alternative to existing
schedulers to become eventually the best option in integrated SCM.

Finally in Part V the hierarchical decision levels integration is attempted.
Chapter 11 addresses the decision-making coordination and integration at hi-
erarchical decision levels. In this chapter, the SC design-planning model devel-
oped in Chapter 7 is coupled with a scheduling formulation so that decision
levels integration is achieved. This approach enables to assess the impact of con-
sidering scheduling aspects of process operations in the design of a SC network.
Again, a comparison of the proposed scheme and the traditional hierarchical
approach shows the significance of such integration. It is demonstrated that de-
cisions made solely on the SC design and disregarding the production scheduling
scenario can lead to aggregated capacity overestimation and consequently to an
overly optimistic SC performance. Aggregated capacity overestimation can be
solved by incorporating scheduling constraints into the design-planning prob-
lem. As a result, production rates are adjusted to the real working scenario
and expected production profiles can be better sustained during the whole
planning horizon. Additionally, the SC operations formulation included in this
work is able to transfer any kind of material between any pair of SC compo-
nents. This is an important feature towards finding the best way of resolving
SC incidences. It is important to highlight that capacity has been utilized as
the linking aspect when integrating SC design, planning and scheduling. Even
more, it is demonstrated how capacity is the core factor that integrates supervi-
sory control modules with scheduling formulations. The scheduling formulation
requires details about individual equipment capacity which facilitates the ex-
change of information with the equipment supervisory control module. The
integration of process monitoring capability allows taking into account the ef-
fects of equipment failures and out of control operation conditions in the SC
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activities. Finally, a Lagrangian decomposition technique is applied to reduce
the computational burden associated with the monolithic model solution.

12.2 Future work
From Section 2.4, Trends and challenges, it can be seen that this thesis a number
of the research challenges posed in the integrated SCM field. Integrated SCM
is still and will keep offering a wide range of opportunities for future research
work. Some of them which can be thought as a natural step following the work
carried out in this thesis are pointed out next.

• The utilization of grid computing frameworks in order to solve SC prob-
lems that have been mathematically decomposed is an interesting task.
This will eventually allow (i) finding optimal solutions for problems of
larger scale, and (ii) increasing the complexity and details considered in
SC optimization models.

• There is a huge amount of market data available thanks to e-commerce
and bar code technology. Further research is needed to use data min-
ing and response surface techniques to transform such data into models
describing marketing activities and competitors effects on firm’s market
share. Then, such descriptive models may be integrated with SC man-
agement decision making.

• Further research should be focused on the consideration of uncertainty
associated to environmental impacts. This is an important factor that
may influence the decisions regarding emissions trading schemes. Another
future research topic in this area is the analysis of how decisions related
to the short-term may contribute to reduce SC environmental burdens.
Also it is noteworthy to point out that the SC model used in Chapters 7
and 8 can be easily extended to address closed loop SC operations.

• Other kind of uncertainties need to be investigated. Up to date, most
of SC models considering uncertainty are focused on product demand
and prices variability. However, how much the uncertainty associated to
suppliers performance, processes output, and financial markets affects
business performance has not been studied enough.

• Advancement on the combined utilization of multi-parametric program-
ming and mathematical decomposition techniques to tackle stochastic
programming may be a promising area that deserves further investiga-
tion.

• The S-graph approach for scheduling under uncertainty presented in Chap-
ter 10 allows to be integrated with the control strategy proposed in Chap-
ter 11. Nevertheless, further work is needed so that other kinds of ob-
jective function can be considered. Besides, future work should also be
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addressed towards converting this approach into an exact one by consid-
ering explicitly the probability distribution of product demands in the LP
model and not just a discrete number of demand scenarios. Research ef-
forts should continue developing accelerating algorithms for this stochas-
tic S-graph framework.

• Advancement in real time monitoring and diagnosis in integrated SCM
to timely provide and update the SC state information needed by the
different decision-making hierarchical levels will contribute to reduce the
risk of unexpected events and improve the efficiency of SC planning.

• Improved manners to include the impact of scheduling decisions into SC
design may be further explored. One interesting approach to be examined
is the use of attainable regions for modeling feasible aggregated produc-
tion rates.

• More research efforts are required to address decentralized SCs prob-
lems. As previously mentioned, duality and separability principles may
provide frameworks to achieve overall optimal solutions by interchanging
among SC partners non-critical information (i.e., dual values) instead of
usually confidential data (e.g., costs, prices, technology parameters). Ad-
ditionally, it would be interesting to explore the use of complementarity
programs for decentralized SC modeling.
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Data for Chapter 4 Case Study

This appendix presents the data used for the case study illustrating the
integrated approach of Chapter 4, Enhancing Corporate Value in the

Design of Supply Chains.

B.1 Operations Data

The specific volumes of products and raw materials are shown in Table B.1.

Table B.1: Specific volume of products i (υi (10−5 m3/kg))

Product υi

P1 4.3
P2 8.0
P3 5.5

The capacity coefficients for each equipment and product are shown in Table
B.2.

Table B.2: Capacity utilization of plant equipment j by each product i (θij
(c.u./kg))

Product Equipment
TA TB TC TD

P1 8.00 7.20 8.40 7.60
P2 7.00 8.40 7.35 8.82
P3 7.00 8.40 7.35 7.70
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The amount of each type of raw material required to manufacture each
product depends on the specific equipment being applied in each case (see
Table B.3).

Table B.3: Mass fractions for consumption of raw materials by plant equipment j
(αrij (adim.))

Product Raw material
R1 R2 R3 R4 R5 R6

j = TA

P1 0.59 0.35 0.18
P2 0.47 0.24 0.30

j = TB

P2 0.47 0.24 0.30
P3 0.24 0.71 0.30

j = TC

P1 0.59 0.30 0.18
P2 0.53 0.24 0.30
P3 0.24 0.77 0.30

j = TD

P1 0.59 0.35 0.12
P3 0.24 0.71 0.24

Table B.4 gives raw materials costs and their maximum availability at each
period, which is assumed to remain constant within the whole planning horizon.

Table B.4: Cost (m.u./kg) and maximum availability (Aert(103kg))of raw material
r at each period of time t

Raw material
R1 R2 R3 R4 R5 R6

Availability 150.0 125.0 335.0 60.0 60.0 40.0
Cost 10.10 6.60 6.10 8.10 12.1 10.1

The demand data are listed in Table B.5.
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B.2 Economic data
Table B.6 shows the fixed and investment costs associated with each equipment.

Table B.6: Equipment j fixed cost (FCFSjst (m.u./Mg)) and investment (PriceFSjst
(m.u./kg))

Equipment j
TA TB TC TD

Fixed cost 25.0 37.0 50.0 45.0
Investment 3.26 3.91 2.93 4.04

The data associated with fixed cost and investments of DCs can be found
in Table B.7.

Table B.7: Distribution centers fixed cost (FCFWwt (m.u./m3)) and investment
(PriceFSwt (m.u./m3))

Distribution center w
W1 W2 W3 W4

Fixed cost 17.5 15.0 15.0 13.75
Investment 100.0 80.0 75.0 70.0

Transportation costs are given in Tables B.8 and B.9, whereas production
costs are shown in Table B.10.

Table B.8: Transportation cost of prod-
uct i from site s to distribu-
tion center w (m.u./m3)

Distribution
center w

Site s

S1 S2 S3

i = P1

W1 0.02 0.48 0.27
W2 0.48 0.02 0.18
W3 0.19 0.36 0.24
W4 0.21 0.60 0.24

i = P2

W1 0.04 0.90 0.49
W2 0.90 0.04 0.34
W3 0.36 0.67 0.45
W4 0.38 1.12 0.45

i = P3

W1 0.03 0.62 0.34
W2 0.62 0.03 0.23
W3 0.25 0.46 0.31
W4 0.26 0.77 0.31

Table B.9: Transportation cost of
product i from distribution
center w to market m
(m.u./m3)

Distribution
center w

Market m

M1 M2 M3 M4 M5

i = P1

W1 0.02 0.48 0.21 0.15 0.11
W2 0.48 0.02 0.39 0.60 0.22
W3 0.21 0.39 0.04 0.18 0.22
W4 0.21 0.60 0.17 0.02 0.22

i = P2

W1 0.04 0.90 0.38 0.27 0.20
W2 0.90 0.04 0.72 1.12 0.40
W3 0.38 0.72 0.07 0.34 0.40
W4 0.38 1.12 0.32 0.04 0.40

i = P3

W1 0.03 0.62 0.26 0.19 0.14
W2 0.62 0.03 0.49 0.77 0.28
W3 0.26 0.49 0.05 0.23 0.28
W4 0.26 0.77 0.22 0.03 0.28
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Table B.10: Production cost of product i manufactured in plant equipment j at site
s (m.u./kg)

Plant equipment j Site s
S1 S2 S3

i = P1

TA 0.63 0.59 0.71
TB 0.51 0.48 0.58
TC 0.72 0.69 0.82
TD 0.77 0.73 0.88

i = P2

A 0.55 0.52 0.62
B 0.59 0.56 0.67
C 0.63 0.60 0.72
D 0.90 0.85 1.02

i = P3

A 0.55 0.52 0.62
B 0.59 0.56 0.67
C 0.63 0.60 0.72
D 0.78 0.74 0.89

The market prices of the final products are assumed to remain constant
during the whole planning horizon and are provided in Table B.11.

Table B.11: Price of product i at each market m and period t(Priceimt (m.u./kg))

Product
P1 P2 P3

m = M1,M3,M4,M5

16.15 17.51 18.39

m = M2

16.43 17.81 18.71

Finally, receivables on sales in any period are paid with a delay according
to the proportions given in Table B.12 and may be pledged at a 80% of their
face value regardless of their maturing period.

Table B.12: Fraction of sales that are receivable n time periods after sale is executed
(δmtt′)

Time periods between execution and maturing period of sales (n = t′ − t)
Market m 0 1 2 3 4 5 6

M1, M3, M5 0.05 0.10 0.25 0.60 0.00 0.00 0.00
M2 0.00 0.00 0.00 0.00 0.05 0.20 0.75
M4 0.00 0.05 0.05 0.15 0.75 0.00 0.05
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Examples Data for Chapter 7

This appendix presents the data used for the examples presented in Chapter
7, Flexible Design – Planning of Supply Chain Networks.

C.1 Illustrative example 1 input data

Table C.1: Establishing investment
(m.u.)

Site Plant Distribution Center

LA 62250 133579.6
LB 1182750 270787.5
LC 996000 115733.3
LD 933750 369765.0

Table C.2: Sale prices (m.u.)

Product Markets

M1 M2

s4 540 492
s5 720 762

Table C.3: Raw materials data

Raw
Material

Purchase
Price (m.u.)

Supplier
Capacity (tns)

s1 30 2500
s2 24 2000

Table C.4: Products demands (tns)

Market Periods

t1 t2 t3 t4 t5

Product S=S4

M1 2108 1784 3290 3737 3077
M2 727 733 765 1288 558

Product S=S5

M1 740 791 1030 826 829
M2 358 595 1041 831 624
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Table C.5: Distribution center data (m.u.)

Site Installation Cost Fixed Cost

LA 89.05 4.45
LB 180.53 9.03
LC 77.16 3.86
LD 246.51 12.33

Table C.6: Equipment technology data

Equipment FJEL (tns) FJEU (tns) Installation Cost (m.u.) Fixed Cost (m.u.)

j1 Reactor I 25 250 4200 168
j2 Reactor II 25 250 8000 320
j3 Reactor III 25 250 16000 640

Table C.7: Transportation costs (m.u./tn)

Site Sites Markets

LA LB LC LD M1 M2

LA 0 157.6 36 191.2 68 62.4
LB 157.6 0 51.2 59.2 140 124
LC 36 51.2 0 71.2 33.6 84
LD 191.2 59.2 71.2 0 96 137.6

C.2 Illustrative example 2 input data

Table C.8: Establishing investment
(m.u.)

Site Plant Distribution Center

LA 2387000 127050
LB 1155707 432400
LC 1222555 929605
LD 1155000 693000

Table C.9: Raw materials data

Raw
Material

Purchase
Price (m.u.)

Supplier
Capacity (tns)

s7 25 2500
s8 20 2000
s9 37.5 2250
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Table C.10: Sale prices (m.u.)

Product Markets

M1 M2 M3 M4 M5 M6
s1 275.00 286.00 247.50 302.50 264.00 363.00
s2 240.00 248.00 220.00 244.00 268.00 211.20
s3 231.00 220.00 302.50 192.50 247.50 302.50

Table C.11: Products demands (tns)

Market Periods

t1 t2 t3 t4 t5

Product S=S1

M1 6763 8478 6895 8014 11294
M2 4217 3569 6581 7475 6155
M3 2907 2931 3057 5148 2233
M4 2275 3632 3661 6331 5182
M5 1829 1805 1400 2393 2817
M6 1806 2414 3572 4378 3216

Product S=S2

M1 1666 3099 2713 3340 1608
M2 352 465 589 373 608
M3 2210 1928 1105 1794 1240
M4 1843 2557 2350 1925 2216
M5 812 1396 840 1009 1195
M6 594 931 630 1184 1092

Product S=S3

M1 2542 3962 6054 5933 4477
M2 1149 1017 1003 1808 1936
M3 1783 1162 1946 2204 2868
M4 1333 1384 2181 1828 845
M5 1006 630 686 971 1176
M6 459 542 511 240 680

Table C.12: Equipment technology data (m.u./c.u.)

Equipment FJEL FJEU Unitary installation cost

j1 Heater (H) 50 300 220.70
j2 Reactor (R1) 50 300 662.20
j3 Reactor (R2) 50 300 882.90
j4 Separator (S) 50 300 1655.50
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Table C.13: Transportation costs (m.u./tns)

Site Sites Markets

LA LB LC LD M1 M2 M3 M4 M5 M6

LA 0 33.6 26.4 33 54 84 1.2 84.6 75 71.4
LB 33.6 0 18 48.6 104.4 106.8 141.6 70.2 1.2 35.4
LC 26.4 18 0 30.6 65.4 69.6 36.6 106.2 126 1.2
LD 33 48.6 30.6 0 1.2 64.8 69.6 124.2 1.2 47.4

C.3 Illustrative example 3 input data

Table C.14: Establishing investment
(m.u.)

Site Plant Distribution Center

fc1 18060000 2600
fc2 12180000 870000
fc3 13020000 3850
fc4 9240000 924000
fc5 5460000 1150000
fc6 5880000 1050000
fc7 5460000 2250000
fc8 6300000 1000000

Table C.15: Raw materials data

Raw
Material

Purchase
Price (m.u.)

Supplier
Capacity (tns)

s7 30 2500
s8 24 2000
s9 45 2250

Table C.16: Sale Prices (m.u.)

Product Markets

fc12 fc13 fc14 fc15 fc16 fc17

s1 600 624 540 660 576 720
s2 240 248 220 244 268 192
s3 168 160 220 140 180 200
s4 144 168 120 160 140 150

Table C.17: Products Demands (tns)

Product Markets

fc12 fc13 fc14 fc15 fc16 fc17

s1 5701 3665 3398 2686 1342 2310
s2 2116 365 1468 1355 910 630
s3 3246 887 1369 1353 609 410
s4 2582 295 3016 466 556 700
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Table C.18: Equipment technology data

Equipment FJEL (tns) FJEU (tns) Installation Cost (m.u.) Fixed Cost (euros)

j1 Heater 25 250 3010 120.4
j2 Reactor 25 250 9030 361.2
j3 Reactor 25 250 12040 481.6
j4 Separator 25 250 4515 180.6

Table C.19: Transportation costs (m.u./tn)

Site Sites Markets
fc1 fc2 fc3 fc4 fc5 fc6 fc7 fc8 fc12 fc13 fc14 fc15 fc16 fc17

fc1 0 263.98 201 320.26 97.82 140.7 180.9 249.24 0 83.08 108.54 71.02 68.34 75.04
fc2 263.98 0 85.76 99.16 178.22 159.46 144.72 127.3 87.1 0 170.18 103.18 97.82 103.18
fc3 201 85.76 0 119.26 105.86 75.04 58.96 73.7 120.6 187.6 0 188.94 167.5 159.46
fc4 320.26 99.16 119.26 0 223.78 186.26 152.76 92.46 151.42 203.68 243.88 0 191.62 192.96
fc5 97.82 178.22 105.86 223.78 0 46.9 87.1 152.76 253.26 289.44 349.74 222.44 0 76.38
fc6 140.7 159.46 75.04 186.26 46.9 0 40.2 108.54 233.16 238.52 316.24 156.78 0 79.06
fc7 180.9 144.72 58.96 152.76 87.1 40.2 0 68.34 146.06 155.44 81.74 237.18 281.4 0
fc8 249.24 127.3 73.7 92.46 152.76 108.54 68.34 0 0 144.72 155.44 277.38 0 105.86
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Data for Chapter 9 Case Study

This appendix presents the data used for the case study illustrating the
stochastic MPC approach of Chapter 9, Capturing Dynamics in Inte-

grated Supply Chain Management.
The specific volumes of the products are shown in Table D.1.

Table D.1: Specific volume of products i (υi (10−5 m3/kg))

Product υi

P1 1.5
P2 2.8
P3 3.6

The capacity coefficients for each equipment and product are shown in Table
D.2.

Table D.2: Capacity utilization of plant equipment j by each product i (θij
(c.u./kg))

Product Equipment

TA TB TC

P1 8.00 8.50 5.00
P2 7.00 9.00 7.50
P3 9.00 5.00 7.50

The amount of each type of raw material required to manufacture each
product depends on the specific equipment being assigned in each case (see
Table D.3).
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Table D.3: Mass fractions for consumption of raw materials by plant equipment j
(αrij (adim.))

Product Raw material

R1 R2 R3 R4

j = TA

P1 0.45 0.35 0.20
P2 0.55 0.55

j = TB

P2 0.55 0.55
P3 0.40 0.65

j = TC

P1 0.45 0.35 0.25
P2 0.55 0.55
P3 0.45 0.70

Table D.4 gives the costs of the raw materials and their maximum avail-
ability at each period, which is assumed to remain constant within the whole
planning horizon.

Table D.4: Cost (m.u./kg) and maximum availability (Aert(103kg))of raw material
r at each period of time t

Raw material

R1 R2 R3 R4

Availability 150.0 125.0 335.0 60.0
Cost 20.00 6.00 10.00 15.00

The values in which it is assumed uncertainty unveils in the first year are
shown in Tables D.5, D.6 and D.7.

Table D.5: Real demand of product i at marketm at each period t (Demimt (103kg))

P1 P2 P3

t M1 M2 M3 M1 M2 M3 M1 M2 M3

1 60203 41184 43325 49833 39798 51061 17449 15798 18707
2 40740 33535 39231 35438 66829 44958 13538 12107 16866
3 30262 42842 48123 24969 49821 52521 9573 17574 14225
4 44484 35554 52559 42091 134379 50054 8888 19032 9480
5 40676 50814 49412 54155 74767 45097 8579 11045 14585
6 29362 49562 45195 78579 30239 51343 13104 12902 13807
7 46963 39012 46190 34209 42291 47078 5632 16598 16322
8 50972 36186 42505 15590 24439 47864 9481 18505 11877
9 33740 60572 48675 31125 38980 44870 13621 13567 14423
10 30657 55727 41171 27436 48876 52537 12711 11083 12859
11 27335 48497 42255 24827 21354 40744 20079 15040 10173
12 47314 46153 43354 22251 37776 52295 15471 10584 17087
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Table D.6: Real value of risk free rate in period of time t (%)

t 1 2 3 4 5 6

r0t 1.90 1.90 2.20 2.20 1.90 2.00

tt 7 8 9 10 11 12

r0t 2.00 2.00 1.90 2.00 2.00 1.90

Table D.7: Real prices of product i at each market m and period t(Priceimt
(m.u./kg))

P1 P2 P3

t M1 M2 M3 M1 M2 M3 M1 M2 M3

1 29.4 29.6 30.9 35.0 35.3 36.5 28.7 28.6 29.8
2 29.4 29.9 30.9 34.7 35.0 36.3 28.7 28.5 30.1
3 29.2 29.8 30.8 35.0 35.0 36.4 28.7 28.5 29.8
4 29.6 29.5 30.7 35.2 35.0 36.6 28.6 28.6 30.0
5 29.4 29.7 30.8 34.9 35.1 36.5 28.8 28.8 30.0
6 29.7 29.5 31.0 35.0 34.9 36.3 28.6 28.6 29.9
7 29.7 29.5 30.7 34.6 35.2 36.5 28.8 28.6 29.6
8 29.8 29.9 31.0 35.0 35.0 36.6 28.5 28.7 29.8
9 29.4 29.9 30.9 34.9 34.9 36.3 28.4 28.4 29.7
10 29.5 29.7 31.0 35.1 34.8 36.5 28.7 28.5 29.6
11 29.7 29.4 31.0 35.2 35.0 36.5 28.6 28.7 29.9
12 29.6 29.6 31.3 35.1 35.2 36.7 28.6 28.4 30.0

Table D.8 shows the investment and indirect costs associated with each
technology. The same data associated with the DCs can be found in table D.9.

Table D.8: Equipment j fixed cost (FCFSjst (m.u./Mg)) and investment (PriceFSjst
(m.u./kg))

Equipment j

TA TB TC

Fixed cost 1.5 2.25 3.00
Investment 13.00 15.60 11.25

Table D.9: Distribution centers fixed cost (FCFWwt (m.u./m3)) and investment
(PriceFSwt (m.u./m3))

Distribution center w

W1 W2 W3

Fixed cost 17.5 15.0 15.0
Investment 400.0 320.0 300.0

Transportation costs are given in Tables D.10 and D.11, whereas production
costs are shown in Table D.12.
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Table D.10: Transportation cost of product i from site s to distribution center w
(m.u./m3)

Distribution centre w Site s

S1 S2 S3

i = P1

W1 0.05 1.05 0.79
W2 1.05 0.05 0.42
W3 0.42 0.79 0.05

i = P2

W1 0.08 1.68 1.26
W2 1.68 0.08 0.67
W3 0.67 1.26 0.08

i = P3

W1 0.06 1.26 0.95
W2 1.26 0.06 0.51
W3 0.51 0.95 0.06

Table D.11: Transportation cost of product i from distribution center w to market
m (m.u./m3)

Distribution center w Market m

M1 M2 M3

i = P1

W1 0.08 1.58 0.79
W2 1.58 0.08 1.42
W3 0.79 1.18 0.08

i = P2

W1 0.13 2.53 1.26
W2 2.53 0.13 2.27
W3 1.26 1.90 0.13

i = P3

W1 0.10 1.90 0.95
W2 1.90 0.10 1.71
W3 0.95 1.42 0.10
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Table D.12: Production cost of product i manufactured in plant equipment j at site
s (m.u./kg)

Plant equipment j Site s

S1 S2 S3

i = P1

TA 1.00 0.77 1.00
TB 0.89 0.74 0.89
TC 0.56 0.54 0.63

i = P2

TA 0.88 0.67 0.88
TB 0.94 0.79 0.94
TC 0.84 0.81 0.94

i = P3

TA 1.13 0.86 1.13
TB 0.52 0.44 0.52
TC 0.84 0.81 0.94

Finally, it is assumed that receivables on sales in any period are paid with
a delay according to the proportions given in Table D.13 and may be pledged
at a 85% of their face value if maturing in following period.

Table D.13: Fraction of sales that are receivable at n time periods after sales (δmtt′)

Time periods between execution and maturing period
of sales (n = t′ − t)

Market m 0 1 2 3 4 5

M1, M3 0.05 0.10 0.10 0.60 0.15 0.00
M2 0.00 0.00 0.00 0.10 0.25 0.65
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