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Abstract

This thesis deals with the synthesis and magnetic and structural characterization of two
di�erent systems based in polymagnetic nanoparticles with core|shell (CS) and onion-like
architectures. The �rst system is formed by a double inverted core-MnO|shell-Mn3O4

(γ-Mn2O3) where core and shell display an antiferromagnetic (AFM) and ferrimagnetic
(FiM) behavior, respectively. It is de�ned as structurally inverted since the AFM is
placed in the core and the FiM in the shell (in contrast to conventional ferromag-
netic(FM)/AFM CS systems); in addition, it is, also, magnetically inverted because the
Néel temperature of the AFM is larger than the Curie temperature of the FiM (contrar-
ily to standard exchange bias systems). MnO|Mn3O4 (γ-Mn2O3) CS nanoparticles have
been synthesized through the controlled shell passivation of pre-made MnO nanoparti-
cles. This procedure allows reaching a good control over the �nal core size and shell thick-
ness. It was con�rmed that the passivated shell composition depends on the nanoparticle
size, where the larger nanoparticles presenting mainly Mn3O4. However, when the size
diminishes, the density of defects in the MnO core increases and consequently γ-Mn2O3

is the more stable shell phase. Besides, small AFM MnO cores can induce a magnetic
proximity e�ect to the FiM γ-Mn2O3 shell, maintaining its magnetic order well above
its Curie temperature, TC . Moreover, surface e�ects in the MnO core can also lead an
increase of the Néel temperature of the AFM. Further, given the AFM/FiM exchange
coupling the system exhibits large coercivities and loop shifts along the �eld axis, i.e.,
exchange bias. The second type of system comprises the synthesis of CS and onion-like
nanoparticles based in manganese and iron oxides. Two di�erent iron oxide nanoparti-
cles (FeO|Fe3O4, AFM|FiM, CS and single phase FiM Fe3O4) have been used as seeds
for the posterior manganese oxide deposition. From iron oxide CS seeds two di�er-
ent onion-like nanoparticles (three-components FeO|Fe3O4|Mn3O4 and four-components
FeO|Fe3O4|MnO|Mn3O4) have been synthesized. The temperature dependence of the
magnetization of these onion nanoparticles exhibits several magnetic transitions, in con-
cordance with the presence of diverse magnetic phases. In addition, single phase iron
oxide seeds were employed to deposit a manganese thin shells at high temperatures
forcing a manganese-iron interdi�usion to form the �nal MnxFe3−xO4|FexMn3−xO4 CS
nanoparticles with a graded interphase. The structural results show that the (111) planes
of the manganese oxide grow epitaxially onto the (111) planes of the truncated faces of
the initial cubic iron oxide seeds. Finally, the CS MnxFe3−xO4|FexMn3−xO4 nanoparticle,
formed by soft-FiM|hard-FiM structure with a graded interphase composition, shows a
strong exchange coupling between the hard and soft FiM phases.

vii



viii



Resum

Aquesta tesi engloba la síntesi i la caracterització estructural i magnètica de dos tipus de
nanopartícules polymagnètiques: estructures nucli-escorça (core|shell, CS) i tipus ceba
(onion-like). El primer sistema està format per un nucli-MnO|escorça-Mn3O4 (γ-Mn2O3)
amb doble inversió, on el nucli i l'escorça mostren un comportament AFM i FiM, respec-
tivament . Es de�neix com estructuralment inversa ja que l'AFM es localitza al nucli i el
FiM a l'escorça; a més, també es troba magnèticament invertida, és a dir, la temperatura
de Néel de l'AFM presenta valors més elevats que la temperatura de Curie del FiM. Les
nanopartícules nucli-escorça de MnO|Mn3O4 (γ-Mn2O3) s'han obtingut a través de la
passivació controlada de l'escorça de nanopartícules de MnO prèviament sintetitzades.
Aquest procés permet controlar tant la grandària del nucli com el gruix de l'escorça.
Es va con�rmar que la composició de l'escorça un cop passivada depèn de la grandària
inicial de les nanopartícules; conseqüentment, les nanopartícules més grans estan for-
mades principalment per Mn3O4. No obstant, a mesura que es disminueix la grandària,
la densitat de defectes augmenta obtenint, d'aquesta manera, una escorça més estable
formada per la fase γ-Mn2O3. D'altra banda, nuclis AFM de MnO relativament petits
poden induir un efecte magnètic de proximitat (magnetic proximity e�ects) a l'escorça
de FiM γ-Mn2O3 tot mantenint el seu ordre magnètic molt per sobre de la seva tem-
peratura de Curie, TC ; a més, aquest sistema presenta un augment de la temperatura
de Néel de l'AFM. El segon sistema es basa en la síntesi de nanopartícules d'òxid de
manganès i ferro del tipus nucli-escorça i ceba. Nanopartícules de dos òxids de ferro
diferents (FeO|Fe3O4 CS i Fe3O4 monofàsica) s'han utilitzat com a llavors per a la pos-
terior deposició d'òxid de manganès. A partir de les llavors nucli-escorça d'òxid de ferro
s'han sintetitzat dos tipus de nanopartícules ceba (tres-components FeO|Fe3O4|Mn3O4

i quatre-components FeO|Fe3O4|MnO|Mn3O4). D'altra banda, nanopartícules d'òxid de
ferro monofàsiques han estat utilitzades com a llavors per a dipositar una capa �na
de manganès al seu voltant amb l'objectiu d'incentivar l'interdifusió del manganès-ferro
i formar nanopartícules nucli-escorça de MnxFe3−xO4|FexMn3−xO4 amb una interfase
graduada. S'ha observat que l'òxid de manganès creix epitaxialment en els plans (111)
sobre les cares truncades del llavors cúbiques d'oxid de ferro. Finalment, nanopartícules
nucli-escorça de MnxFe3−xO4|FexMn3−xO4 formades per una estructura tou-FiM/dur-
FiM amb una composició gradual a l'interfase demostren un bon l'acoblament magnètic
entre ambdues, tova i dura, fases FiM.
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El pasado ha pasado y por el nada hay que hacer
el presente es un fracaso y el futuro no se ve.

I. Expósito, J.M. Suárez, P. Galán
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Chapter 1

Introduction to nanostructures

Nowadays, terms as nanoscience and nanotechnology have become household words for the vast majority
of society since they are, in part, responsible for the current scienti�c and technological revolution. The
pre�x nano, which de�nes the working scale, is derived from the Greek word dwarf (nanos), giving
a clear indication of the reduced dimension involved in these systems. The placement of nano in the
metric scale to 1 nm = 10�9 m (i.e., one million times smaller than 1 mm), makes it clear that these
dimensions are impossible to distinguish for the naked eye. Speci�cally, nanoscience can be de�ned as
the study of the fundamental principles of structures with at least one dimension roughly between 1
and 100 nanometers. These dimensions are 1/1000 smaller than structures resolvable by the naked eye
but still 1000 times larger than an atom. These structures are known as nanostructures and can be
considered as a bridge between atomic and bulk dimensions. Thus, it's important to understand that
the nanoscale is not just small, it is a special kind of small [1]. Then, nanotechnology is delimited as
the methods, techniques and applications of these nanostructures.

The word nanotechnology was �rst introduced by Naori Taniguchi in 1974. [2] But it was, in fact,
at the end of the 60's when Richard Feynman �rst presented to the scienti�c community the enormous
perspective of this �eld. Envisioning the power of controlling things on a small scale was the aim of
science and technology for the following years. From the early 80's to nowadays nanotechnology and
nanoscience have been developing to overcome the established technical limits. Following the scienti�c
developments, nanotechnology applications are turning into useful and common tools for all mankind.

During the 80's the �rst main works in nanotechnology were developed. The discovery of the scanning
tunneling microscope (STM) in 1982 [3], which was awarded the �rst Nobel prize in the nanotechnology
�eld (1986), and buckminsterfullerene, 1986 [4] (Nobel prize in 1996) showed to the scienti�c community
the enormous interest of this new emerging �eld, nanotechnology. However, during the 90's and even
more in the new millennium the developments in this �eld made it grow faster than any other scienti�c
�eld in the history. New materials, novel technical characterizations and their wide range of applications
have made nanotechnology leap to the top of science and technology research. Due to these new
perspectives a great number of research groups all over the world are focusing their work into the
nanoscience and nanotechnology.

The enormous interest generated by nanoscale research is re�ected in the huge increase of the in-
vestment aimed at this �eld. Tacking as example the US National Nanotechnology Initiative (NNI), the
budget provided by U.S. government for 2012 has reached $2.1 billion. Comparing to the the budget
for 2005, $500 million, the funding e�orts have increased more than 1000 times in only �ve years and
the cumulative NNI investment since �scal year 2001, including the 2012 request, now totals over $16.5
billion. [5, 6]

Nanoscience and nanotechnology is, nowadays, broadly used in virtually all the fundamental and
applied sciences. Areas such as physics [7, 8], chemistry, [9] biology, [10] and medicine [11] are devel-
oping the nanoscale as a cardinal tool in their research. Well established applications can be found in
fundamental physics, materials science and medicine as examples of their importance.
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The unique properties and the improved performances of nanomaterials are determined, principally,
by their size. Dimensions below 100 nm in size can be considered as a lost dimension and, therefore,
nanostructures are de�ned as a bulk material which has lost one, two or three of its dimensions. Then,
nanostructure materials can be schematized as a function of their dimensionality (D). The main types
of nanocrystalline materials as regards to their dimensionality are: [12]

� Quasi Zero-dimensional (0D): nanoparticles, clusters and quantum dots with none of their three
dimensions larger than 100 nm.

� One-dimensional (1D): nanowires and nanotubes, with two dimensions in the nanoscale.

� Two-dimensional (2D): thin �lms and multilayers, with only one dimension in the nanoscale.

� Three-dimensional (3D): mesoporous structures and 3D arrays of nanoparticles.

The size reduction in nanostructured materials can dramatically alter the fundamental well-established
physical and chemical properties exhibited by the same materials in their bulk form. The changes in
properties displayed as the size is reduced have several origins. Firstly, given their small size thermody-
namic e�ects can alter the properties. For example, superparamagnetism appears because the reduction
in size make the magnetic energy of the particle comparable to the thermal energy of the system. [13,14]

Another source from physico-chemical changes in nanostructures arises from the commensurability
of the nanoscaled dimensions with the characteristic phyisco-chemical length scales, such as electron
mean free path, domain wall width, di�usion length or superconducting coherence length. [15]

A part from �nite size e�ects, nanostructures can vary their bulk properties due to other e�ects
which arise directly from the size reduction. There are basically two types of size-dependent e�ects:
smoothly scalable ones which are related to the fraction of atoms at the surface, and quantum e�ects
which show discontinuous behavior due to completion of shells in systems with delocalized electrons.

One reason for the change in the physical and chemical properties of nanostructures as their size
decreases is the increased fraction of the surface atoms, which often di�er from those of the bulk of the
material (coordination number, symmetry of the local environment, etc.). From the energy stand-point,
a decrease in the particle size results in an increase in the fraction of the surface energy in its chemical
potential. In fact, the main example of this e�ect are nanoparticles. In contrast with the other related
nanostructures, nanoparticles, present large surface e�ects due to their quasi zero-dimensionality. [15,16]

In the last 30 years many new properties for nanoscale materials have been theoretically and exper-
imentally proven. Some representative examples of these are:

Lower melting point or phase transition temperature, appreciably reduced lattice constants, which
are related to a huge fraction of surface atoms in the total amount of atoms; the mechanical properties of
nanomaterials may reach the theoretical strength, which are often one or two orders of magnitude larger
than the ones observed in bulk form; optical properties can be signi�cantly di�erent from bulk crystals,
e.g. the optical absorption peak of a semiconductor nanoparticle shifts to shorter wavelength, due to an
increased band gap and the color of metallic nanoparticles may change with their sizes due to surface
plasmon resonances; the electrical conductivity decreases with reduced dimensions due to increased
surface scattering, although electrical conductivity of nanomaterials could also be enhanced appreciably,
due to the improved structural ordering in microstructures; magnetic properties of nanostructured
materials are distinctly di�erent from those of bulk materials, where, for example, surface e�ects can
increase/reduce the anisotropy of the system; self-puri�cation is an intrinsic thermodynamic property of
nanostructures and nanomaterials, where heat treatment increases the di�usion of impurities, intrinsic
structural defects and dislocations, allowing to easily push them to the surface; the increased perfection
of the crystals could have appreciable impact on the chemical and physical properties, for example,
chemical stability would be enhanced. [15]
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1.1 Quasi-Zero dimensional structures: Nanoparticles

A nanoparticle is a quasi-zero-dimensional (0D) nano-object in which all characteristic linear dimen-
sions are of the same order of magnitude (not more than 100 nm). Because of this very small size
scale, nanoparticles possess an immense surface area per unit volume, i.e., a huge number of atoms are
located on the surface and near surface layers, and they have the ability to exhibit quantum e�ects.
Importantly, the resulting unique properties of nanoparticles cannot be anticipated from a simple ex-
trapolation of the properties of bulk materials. Nanoparticles exist with great chemical diversity in
the form of metals, metal alloys, metal oxides, multi-metallic oxides, other non-oxide compounds and
organic based materials (such as, polymers, carbon and organometallic compounds). They also exhibit
great morphological diversity with shapes such as spheres, cylinders, disks, platelets, hollow spheres,
tubes, and so on. Moreover, they can be found free standing (as powder) or in very diverse environments
(solid foams, aerosols; gel, ferro�uids; solid sol, nanocomposites). Currently, the unique physical and
chemical properties of nanoparticles are under intensive research. [17]

1.1.1 Nanoparticles synthesis

Nanoparticles can be generated via a number of di�erent synthetic routes based on gas, liquid or solid
phase approaches. These di�erent synthetic routes can be divided in two main groups: physical and
chemical approaches. Both approaches can be carried out in either gas, liquid, supercritical �uids, solid
state, or in vacuum. In most of cases, one is interested in the ability to control: i) particle size ii)
particle shape iii) size distribution iv)particle composition and/or v) degree of particle agglomeration.

Some examples of these methods are, for example, physical approaches: �ame pyrolysis, high temper-
ature evaporation, plasma synthesis, microwave irradiation, physical deposition synthesis or mechanical
processes of size reduction including grinding, milling and mechanical alloying and for chemical ap-
proaches: chemical vapor deposition synthesis or liquid phase methods, also known as wet chemistry
routes, in which chemical reactions in solvents lead to the formation of colloids and molecular self-
assembly.

Physical methods allow the production of a broad range of di�erent materials and usually large
amounts of product, due to their large reaction yield. However, these methods present some draw-
backs because often size, shape and size dispersion cannot be well controlled. However, wet chemistry
methods can frequently give better control than physical ones, in terms of homogeneous sizes, uniform
shapes and small size dispersions. Interestingly, these methods allow obtaining an extremely narrow size
distribution, which is commonly called monodispersity (i.e. below 10%). Another interesting advan-
tage to create nanoparticles using wet chemistry methods is the use of organic molecules, surfactants,
which are anchored at the surface. These surfactants are useful to stabilize colloidal solutions and to
avoid nanoparticle agglomeration, also surfactants can reduce the surface roughness [18] and control the
nanoparticle size. [19, 20] On the other hand the main drawback presented by this synthetic routes is
their small yield, typically providing amounts of products in the range of the milligrams.

The main methods to synthesize inorganic nanoparticles through wet chemistry routes are: pre-
cipitation; hydrothermal; hydride reduction; micellar or microemulsion; thermolysis (organometallic
decomposition); photolysis and sonolysis; sol-gel and polyol. [21�25]

Precipitation is one of the oldest techniques for the synthesis of nanoparticles. In precipitation reac-
tions, the metal precursors are dissolved in a common solvent (such as water) and a precipitating agent
is added to form an insoluble solid. In most cases, a further reduction step is required, in solution, after
synthesis. Many nanoparticles can be synthesized using these classical aqueous precipitation reactions
to yield nanoparticles that often have broad size distribution and irregular morphology. The major
advantage of precipitation reactions is that large quantities of particles can be synthesized. However, it
is di�cult to tailor the particle size since only kinetic factors are available to control growth. [26�28]

Hydride reduction of metal salts using sodium borohydride can form very uniform spherical nanopar-
ticles. The chemistry of the reduction can be very complex, however the reduction of iron, cobalt and
nickel has been explained in detail by Klabunde et al. [29] Although metal boride formation is a stable
reaction, it can be eliminated with careful control of atmosphere and water content in the reaction.
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For this reason, the reactions are typically carried out in non-aqueous media. Some examples of the
nanoparticles obtained through this method are metal [30] and metal alloy [31,32] nanoparticles.

Hydrothermal reactions are aqueous reactions carried out using autoclaves or high pressure reactors
where the pressure can be over 105 Tor at temperatures above 200oC. Water acts as a reactant at these
supercritical conditions, accelerating the kinetics of the hydrolysis reactions. At increased temperatures,
the solubility of most ionic species increases and, with the lower viscosity of water, exhibits greater
mobility. Size and morphological control in hydrothermal reactions is achieved by controlling time and
temperature. The reaction conditions of precursor material and pH have an impact on the phase purity
of the nanoparticles. [33�35]

Micelle synthetic routes use surfactant molecules which in solution spontaneously form spherical
aggregates called micelles or microemulsions. The micelle aggregates have sizes of 1-10 nm in diameter,
while microemulsions contain aggregates that are 10-100 nm in diameter. [21] Direct micelles have the
hydrophilic portion of the surfactant on the outside of the aggregate exposed to polar solvent, while
reverse or inverse micelles have the hydrophobic portion on the outside exposed to a non-polar solvent.
In the case of reverse micelles formed in hydrocarbons, water can be readily solubilized forming a water
pool where size is characterized by a water/surfactant ratio. In this fashion, the water pools within
micelles impose kinetic and thermodynamic constraints on particle formation resulting in restricted
nano-reactors. Many of the reactions carried out in micelles are very similar to those performed in
bulk aqueous reactions, but with the added morphological controls a�orded by the surfactant system.
[36�38] Notably, this approach have been extensively used to synthesize polymeric (organic compounds)
nanoparticles. [39]

Thermolysis (or thermal decomposition) is one of the simplest methods to prepare nanoparticles
and is based on the decomposition of organometallic precursors. The relatively low decomposition
temperature of organometallic compounds is a distinct advantage over other processing techniques. The
decomposition temperature controls the nanoparticle growth. Since size and morphology have an e�ect
on the properties of the nanoparticles, control of these properties is a primary goal. In many cases,
polymers, organic capping agents or structural hosts are used to limit the size of the nanoparticle. The
polymers and capping agents are generally used to stearically protect the particles so that they do
not coalesce. The general scheme of the organometallic route can be described as two representative
synthetic procedures. The �rst is that pyrolysis of organometallic reagents is initiated by their rapid
injection into a hot high boiling point solvent, providing temporally discrete homogeneous nucleation
and permitting controlled growth of particles. The second is that reagents including organometallic
compounds are mixed at low temperature and the resulting solution is slowly heated in controlled
manner to generate nuclei. The particle growth occurs by the further addition of resultants, or particle
size is increased by aging at high temperature by Oswalt ripening. The growth of particles can be stopped
by the rapid decrease of reaction temperature. [40�42] Through the careful control of reaction conditions
such as time, temperature and the concentration of reagents and stabilizing surfactants, uniformity of
the particle size distribution can be achieved. A typical example of this synthetic procedure is the
preparation of CdSe. [43]

Similar procedures to thermolysis are the sonolysis and photolysis, which use sound (ultrasound or
acoustic waves) and light, respectively, to decompose the organic precursor instead of heat as in the
case of thermolysis. Although these methods have been less developed than thermolysis, a broad range
of di�erent nanoparticles have been produced by these approaches. [44�48]

Sol-gel processing can be used to prepare a variety of materials, including glasses, powders, �lms,
�bres, and monoliths. Traditionally, the sol-gel process involves hydrolysis and condensation of metal
alkoxides. Metal alkoxides are good precursors because they readily undergo hydrolysis, i.e., the hydrol-
ysis step replaces an alkoxide with a hydroxide group from water and a free alcohol is formed. Once
hydrolysis has occurred the sol can react further and a condensation reaction (polymerization in some
cases) occurs. Factors that need to be considered in a sol-gel process are solvent type, temperature,
precursors, catalysts, pH, additives and mechanical agitation. [49] These factors can in�uence the ki-
netics, growth, and hydrolysis and condensation reactions. Because these reactions are usually carried
out at room temperature, further heat treatments need to be performed to achieve the �nal crystalline
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state. This usually causes the aggregation of the produced nanoparticles and often avoid the formation
of uniform-sized particles. Therefore, it is very di�cult to obtain monodisperse nanoparticles through
hydrolytic sol-gel route. However, monodispersed nanoparticles can still be prepared by a modi�ed
hydrolytic sol-gel route, where the hydrolysis, condensation and crystallization occur in a high boil-
ing point solvent under the protection of surfactant. [49�51] The non-hydrolytic sol-gel approach for
the preparation of metal oxides and multi-metallic oxides was established in the early 90s, although it
recently became a new route for the synthesis uniform-sized nanoparticles. [52�54]

The polyol method, in which the polyol acts as solvent, reducing agent, and surfactant, is a suitable
method for preparing nanophase and micrometer size particles with well de�ned shapes and controlled
particle sizes. By this method, precursor compounds such as oxides, nitrates, and acetates are either
dissolved or suspended in a diol, such as ethylene glycol or diethylene glycol. The reaction mixture is then
heated to re�ux at, roughly, 185 oC. During the reaction, the metal precursors become solubilized in the
diol, form an intermediate, and then are reduced to form metal nuclei, which form metal particles. [55,56]
By modifying the polyol method with the addition of water to act more like a sol-gel reaction (forced
hydrolysis), oxides can also be prepared. [57,58]

1.1.2 Nanoparticles applications

Nanoparticles, as a part of the nanoscale revolution, have become an important tool for a wide range
of applications. The main three new e�ects emerging from small scale: �nite size, surface and quantum
e�ects has lead the scienti�c community to use these novel properties to produce a broad range of new
applications. In fact, limitations to certain applications induced by the properties of bulk materials
have been overcome by the use of nanoparticles and nanostructured materials, in very diverse �elds as
electronics, [59] optics, [60] chemical [61] and mechanical [62].

One of the most active �elds of nanoparticle application is in diverse biomedical �elds. Interestingly,
the fact that nanoparticles exist in the same size domain as proteins makes nanomaterials suitable for
bio tagging or labelling. However, size is just one of many necessary characteristics of nanoparticles,
which in itself is rarely su�cient for biological tagging. In order to interact with biological targets,
a biological or molecular coating or layer acting as a bioinorganic interface should be attached to the
nanoparticle. Examples of biological coatings may include antibodies, biopolymers like collagen, [63]
or monolayers of small molecules that make the nanoparticles biocompatible. [64] Some applications
of nanomaterials in biology or medicine are: �uorescent biological labels, drug and gene delivery, bio
detection of pathogens, detection of proteins, probing of DNA structure, tumor destruction via heating
(hyperthermia), MRI contrast enhancement, and so on. [10,11,65�67]

Some other more general applications of the nanoparticle can be classi�ed as a function of their area
of interest:

Chemical: Chemical catalysis bene�ts especially from nanoparticles, due to the extremely large
surface to volume ratio. The application potential of nanoparticles in catalysis ranges from fuel cell
to catalytic converters [68, 69] and photocatalytic devices. [70, 71] Catalysis is also important for the
production of chemicals. [72, 73]

Optical: Nanoparticles can be engineered and used for anti-re�ection coatings, [74] producing speci�c
refractive index for surfaces, [75] or also providing light based sensors. [76�78]

Magnetic: Nanoparticles have the potential to increase the density of various storage media, [79,80]
magnetic separation, [81] highly sensitive biosensing, [82,83], and also can improve the detail and contrast
of MRI images. [84]

Thermal: Speci�cally engineered particles could improve the transfer of heat from collectors of
solar energy to their storage tanks. [85] They could also enhance the coolant system currently used by
transformers in these types of processes. [86]

Mechanical: Nanoparticles could provide improved wear and tear resistance for almost any mechan-
ical device. [87] They could also give these devices previously unseen anti-corrosion abilities, [88] as well
as creating entirely new composites and structural materials that are both lighter and stronger than
those we use today.
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Electronic: Because of their tiny size, nanoparticles are inherently poised to aid in the production of
high performance delicate electronics. [89] Moreover, nanoparticle electronics can create digital displays
that are more electricity-e�cient, less expensive to produce, brighter in color, and also larger. [90�92]

Energy: Nanoparticle batteries would be longer-lasting and have a higher energy density than those
we use today. [93] Metal nanoparticle clusters could also have revolutionary applications for hydrogen
storage; they could also produce extremely e�cient fuel cells by acting as electrocatalysts for these
devices. [94, 95] Nanoparticles may also pave the way for practical and renewable energy; they have
already demonstrated an ability to improve solar panel e�ciency many times over. Not only that, but
when nanoparticles are used as catalysts in combustion engines, they have shown properties that render
the engine more e�cient and therefore more economic. [96]

1.1.3 Magnetic nanoparticles

Magnetic nanoparticles are an important family within the 0D materials. These nanoparticles are
usually composed by magnetic transition metals (iron, nickel, cobalt and manganese) and rare-earth
elements (samarium, lanthanum, niobium,...) and can be found as metal, metallic alloys, oxides, other
related ceramic compounds (nitrides, borides, etc..) and organometallic nanoparticles based in magnetic
elements. Their structure is essentially crystalline, although can also present some amorphous parts and
in most some cases amorphous nanoparticles can, also, present magnetism.

The fundamental motivation for the study of magnetic nanoparticles is the dramatic change in
magnetic properties that occurs when the material is reduced to the nanoscale, particularly, when the
critical length that governs the physical properties of the system (e.g., domain wall width) is comparable
to the size of the nanoparticles.

From this point of view, three main e�ects ascribed to the reduction in size are the responsible for the
new properties of magnetic nanoparticles. These e�ects are: �nite size, surface e�ect (large surface-to-
volume ratio) and interparticle interaction. Probably, single magnetic domain (SMD) [97, 98] particles
and their related superparamagnetic (SPM) behavior [13, 14, 98] are the most known e�ects ascribed
to magnetic nanoparticles and are a direct consequence of the �nite size of these particles. On the
other hand, it has been demonstrated that surface e�ects [14,99�102] in nanoparticles and interparticle
interaction (dipole-dipole, exchange,...) [103,104] play an important role in the �nal magnetic properties
of the system leading some e�ects such as high �eld irreversibility, high saturation �eld, extra anisotropy
contributions or shifted loops after �eld cooling. These properties will be discussed in more detail in
Chapter 2.

The magnetic properties of nanoparticles are determined by many factors, where the key parameters
are the chemical composition, the type crystal structure, the particle size and shape, the morphology (for
structurally inhomogeneous particles), the interaction of the particle with the surrounding matrix and
the neighboring particles. Thus, by changing the nanoparticle size, shape, composition and structure,
one can control to a certain extent the magnetic characteristics of the material based on them.

Given the novel properties of magnetic nanoparticles and the �ne control of the characteristic pa-
rameters during the synthesis, their range of applications has been broadened during the last decade.
Industrial applications of magnetic nanoparticles cover a broad spectrum of di�erent areas from med-
ical applications to their use as permanent magnets in motors. Some examples of these applications
are: magnetic seals in motors, [105] magnetic inks, [106] magnetic recording media, [79, 80] magnetic
separation, [81] magnetic resonance ampli�cation [107] and biomedical applications such as magnetic
resonance contrast media (MRI), [84] highly sensitive biosensing, [82,83] drug delivery, [108] and hyper-
thermia. [109,110]
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Chapter 2

Introduction to magnetic nanoparticles

2.1 Magnetic materials

Magnetic materials are de�ned as materials which present a response in the presence of an external
magnetic �eld. This magnetic response lies in the motion of the electrons. Since electrons are charged
objects, 1.602�10�19 Coloumbs, their movement produces a magnetic �eld as predicted by the elec-
tromagnetic theory. Then electrons can show two di�erent magnetic momentums: i) electron shows
an angular momentum or orbital magnetic dipole moment, (~lelectron), which is related to its spatial
movement in an speci�c electronic orbital around the atomic nucleus and ii) electron spin, (~selectron,)
which describes an e�ect, which can be interpreted as a revolution of the electron around its own axis.
Although materials are composed of an enormous number of atoms, with large quantity of electrons in
them, only a few of these electrons can be considered as magnetic. The magnetic moment of the atom
can be assumed as the vector sum of all its electronic moments. Thus, taking into account the Pauli's
exclusion principle, which states that the maximum number of electrons placed in an orbital state can
be only two and their spins must be antiparallel aligned, the spin vector sum can give to results i) the
magnetic moments of all the electrons are so oriented that they cancel each other out, and the atom as
a whole has no net magnetic moment and ii) the cancelation of electronic moments is only partial and
the atom is left with a net magnetic moment. Then, we de�ne as a magnetic material as the one that
has unpaired electrons in their atomic or molecular orbital, impeding the cancelation of the magnetic
moment created by the movement of the spins. In fact, only the HOMO, highest occupied molecular
orbital, can present unpaired electrons and for elements with their HOMO in the d-level and f-level the
maximum number of unpaired electron per atom can be 5 and 7, respectively. Even if each magnetic
atom generates a magnetic moment, if these moments are disposed at random, the net e�ect of the
vector sum will be zero and the material will have not net moment. However, the magnetic moment of
each atom that forms a magnetic material can interact with the magnetic moment of the other atoms in
the structure. The �eld generated by the interactions between atomic magnetic moments is equivalent
to that of an imaginary magnetic �eld called the molecular �eld. The physical origin of the molecular
�eld arises from quantum-mechanical exchange forces, Hex. Exchange force, an entirely non-classical
force, depends on the relative orientation of the spins of the two interacting atoms. Then we de�ne an
exchange integral or inter-atomic exchange interactions, Jex, proportional to the exchange energy, Eex,
between two spins. If Jex is positive, Eex is a minimum when the spins are parallel and a maximum when
they are antiparallel. If Jex is negative, the lowest energy state results from antiparallel alinement. This
sign and strength of the exchange interactions give rise to di�erent types of magnetic materials. [111]

We can classify magnetic materials basically into �ve di�erent magnetic behaviors: diamagnetism,
paramagnetism (PM), ferromagnetism (FM), antiferromagnetism (AFM) and ferrimagnetism (FiM).
[111,112] This sorting takes into account di�erent conditions such as the presence of unpaired electrons,
their exchange energy and the sign of the exchange integral.
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(a) (b) (c) (d)

Figure 2.1: Spin order in magnetic materials: (a) paramagnetism (PM), (b) ferromagnetism (FM), (c)
antiferromagnetism (AFM) and (d) ferrimagnetism (FiM)

Diamagnetic materials present closed-shell electronic structures, i.e., no unpaired electrons are
present. Diamagnetic materials do not present atomic magnetic moment since the vector sum of all
electron magnetic moments in each atom is canceled. However, the orbital electron motion is always
present and it can create a weak magnetic signal in opposite direction of the magnetic �eld applied,
according with Lenz's law (see �gure 2.2(a)).

In contrast to diamagnetic materials, the atoms in paramagnetic, PM, materials have unpaired
electrons and, consequently they present a net atomic magnetic moment allowing the possibility of a net
magnetism in the solid. Although the atoms in the solid are structurally ordered in a crystal lattice, the
magnetic moments of each atom are oriented randomly (see �gure 2.1(a)) without an e�ective exchange
energy between neighboring atoms. Therefore, the random orientation of the atomic moments leads to
a zero net magnetic moment in the solid. However, when a magnetic �eld is applied all of the atomic
moments can be aligned, which results in a macroscopic magnetic moment di�erent from zero. The
induced magnetism is rather weak and increases linearly with �eld, although it tends to saturate for
very high �elds (see �gure 2.2(a)). The susceptibility, δ, which indicates the degree of magnetization
of a material in response to an applied magnetic �eld (δ = M/H), is inversely proportional to the
temperature, i.e., the Curie's law (see equation 2.1), where C is a speci�c constant of each material.
Namely, when the temperature increases δ decreases, indicating that the global magnetization is reduced
because of the increased �uctuation of the magnetic moments due to the thermal agitation and, thus,
the magnetic moments are more di�cult to align with the �eld.

δ =
C

T
(2.1)

Similarly to paramagnetic materials, Ferromagnetic (FM), antiferromagnetic (AFM) and ferri-
magnetic (FiM) solids have unpaired electrons. However, in contrast to paramagnetic materials, in FM
and AFM materials the atoms, placed in a crystal lattice, present a strong exchange interaction, Hex.
This exchange coupling makes that the magnetic moment of each atom is coupled to the neighboring
atomic moments. In this case, these materials exhibit a long-range ordering phenomenon at the atomic
level which causes the unpaired electron spins to line up parallel/antiparallel with each other. The
Curie law is no longer valid for these materials and they exhibit a non-linear dependence of 1/δ with
temperature.

The Pauli exclusion principle leads to the Heisenberg model of magnetic exchange, where inter-
atomic exchange interactions, Hex, can be described phenomenologically according to the Hamiltonian
(see equation 2.2):

Hex = �2
X

i<j
Jij ~si � ~sj (2.2)

Here ~si and ~sj are atomic spins at di�erent neighboring sites. The value of the exchange coe�cient
or exchange constant, Jij , is strongly related to the electronic overlap of the two atoms and thus the

8



inter-nuclear distance.
Positive values of Jij lead the ferromagnetism (FM) where the neighboring magnetic moments are

coupled parallel (see �gure 2.1(b)). Ferromagnetic materials present a hysteretic response for magne-
tization (M = δH) in front of the applied �eld (see �gure 2.2(a)), when the magnetic applied �eld is
su�ciently high the magnetic moments can be aligned in the direction of the magnetic �eld and the
magnetization saturates (MS), the magnetic moment at zero applied �eld does not become zero but a
�nite value, known as remanent magnetization (MR). In order to obtain zero magnetization an addi-
tional magnetic �eld is needed, named coercivity (HC) (see �gure 2.2(b)). When the temperature of
the material overcome a limit known as Curie Temperature (TC), the thermal energy is higher than the
exchange interaction between neighboring atoms and the spins can rotate independently and randomly,
and the ferromagnetic solid becomes paramagnetic, losing MR and HC . Above this temperature a the
Curie-Weiss law is followed (see equation 2.3): [111]

δ =
C

T � TC
(2.3)

where in contrast to the Curie law now the Curie Temperature (TC) enters in the temperature
dependence.

In contrast with ferromagnetic materials, antiferromagnetic (AFM) and ferrimagnetic (FiM) systems
present negative values of Jij , which result in an antiparallel coupling of the neighboring magnetic
moments. Louis Néel de�ned the AFM coupling in an atomic ordered solid as two di�erent magnetic
subcells A and B, inside in a crystallographic cell, where each of sublattices has their respective spins
aligned parallel (ferromagnetically) and the subcells are aligned antiparallel between them (see �gure
2.1(c)). [113] In analogy with ferromagnetism when the temperature reaches an speci�c limit the system
becomes paramagnetic and the Curie-Weiss law is followed. In this case, the transition temperature is
known as Néel temperature (TN ). [113] This antiparallel coupling gives the AFM materials a zero net
magnetic moment at zero �eld. The magnetization of the AFMmaterials has a weak linear dependence of
magnetization as function of the applied �eld. In contrast, in FiM materials the magnetic moments in the
two sublattices are di�erent and thus they are no longer compensated leading to a net magnetic moment
in the solid (see �gure 2.1(d)). Then, their magnetic characteristics are similar to FM materials, i.e.,
they present MS , MR and HC (see �gure 2.2(b)). Although strictly speaking the transition temperature
of FiM should be denoted a Néel temperature (TN ), for analogy with FM materials TC is usually used.

(a) (b)

Figure 2.2: (a) Magnetic behavior for di�erent magnetic materials in front an applied magnetic �eld,
(b) hysteresis loop for a FM and FiM materials.
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The wide variety of FM (FiM) materials existent can be further classi�ed in a broad sense as soft
or hard magnets. Hard magnets are also called permanent magnets. These require a large magnetic
�eld to demagnetize (and magnetize). Generally hard magnets have a large remanence and coercivity
and a relatively small saturation magnetization (HC > 1000 Oe). Typical soft magnets, however, are
easily magnetized and demagnetized, they have a small coercive �eld, large saturation magnetization
and generally a small remanent magnetization. Soft and hard magnets have di�erent applications
depending on the characteristics required. Importantly, the intrinsic parameters responsible for the
hardness or softness of the FM structure are the magnetic anisotropy, K, and the magnetostatic energy,
Em, respectively. For large values of the magnetic anisotropy, K, a larger energy is needed to rotate all
the magnetic moments leading, thus, to a large HC . In contrast, low values of magnetic anisotropy, K,
makes the rotation of the moments easier, thus leading to a small HC .

Magnetic anisotropy, K, refers to the dependence of the magnetic properties in a FM, AFM
or FiM materials on the measuring direction. In the absence of an applied magnetic �eld, a magnet-
ically isotropic material has no preferential direction for its magnetic moment while a magnetically
anisotropic material will align its moments along a speci�c direction, denoted as the easy axis. An
easy axis is an energetically favorable direction of spontaneous magnetization that is determined by
the magnetic anisotropy. Magnetic anisotropy can be induced by di�erent intrinsic and extrinsic pa-
rameters. Thus, there exist di�erent kinds of magnetic anisotropies: crystal anisotropy, formally called
magnetocrystalline anisotropy, shape anisotropy, stress anisotropy, induced anisotropy (which can be
induced by magnetic annealing, plastic deformation and irradiation) and exchange anisotropy. [111,112]

However, magnetocrystalline anisotropy, which is induced by the speci�c ions in the material and
their crystallographic structure, is often the main contribution to the �nal magnetic anisotropy. Mag-
netocrystalline anisotropy is related to the spin-orbit interaction, which couples the spins moments to
a preferred crystallographic axis which is de�ned by the electron spin orbital location.

The simplest form of magnetocrystalline anisotropy is uniaxial, where there is only one easy magnetic
direction. In absence of an applied magnetic �eld the magnetic moments of the solid tend to align to
this easy axis, and an extra energy is required to move them towards other crystallographic direction.
The energy required for this rotation is called the magnetocrystalline anisotropy energy (EA). The
analytical expression of EA can be rather complex, although for uniaxial systems EA depends only on
a single angle �, where � is de�ned as the angle of the magnetization respect the easy axis. For more
complex systems it is possible to express the anisotropy energy as a series of powers of sin2(�):

EA = Ku0 +Ku1sin
2(�) +Ku2sin

4(�) + ::: (2.4)

Interestingly, other, higher order, anisotriopies, like cubic anisotropy, can present, at the same time,
several equivalent easy axes. [111, 112] In the speci�c case of spherical nanoparticles with volume V,
they can often be modeled as uniaxial in character, neglecting higher order terms, and represented in
their simplest form as:

EA = KV sin2(�) (2.5)

In magnetic materials maintaining all the spins parallel to each other throughout the material would
be energetically very costly due to the large magnetostatic energy it generates. The magnetostatic
energy is de�ned as the energy stored due to the interaction of the magnetic �eld created by the
magnetization in some part of the solids on other parts of the same solid. As can be depicted in �gure
2.3(a) a uniformly magnetized specimen has a large magnetostatic energy associated with it. This is the
result of the presence of magnetic free poles at the surface of the specimen generating a demagnetizing
�eld, which appears in the opposite direction of the magnetization of the solid. To reduce the overall
energy the magnetic moments in the material tend to distribute themselves in magnetic domains. A
magnetic domain describes a region within a magnetic material which has uniform magnetization, where
the magnetic moments maintain their collinearity. Magnetic domains, �rst proposed by Weiss, [111] were
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2.2.1 Single magnetic domain, SMD

As described above, magnetic domains in bulk ferromagnetic solids appear to minimize the internal
magnetic energy, which includes the magnetostatic, exchange and anisotropy energies as well as the
domain wall contributions. As the particle size decreases toward some critical particle radius, rsd,
the formation of domain walls becomes energetically unfavorable and the particles can only have one
domain. Namely, the domain wall energy necessary to divide itself into magnetic domains, is larger
than the magnetostatic energy to remain as a single magnetic domain (single-domain), or monodomain.
These particles are usually called single domain.

For spherical particle the critical radius, rsd, can be expresses as in equation 2.6. [117]

rsd =
9Ew
�0M2

S

(2.6)

where Ew is the total domain wall energy per units of area and �0 is the vacuum permeability.
In a practical sense, particles with radius below rsd limit are considered SMD since thermody-

namically they cannot support the formation of a domain wall. For typical magnetic materials the
dimensional limit is in the range of 20 - 800 nm, depending on the spontaneous magnetization and on
the anisotropy and exchange energies. [117]

Importantly, in single-domain particles, changes in the magnetization can no longer occur through
domain wall motion and instead require the rotation of spins, resulting in larger coercivities. [98]

There are various models to illustrate the magnetization reversal of single-domain particles. The
Stoner and Wohlfarth (SW) model [118] describes the magnetization curves of a single-domain particle
with a uniaxial anisotropy either as a result of particle shape or from the magnetocrystalline anisotropy.
The main assumption of the model is the coherent rotation of the magnetization of the particle. The
equilibrium direction of the particle magnetization vector is determined by the easy anisotropy axis and
the direction of the applied �eld. When a magnetic �eld H is applied at an angle π to the easy axis
of the uniaxial anisotropy of the particle, the magnetization vector then lies under an angle � relative
to the easy axis (see �gure 2.6(a)). The free energy density of the system may be written in terms of
anisotropy energy density as:

EB = KV sin2(�) +HMcos(π� �) (2.7)

where the �rst term, KVsin2�, refers to the magnetic anisotropy (see equation 2.5) and the second
term, HM cos(π� �), represents the Zeeman term.

As illustrated in �gure 2.6(b) in the absence of external perturbations, H = 0, two equilibrium states
can be found, for � = 0 and �. The energy barrier of the system, � = �/2, is equal to KV, where K and
V are the magnetic anisotropy and the volume of the particle. [14]

Then we can de�ne the energy necessary to overcome the spin �uctuation in a monodomain particle
with uniaxial anisotropy as KV.

2.2.2 Superparamagnetism, SPM

Since the magnetic energy of a single domain particle with uniaxial anisotropy, K, and volume, V,
is KV, as the volume is reduced the magnetic energy becomes increasingly smaller. Eventually, if the
volume becomes su�ciently small, at �nite temperatures, the thermal energy, kBT (kB is the Boltzman's
constant), may be su�cient to induce magnetic �uctuations and spontaneously reverse the magnetization
of a particle from one easy direction to the other, � = 0 and � = �, even in the absence of an applied
�eld.

In the superparamagnetic state, the temperature of the system is su�cient to overcome the magnetic
energy barrier, thus the magnetization spontaneously reverses (KV → kBT), however, the temperature
of the system is below to the Curie or Néel transition temperature to the paramagnetic state (T →
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(a) (b)

Figure 2.6: (a) De�nition of the axis system for a �ne particle and (b) the angular dependence of the
energy barrier for zero external �eld.

TC or TN ). Therefore the exchange energy which maintains all the atomic moments, in the particles,
parallel or antiparallel aligned is still valid. Accordingly, the thermal �uctuations must spontaneously
reverse all the magnetic moments of the particle at the same time, keeping them parallel (or antiparallel).
The moment of each nanoparticle behaves like a large paramagnet with the notable exception that the
independent moments are not those of single atoms, but rather sum of all the magnetic moments in the
particle, which may contain more than 105 atoms. [13,14,98]

It is worth noting the importance of the relaxation time in superparamagnetic systems. The simplest
model to account the characteristic time of the magnetization thermal �uctuation in nanoparticle with
uniaxial anisotropy is given by Arrhenius law:

λ = λ0exp(KV=kBT ) (2.8)

where λ is the characteristic relaxation time and λ0 is a time constant characteristic of the material
(i.e., the reversal attempt time, usually in the 10�12 - 10�9 s range). Then, it can be de�ned a transition
temperature known as blocking temperature, TB , below TC or TN at which the thermal energy reach
the magnetic energy of the particle and the system becomes SPM.

TB =
KV

kBln( τmτ0 )
(2.9)

As can be seen in equation 2.9, where λm is the characteristic measuring time of the technique, TB
depends on the time scale of the measurements, for example for neutrons, X-Ray and Mossbauer mea-
surements the time scale is in the range of 10�8 to 10�12 s and for standard laboratory magnetometers
(SQUID) is 102 s. [119,120]. Then for experimental techniques with λm bigger than the characteristic λ
of the SMD structure the relaxation is faster than the magnetization orientation observed in this time
window, allowing the system reach the thermodynamical equilibrium, so nanoparticles are in the SPM
regime. On the other hand when λm is lower than the characteristic λ the system relaxation proceeds
very slowly and quasi static properties (similar to bulk materials) are obtained, i.e., the particles are in
the so-called blocked regime, a non SPM regime. Namely, the same nanoparticles can be in the SPM
or blocked state depending on the measuring technique.

Then, for typical SQUID measurements, the value of the logarithm in the equation 2.9 is in the order
of 25. [14]

TB =
KV

25kB
(2.10)
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Importantly, these approximations are thought for perfect, non-interacting, single SPM nanoparticle.
However, in real systems the experimental conditions can be far away from these approximations.
Firstly, TB is proportional to the volume of the SPM nanoparticle, then in a system formed by n SPM
nanoparticles the particle size distribution may play an important role. Thus, TB can be understood as
an average of the di�erent nanoparticles volumes in the system. Other important factors that can a�ect
TB in SMD nanoparticles are the interparticle interactions and the surface e�ects. Both e�ects can
increase the value of the TB due to increased energy given by the dipolar and/or exchange interaction
and extra anisotropy.

2.2.3 Surface e�ects

Surface and �nite-size e�ects govern the magnetic properties of nanoparticles systems. It is clear that
both SMD and SPM are a direct consequence of the size reduction from bulk to the nanoscale. In many
cases both, �nite-size and surface, e�ects occur simultaneously and it is often not easy to distinguish if
some variation from the bulk properties comes from one or another e�ect. [99]

Finite size e�ects are originated by the small size of nanostructures, which can constrain some
characteristic lengths of the material. In contrast surface e�ects arise due to atoms located at the
nanoparticle surface getting a predominant role in the physics of the system. For example for a face-
centered cubic (fcc) Co nanoparticles with 1.6 nm in diameter about of 60% of the total number of atoms
are situated on the surface. Surface atoms su�er by lack of translation symmetry at the boundaries of the
particle and can show changes in lattice constants, atom coordination and the electronic band structure.
These e�ects can lead to broken magnetic exchange bonds, spin disorder and frustration. [14,99] In this
case, the nanoparticles can be modeled as a two phase system, core-surface structure, with highly
crystalline core, governed by the magnetic bulk properties, and disordered surface layer. [14, 99�102].

Then, the ideal model where all the spins of the nanoparticles are pointing along the easy axis and
that they reverse coherently is not longer valid. In fact, surface spins can su�er strong deviations from
the bulk behavior. In particular, a new type of anisotropy, surface anisotropy, KS , comes into play.
Surface anisotropy has a crystal-�eld nature and it appears due the breaking of the atomic boundaries
at the particle surface. Many theoretical and experimental works have demonstrated the increment
of the magnetic anisotropy due to the contribution of the surface anisotropy of the reduction in size
. [99, 100, 102] Notably, the shape of the particle, i.e. rods, disks, cubes, rhombohedral, tetrapods, or
more complex shapes, also can a�ect or induce di�erent degrees of surface anisotropy. [121�123]

As a result of the core-surface structure, an e�ective total anisotropy, Keff , for a spherical nanopar-
ticle with diameter D can be de�ned as:

Keff = K +
6

D
KS (2.11)

Other e�ects associated to the atomic disorder at the surface are canted spins, frustration and spin-
glass like behavior [14, 99, 100]. Canted spins commonly found in nanoparticles are associated to the
surface anisotropy. The distortion in the lattice constant and changes in atom coordination can align
surface spins in di�erent preferred magnetic directions instead of the easy axis of the core spins. [124,125]
Frustration can be understood as an uncompensation of one of the magnetic sublattices, in AFM and
FiM materials, at the surface. [126�128] Spin-glass behavior is somewhat more complex. Namely, spins
at the surface can su�er di�erent interactions at the same time, with the concomitant changes of spin
direction and/or frustration between spins, which results in a lack of long-range magnetic order leading
to a spin-glass behavior of the system. [129,130]

Many studies have tried to reveal the role played by the surface e�ects in the �nal magnetic properties
of the nanoparticles. Surface anisotropy which, increases the overall particle anisotropy, can lead to
di�erent reversal magnetization processes for the core and the surface giving rise to an enhancement
of the coercivity �eld, HC . Given the increasing role of the surface anisotropy as the size decreases
(see equation 2.11), the increase in HC is strongly related with the reduction of the particle size. [122]
A reduction in the saturation magnetization when the particle size is decreased has been extensively
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reported in metal oxide particles. The surface spin disorder or the canting can originate the reduction of
the overall saturation magnetization [131,132] or in other cases their enhancement. [133,134] In contrast,
in some cases, for metallic nanoparticles the reduction in size has been shown to result in an increment
of the saturation magnetization. The magnetic moment per atom increases as the number of magnetic
atoms in the near-neighbor shell (coordination number) decreases. This is caused by the decrease in the
overlap of the nearby atomic orbitals as coordination numbers decrease. [135]

Further, in both metal oxide FiM and FM nanoparticles the hysteresis loops display large irreversibil-
ities (i.e., the loops do not close up to high �elds) at low temperatures and they do not reach saturation
even for extremely large �elds. These e�ects can be ascribed to the spin-glass like properties of the
disordered spins at the surface. [124, 125] In addition, this spin-glass state can create an exchange �eld
interaction with the core which is responsible for the experimentally observed loop shifts in the �eld
axis, HE (exchange bias). [130]

Interestingly, antiferromagnetic nanoparticles have novel properties due to surface and �nite-size
e�ects which are drastically di�erent from the bulk properties. For example, the magnetization of
nanoparticles below TN is often signi�cantly larger than the bulk value due to uncompensated surface
spins. Moreover, this surface magnetism can lead to ferromagnetic-like properties in AFM materials,
with �nite MS and large HC . Other e�ects such as changes in the Néel temperature can also take
place. [136�138]

On the other hand, an exchange coupling between the spin-glass surface and the AFM core brings
about an increase of HC and the appearance of exchange bias, HE . [132,133]

Diverse numerical calculations for di�erent particle systems and experimental results have evidenced
that the e�ective critical temperature, TC or TN , in nanoparticles is strongly size dependent and usually
decreases as the particle volume is reduced. [99,121,138]

2.2.4 Inter-particle interaction e�ects

In nanostructured magnetic materials, interactions between, for example, nanoparticles or the di�erent
layers in multilayer structures often play an important role. Long-range magnetic dipole interactions can
have a strong in�uence on the magnetic dynamics in samples containing ferromagnetic or ferrimagnetic
nanoparticles. If nanoparticles or thin �lms are in close proximity, exchange interactions between surface
atoms can also be signi�cant. An important example of interaction e�ects is exchange bias, which
manifests itself as a shift of the hysteresis loops obtained after �eld cooling of a ferromagnetic or
ferrimagnetic material in contact with an antiferromagnetic material. In nanoparticle assemblies in
a matrix, where both the matrix and particles are metallic, RKKY (Rudermann-Kittel-Kasuya- and
Yosida) interactions can also occur.

The dipole-dipole interaction is a long-range anisotropic interaction. The strength of this interaction
depends on the separation between the nanostructures and the degree of mutual alignment. Dipole-
dipole interactions modify the energy barrier arising from the anisotropy contributions of each particle
and, in the limit of strong interactions, its e�ects become dominant and individual energy barriers, KV,
can no longer be considered and only the total energy of the assembly being the relevant magnitude.
Extensive experimental and theoretical works agree that the interaction among magnetic particles play
a fundamental role in the magnetic behavior of granular systems. [103, 104, 139�145] However, several
inconsistencies have been discussed. Theoretical models [139,141,146] predict the increase of the blocking
temperature with strength of the dipolar interactions, i.e. increasing particle concentration or decreasing
particle distance. However, in the weak interaction limit theoretical models [141] propose the opposite
dependence of the blocking temperature with the dipole interaction strength. Both di�erent behaviors
have been experimentally reported. For instance, in the limit of weak interactions, an increase of the
blocking temperature with particle density has been observed in some experiments, [104, 139, 140] but
other results show the opposite trend. [141] For high density particle systems, the picture is more
complex since the blocking process of each nanoparticle is highly dependent on its neighborhood. The
observation of properties resembling spin glasses has suggested the existence of a spin-glass like state or
magnetic order (superferromagnetism) in such systems. [147,148]
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Dipole-dipole interactions can also a�ect the shape of the hysteresis loop in magnetic nanoparticles.
In fact, when the particles are randomly oriented the reduction of the inter-particle distance causes the
reduction of the coercivity due to collective response of magnetic moments that leads to a reduction of
the energy barrier for magnetization reversal. This behavior has been theoretically predicted [149,150]
and experimentally demonstrated. [151] In contrast, when the particles are not randomly oriented the
coercivity can increase or decrease depending on the type of arrangement. [152,153] Less attention has
been paid in the role of interactions on the loop shift, in core|shell FM|AFM nanoparticles, due to the
inter-particle dipolar e�ects. Monte Carlo simulations reveal a similar behavior of the loop shift as the
one demonstrated for the coercivity. [150,153]

Exchange interactions are a quantum mechanical e�ect, without classical analogue, which increases
or decreases the expectation value of the energy between two or more identical particles when their wave
functions overlap. In fact, exchange interaction is an interfacial e�ect which takes place by the direct
touching between subsequent layers. From the magnetic point of view when two magnetic layers are in
contact two main exchange e�ects can appear. For FM|AFM and FM|FM interface contacts the related
exchange e�ects are exchange bias and spring-magnet e�ects, respectively. However, importantly, most
of the magnetic nanoparticles synthesized via wet chemistry exchange inter-particle e�ects are avoided
since organic molecules covering the particles, surfactant, prevent the inter-particle touching.

2.3 Exchange-spring magnets

Permanent (hard) magnets, are de�ned as a magnet that retains its magnetism after it is removed from
a magnetic �eld. A permanent magnet is always on. This kind of magnetic materials presents a broad
range of applications, and is particularly interesting since they are vital components of many electrome-
chanical machines and electronic devices and has signi�cant impact in the development of electric motor
components, magnetic recording media, medication imaging systems, undulators at synchrotrons. Also
permanent magnets pervade our transportation, homes, workplaces, and research laboratories. [154,155]

The magnetic properties of permanent magnets are characterized by the parameters of their hys-
teretic magnetization, M, response in front an external �eld applied, H; such as: coercivity, HC , rema-
nence, MR, and saturation, MS , magnetization. In principle, when greater are these parameter better
is the permanent magnet. Mainly two di�erent intrinsic parameters control the �nal magnetic response
of the material. In the case of the coercivity, it is intimately linked to the magnetocristalline anisotropy,
K, of the system and the saturation magnetization depends in the value of the exchange energy of
the system. In order to present one unique parameter to �t the goodness of a permanent magnet the
(BH)max product has become the �gure of merit of permanent magnets. (BH)max can be de�ned as the
magnetic �eld strength at the point of maximum energy product of a magnetic material and is measured
in Mega Gauss Oersteds, MGOe (see �gure 2.7). [156]

In recent years the search for new permanent magnets has been focused mainly on the enhancement
of the energy density product (BH)max by using magnets based on rare-earth elements. However, from
the theoretical point of view, materials with larger HC (HC>2�MS) have a limit for the maximum value
of the energy product (see equation 2.12).

(BH)max � (2�MS)2 (2.12)

To overcome this limitation, Kneller and Hawig [157] proposed a new concept to develop perma-
nent magnets with higher (BH)max product: a bi-magnetic nanocomposite exchange-coupled hard/soft
permanent magnet. In principle the hard-FM phase is dominated by the magnetocrystalline anisotropy
(high HC) and the soft phase is governed by the exchange energy (high MS). This new type of magnets is
known as exchange-spring permanent magnets. In order to gain the maximum value of (BH)max product
Skomsky and Coey [158] theorized that the optimal exchange-spring system could yield a (BH)max of
up to 120 MG Oe, i.e., more than three times the one of commercial permanent magnets. The behavior
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Figure 2.7: magnetic hysteresis loop of permanent magnets as a function of an external applied �eld, H.
The main components of this hysteretic behavior are the saturation, MS , and remanence magnetization,
MR, and coercivity, HC . The (BH)max product is depicted as the area of the blue square.

in these systems can be primarily understood from the intrinsic parameters of the hard and soft phases,
where the resultant hysteresis loop should maintain the high HC of the hard phase and the large MS

of the soft phase. [159] Exchange-spring permanent magnets have been thoroughly studied in thin �lms
(bilayers and multilayers) structures due to the high degree of control of the crystallinity and their
crystal orientation. [159�163]

Interestingly, nanophase materials allow an easy control of the magnetic properties, which can lead
to optimized properties for spring magnets. For example, the size dependence of the coercivity, HC , [97]
where HC of powdered magnets increases with the reduction of particle size going through a maximum
at the single domain size, can be used to enhance the coercivity. On the other hand, according to the
Stoner-Wohlfarth prediction [118] the remanence MR of polycrystalline material being a mixture of single
domain, non-interacting magnetically particles is equal to the half of the saturation magnetization MS

(MR = MS/2). However, it has been extensively proven that the e�ect of the remanence enhancement
(remanent magnetization, MR) exceeds that of the estimated theoretical value of MS = 2MR for the
ensemble of the single-domain, randomly oriented nanoparticles. [156,164,165]

On the other hand, the exchange coupling between soft and hard magnets causes the magnetization
vector of the soft phase to align with that of the hard phase. Consequently, the exchange coupling and
the use of nanophase materials can lead us an overall increase leading to an increase of the predicted MR

above MS/2 in a crystallographically isotropic structure along with a reasonable coercivity. Because of
this, a higher (BH)max would be expected in exchange coupled magnets as compared to the conventional
isotropic uncoupled magnets.

Hence, for these two reasons nanostructured exchange spring magnets are perfect candidates to
enhance the �nal permanent magnetic properties and thus lead to the overall increase in their magnetic
energy density, (BH)max. [166]

Other interesting properties have been discovered in this kind of magnets, such as: large degree
of reversibility and enhanced Curie temperature of the hard magnet. [166] The enhancement in Curie
temperature is believed to be the result of the penetration of the exchange �eld of the higher Curie
temperature phase (soft magnet) into the adjacent lower Curie (hard magnet) temperature phase, i.e.,
a magnetic proximity e�ect. This leads to an increase of the average e�ective molecular �eld
of the latter phase resulting in a spontaneous magnetization at temperatures above its normal Curie
temperature for the hard magnets. [166]

An important issue for assessing the applicability of exchange-spring magnets is the nature of the
magnetic reversal processes. A large number of di�erent theoretical [158, 167�169] and experimental
studies [159�161,163,170] have been devoted to try to elucidate this behavior.

In general, these approaches �nd that the most important parameter in characterizing the switching
behavior is the dimension of the soft phase (soft magnet), tS . For a thin soft phase layer there is a
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This loop shift is generally known as exchange bias, HE (see �gure 2.10(a)). The hysteresis loops also
have an increased of the coercivity, HC , after the �eld cooling procedure (see �gure 2.10(b)). Both of
these e�ects disappear at, or close to, the AFM Néel temperature con�rming that it is the presence of
the AFM material which causes this induced anisotropy.

The new type of induced unidirectional anisotropy, Kua which is the intrinsic parameter of the
exchange bias coupling, presents a Kuacos(�) angular dependence rather than Kusin2(�), as the common
uniaxial anisotropy (see �gure 2.10(c)). As can be seen in the �gure 2.10(c) the energy of the uniaxial
anisotropy presents two minima, 0 and 180o, however due to the AFM|FM coupling the unidirectional
induced anisotropy, Kuacos(�), create a net anisotropy with unique minimum in the energy at 0o. In
other words, in contrast to uniaxial anisotropy, i.e. two equivalent easy con�gurations in opposite
directions, the magnetization in AFM|FM systems has only one easy direction. Thus, the AFM|FM
anisotropy is often referred to as unidirectional anisotropy.

(a)

(b)

(c)

Figure 2.10: Schematic representation of the main e�ects induced by the FM|AFM exchange coupling,
i.e., (a) loop shift, (b) coercivity enhancement and (b) change from uniaxial anisotropy to unidirectional
anisotropy (represented as torque measurements, sin�, and global magnetic energy, sin2�). [173]

Unidirectional anisotropy and exchange bias can be qualitatively understood by assuming an ex-
change interaction at the AFM|FM interface. [172, 173] The physical origin of exchange bias is rather
generally accepted to be the exchange coupling between the AFM and FM components at the interface.
The microscopic cause of exchange bias is more controversial and many models have been proposed to
explain it. [173�175] However, the intuitive view of exchange bias is simple and can be described in
terms of an alignment of the AFM spins at the FM|AFM interface parallel to the FM spins occurring
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during the �eld cooling procedure. This coupling leads to an extra energy barrier for the FM spins to
rotate with the external �eld. Within this simple intuitive model, two di�erent opposite limiting cases
can be described, depending on the strength of the AFM magnetic anisotropy. If the AFM anisotropy
is large, one should only observe a shift of the hysteresis loop, while for small AFM anisotropies, the
only observed e�ect should be a coercivity enhancement (without any loop shift). Nevertheless, in gen-
eral, both e�ects can be observed simultaneously, due to, for example, structural defects or grain size
distribution, which bring about local variations of the AFM anisotropy.

(a) (b)

Figure 2.11: (a) Schematic diagram for a FM/AFM spins system in a hysteresis loop with large KAFM ,
(b) Schematic diagram for a FM/AFM spins system in a hysteresis loop with small KAFM . [173]

For systems which present KAFM − KFM the AFM phase cannot switch at the same time of the
FM one. Firstly, AFM and FM phases are parallel coupled and when the FM starts reversing its spins,
the extra energy given by the AFM phase makes it di�cult for them to switch, increasing the coercive
�eld values in the negative �eld branch. After reaching negative saturation, when the FM phase starts
rotating towards positive �elds, the coupling energy given by AFM phase makes, now, the switching
easier, to reach the parallel coupling (lower energy), obtaining, thus, lower values of coercive �eld.
Consequently, the resulting hysteresis loop presents a shift in the �eld axis, HE . On the other hand for
systems with KAFM → KFM the AFM phase rotates together with the FM phase (see �gure 2.11(b)).
Then, the energy needed to switch the FM spins is increased (since the FM needs to drag the AFM
spins) equally in both branches of the hysteresis loop, from positive to negative �elds and viceversa.
Therefore the e�ect associated to this process is the enhancement of both coercive �elds, resulting in
larger values of HC .

Notably, there exist several di�erent models to understand the exchange bias e�ect, [173�175] al-
though there is some convergence towards the microscopic picture of the e�ect arising from a few spins
of the AFM which lack their compensating spin, i.e., uncompensated spins. In fact, two di�erent
types of uncompensated spins have been postulated pinned and unpinned based on XMCD studies of
exchange biased systems. [176�179] Namely, using element-speci�c XMCD it can be observed that if the
magnetization of the AFM is irreversible under �eld reversal, the uncompensated spins are pinned and
can be identi�ed as a small vertical shift of the hysteresis loop of the AFM system. On the other hand
if the magnetization of the AFM is reversible, the uncompensated spins display a FM-like hysteresis
loop. The pinned uncompensated spins are strongly coupled to the AFM layer and do not reverse with
the applied �eld and are the origin of HE . On the other hand, the unpinned ones are only loosely
coupled to the AFM layer and reverse together with the FM layer and are, thus, responsible for the
HC enhancement. However, despite some consensus on the role of the uncompensated spins their origin
remains controversial (e.g., defects, domain walls, interface disorder and so on). Finally, it should be
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emphasized that although the uncompensated spins are assumed to be at the interface, there is some
evidence that bulk uncompensated spins may also be a factor in the exchange bias properties. [180]

Despite the microscopic origin of exchange bias, some simple macroscopic models can accurately
account for many of the observed phenomena. The �rst theoretical approach developed to explain
exchange bias was the model by Meiklejohn and Bean [181,182], which assumes that all the AFM spins at
the interface are uncompensated. Two of the main assumptions of this model are that the magnetization
rotates coherently and that the FM and AFM easy axes are parallel. Within this approach, the energy
per unit surface in the FM|AFM couple can be expressed in equation 2.17.

E=S = �HMFM tFMcos(� � �) +KFM tFMsin
2(�) +KAFM tAFMsin

2(�)� JINT cos(� � �) (2.17)

where H is the applied magnetic �eld, MFM is the saturation magnetization in the FM, tFM and
tAFM are the thicknesses of the FM and AFM layers, KFM and KAFM are the magnetic anisotropies
in the FM and the AFM and JINT is the exchange coupling constant at the interface. The angles �, �
and � are the angles between the spins in the AFM and the AFM easy axis, the direction of the spins in
the FM and the FM easy axis and the direction of H and the FM easy axis, respectively. [172,173,175]
As can be seen from the di�erent energy terms, if no coupling exists between the FM and the AFM
and the applied magnetic �eld becomes zero, the overall energy of the FM|AFM system reduces to the
terms due to the FM and the AFM magnetic anisotropies (2nd and 3rd terms). When a magnetic �eld
is applied, a certain work has to be carried out to rotate the spins in the FM (1st term-Zeeman term).
Finally, the 4th term represents the FM|AFM coupling.

Assuming that the AFM has a very large anisotropy and that its spins do not rotate with the �eld (�
= 0), then it can be deduced that the horizontal shift for the hysteresis loop is HE = JINT /MFM tFM .
In contrast, for low values of the antiferromagnetic anisotropy is more energetically favorable the joint
rotation of the FM and AFM spins, thus, no horizontal shift is induced. However, since the overall
anisotropy of the system has been modi�ed, an increase of the coercivity is induced.

The Meiklejohn-Bean model represents the most intuitive approach to exchange bias by relating
the loop shift only to the net magnetization originating from the antiferromagnet located right at the
interface. However, many other studies attempt to account for di�erent important parameters (e.g.
domain walls), in exchange bias systems which are not considered in the basic formula. [172,173,175]

From the theoretical expression deduced in equation 2.17 for large anisotropy values of the AFM
component the exchange bias dependence should be inversely proportional with the FM thickness, HE
� 1/tFM . This can have a profound e�ect in nanostructured systems, since the FM thicknesses involved
are rather small, hence large loops shifts would be expected. The dependence of HC with the FM
thickness is more complex, although a power-law behavior, HC � 1/(tFM )n, has been observed and
predicted theoretically, there are some discrepancies on the exponent. Independently of the exponent, it
is clear that coercivity should be larger for thinner (or smaller diameter) nanostructured systems. [173]

Similarly, the dependence of HE and HC on the AFM thickness, tAFM , can also a�ect the properties
of nanostructured systems. Actually, the HE and HC behavior on the AFM thickness can be rather
complex. From equation 2.17 it can be deduced that if the KAFM tAFM < JINT the value of the exchange
bias should be zero, HE = 0. In contrast above this critical thickness, tAFM = JINT /KAFM , HE should
reach a constant HE = JINT /MFM tFM value. Concerning the dependence of the coercivity, it should
increase with tAFM until the critical thickness is reached. Then above this value the coercivity should
drop to the HC of the uncoupled FM. [173]

Another important property of exchange biased systems is the so called, training e�ects. This
property was �rst discovered by Paccard et al. [183] and shows that HE and HC in exchange bias systems
depends on the number of consecutive hysteresis loop measurements performed. In fact, there are two
types of training e�ect, one between the �rst and second loop and another one involving subsequent
higher number of loops. The �rst type of training e�ect has been proposed to arise from the AFM
magnetic symmetry and the second one due to the recon�guration of the AFM moments or domains
during the magnetization cycling. [173]
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Remarkably, the main theories of exchange bias systems are de�ned assuming that the TC of the
FM is higher than the TN of the AFM. However, in recent years it has been extensively proved that
exchange bias in inverted systems, i.e. TC < TN . [184�187] I some cases, it was observed that the
exchange coupling induced in these systems can persist well into the paramagnetic (PM) state of the
FM(i.e., T > TC) and close to TN . The behaviors of HE and HC can be quite di�erent from those in
traditional systems with TC > TN . However, usually, HC vanishes close to TC . The origin of the e�ect
has been proposed to arise because the moments of the FM layer at the interface are polarized by the
magnetic �eld when in the PM regime. Under certain conditions these polarized moments couple to the
AFM above TN leading to the exchange bias properties. [186,187]
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Chapter 3

Core|Shell (CS) magnetic nanoparticles

In recent years Core-Shell (CS) nanoparticles have become increasingly appealing to develop e�cient
ways to stabilize, functionalize and improve properties of single phase nanoparticles. Traditionally shells
were developed as protecting layers for the nanoparticles, for example, to avoid oxidation of transition
metal particles. In the case of transition metal magnetic nanoparticles (i.e., Fe, Co, Ni and their alloys),
silica, carbon and even Au or Ag coatings were used to stabilize and protect metallic nanoparticles
from oxidation. However, it was soon realized that, in fact, the shells could be used as an active
part of the novel structure. Actually, even the oxidation protective layers were progressively found to
have practical uses. For example, they can enhance biocompatibility, facilitate the functionalization, or
induce plasmonic properties. This initiated a new, rapidly expanding, �eld in nanoparticle synthesis.
Thus, novel families of CS nanoparticles are continuously emerging that exhibit the combination of
diverse materials (oxides, metals, organic, semiconductors and so on) with dissimilar properties (e.g.,
magnetic, optical, catalytical, or biomedical). [188�191] Moreover, other more complex structures, such
as heterodimers systems, i.e., crystalline materials anchored onto the nanoparticles but without covering
the whole surface, are also being pursued to tune and/or modify their properties. [192, 193] The CS
systems can combine in a synergetic way the diverse properties of the di�erent constituents leading to
multifunctional materials with novel and improved characteristics, paving the way for an even broader
applicability of nanoparticles. In addition, these systems have an extra degree of freedom since the
properties can often be tuned not only by the core and shell characteristics, but also through their
interactions. Given the unprecedented ability to control growth parameters during the synthesis (i.e.,
core diameter, shell thickness, and material composition) the overall properties of the particles can be
accurately tailored to match speci�c applications, which make CS nanoparticles particularly attractive.

Currently, there is a great number of applications arising from the multifunctionality of CS nanopar-
ticles, which include (without trying to be exhaustive) biomedical uses, pharmaceutical purposes,
magnetism, catalysis, electronics, or photoluminescence. An important example related to magnetic
nanoparticles is the use of organic or inorganic coatings to allow the functionalization of the nanopar-
ticle surface, stabilize the nanoparticles in a solution (colloidal suspensions) and make them biocom-
patible. This combination of properties has resulted in a wide range of new applications for magnetic
nanoparticles in biomedicine, i.e., in �elds such as hyperthermia, [109,194] magnetic resonance imaging
(MRI), [195] high sensitive sensing biosensing, [196,197] magnetic separation [81] or drug delivery. [198]
Moreover, if shells with optical properties (e.g., plasmonic -Au or Ag- or �uorescence -CdSe-) are gown
on magnetic nanoparticles, these have the added advantage of bio-labeling which allows tracking the
position of the nanoparticles in biological media. [199,200] Another important �eld for CS nanoparticles
is catalysis where often the CS nanoparticles are more e�cient than nanoparticles of each individual
constituent, as for example the CO oxidation by Ni/Pd CS nanoparticles. [201] In some cases, CS
nanoparticles allow consecutive or more complex reactions than for single phase nanoparticles. [202] An
additional burgeoning �eld in CS nanoparticles is the one of semiconductor nanoparticles. The com-
binations of materials with di�erent band gaps allows, for example, to increase the photoluminescence
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e�ciency, band gap tuning, stability against photobleaching, or enhancement of the photoluminescence
decay time. [203]

Importantly, there exist a great variety of fabrication methods to obtain CS nanoparticles such as
precipitation, [204, 205] thermal decomposition, [192, 206�208] grafted polymerization, [209, 210] mi-
croemulsion, [211,212] sol-gel condensation, [213,214] layer-by-layer absorbtion, [215,216] electrodeposi-
tion, [217,218] and so on. In particular, the seed-growth approach, based on the thermal decomposition
method (which is the one used in the thesis), is particularly appealing since it allows to synthesize
heterogeneous structures (with core and shell composed of di�erent materials) with an exquisite control
of the sizes. However, interestingly, one of the simplest routes to form CS nanoparticles arises from
the surface treatment of the nanoparticles (e.g., oxidation, reduction or nitration), which leads to the
formation of a layer on their surface with a di�erent phase (this approach has also been used in the
thesis). In the case of transition metal nanoparticles, controlled oxidation leads to the formation of
an oxide passivation layer which has physicochemical properties di�erent from the ones of the metallic
core. Similarly, for oxide nanoparticles oxygen passivation can lead to the formation of an oxide shell
with a di�erent oxidation state and hence new physicochemical properties. The main drawback of this
approach is that the shell is always derived from the core, thus the possible choice of physicochemical
properties of the shell are somewhat limited.

A special case of CS nanoparticles is bi-magnetic CS nanoparticles, where both core and shell are
either ferromagnetic (FM), ferrimagnetic (FiM) or antiferromagnetic (AFM). Di�erent combinations
of magnetic structures in the core and the shell have been studied. Probably the most studied type
of system is the FM|AFM CS structure based on the partial oxidation of magnetic transition metal
oxides, where for example Co is FM and CoO is AFM [219�222]. More recently, the interest exchange
coupled hard|soft FiM|FiM or FM|FiM CS morphologies is steadily increasing to search for novel types
of rare-earth free permanent magnets. Nevertheless, the combination of magnetic properties in the
core and the shell and, in particular, their interface exchange coupling, has led to novel e�ects which
can be exploited in diverse applications, ranging from permanent magnets to biomedical applications
[109, 110]. In fact, promising results showing enhanced blocking temperatures, [223�225] increased
energy products, [226,227] advanced magnetic separation, [81] superior microwave absorption, [228,229]
highly sensitive biosensing, [82,83] improved magnetic resonance imaging, [84] novel magnetic resonance
ampli�cation [107] or optimized hyperthermia, [109,230] have already been demonstrated.

This thesis is focused on the development of novel types of bi-magnetic CS structures. The aim
of the work is to control and improve the magnetic properties of the core material by the presence of
the shell. Two types of structures AFM|FiM and soft|hard FiM have been studied. Note that these
structures are inverted with respect to the more common FM|AFM and hard|soft morphologies.

3.1 FM(FiM)|AFM exchange-coupled CS nanoparticles

Bi-magnetic exchange-coupled CS nanoparticles composed by AFM and FM(FiM) materials have been
extensively studied and developed due to their novel properties and potential applications. Their re-
search has been mainly focused on the synthesis of CS structures formed by transition metals as the basic
component. Typical CS nanoparticles are composed by two di�erent materials such as: metal|metal,
metal|metal oxide and metal oxide|metal oxide (although other combinations are possible). In addition,
these two phases should ful�ll the magnetic condition that one layer must be AFM and the other FM or
FiM. [173] The interest in these CS structures is not only due to the appearance of hysteresis loop shifts,
HE , due to the AFM-FM coupling, but also for other related phenomena which can be used to tune the
initial magnetic properties of the FM (FiM) core, such as increase their blocking temperature [224] or
coercivity. [231]

FM(FiM)|AFM exchange-coupled CS nanoparticles can be classi�ed in function of their constituent
materials. In fact, the �rst FM|AFM CS nanoparticles studied where based in metal|metal oxide struc-
tures, where the initial FM metal, Fe, Co, Ni, or their alloys are surface chemically modi�ed by their
exposure to air leading to the formation of a metal oxide passivation shell. The passivation process usu-
ally results in the formation the less oxidized state for the TM metals, i.e., the monooxide compound,
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which presents always an AFM behavior. Notably, for su�ciently small nanoparticles or instable passi-
vation layers, the oxidation can take place over the whole nanoparticle, losing, thus, the CS structure.
Moreover, since TMs can have more than one oxidation state, the oxide layer can have di�erent phases
with diverse magnetic properties, e.g., FeO (AFM) or Fe3O4 (FiM). A part from oxidation, other dif-
ferent approaches have been used to try to stabilize the metal core, such as nitration or sulphuration of
the metal surface. Interestingly, due to the similar physicochemical properties between nitrides, sulfurs
and oxides many of these TM compounds present similar AFM or FiM magnetic properties.

Co|CoO, [219�222] Ni|NiO, [232,233] Fe|FexOy, [234] Co80Ni20|CoO, [235] Fe|FeN2 [236] and Fe|FeS
[237] are examples of these FM metal core and surface chemically modify AFM shell nanoparticles.

Alternatively, surface chemically modi�ed CS systems can be formed not only by the meta|metal
oxide con�guration but also by di�erent metal oxides of the same TM with di�erent oxidation states. In
this case, the di�erent oxidation states of the TM metal oxide can present di�erent magnetic properties.
On example of this behavior is the iron oxide compounds, whereas the initial metal state, Fe, is FM,
the related possible magnetic oxides are FeO (Fe2+) AFM, Fe3O4 (Fe2+ + Fe3+) FiM, 
-Fe2O3 (Fe3+)
FiM, �-Fe2O3 (Fe3+) weakly FiM and �-Fe2O3 (Fe3+) hard FiM. [238].

Examples of this metal oxide|metal oxide FM (FiM)|AFM CS nanoparticles are CrO2|Cr2O3, [239]
FeO|Fe3O4 [240,241] and Fe3O4|�-Fe2O3. [242]

All these examples can be classi�ed as standard CS FM (FiM)|AFM nanoparticles. These standard
CS systems present a structural arrangement where, the core is the FM or FiM magnetic material and
the shell layer is AFM. In addition, from the magnetic point of view all of these nanoparticles show
the typical relationship between their magnetic transition temperatures. Speci�cally, the FM TC of the
core is larger than the TN of the AFM metal oxide (nitride or sulfur) layer (TC > TN ), which is the
magnetic structure usually studied in thin �lms. [172]

In contrast, surface chemically modify CS systems have also been studied with di�erent architectures.
Firstly, structurally inverted CS systems are de�ned as when the core present the AFM behavior and
the FM or FiM material is in the shell layer. Secondly, from the magnetic point of view a magnetic
inversion is achieved when the TN of the AFM material is larger than the TC of the FM or FiM material
(TN > TC). Thirdly, double-inverted systems are de�ned as systems which present, at the same time,
structural and magnetic inversions, i.e, the AFM core present larger values of TN than the TC of the
FM (FiM) shell. For example, the FeO|Fe3O4 [240, 241] system is classi�ed as structural inverted or
single inverted system, since the FeO core is AFM and TC(Fe3O4) > TN (FeO). On the other hand the
most common double inverted systems (AFM-core|FM-shell with TN > TC) for CS nanoparticles are
based in the use of Mn oxides, i.e., Mn AFM or MnO AFM as cores and Mn3O4 FiM or 
-Mn2O3 FiM
as shells. [243�246]

Finally, importantly, although modifying chemically the surface of magnetic nanoparticles is a simple
and inexpensive approach to create CS structures, it presents some drawbacks. The main disadvantage of
this approach is that the shell is always derived from the core, thus the possible choice of physicochemical
properties of the shell are somewhat limited. Moreover, since the surface layers are passivation layers,
they are very stable and usually have a well determined thickness for each material. Thus, controlling
the shell thickness is often di�cult in this type of systems. Another drawback is that, due to the shape
of the nanoparticles and their reduced size, the AFM or FiM shells usually grow highly disordered
and/or polycrystalline, making the control of the microstructures rather di�cult. Furthermore, for
small nanoparticles the core could be completely oxidized or be exceedingly small, becoming SPM,
which could lead to a deterioration of the exchange bias properties. [173,222,225,233,247]

To overcome these drawbacks a broad range of di�erent synthetic routes have been recently developed
to try to controllably synthesize magnetic shells to create CS nanoparticles starting from pre-made FM,
AFM or FiM cores. Contrarily to the surface treated CS nanoparticles, for these new CS synthetic
routes the shell does not grow at the expense of the initial core. Thus, the �nal thickness (even shape
in some cases) of the shell can be adjusted and, more interestingly, the core size and shell thickness can
be controlled independently. Another signi�cant bene�t of these new approaches is the possibility to
create highly crystalline shells. Finally, one the most important advantages is the possibility to create
heterostructures, i.e., the shell deposited can be formed by distinct material form that the pre-made
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core. However, bi-magnetic heterostructures have not been extensively studied due to the di�cult to
�nd speci�c magnetic materials which can be structurally core|shell anchored (i.e., lattice mismatch) to
results in high quality structures.

Some examples of these heterostructured bi-magnetic CS systems are SrFe12O19|CoO [248], CoFe2O4|
MnO, [249] FePt|MnO [250] and Cr2O3|Fe3O4. [251]

The magnetic properties of many conventional FM(FiM)|AFM exchange coupled CS nanoparticles
have demonstrated an excellent exchange coupling between the FM(FiM) and AFM layers both in
surface treated and heterostructured bi-magnetic CS nanoparticles. Similarly, single and double inverted
systems also exhibit good exchange coupling between the FM(FiM) and AFM layers. For example,
coercivity, HC , enhancement after �eld cooling from above TB , or TC , of the FM(FiM) phase have
been observed in conventional systems, [173, 219�222, 239, 248, 250] structurally inverted [240, 241, 251]
and cooling from above TN for magnetically inverted systems (i.e, double inverted manganese based
CS structures). [231, 243�246] Correspondingly, large values of horizontal loop shift, HE , i.e., the most
revealing sign of the FM-AFM exchange coupled systems, have also been demonstrate in many systems.
[173,219�222,231,234,243�246] However, low shell crystallinity [225,233] or ion migration between core
and shell phases (in heterostructured bi-magnetic structures) [249] can lead to a small or vanishing HE
values.

Interestingly, di�erent studies have been developed to understand the role played by size of the
constituents, i.e. core size and shell thickness, on the exchange bias properties (i.e., the loop shape, HE
and HC). [173]

The role of the FM core diameter, dcore, in conventional FM(FiM)|AFM systems has been found to
be similar to the FM thickness in bilayer systems for a certain thickness range. Speci�cally, HE and HC
decrease with increasing core diameter, roughly inversely proportional to dcore. However, more complex
behaviors have been reported in some cases, where a decrease of HE is observed for su�ciently small
diameters. Moreover, for very large dcore (i.e., larger than the critical single domain radius) the 1/dcore
is no longer valid and the shift becomes roughly independent of dcore.

In the case of doubly inverse MnO|Mn3O4 system [243] the dependence HE and HC on the AFM
diameter dcore has been studied. Interestingly, the FiM shell thickness, tshell, was maintained roughly
constant only varying the AFM dcore. Both HE and HC exhibit a non-monotonic dependence with
dcore. HC increases dramatically between the sample with no MnO core and the sample with a small
MnO core size, dcore = 2.2 nm . HC then decreases as the core size is further increased. Similarly, HE ,
also exhibits a peak as a function of MnO core size. However, in this case, the maximum appears for a
core size of dcore = 18 nm, with values as high as HE = 1.8 kOe (see �gure 3.1).

Less e�ort has been devoted to studying the e�ect of the shell thickness, tshell, since given the
passivation character of the shell in surface treated nanoparticles, they are di�cult to control. Thus, the
most systematically studied system involving an AFM is the heterostructured SrFe12O19|CoO system, in
which the thickness of the shell can been controllably changed keeping the core diameter constant. [248]
As expected, HE increases steeply for small tshell thickness and saturates at about 500 Oe, while HC
shows a broad maximum, tending to decrease and eventually saturate for larger tshell (see �gure 3.2(a)
and 3.2(b)).

3.2 Hard-FM(FiM)|Soft-FM(FiM) exchange-coupled CS nano-
particles

In recent years, the interest in hard-FM(FiM)|soft-FM(FiM) exchange-coupled CS nanoparticles has
been steadily increasing. In this case, the particles must be composed of two di�erent FM(FiM) mate-
rials, where one should have hard magnetic properties (i.e., high anisotropy) and the other one should
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Figure 3.1: Dependence of the loop shift, HE , (�lled symbols) and coercivity, HC , (empty simbols) on
the AFM MnO core diameter for MnO|Mn3O4 CS nanoparticles. [243]

display soft magnetic properties (i.e., low anisotropy). From the material point of view the CS structure
can be formed by metal|metal, metal|metal oxide or metal oxide|metal oxide, where the main component
is usually a transition metal, TM, although there exist also a few examples involving rare-earth ions.

Notably, although CS systems are the main aim of this thesis, in this section some non-CS structures
will also be discussed. Namely, heterodimer bi-magnetic structures with hard|soft architectures [192,193]
are also generating some interest and they have been shown to be good candidates to display spring-
magnet properties.

Part of the systems studied in nanoparticle stem from di�erent approaches to synthesize hard-FM
face-centered tetragonal (fct) L10-FePt phase. One of the synthetic approaches to create this structures
usually starts with the synthesis of disordered face-centered cubic (fcc)-FePt nanoparticles onto which
iron oxide, Fe3O4, is deposited or the inverse procedure using Fe3O4 as seeds and depositing (fcc)-FePt
on top. [226,227,252�255] These materials are annealed to induce the transformation of the soft fcc-FePt
phase into hard fct-FePt. The Fe3O4 acts as a barrier for nanoparticle coalescence during the anneal-
ing. [254,255] This process results in hard|soft FePt|Fe3O4 structures. Alternatively, the fcc-FePt|Fe3O4,
is annealed in a reducing atmosphere leading the formation of fct-FePt|Fe3Pt hard|soft nanocomposites,
where fct-FePt and Fe3Pt act as hard and soft FM phases, respectively. [226, 253�255]. A similar ap-
proach is proposed by Chaubey et al. [227] where the nanocomposite are composed of FePt|CoFe2O4 and
the posteriorly annealing treatment lead to the formation of a hard(FM)-FePt|soft(FM)-FeCo nanocom-
posite. A distinct procedure to obtain fct-FePt|Fe3Pt hard|soft nanocomposites was proposed by Zeng et
al. [252] where Fe3O4 and FePt nanoparticles are self-assembled on a substrate and posteriorly annealed.

Of particular interest are the studies, based on the FePt|Fe3O4 system, where the dependence of the
magnetic properties on the core diameter and shell thickness have been investigated. [226,256]

Importantly, we de�ne the CS nanoparticles with a hard-FM|soft-FiM core|shell structure as conven-
tional systems. Other conventional hard|soft structures include, metal|metal CS nanoparticles such as
Nd2Fe14B|CoFe, [257, 258] metal|metal oxide like Sm(Co1�xFex )5|Fe3O4 [259], Fe|FexOy, [84, 260, 261]
Fe|MnFe2O4 [84] and metal oxide|metal oxide as CoFe2O4|MFe2O4 (M = Zn, Mn). [262,263]

Remarkably, far less attention have been paid for the inverse structures, i.e., soft|hard systems where
the core is soft and the shell is hard. In fact, all of the studies carried on in soft-FM(FiM)|hard-FM(FiM)
exchange coupled CS nanoparticles have performed combining two metal oxides, i.e., metal oxide|metal
oxide structures. Particular attention has been devoted to iron ferrite spinel structures due to capability
to easily control their magnetic hardness changing one of the iron ions for some other metals (MFe2O4,
M = Mn, Co, Cu, Zn, and so on). [112]
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(a) (b)

Figure 3.2: (a) Dependence of the coercivity, HC , and (b) loop shift, HE , on the AFM CoO shell
thickness for SrFe12O19|CoO CS nanoparticles. [248]

Some examples of this CS inverted soft|hard architecture are Fe3O4|CoFe2O4, [84,223,263] MFe2O4|
CoFe2O4 (M = Zn and Mn), [262,263] and Fe3O4|Mn3O4. [208,264]. Note that the Fe3O4| CoFe2O4 [223]
CS system has been created using a similar procedure to the one reported by Zeng et al. [252] for
FePt|Fe3O4. Namely, Fe3O4 and Co nanoparticles have been deposited together forming a perfect self-
assembly. The posterior annealing leads to ion segregation between the particles and the creation of
Fe3O4|CoFe2O4 CS nanoparticles.

The magnetic properties of conventional hard-FM(FiM)|soft-FM(FiM) and inverse soft-FM (FiM)|
hard-FM(FiM) exchange coupled CS nanoparticles have demonstrated the exchange coupling between
soft and hard FM(FiM) phases. As have been discussed in section 2.3, large (BH)max energy product
and single-phase like switching would probably be the most prominent characteristics for spring-magnet
systems if they present a good exchange-coupling between the di�erent FM layers. Interestingly, in most
of the above systems single-phase switching is achieved only for a narrow range of core diameters and
shell thicknesses used. Note that even for the FePt|Fe3O4 CS annealed systems (i.e., fct-FePt|Fe3Pt
nanocomposites) only for small soft-FM shell thickness, i.e. iron oxide, the single-phase switching is
maintained for the hybrid structure. [252] In some cases the dual-phase switching may be caused by the
morphology created during the high temperature annealing, which induces some shell-shell coalescence.
Thus, to some extent the systems do not behave as true CS structures but the behave more like hard-
FM(FiM) nanoparticles embedded in a soft-FM(FiM) matrix. [110, 164, 227] In other systems, like the
one formed by Fe|MnFe2O4 [84] the two-phase like switching can be understood due to, �rst, the large
core used, 16 nm, and, second, the disordered FeO layer formed between the two FM(FiM) phases.

On the other hand, (BH)max product enhancement, respect to the separated phases, arising from
the good FM(FiM)-FM(FiM) exchange coupling, has been demonstrated in several systems. [226, 227,
252,253] In contrast for Sm(Co1�xFex )5|Fe3O4 system the (BH)max product is reduced, in comparison
from the expected values. In this case, this behavior can be understood due to the low crystallinity
phase used as core. [259]

The work of Masala et al. [262] shows the excellent exchange coupling present in both conventional
CoFe2O4|ZnFe2O4 soft-core|hard-shell and inverted CoFe2O4|ZnFe2O4 hard-core|soft-shell systems. The
magnetization as a function of the temperature show a single magnetic transition for both, single phase
and CS, systems con�rming the good exchange coupling between magnetic layers. The values of the
blocking temperature increase at the same time as the relative volume of the hard phase is larger. From
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the hysteresis loops the CS system present some (BH)max enhancement compared to the pure CoFe2O4

nanoparticles. MS and HC is increased with regards to the relative values for the hard and soft phases,
respectively. Importantly, these systems present an important in�uence of the interparticle dipole-dipole
interaction, where measurements performed in pressed or dispersed (� 2 - 10 % in volume) show clear
di�erences. The strong dipole interaction creates kinks in the hysteresis loops and reductions of the
coercivity.

Another important aspect ascribed to the good exchange-coupling between the two FM(FiM) phases
is the appearance of loop shifts, HE . [173] However, only some systems have been reported to exhibit
HE ; for example, fct-FePt|iron-rich phase|iron oxide onion-like nanoparticles [255], Fe|FexOy CS system.
[260,264]

Finally, it should be emphasized that the role played for dcore and tshell in the di�erent mag-
netic properties ascribed to the spring-magnet has been rarely been systematically addressed. For fct-
FePt|Fe3Pt nanocomposites some studies have focused on the dependence of HC , HE , MS and (BH)max
product as a function of the ratio between FePt and Fe3O4 (before the annealing). [227,252,253,255,265]
These works reveal that for small initial Fe3O4 shells the HC and the (BH)max can be enhanced due to
the formation of small crystals of soft-FM Fe3Pt. In contrast, for larger Fe3O4 shell thickness HC and
(BH)max decrease due to the major role played by the soft FM phase formed in the �nal nanocomposites.
On the other hand Fe3O4 thickness dependence for FePt|Fe3O4 heterodimers [256] and not annealed
CS [226] nanoparticles reveal similar properties. Particularly, in the work of Figuerola et al. [256] it is
demonstrated that HC values measured for the initial FePt seeds decreased monotonically with increas-
ing dFePt and were further reduced following the growth of the iron oxide domains. A more careful
analysis suggested that the coercive �elds were better correlated to the ratio between the sizes of the
respective domains, dFe3O4

/dFePt, rather than to their absolute values. FePt|Fe3O4 heterodimers be-
came magnetically harder when they adopted roughly symmetric con�gurations (dFe3O4/dFePt � 1-2)
(see �gure 3.3(a) and 3.3(b)).

(a) (b)

Figure 3.3: (a) Normalized hysteresis loops measured at 5 K for FePt|Fe3O4 heterodimers structures
and (b) enlarged hysteresis loops in the low �eld region. [256]
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Chapter 4

Experimental Techniques

In this chapter the main di�erent experimental techniques used to characterize the CS nanoparticles
will be discussed. Techniques such as transmission electron microscopy (TEM), electron energy loss
spectra (EELS), X-ray powder di�raction (XRD) and X-rays absorption spectroscopy (XAS) have been
used to identify di�erent morphological and structural aspects like size and shape, ion distribution,
crystallographic parameters and so on. On the other hand, the magnetic characterization has been
carried on using diverse techniques such as magnetometry (superconducting quantum interference device
-SQUID- and vibrating sample magnetometer), which in some cases has been analyzed using �rst-order
reversal curve (FORC), electron spin resonance (ESR), neutron di�raction, X-ray magnetic circular
dichroism (XMCD) and Monte Carlo simulations (MC).

4.1 Transmission electron microscopy, TEM

Transmission electron microscopy (TEM) is a microscopy technique in which a beam of electrons is
transmitted through an ultra thin sample, interacting with the specimen as it passes through it. An
image is formed using the transmitted electrons. The image is magni�ed and focused onto an imaging
device, such as a �uorescent screen, a layer of photographic �lm, or a CCD camera.

The transmission electron microscope operates on the same basic principles as the light microscope
but uses electrons instead of light. However, the resolution in light microscopes is limited by the
wavelength of light. In contrast, TEM uses electrons as light source and their much shorter wavelength
makes it possible to reach a resolution thousand times better than that of a light microscope. Moreover,
remarkably, electrons can interact with matter thus rendering also chemical and structural information
of the sample.

Based on the particle character of electrons, the electron scattering with the specimen can be divided
in: unscattered and elastically and inelastically scattered. The transmission of unscattered electrons
is inversely proportional to the specimen thickness. Thicker specimens will have fewer transmitted,
unscattered, electrons hence they will appear darker, conversely the thinner specimens will have more
transmitted electrons and thus they will appear lighter. Unscattered electrons create, then the contrast
of the �nal image. Another part of the incident electrons, are scattered, i.e. de�ected from their original
path, by atoms in the specimen in an elastic fashion (no loss of energy). Elastically scattered electrons
are the major source in TEM imaging (grey part of the �nal image) and also of electron di�raction
patterns. Inelastically scattered electrons are the incident electrons that interact with specimen atoms
in an inelastic fashion, i.e., losing energy during the interaction. Historically, in operating a TEM only
elastic signals were taken into account; therefore, the information about the specimen resulting from
inelastic scattering was wasted (although information was collected in related instruments such as SEM
and Auger electron spectrometry). However, the signal from the inelastically scattered electrons can also
be detected using TEM to obtain a more complete characterization of the specimen. Importantly, the
energy lost when the electron beam crosses the specimen is the basis of electron energy loss spectroscopy
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allow the passage of only elastically scattered electrons. For example, this is of special interest in high
resolution electron microscopy since inelastic scattering degrades image quality or in the quantitative
interpretation of di�raction pattern intensities. Nowadays, typically, CCD cameras are used to record
images and di�raction patterns in electron microscopies. Combining the output signal/image with a
camera and a computer which has image processing software and control of the microscope lenses, it is
now possible to perform some alignment procedures quickly and automatically. [266�268]

4.1.1 Image mode in TEM

To operate in imaging mode, suitably sized objective lens apertures are placed in the back focal plane
of the objective lens. In this way, di�racted beams can be deliberately excluded and only the central
beam is allowed to pass through. The image built up is called bright �eld image. Alternatively, a
dark �eld image is formed by excluding all beams, except a particular di�racted beam of interest. This
dark �eld image reveals the regions contributing to the di�racted beam intensity selected, which can
be useful in the characterization of complex micro and nanostructures. At smaller magni�cations TEM
image contrast is due to absorption of electrons in the material, which is driven by their thickness and
composition. At higher magni�cations, complex wave interactions modulate the intensity of the image,
requiring expert analysis of the observed images. Alternate modes of use allow for the TEM to observe
modulations in chemical identity, crystal orientation, electronic structure and sample induced electron
phase shift as well as the regular absorption based imaging.

The images obtained by transmission electron microscopy allow us to characterize, mainly, the shape
and size of the nanoparticles (see �gure 4.2(a)). For spherical particles the measurement of a large
number particle diameters gives us information about the particle size distribution. In addition, other
types of information can be extracted through the analysis of the TEM images. High resolution TEM
images (HR-TEM) can allow us to distinguish the crystallographic planes of the specimen (see �gure
4.2(b)). In fact, to make their analysis easier the fast-Fourier transform (FFT) of these images show
the repetitive interatomic planes in clear di�erentiated spots (see �gure 4.2(c)). Spots from the same
crystallographic plane are disposed around the center of the image and the distance from the center of
the image to the speci�c spot is given by the precise interplanar distance.

(a) (b) (c)

Figure 4.2: (a) TEM image in a magni�cation of 120 K, (b) HR-TEM image in a magni�cation of 1200
K and (c) FFT of the (b) image for a 6.5 nm Fe3O4 nanoparticle.

TEM images were obtained using a Jeol JEM-2010 [269] microscope with a LaB6 �lament operated
at 200 kV. The nanoparticles were dispersed in hexane, or any other apolar solvent, and placed dropwise
onto a holy carbon supported copper grid. The particle size and its standard deviation of the di�erent
samples were obtained by manually measuring the equivalent diameters of >200 particles from TEM
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micrographs and �tting the data to a distribution function (gaussian or log-norm) from which the
average and the standard deviation are obtained.

The TEM, HR-TEM images and their respective FFT analysis were carried out by me using the
Jeol JEM-2010 TEM of Centre de Microscòpia of the Universitat Autònoma de Barcelona.

4.1.2 Electron energy loss spectroscopy, EELS

As has been discussed above in the TEM some of the electrons will undergo inelastic scattering, which
means that they lose energy and have their paths slightly and randomly de�ected. The amount of
energy loss can be measured via an electron spectrometer. The inelastic interactions, i.e., the energy
loss, can have several origins which include phonon excitations, inter and intra band transitions, plasmon
excitations and inner shell ionizations. Electron energy loss spectroscopy (EELS) is the study of the
vibrational motion of atoms and molecules on and near the surface by the analysis of the energy spectrum
of low-energy electrons backscattered from it. An electron passing through a material can interact with
the electron clouds of the atoms present and transfer some of its kinetic energy to them. EELS detects
electrons, in a range of 0.1 to 10 keV, which have passed through the material. At high energies, the
transmitted beam contains inelastically scattered electrons whose energy has been decreased by amounts
corresponding to characteristic absorption frequencies in the sample.

An EEL spectrum is conventionally considered to consist of three regions. The majority electrons
have su�ered negligible inelastic scattering and form the zero loss peak. The low loss region contain
electrons which have lost about 50 eV, arising mainly from plasmon scattering. In contrast, for analyt-
ical purposes it is more useful to study the characteristic element edges at higher energy. Importantly,
although the number of electrons which su�er high energy looses is small, the energies which correspond
to inner shell excitations (see section 4.5) are just as characteristic of the element as are X-ray absorp-
tion peaks. Hence, these energies (usually denoted as edges) are commonly used for EELS analysis.
Quantitative analysis is carried out by determining the energies of the edges which are observed in the
100 to 2000 eV range. Moreover, in principle, the size of each edge is proportional to the number of
atoms of that element in the analyzed region of the specimen. Consequently, identifying the edge from
each element in the specimen, measuring their relative sizes and taking into account, �rst, the di�erent
cross-sections for each elements and, second, the plasmon excitations; the composition of the sample
can be determined. [266]

Figure 4.3: Spectrum range for the whole electron energy loss signal.

In a TEM, it is possible to cross the particle with the electron beam acquiring EEL spectra at point
by point with an energy resolution of 0.8 eV (steps of � 0.5 nm , thus element quanti�cation can be
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determined locally with sub nanometer precision (see �gure 4.4(a)). Interestingly, for samples com-
posed by phases with the same main element in di�erent oxidation state, e.g., core-MnO(Mn2+)|shell-
Mn3O4(Mn2+ + Mn3+), the composition can also be determined in a similar procedure to the one
described above, where the speci�c oxidation state can be quanti�ed along the particle diameter using
the intensity ratio of L3 and L2 the peaks of the corresponding EELS edge (see �gure 4.4(b)).

(a) (b)

Figure 4.4: (a) EELS elemental quanti�cation for core-MnxFe(3�x)O4|shell-FexMn(3�x)O4 and ((b)
oxidation state quanti�cation for core-MnO|shell-Mn3O4 CS spherical nanoparticles.

EEL spectra were measured using a Jeol-JEM-2010F microscope with a �eld-emission gun operated
at 200 kV. EEL spectra were acquired every 0.5 nm along the diameter of the nanoparticles with an en-
ergy resolution of 0.8 eV. For MnO|Mn3O4 (
-Mn2O3) and MnxFe(3�x)O4|FexMn(3�x)O4 nanoparticles
the O K, Mn L2,3 and O K, Mn L2,3 and Fe L2,3 energy edges where, respectively, acquired. The elemen-
tal quanti�cation was carried out using Gatan Digital Micrograph commercial software. [270] Speci�cally
the Mn oxidation state was obtained from the Mn-L3 peak onset and L3/L2 intensity ratios [271, 272]
using the homemade software package MANGANITAS. [273�275]

EELS measurements were carried out and analyzed by Sonia Estradé (LENS-MIND-IN2UB, Depar-
tament d'Electrònica, Universitat de Barcelona, Spain) using the commercial software Gatan Digital
Micrograph and the homemade software MANGANITAS.

4.2 Di�raction analysis techniques

In classical physics, the di�raction phenomenon is described as the apparent bending of waves around
small obstacles and the spreading out of waves past small openings. Di�raction occurs with all waves,
including sound waves, water waves, and electromagnetic waves such as visible light, X-rays and radio
waves. As physical objects have wave-like properties (at the atomic level), di�raction also occurs with
matter and can be studied according to the principles of quantum mechanics. While di�raction occurs
when propagating waves �nd small objects, its e�ects are generally most pronounced for waves where
the wavelength is roughly similar to the dimensions of the di�racting objects. If the obstructing object
provides multiple, closely spaced openings, a complex pattern of varying intensity can result. This is
due to the superposition, or interference, of di�erent parts of a wave that traveled to the observer by
di�erent paths.

X-ray (XRD) and neutron di�raction are versatile, non-destructive techniques that reveal detailed
information about the chemical composition, physical properties and crystallographic structure of mat-
ter. X-ray and neutron di�raction are based on observing the scattered intensity of an X-ray or neutron
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beam, respectively, hitting a sample as a function of incident and scattered angle, polarization, and
wavelength or energy.

4.2.1 Bragg's law

Bragg's law gives the angles for coherent and incoherent scattering from a crystal lattice and/or unpaired
spins for X-ray and neutron beams.

If one assumes that an incident wave beam is perfectly collimated and monochromatic (with a single
wavelength �) and makes an incident angle � with respect to the reticular planes of the crystal, it can
be demonstrated that the following condition is ful�lled:

n� = 2d(hkl)sin(�) (4.1)

Where n is the re�ection order and d(hkl), or d-spacings, is the interplanar distance of one family of
(hkl) crystallographic planes, and the beam will be completely in phase and give constructive interfer-
ences. This condition, known as the Bragg's law, is schematically represented in �gure 4.5 and it can
be used to determine the angular positions of the di�raction peaks di�racted by each family of planes.
Also, d(hkl) can be understood as a geometric function of the size and shape of the unit cell of the
di�racted crystallographic structure. As can be seen in equation 4.2 for a simple cubic crystallographic
structure d(hkl) for an speci�c (hkl) planes can be related to the cell parameter, a. [276,277]

d(hkl) =
ap

h2 + k2 + l2
(4.2)

Figure 4.5: Schematic representation of the conditions for constructive interference resulting in Bragg's
law.

4.2.2 Intensity of di�raction peaks

The measured di�raction pattern includes information about peak positions and intensity. The position
of di�raction peaks, and the corresponding d(hkl), provide information about the location of lattice
planes, the crystal structure and symmetry of the contributing phase. Each peak measures a d-spacing
that represents a family of lattice planes, d(hkl). Moreover, each peak also has a �xed intensity which
di�ers from other peaks in the pattern and re�ects the relative strength of the di�raction. In a di�raction
pattern, the strongest peak is, by convention, assigned an intensity value of 100, and other peaks are
scaled relative to that value. Although peak height may be used as a qualitative measure of relative
intensity, the most accurate measure of intensity relationships in a pattern is obtained by measuring
the area (minus background) under the peaks. The intensity of a (hkl) di�raction peak from a �at
rectangular sample of phase � in a di�ractometer with a �xed receiving slit (neglecting air absorption),
may be described by equation 4.3.
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I(hkl)α =
KeK(hkl)αVα

�s
(4.3)

Here, Ke is a constant for a particular experimental system, K(hkl)α is a constant for each di�raction
re�ection (hkl) from the crystal structure of phase �, �s is the linear attenuation coe�cient of the
specimen and Vα is the volume fraction of phase � in specimen. Interestingly, the K(hkl)α factor is
directly proportional to the structure factor, F(hkl)α, for any (hkl) re�ection.

The structure factor quanti�es the amplitude of light scattered by a crystal. Then, the patterns of
atoms in the unit cell scatters strongly in some directions and weakly in others owing to interference of
the waves scattered by the atoms. F(hkl)α sums the result of scattering from all of the atoms in the unit
cell to form a di�raction peak from the (hkl) planes of atoms. The di�raction peak intensity is calculated
using F(hkl)α and additional terms should be taken into account to know how these waves, coming from
successive crystal planes, combine together to form the resulting di�racted wave. Any change in F(hkl)α

will produce an observable change in the di�raction peak intensity. Then, F(hkl)α can be de�ned as
the overall atomic factor, atomic form factor, for all the atoms present in each crystallographic (hkl)
di�racted plane. Notably, other factors can a�ect the relative intensity of the di�raction peaks, such as
Lorentz factor, monochromator polarization or multiplicity factors.

Importantly, in certain lattice types, the arrangement and spacing of lattice planes produces di�rac-
tions from certain classes of planes in the structure that are always exactly 180o out of phase producing
a phenomenon called extinction. In these cases, certain classes of re�ections from valid lattice planes
will not produce visible di�ractions. [276,278]

The F(hkl)α and the corresponding peak intensities have been calculated theoretically for most crystal
structures and comparing the experimental peak intensity to the theoretical one allows determining the
phase of the di�racting material.

4.2.3 Peak shape function

Bragg's law assumes that the crystal is ideal (without structural defects) and the incident beam is
perfectly monochromatic and collimated. Experimentally these conditions are never ful�lled completely.
Moreover, usually, the particles are found to be composed of several grains, with di�erent orientation
and with certain amount of defects. Each of these grains is called a crystallite. The size of these
crystallites and the microstrains present in them can also be obtained from the di�raction pattern, since
both e�ects contribute to the width of the di�raction peaks. [276]

The peak shape function, H(∆2�), of conventional materials can usually be �t by a simple Gaussian
function, Gf. However, when crystallite size drops below certain values, less than 100 nm or large
strains are present, a deviation of the shape occurs from pure Gaussian to a mixture of a Gaussian and
a Lorentzian, Lf, function, also referred to as a pseudo-Voigt function, Vf, in equation 4.4.

H(∆2�) = V f = � Lf(∆2�;X; Y ) + (1� �) Gf(∆2�; U; V;W;P ) (0 � � � 1) (4.4)

Where � is the variable proportion between Gf and Lf functions, X and Y are the variables of the
Lf function and U, V, W and P are the variables of the Gf function.

Pseudo-Voigt functions allow the separation of the Gf and Lf contributions to the peak shape func-
tion. The full width at half maximum, FWHM, contributions for the Gaussian and Lorentzian functions
are instrumental and specimen broadening, respectively. The dependence of the specimen broadening on
� usually exhibits a X*(l/cos�) + Y*(tan�) dependence, where the coe�cients X and Y can be directly
associated with the crystallite size and microstrain, respectively. If the broadening is anisotropic more
complex dependencies can be introduced using two additional parameters. [278]

Then using this formalism, the crystallite size, d, can be easily estimated from the Lorentzian
contribution to the FWHM of each di�raction peak, as given by the Scherrer formula (equation 4.5):

d =
Kα�

(FWHM)icos�i
(4.5)
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Where K is a constant dependent on the crystallite shape and � is the incident wavelength. [276]
Note that the instrumental broadening, Gf function, can be calculated measuring standard samples,

e.g., LaB6, which present su�ciently large crystallite sizes and negligible stress values to avoid the
presence of the Lf function in peak shape re�nement.

4.2.4 Rietveld re�nement

The Rietveld method is used to �t the experimental di�raction patterns by assuming a certain crystal
structure and adjusting di�erent structural parameters, such as atomic displacements, anisotropy, mi-
crostrain and so on. The chosen parameters are adjusted in an iterative process until convergence is
reached between the values of the experimental intensities and the theoretical model. Di�erent programs
which use Rietveld method, such as Fullprof [279,280] and MAUD [281], are available in free form.

The function minimized in the re�nement of the di�racted pattern by the Rietveld method is the
residue, SI , which is de�ned in equation 4.6.

SI =
X

i
wi(Ii � Icalc)2 (4.6)

Here wi = 1/Ii, Ii is the experimental intensity for the i step and Icalc is the calculated intensity for
the same i step.

The intensities of Ical (see equation 4.7) are determined from the structure factor, F(hkl)α, the scale
factor, s (which depends on the amount of irradiated sample and the e�ciency of the detector), the
Lorentz factor, Lf(hkl) (monochromator polarization and multiplicity factors), the peak shape function,
H(∆ 2�), the preferred orientation factor, O(hkl), absorption factor, A, and the background intensity,
Ibkg.

Icalc = s
X

(hkl)
Lf(hkl)jF(hkl)j2H(∆2�)O(hkl)A+ Ibkg (4.7)

From a purely mathematical point of view, RWP (equation 4.8) is the function that best re�ects the
evolution of re�nement.

RWP = f
P jwi(Ii � Icalc)2jP

wijIij
g1/2 (4.8)

However, this parameter is strongly in�uenced by the function chosen to �t the peak shape. Another
parameter to consider is the goodness of the �t is XR (equation 4.9), where N is the data number and
P is the number of parameters varied in equation 4.9.

XR = [SI=(N � P )]1/2 = RWP =Re (4.9)

where

Re = [(N � P )=wiI
2
i]

1/2 (4.10)

When a value of XR � 1.3 is reached, it is usually considered as satisfactory for a properly �tted
di�ractogram. [278,282]

4.2.5 Powder X-ray di�raction, XRD

X-rays is a form of electromagnetic radiation which have a wavelength in the range of 0.01-10 nm,
corresponding to frequencies and energies in the range of 3�1016-3�1019 Hz and 0.12-120 keV. Given
that the wavelength of X-rays is in the order of the interatomic distances, it makes interference e�ects
possible. X-ray di�raction is based on observing the scattered intensity of an X-ray beam hitting a
sample as a function of incident and scattered angle, polarization, and wavelength or energy.

When an X-ray beam encounters an atom, each electron in it scatters part of the radiation as can
be seen in Thomson equation (equation 4.11).
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I = I0
e2

r02m2
ec

4
sin2� (4.11)

Here, I0 is intensity of the incident beam, e and m are the single electron charge and mass, respec-
tively, r is the distance between the incident beam and the electron, c the speed of light and ' the angle
between the scattering direction and the direction of acceleration of the electron.

However, the nucleus has an extremely large mass compared with that of the electron, thus, the
interaction with the nucleus is weak. The net e�ect is that coherent scattering by an atom is due only
to the electrons contained in that atom.

Therefore, the wave scattered by an atom is simply the sum of the waves scattered by its electrons
in the forward direction (2� = 0). This is not true for other directions of scattering. Since the electrons
of an atom are situated at di�erent points in space, di�erences in phase between the waves scattered by
di�erent electrons are generated.

A quantity f, the atomic form, or scattering, factor, is used to describe the e�ciency of scattering
of a given atom in a given direction. It is de�ned as a ratio of amplitudes:

f =
amplitude of the wave scattered by an atom

amplitude of the wave scattered by one electron
(4.12)

Finally, it is clear that f = Z for any scattering atom in the forward direction. However, as � increases,
the waves scattered by individual electrons become increasingly more out of phase and f decreases (see
�gure 4.6(a)). Moreover, the atomic form factor also depends on the wavelength of the incident beam.

The resultant wave scattered by all the atoms of the unit cell is called the structure factor, F. It is
obtained by simply adding together all the waves scattered by the individual atoms (see equation 4.13).

F(hkl) =
XN

1
fNexp[2�(hkl)] (4.13)

The analysis of the XRD patterns allows us to obtain di�erent types of structural information for
our studies. For example, the analysis of the peak position and their intensity provides us with the types
of phases present in the samples and their relative amounts. As can be seen in �gure 4.7, two types of
phases have been identi�ed (Fe3O4 and Mn3O4) and 60% in volume of the sample corresponds to Fe3O4

phase. Another important piece of information, obtained from the analysis of the peak width (and
shape) is the crystallite size and the microstrains. In certain cases, the relative intensity of di�erent
peaks of the same phase also supplies further information about the atomic relative percentage, i.e.
vacancies.

The X-ray di�ractograms were obtained on loosely-packed powdered samples using a Philips 3050
and Panalytical X'Pert Pro di�ractometers with Cu K� radiation using the Bragg-Brentano geometry.
The measurements were carried out in the 2� range 25-100 2� with a step size of 0.04 � and collection
time of 10 s and 10-100 2� with a step size of 0.012 � and collection time of 300 s for Articles #3 and
#4, respectively. All di�raction patterns were analyzed using the FULLPROF program [279,280]. The
instrumental broadening have been calculated measuring a NIST powder LaB6 standrad [283]

The powder XRD experiments were carried mostly by me using the di�ractometer of Centre d'Inves-
tigació en Nanociència i Nanotecnologia. I also carried out some of the preliminary analysis using the
Rietveld program MAUD. A more detailed analysis of the patterns was performed by Igor V. Golososky
(St. Petersburg Nuclear Physics Institute, Russia) using the FullProf code.
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Figure 4.7: X-ray powder di�raction of a core-Fe3O4|shell-Mn3O4 nanoparticles. The red dots are the
experimental data obtained from a powder X-ray di�ractometer and the blue line is the pro�le calculated
using the Rietveld method approach.

1. Unlike the case of X-ray scattering, the neutron scattering lengths of light atoms, like hydrogen
and oxygen, are quite large and therefore their positions can be easily determined in presence of
heavier atoms.

2. Neutrons can distinguish between atoms of comparable atomic number.

3. Neutrons can usually distinguish isotopes of the same element due to their di�erent scattering
lengths.

These properties sometimes lead to the choice of the neutrons rather than X-rays as the favorable
probe for structural investigations.

In neutron scattering of materials, magnetic scattering refers to the interaction of the nuclear moment
with the magnetic moments arising from unpaired electrons in the outer orbital, of certain atoms. Due
to the strength of the magnetic scattering signal is often very similar to that of the nuclear scattering
in many materials, it allows the simultaneous exploration of both nuclear and magnetic structure.

Since these orbitals are typically of a comparable length scales to the wavelength of the free neutrons,
the resulting atomic, and the global structure, form factors, for neutron-magnetic scattering, resembles
that of the X-ray form factor. However, for neutron-magnetic scattering the coherent magnetic scattering
arises only from the electrons that contribute to the net moment on the atom, and these tend to be in
the outer shells, resulting in a faster decrease of the form factor with the angle 2�.

The analysis of both the structural and magnetic contribution to the neutron di�raction patterns
can be analyzed using Rietveld re�nement. The nuclear-neutron di�raction contribution gives structural
information. In a similar procedure described for X-ray di�raction, the analysis of the peak position and
their intensity provides us with the types of phases present in the samples, their relative amounts and
the crystallographic information of each one. On the other hand magnetic-neutron di�raction is only
speci�c for FM, AFM and FiM materials and can reveal magnetic information such as the magnetic
order. Shown in �gure 4.8 is the neutron di�raction pattern for a sample composed of MnO nanoparticles
measured at two di�erent temperatures. At temperatures below the transition temperature of the AFM
MnO, TN , the patterns show both the magnetic and nuclear di�raction peaks. However the pattern
measured above TN , where the magnetic order is lost, only the nuclear peaks are still present. From
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the magnetic-neutron pattern the atomic moment, magnetic order or magnetic domain size and their
temperature dependence can be analyzed.

Figure 4.8: Neutron di�raction patterns measured at T < TN (upper) and T > TN (lower) for MnO
nanoparticles. The stripes mark the positions of the Bragg re�ections from MnO, upper and lower rows
correspond to the magnetic and nuclear re�ections, respectively.

Neutron di�raction measurements were carried out at the D20 di�ractometer [287] of the Institute
Laue-Langevin (ILL) [288]. The powdered sample where introduced in vanadium sample holder. The
wavelength used was 1.305 Å and the measurements were performed in a temperature range of 10 to
300 K. All di�raction patterns were analyzed using the Fullprof program [279, 280]. The instrumental
broadening was assessed by measuring a NIST powder LaB6 standards. [283]

Neutron di�raction measurements were carried by me at the D20 di�ractometer of ILL. The analysis
was performed by Igor V. Golososky (St. Petersburg Nuclear Physics Institute, Russia) using the
FullProf code.

4.3 Magnetometric measurements

The principle aim of magnetometry is to measure the magnetization (either intrinsic or induced by
an applied �eld) of a material. This can be achieved in a number of ways using various magnetic
phenomena. Magnetometers can be classi�ed as AC types that measure using �elds that vary relatively
rapidly in time, and DC types that measure in quasi-static �elds.

In this thesis, the magnetometric measurements have been carried on using a magnetic property
measurement system (MPMS) (for DC measurements) and a physical property measurement system
(PPMS) (for AC measurements) of Quantum Design Inc. [289]
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The MPMS instrument is equipped with a superconducting quantum interference device (SQUID)
detector which is able to measure extremely small magnetic �elds. This instrument allows measuring the
magnetization and/or the DC-susceptibility of the sample. The SQUID detector uses a superconducting
coil which presents one or two Josephson junctions, [290] that allows to measure small variations of the
magnetic �ux inside the coil. A DC current is applied in the SQUID coil. Then, the sample, placed
in the middle of the detectors, is moved perpendicularly to generate a magnetic �ux with can create
voltage changes in the junction, which allow obtaining the magnetization of the sample. The SQUID
detectors can measure small variations of the voltage (i.e, single magnetic �ux quantum, π0, variations
into the Josephson junctions). As can be seen in equation 4.14 the theoretical limit of the magnetic �ux
that can be measured is in the order of 10�19 Oe.

π0 =
2�~
2e
�= 2:06783∆10�19Oe (4.14)

The PPMS with AC Susceptibility & DC Magnetization Option (ACMS) contains an AC-drive coil
set that provides an alternating excitation �eld and a detection coil set that inductively responds to the
combined sample moment and excitation �eld.

The SQUID and detection coils for MPMS and PPMS present a concentric superconducting DC
magnet to apply the external magnetic to the specimen estudied.

Speci�cally, MPMS-XL instrument is equipped with a reciprocating sample option (RSO) transport
and temperature and magnetic �eld range of 1.9-400 K and �70 kOe respectively. The RSO servomotor
permits the detection of small magnetic signals reducing signal-to-noise ratio due to the rapid and
sinusoidally movement of the sample through the SQUID coils. On the other hand the PPMS instrument
is equipped with a AC Susceptibility & DC Magnetization Option (ACMS) and temperature, DC-
magnetic �eld and AC excitation range of 1.9-400 K, �90 kOe and 0.1-15 Oe (frequency range 10Hz to
10kHz), respectively.

The experiments have been carried out by measuring the magnetic moment of the sample (i.e, emu in
cgs units) and scaled to the mass of the sample to obtain the magnetization (i.e, emu/g). The powdered
sample, in a weight range of 1-5 mg, was tightly packed in a te�on �lm, to avoid its movement due to
high magnetic �elds, and subsequently mounted in gelatin capsules.

Magnetometric measurements allow us to determine the main magnetic properties for magnetic
materials. Concerning the DC-measurements, two main types of studies have been performed: the
temperature dependence of the magnetization, M(T), and the �eld dependence of the magnetization,
i.e., hysteresis loop measurements, M(H). M(T) measurements have been performed using two di�erent
approaches: (i) Zero-�eld cooling (ZFC), where the samples have been cooled without any �eld applied,
at low temperature a small magnetic �eld is applied and, then, the temperature is increased step by step
and the magnetization measured at each step; (ii) Field cooling (FC), where the sample is cooled in the
presence of a magnetic �eld and the magnetization is measured during stepwise warming in the same
applied �eld. Usually, both measurements are plotted together (see �gure 4.9(a)) as a function of the
temperature. From this representation we can extract the magnetic transition temperatures such as TC ,
TN or TB . From the shape of the curves, indirect qualitative information of, for example, interparticle
dipolar interactions or particle size distribution can be obtained. In fact, �tting the ZFC/FC can give
quantitative information on the above parameters. [291]

In contrast, for hysteresis loop measurement the sample is cooled to the desirable temperature in a
FC or ZFC procedure. Then the sample is magnetically saturated with the maximum positive high �eld
(+ 70 kOe). Then, the magnetization is measured while decreasing stepwise the �eld until the opposite,
negative, saturation (- 70 kOe) is reached. Finally, the magnetization is measured while the �eld is
increased back to positive saturation (see �gure 4.9(b)). Subsequently, the temperature is increased and
the same process is repeated. As can be seen in �gure 4.9(b) the shape and size of the hysteresis loop
permit us to determine some magnetic characteristics of the samples (see section 2.1), such as coercivity,
HC , exchange bias �eld, HE , and saturation magnetization, MS .

As for the AC-measurements, only the temperature dependence of the of the in-phase and out-of-
phase susceptibility, δ0(T) and δ00(T), respectively, for a ZFC procedure have been performed. However,
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these measurements have been carried out using an AC-�eld �eld of constant magnitude but at di�erent
frequencies (see �gure 4.9(c)). From the shape of the δ0(T) and δ00(T) curves information about the
magnetic transitions is obtained. Nevertheless, the study at di�erent frequencies allow us to distinguish
between thermodynamic transitions, e.g., TC , TN , and blocking or spin-glass transitions.

(a) (b)

(c)

Figure 4.9: Magnetometry measurements of (a) M(T) for Fe3O4|Mn3O4, (b) hysteresis loop for
MnO|Mn3O4 core|shell nanoparticles and (c) δ0(T) and δ00(T) curves.

The M(T) and M(H) (hysteresis loop) measurements were carried out in a MPMS instrument. The
M(T) measurements were done by cooling the sample from room temperature (RT) to 10K, in FC (20
Oe) or ZFC modes, and measuring during warming in a �eld of 20 Oe. Hysteresis loop measurements
are carried out after cooling from RT to 10 K either in FC (usually in 20 kOe �eld) or ZFC modes. The
loops were measured at di�erent temperatures upon warming. AC-susceptibility measurements were
performed in a PPMS machine by applying an AC-�eld of 10 Oe and a frequency range from 10 Hz to
10 kHz, from 10 K to 300 K after ZFC.

The DC-magnetic measurements and their analysis were carried out by me using the MPMS mag-
netometer of Centre d'Investigació en Nanociència i Nanotecnologia and the PPMS of the Institut de
Ciència de Mateials de Barcelona, respectively. AC-magnetic measurements were performed and ana-
lyzed by Dina Tobia, Elin Winkler and Roberto D. Zysler (Centro Atómico Bariloche, S.C. de Bariloche,
Argentina).

4.3.1 First-order reversal curve, FORC

Hysteresis loops can yield a tremendous amount of information yet much of this is lost by simply
estimating the set of parameters δ, MS , MR, HC and HE from a standard major hysteresis loop.
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4.4 Electron spin resonance, ESR

Electron spin resonance (ESR) or electron paramagnetic resonance (EPR) spectroscopy is a technique
for studying chemical species that have one or more unpaired electrons. The basic physical concepts
of ESR are analogous of nuclear magnetic resonance (NMR), but it is electron spins that are excited
instead of spins of atomic nuclei.

The electron spin, �!s = 1/2, can be degenerate into two di�erent quantum levels (mS = � 1/2) when
an magnetic �eld, H0 is apply to the electron (i.e, of the material to be studied). Then, the di�erence
energy, ∆E, needed to excite an electron from the down (mS = - 1/2) level to the upper (mS = + 1/2)
level is de�ned as the di�erence of the energy of these two quantum states (see equation 4.17).

∆E = EmS=+1/2 � EmS=�1/2 = ge�BH0 (4.17)

where ge is the electron g-factor or gyromagnetic constant and �B is the Bohr magneton. With
analogous interpretation, the energy gap can be de�ned as the related absorved/emitted electron mag-
netic radiation energy for resonance condition, ∆E = ~� where ~ � are the Plank's constant and the
electromagnetic frequency. Then,

~� = ge�BH0 (4.18)

Experimentally, equation 4.18 permits a large combination of frequency and magnetic �eld values,
but the great majority of ESR measurements are carried out using microwaves in the 9 to 10 GHz region,
in the �elds kOe range.

Figure 4.11: ESR spectrum for absorbance and its �rst derivative.

The most common way to depict ESR spectra is the �rst derivative of the absorbance spectra. The
parameters that characterize the resonance signal are the resonance �eld Hr, the line width, ∆H, and
the spectrum intensity, IESR (see �gure 4.11).

The IESR value is proportional to the amount the speci�c ion in the sample resonating at a given
frequency/�eld.

Hr is de�ned as the resonance �eld for a speci�c specimen absorption. In short, this value should vary
only with the magnetic �eld applied. But for exchange-coupled systems (i.e., exchange bias or spring-
magnets systems) the extra anisotropy created due to the interphase coupling generates an additional
�eld that can increase or reduce the Hr value. Also, solving the equation 4.18 using the speci�c Hr
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value the gyromagnetic factor can be obtained. The gyromagnetic factor for a non-isolated electron
(i.e., electron con�ned in atom or molecule) di�ers from the well known value of 2.0023193043617(15).
Then, the magnitude of the change with respect to the standard value of g gives information about the
nature of the atomic or molecular orbital containing the unpaired electron.

The shape or pro�le of the resonance lines are determined by the type of interactions between the
spin system and its environment, while the line width, ∆H, depends on the intensity of interaction and
the relaxation time. ∆H is measured as the distance between the two main peaks present into the �rst
derivative absorbance. The line width is related to the width of upper energy level (mS = + 1/2) and
is strongly related with the energy indeterminacy of the upper level, or half live time of the electrons in
this quantum state.

The ESR analysis allows us to study the magnetic materials in their paramagnetic state (see �gure
4.12(a)). Some di�erent information can be extracted from this technique. In principle, through �tting
the derivative of the total spectra one can extract the gyromagnetic factor of the resonant atom. The
gyromagnetic factor is strongly related to the crystallographic structure of the atom under study ,
thus rendering information on the phase containing the resonant atom. On the other hand, we have
investigated the resonant �eld, Hr, line width, ∆H, and the spectrum intensity, IESR, as a function of
the temperature. Their dependence with the temperature allows to study the transitions of the material
(see �gure 4.12(b)) and to extract the ∆H1 factor which is strongly related to magnetic environment
of the material, thus with information on the anisotropy and the exchange energy.

(a) (b)

Figure 4.12: (a) EPS �rst derivative of a core|shell MnO|Mn3O4 nanoparticles at 80 K (below TN (MnO))
and 180 K (above TN (MnO)) and (b) IESR as a function of the temperature.

ESR spectra have been recorded at di�erent temperatures using a Bruker ESP300 spectrometer [294]
at 9.5 GHz. Form which the resonance �eld Hr, the line width ∆H, and the spectrum intensity, IESR
have been obtained.

ESR measurements were carried out and analyzed by Dina Tobia, Elin Winkler and Roberto D.
Zysler (Centro Atómico Bariloche, S.C. de Bariloche, Argentina).

4.5 X-ray Absorbtion spectroscopy, XAS

X-ray absorption spectroscopy (XAS) [295] is a technique which uses the photons in the X-ray region.
These photons are characterized by an energy range from 5�102 to 5�106 eV, or wavelengths from 25 to
0.25 Å. In this regime the light absorbed by matter is driven by the photo-electric e�ect and the photons
strictly interact with the electrons located in the core level (such as the 1s and 2p orbital levels, i.e., K

49



and L band levels). For a particular electronic core level to participate in the absorption, the energy of
this core level must be less than the energy of the incident X-ray. If the incident energy is greater than
the energy of the X-ray, the core level electrons will not be perturbed from the well-de�ned quantum
state and will not absorb the X-rays. In contrast, if the binding energy of the electron is less than of the
X-ray, the electron may be removed from its quantum level. In this case, the X-ray is destroyed (i.e.,
absorbed) and any energy in excess of the electronic energy is given to a photo-electron that is ejected
from the atom (see �gure 4.13).

Figure 4.13: Photoelectric e�ect, in which an X-ray is absorbed and a core level electron is promoted
out of the atom.

The XAS can be divided into two spectral regions, �rstly, the so called X-ray Absorption Near Edge
Structure (XANES) which re�ects excitations of the photoelectron into the unoccupied states (valence
holes), and secondly, the extended X-ray absorption �ne structure (EXAFS), where the photoelectron
is excited into the continuum. In short, EXAFS de�nes the spectral region beyond the edge. Then the
modulations in the absorption coe�cient above the edge provides local structural information of the
atomic environment of the perturbed element. The information content consists of numbers of ligands
(coordination number), the identity of the ligand atoms, and precise radial distances. On the other
hand, XANES is essentially a spectroscopy. The position of the peaks in the spectrum gives information
about oxidation state, covalency, molecular symmetry of the site, and coordination number.

In this thesis we have only used XANES, or commonly named XAS, spectra and special attention
has been given to the of 2p ! 3d transitions for TM elements in an oxide enviroment. As can be seen
in �gure 4.14, the XAS spectrum for Fe L-edge (2p ! 3d) in Fe3O4 nanoparticles, is dominated by the
appearance of two main peaks, separated by about 15 eV, due to the spin-orbit coupling (~j= ~l � ~s) of
the 2p core levels. These two peaks are related to the 2p3/2 and 2p1/2 levels, i.e., L3 and L2 edges (in
the standard X-ray notation), respectively.

Importantly, some di�erences can be found between pure TM and TM oxide in the XAS spectra. The
empty oxide states are more localized than metal states and their energies are determined by crystal
�eld and multiplet e�ects. Multiplet e�ects arise from the spin and orbital momentum coupling of
di�erent 3d valence holes (or electrons) in the electronic ground state, and from coupled states formed
after X-ray absorption between the 3d valence holes and the 2p core holes. On the other hand crystal
�eld e�ects appear due to the di�erent symmetry environment at which the TM elements can be located
in a TM oxide material, i.e. octahedral, tetrahedral, and so on.

The XAS spectra can be measured in three di�erent ways: i) the transmission mode, which is mostly
used in hard-XAS experiments. In contrast, for soft-XAS experiments, (ii) the total electron yield mode
(TEY) and (iii) �uorescence yield mode (TFY), are mostly used. Namely, the spectrum is obtained
by measuring the outgoing particles, i.e, photons for TFY and electrons for TEY, that result from the
decay of the core hole produced by the incident photon. [296]
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Figure 4.14: XAS spectrum of the Fe L2,3-edge for Fe3O4 nanoparticles.

XAS allows characterizing structurally the sample through the absorption edges of the elements that
compose the specimen. Ideally, XAS permits distinguishing between di�erent materials containing the
same element, since for a giving element XAS can distinguish between di�erent oxidation states, atomic
symmetry, crystal �eld energy and so on (see �gure 4.15).

Figure 4.15: XAS spectrum for Fe3O4 nanoparticles in the L2,3 edge. Note that Fe3O4 is structurally
composed of both Fe2+ and Fe3+ ions.

XAS and XMCDmeasurements were performed on dried CS nanoparticles spread onto carbon tape at
ID08 Dragon beamline of the European Synchrotron Radiation Facility, ESRF, (Grenoble, France), [297]
4-ID-C beamline of the Advance Photon Source, APS, of the Argonne National Laboratory (Chicago,
U.S.A.) [298] and X11MA beamline of the Swiss Light source, SLS, of the Paul Scherrer Institut, PSI,
(Villigen, Switzerland). [299] XAS spectra were recorded at the Fe and Mn L2,3 edges (700-750 eV and
630-680 eV, respectively) using total electron yield (TEY) mode at 10 K in a magnetic �eld of 50 kOe
after �eld cooling (FC) from 300 K under an applied �eld of 50 kOe.

XAS measurements and analysis were carried by me in APS, ESRF and SLS facilities. I also analyzed
the XAS results.
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4.5.1 X-ray Magnetic circular dichroism, XMCD

In optics, the term dichroism refers to changes in the absorption of polarized light on passing through
a material in two di�erent directions. Since materials typically absorb one color of white light prefer-
entially, the material appears with two di�erent colors for the two light directions - i.e., it is di-(two-)
chroic(colored). Today, the term dichroism is used in a more general way to re�ect the dependence of
photon absorption of a material on polarization. The origin of the dichroism e�ect can be for example
due to the anisotropy in the charge or the spin of the material. In the latter case we speak of magnetic
dichroism.

XMCD is a variant of XAS, in which circularly a polarized light is used. XMCD is obtained by
measuring two di�erent absorption spectra, one with right circularly polarized light (RCP) and another
with left circularly polarized light (LCP). Then, XMCD spectrum is de�ned as the RCP and LCP
spectra substraction (see �gure 4.16(a)).

The concepts of XMCD spectroscopy, pioneered by G. Schütz et al. in 1987, [300] are illustrated in
�gure 4.16(b). As is well known for TM the 3d orbital, valence shell, can hold up to 10 electrons which
are �lled into band states up to the Fermi level and the number of �lled states is, therefore, (10-N). For
a magnetic material the d shell present a spin moment due to the imbalance in the number of spin-up
and spin-down electrons, or holes. In order to measure the di�erence in the number of d holes with up
and down spin, the x-ray absorption process needs to be spin dependent. This is done by using right or
left circularly polarized photons which transfer their angular momentum to the excited photoelectron.

The photoelectron carries the transferred angular momentum as a spin or an angular momentum, or
both. [301,302] If the photoelectron originates from a spin-orbit split level, e.g. the p3/2 level (L3-edge),
the angular momentum of the photon can be transferred in part to the spin through the spin-orbit
coupling (~j= ~l � ~s). Right circular photons transfer the opposite momentum to the electron as left
circular photons photons, and photoelectrons with opposite spins are created in the each of two cases.
Since the p3/2, L3, (~j= ~l + ~s) and p1/2,L2, (~j= ~l - ~s) levels have opposite spin-orbit coupling, the spin
polarization will be opposite at the two edges (see �gure 4.16(a)). In the absorption process, spin-up
and spin-down are de�ned relative to the photon helicity or photon spin.

Since spin �ips are forbidden in electric dipole transitions, spin-up (spin-down) photoelectrons from
the 2p core shell can only be excited into spin-up (spin-down) 3d hole states. Hence the spin-split
valence shell acts as a detector for the spin of the excited photoelectron and the transition intensity is
simply proportional to the number of empty 3d states of a given spin. The quantization axis of the
valence shell detector is given by the magnetization direction. The size of the dichroism e�ect scales
like cos(�), where � is the angle between the photon spin and the magnetization direction. Hence the
maximum dichroism e�ect (typically 20%) is observed if the photon spin direction and the magnetization
directions are parallel and anti-parallel. When the photon spin and the magnetization directions are
perpendicular the resonance intensities at the L3 and L2 edges lie between those obtained for parallel
and anti-parallel alignments.

The L3 and L2 resonance intensities and their di�erences for parallel and anti-parallel orientation
of photon spin and magnetization directions are quantitatively related by sum rules to the number of
3d holes and the size of the spin and orbital magnetic moments. Angle dependent measurements in
external magnetic �elds give the anisotropies of the spin density and orbital moment.

XMCD spectroscopy allows us to characterize structurally and magnetically the specimen to study.
Speci�cally, XMCD is an equivalent magnetic XAS spectrum where only the atoms which present
magnetic moment, i.e. unpaired electrons, participate (see �gure 4.17(a)). XMCD spectra can give
us information about the magnetic moment and the direction of the magnetic atoms. Moreover, the
intensity of the absorption peaks can be measured as a function of di�erent parameters such as the
temperature or the magnetic applied �eld. Thus, for example, element speci�c hysteresis loop can be
carried out in samples composed by two or more di�erent magnetic atoms (see �gure 4.17(b)) by tuning
to the corresponding absorption edges.
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(a) (b)

Figure 4.16: (a) RCP, LCP and XMCD spectra for Fe L2,3-edge for Fe3O4 nanoparticles and (b)
illustration of XMCD in the 2p ! 3d excitation.

XMCD spectra were recorded at the Fe and Mn L2,3 edges using total electron yield (TEY) mode
at 10 K in a magnetic �eld of 50 kOe after �eld cooling (FC) from 300 K under an applied �eld of
50 kOe. The element resolved XMCD hysteresis loops, for the Fe and Mn L3 edges, were acquired by
recording the �eld dependence of the XMCD signal at the energies corresponding to three main peaks
of the Fe-edge (i.e., 707.6, 708.7, 709.3 eV) and for the main energy of the Mn edge (640.1 eV). The
XMCD signal was normalized by the area of the XAS spectra after correcting for the background.

XMCD measurements were carried by me at APS, ESRF and SLS facilities. I also analyzed of the
XMCD results.

4.6 Monte Carlo, MC, simulations

A Monte Carlo (MC) method is a technique that involves random numbers and probabilities to solve
problems. Monte Carlo methods are often used in computer simulations of physical and mathematical
systems. These methods are most suited for calculation by a computer and tend to be used when it
is impossible to compute an exact result with a deterministic algorithm. This method is also used to
complement theoretical results.

Monte Carlo iteratively evaluates a deterministic model using sets of random numbers as inputs.
This method is often used when the model is complex, nonlinear, or involves more than just a couple
uncertain parameters. A simulation can typically involve over 10000 evaluations of the model, a task
which in the past was only practical using super computers. [303]

The Monte Carlo (MC) simulation technique with the implementation of the Metropolis Algorithm
[304] has been proved to be a very powerful tool for the systematic study of the magnetic behavior
of nanoparticles and nanoparticle assemblies. The two major advantages of this technique are i) the
possibility for atomic scale treatment of the nanoparticles, so that the details of their microstructure
can be studied and ii) the implementation of �nite temperature through the Metropolis algorithm.

Then the magnetization of the simulated particle can be driven to depend on external (temperature,
applied �eld), intrinsic (size, size of shell and core, size and type of anisotropy, magnetic structure) and
extrinsic particle parameters (interparticle interactions). [303]

The starting point of the simulations is the appropriate choice of a model Hamiltonian and then
the use of random numbers to simulate statistical �uctuations in order to generate the correct ther-
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(a) (b)

Figure 4.17: (a) XMCD spectra of Fe3O4 nanoparticles at the Fe L3-edge. Note that Fe3O4 is com-
posed by Fe2+ in octahedral and Fe3+ in octahedral and tetrahedral positions and (b) element selective
hysteresis loops for Fe and Mn in core-Fe3O4|shell-Mn3O4 nanoparticles.

modynamical probability distribution according to a canonical ensemble. To simulate the magnetic
nanoparticles and the nanoparticle assemblies and to derive thermodynamic averages, the spin, ~s, is the
elementary physical quantity that is used. In the case of single nanoparticles, it is considered a classical
spin at each atomic site and it is simulated using the MC technique the stochastic movement of the
system in the phase space. In the case of assemblies, often e�ective spins to represent the magnetic
state of each nanoparticle are considered.

The MC simulation consists of many elementary steps. In every elementary step a spin ~si,old is
randomly chosen from a system of N spins and an attempted new orientation ~si,new of the spin is
generated with a small random deviation. The attempted direction is chosen in a spherical segment
around the present orientation ~si,old. Then the energy di�erence ∆E between the attempted and the
present orientation is calculated. In the Metropolis Monte Carlo algorithm, if i) ∆E � 0 the new
orientation is accepted, but if ii) ∆E > 0 the new orientation is accepted with a random number u, 0
< u < 1, in order to achieve the thermal �uctuation of the spins. If u is bigger than the probability
exp(-∆E/kBT) the system remains to its present state, ~si,old.

Monte Carlo simulations for core-MnxFe3�xO4|shell-FexMn3�xO4 were carried out considering a
single spherical nanoparticle of radius R, expressed in lattice spacings, on a simple cubic lattice, with
FiM order. Then, atomic-scale modeling is used. In this model the spins in the particle interact with
nearest neighbors Heisenberg exchange interaction, and at each crystal site they experience a uniaxial
anisotropy. We consider the size of the atomic spins in the two sublattices of the FiM particle equal to
1 and 3/2, respectively. The energy of the system includes the exchange interaction between the spins
in the nanoparticle and the single-site anisotropy energy terms. In the presence of an external magnetic
�eld, the total energy of the system is:
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Here ~si and êi are the the atomic spin and the unit vector in the direction of the easy axis at site
i. The �rst three terms give the Heisenberg nearest neighbor exchange interaction between the spins in
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the core, in the shell and at the interface, IF. The following four terms are the anisotropy energies of
the core, the interface, the shell and the surface, respectively. The anisotropy is assumed uniaxial and
directed along the z-axis in the core, the shell and at the interface and random at the surface. The last
term is the Zeeman energy.

To take into consideration the random distribution of easy axis directions with respect to the applied
�elds present experimentally, we have calculated hysteresis loops for di�erent angles between the easy
axis and the applied �eld direction. The results for the magnetization are averaged as:

< M >=
1
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Z 2π
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Z 2π

0
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Z 2π

0

d�M(�) (4.20)

The Monte Carlo simulations are performed using the Metropolis algorithm where the microstructure
and the temperature are explicitly included.

Monte Carlo simulations have been performed by Marianna Vasilakaki and Kalliopi N. Trohidou
(Institute of Materials Science, NCSR Demokritos, Attiki, Greece)
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Chapter 5

Synthetic aspects and parameters

5.1 Nucleation and growth theory

The process to form monodisperse nanoparticles is based on two main mechanisms: nucleation and
growth. [23, 25, 305] Although nucleation and growth mechanisms are strongly correlated, they can be
well described from a theoretical point of view separately, which allows to better understand the forces
driving each of them. [23,25,305�307]

It has been established that to synthesize monodisperse nanoparticles (de�ned as nanoparticles with
a size distribution, ρ2, lower than 10%) nucleation and growth steps should take place separately.
Moreover, the nucleation must be instantaneous, i.e., to generate all the nuclei simultaneously. This will
ensure that the growth process will be similar for all the nuclei. In fact, any variation in nanoparticle
size, size distribution and shape can be achieved by varying these two steps. In general, the �nal size
depends mainly on the nucleation process, while the size distribution and shape depend on the growth
stage. Importantly, the nucleation and growth processes depend on a number of parameters such as
interface energy of the nanoparticles, chemical potential of the monomers, the di�erent atomic species in
the monomers and particle, and so on. Moreover, stabilizing agents (e.g., surfactants) can also modify
these parameters and/or the whole process. Finally, it should be emphasized that the mechanisms for
nanometer-sized particles (as compared to micrometer-sized ones) can be more complex because of their
high surface-to-volume ratios.

5.1.1 Nucleation

The nucleation process describes the spontaneous formation the smallest stable crystallites. Concerning
the synthesis of monodisperse nanocrystals the nucleation process was �rst described in the works of
LaMer in the 40's [306]. In this process, many nuclei are generated at the same time, and then these
nuclei start to grow without additional nucleation. The nucleation process involves basically an initial
homogeneous solution which is transformed into a heterogeneous solution due to the formation of the
nuclei. In this homogeneous nucleation process, there exists a high energy barrier for nucleation, since
the solution has to spontaneously change from a homogeneous to a heterogeneous system. Therefore, for
the homogeneous nucleation to occur favorable kinetic and thermodynamic conditions are required. In
contrast, heterogeneous nucleation is governed by pre-existing nuclei in the solution, i.e., heterogenous
initial solution, where the nanocrystals tend to grow on the pre-existing nuclei, consequently avoiding
the need to overcome the high energy barrier for nuclei formation. [23,25,305�307]

On the other hand, the homogeneous nucleation takes place when the concentration of precursors, C,
of the reagents overcome their saturation concentration, CS , inside the solution (see �gure 5.1). From
the thermodynamic point of view, when the concentration increases the system chemically evolves to
form the new phase, i.e., the nuclei, and as a result the precursor concentration tends to decrease, thus
avoiding the formation new nuclei. [306]
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Figure 5.1: LaMer plot: Change of degree of precursor concentration as a function of time. [306]

The energy barrier which must be overcomed to reach the nucleation step can be thermodynamically
understood as the sum of the Gibbs free energy needed to create a nucleus, ∆GV , (see equation 5.1)
and the surface energy of the formed nucleus (see equation 5.2).

∆GV = �RT
VM

lnS for S =
C � CS
CS

(5.1)

∆GSurf = 4�r2
 (5.2)

where R is the gas constant, T the temperature, VM is the molar volume of the precursor, S is the
supersaturation parameter, 
 is the is the surface free energy per unit area and r is the radius of the
formed nuclei.

In equation 5.1 when the concentration overcomes the supersaturation regime, S reaches positive val-
ues leading to negative ∆GV . Contrarily, equation 5.2 presents always positive values. Then combining
both equations assuming spherical shape the total Gibbs free energy becomes:

∆G =
4

3
�r3∆GV + 4�r2
 (5.3)

As a consequence of the opposite signs of equations 5.1 and 5.2, a plot of ∆G versus r has a
maximum. The value of r at which ∆G is maximum is called the critical radius, rc, and can be de�ned
as the minimum radius of a nucleus that can nucleate spontaneously in the supersaturated solution
regime (see equation 5.4).

rc =
�2


∆G
=

2
VM
RTlnS

(5.4)

Therefore, to ensure nucleation it is not enough that precursor concentration must be larger than
the saturation concentration, but the smallest nuclei formed must be su�ciently large, at least r � rc,
to overcome the energy barrier of the nucleation process. Substituting equation 5.4 into equation 5.3
gives the critical Gibbs free energy, ∆Grc , (see equation 5.5) to form a stable nucleus.

∆Grc =
16�
3

3(∆GV )2
=

16�
3V 2
M

3(RTlnS)2
(5.5)

Equation 5.5 can be written in the Arrhenius form to obtain the nucleation rate, dN/dt, where N is
the number of nucleus.

dN

dt
= Aexp[�∆Grc

kBT
] = Aexp[

16�
3

3(∆GV )2
3(kBT )3N2

A(lnS)2] (5.6)
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Then solving S from equation 5.6, the critical supersaturation level at which nucleation begins can
be obtained.

lnS = [
16�
3

3(∆GV )2
3(kBT )3(lnA=N 0)] N 0 = dN=dt (5.7)

Interestingly, this equation shows another necessary condition pertaining to the degree of supersat-
uration. Namely, to start the precipitation of the nuclei, the nucleation rate should be high enough as
to overcome the re-dissolution rate of the particles. It should be taken into account that although nu-
cleation takes place (dN/dt > 0) the re-dissolution of the formed nuclei can occur (dN/dt < 0). Finally
Sc can be de�ned as the point at which the nucleation rate is su�ciently high (dN/dt − 0) that the
number of nuclei increases even the smaller nuclei may dissolve away.

5.1.2 Growth

The growth process can be divided in two di�erent stages. The �rst one is the di�usion step, which
includes i) creation of monomer precursor (a molecule of low molecular weight capable of reacting with
identical or di�erent molecules of low molecular weight to form a polymer, i.e. nanoparticles) for particle
growth, ii) di�usion of the monomers from the solvent to the particle surface and iii) surface adsorption
of monomers by the nuclei. The second step of the growth process is mediated by physical growth of the
particle. Then, as a typical kinetic problem, the growth rate can be easily treated by choosing one of
the step slower than the others, i.e., a limiting step. Taking into account that the nucleation mechanism
is an instantaneous process, the di�usion step of the growing mechanism can be de�ned as the limiting
step of nanoparticle formation process. [23, 305�308]

In the Reiss model [23, 309], or growth by di�usion model, the growth rate of spherical particles
depends solely on the �ux of the monomers supplied to the particles, πmon. In this case, the relationship
between the monomer �ux and the growth rate, dr/dt, is given by equation 5.8.

πmon =
4�r2

VM

dr

dt
(5.8)

Fick's law for πmon in equation 5.9 gives the �ux of monomers di�using through the surface of a
sphere enclosing the particle. D is the di�usion coe�cient, C is the monomer concentration, x(� r) is
the monomer distance inside the solution from the center of the particle and r is particle radius.

πmon = 4�x2D
dC

dx
(5.9)

Assuming πmon constant for any x, πmon can be C(x) integrated and, then, combined with equation
5.8 leading the growth rate in function of the bulk concentration, C, and surface concentration, CSurf
(see equation 5.10).

dr

dt
=
VMD

r
(C � CSurf ) (5.10)

Comparing the dependence equations 5.8 and 5.10 on the nanoparticle radius, r, it can be assumed
that growth rate is inversely proportional of the particle radius. However, the number of monomers
di�used onto the surface of a particle increases in proportion to the square of its radius. Therefore, it
can be shown, that for an ensemble of spherical particles, the radius distribution ρ2 decrease during
the growth step. This implies that the size distribution of the particles is always smaller than the
distribution of the nuclei, assuming that all the particles are growing at the same time and no new
nuclei appear. This is a self-regulating mechanism of the size distribution during the growth process
and is often referred to as the focusing e�ect. [23, 310]

As can be seen, the Reiss model can properly describe the growing mechanism driven by the di�usion
process. However, some aspects such as the particle re-dispersion, and its dependence on the particle
size, are not considered. Assuming that mass-transport process (monomers di�usion into the solution) is
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equal to the kinetic process (re-dispersion), i.e., that the growth rate is zero, and the rates of precipitation
(growing) and dissolution are balanced, the nanoparticle radius, r, can be expressed as: [23,243,307]

r � rc =
64
DVMC

9RT
t (5.11)

where t is the digestion time, i.e., the time at which the reaction is maintained at the selected
decomposition temperature T (i.e., the temperature at which the reaction is carried out).

From equation 5.11 it is clear that the size of nanoparticles in the growth step is directly proportional
to initial precursor concentration, C, the surface free energy of the particle, 
 and the reaction time, t,
and is inversely proportional to the decomposition temperature T.

5.1.3 Separating the Nucleation and Growth processes

As has been described above, the main feature to synthesize monodispere nanoparticles (i.e, size distri-
bution, ρ2, less than 10%) is to separate the nucleation and growth processes and to control the growth
via di�usion of monomers as the limiting step.

Heterogeneous nucleation is, probably, the most apparent case for the separation of nucleation and
growth. In this case the separation is achieved by the physical separation of both process, i.e., avoiding
the nucleation step by using pre-synthesize nanoparticles as seed-nuclei and controlling the precursor
concentration far below of the supersaturation regime. The seed-growth mediated synthetic route,
carried out by heterogeneous nucleation, allows the possibility to create a broad range of di�erent
nanocrystalline structures. For example, in the case of nanoparticles the seed-growth method has been
extensively used in the synthesis of large particles of a single material, [206, 207] CS heterogeneous
nanoparticles [192,208,264] and heterodimers. [192,193]

Nevertheless, in wet-chemistry there exist two main di�erent approaches to separate the nucleation
and growth processes starting from a homogeneous nucleation and �nally establishing the di�usion
process as the limiting step: hot-injection and warming-up methods. Hot-injection is based on injecting
the precursor into the hot solvent to force the nucleation by reaching the supersaturation regime just
after the addition of the precursor. [40,41] The warming-up approach consists in mixing the precursors
with the solvent at room temperature and subsequently warming the mixture to the decomposition
temperature of the precursor and thus reaching the nucleation and, at the same time, decreasing faster
the supersaturation regime. [48,206,207]

5.2 Synthesis of manganese and iron oxide nanoparticles

In this thesis, di�erent types of nanoparticle systems are presented. However, the synthesis of the
diverse structures is based on iron oxide and manganese oxide materials, which have been synthesized
via thermal decomposition of the related metalorganic salts.

The �rst system presented is based on the one-step synthesis of CS nanoparticles of two di�erent
manganese oxides. Core-MnO|shell-Mn3O4 (
-Mn2O3) nanoparticles are have been synthesized with
di�erent core sizes and same shell thickness. The shell formation have been driven by the passivation
of the initial MnO core, Mn2+, to a total 
-Mn2O3 (Mn3+) shell oxidation or partial Mn3O4 (Mn2+ +
Mn3+) shell oxidation.

The second system is the seed-growth synthesis of CS and onion-like nanoparticles (i.e., CS nanopar-
ticles formed by more than one di�erent shell). In this case, �rst single and CS iron oxide nanoparticles
have been synthesized to be used as seeds for the posterior growth of manganese oxide in a similar proce-
dure described in the MnO|Mn3O4 synthesis. The core-FeO|shell-Fe3O4 and single Fe3O4 nanoparticles
seeds have been prepared by synthesizing pure FeO nanoparticles and controlling the surface passivation
of the initial FeO (Fe2+) to create FeO|Fe3O4 (Fe2+ + Fe3+) or allowing the complete oxidation of the
FeO particles to form, Fe3O4. Subsequently the manganese oxide is surface deposited via seed-growth
method. The possibility to control the passivation degree of the manganese oxide surface can lead the for-
mation of CS structures with di�erent materials and onion-like nanoparticles. Following this procedure
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diverse types of heterogeneous nanoparticle systems have been obtained: two-components Fe3O4|Mn3O4

(CS); three-components FeO|Fe3O4|Mn3O4 (onion-like); and four-components FeO|Fe3O4|MnO|Mn3O4

(onion-like).
In this chapter the di�erent synthetic parameters chosen to adjust the size, size distribution and

shape control will be discussed. Importantly, di�erent experimental techniques allow us to determine
these parameters. However, although di�raction techniques give information on the particle size, only
TEM images can provide a direct observable image of the particle size and shape. Hence, in this chapter
only TEM images have been taken into account to discuss the above mentioned parameters.

I carried out most of the di�erent syntheses described in the thesis under the supervision of Dr. G.
Salazar-Alvarez and Dr. M. Estrader.

5.2.1 Products used in the synthesis

The starting chemicals used in the synthesis were purchased from di�erent companies: manganese(II)
acetylacetonate (Mn(acac)2, Aldrich), sodium oleate (NaOl, Riedel-de Haën), iron(III) chloride (FeCl3
< 97%, Sigma-Aldrich), 1,2-hexadecanediol (HDD, Aldrich), oleic acid (OlOH, Fluka), oleylamine (OA
70%, Aldrich) dibenzyl ether (DBE, Aldrich), 1-octadecene (ODE 90%,Aldrich), hexane (Fluka) and
ethanol (EtOH 99.5%, Panreac). The products were used without any further puri�cation.

All the synthesis have been carried out in either a 100 mL or a 250 mL three necks round-bottomed
�asks (Afora) equipped with a coiled condenser (Afora) and magnetically stirred with a magnetic bar.
The reaction was heated using a heating mantle (Sigma-aldrich) controlled with an external temperature
regulator (Winkler) connected to the reaction via a NiCr-Ni thermocouple (Winkler). Also a Shlenk
line (Afora) has been used to allow the control of the atmosphere inside the reaction vessel. The inert
atmosphere has been reached by pumping the reaction at 100 oC using a rotary pump during 30 to 60
min (p � 10�3 Torr) and, then, re�lling the system with Argon gas as the inert gas.

As a �nal step the particles were washed from the reaction media by several cycles of coagulation
with ethanol, centrifugation at 2000 xg (5000 rpm), disposal of supernatant solution and re-dispersion
in hexane.

5.2.2 Synthesis of the core-MnO|shell-Mn3O4 (γ-Mn2O3) system

The manganese oxide system has been synthesized following the procedure published by Salazar-Alvarez
et al. [243]. This method allows the possibility to tune the particle size by controlling the synthetic
parameters (e.g., surfactant(OA)-to metal precursor(Mn(acac)2) molar ratio, decomposition tempera-
ture and reaction time) and, in addition, it allows the control of the passivation layer thickness, Mn3O4

(
-Mn2O3), by adjusting the temperature at which the reaction is opened to air (i.e., removing the
condenser coil and maintaining the magnetic stirring).

In a typical synthesis 7.5 mmol of Mn(acac)2 (1.9 g) and 7.5 mmol of HDD (1.9 g) are mixed in a
250 mL round bottomed �ask and 150 mmol of OA (50 mL) and 150 mL of DBE are later added. The
reaction vessel is degassed and re�lled with Argon. The mixture is warmed to reach the temperature
of 240 oC and then the temperature is maintained during 30 min. Lastly, the reaction is removed from
the heating mantle and cooled down in argon until 80 oC. At this point, the coil condenser is removed
and the reaction is cooled down in air atmosphere to obtain the passivation layer.

Following the above procedure the nanoparticles synthesized present an average diameter of 5 nm
and due to their small size the whole particle passivates to form the oxidized Mn3O4 phase.

Remarkably, 1,2-hexadecanediol (HDD) is a reducing agent which is usually used in thermal decom-
position methods to obtain FeO (Fe2+) and Fe3O4 (Fe2+ + Fe3+) nanoparticles starting from iron (III)
acetylacetonate precursor. [23, 206] The function of the HDD is the total or partial reduction of the
initial Fe3+ to Fe2+. In contrast, in our case the use of this reducing agent has been carried out to
assure the non oxidation of the initial Mn2+ ions to Mn3+ and, hence, guaranteeing the formation of
pure MnO nanoparticles.

As have been proved by the synthetic experiments presented in Article #2 and in the work of Salazar-
alvarez et al. [243] di�erent synthetic parameters can control the particle growth. The surfactant to
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metal precursor molar ratio, (in our case OA and Mn(acac)2, respectively) plays an important role
controlling the particle size. On the other hand digestion time, decomposition temperature and the
concentration of metal precursor have also played a signi�cant contribution.

As discussed in section 5.1.2, if the growth is driven by the di�usion process as the liming step, the
nanoparticle size can be described by equation 5.11. As can be seen, the decomposition temperature, the
digestion time and the precursor concentration, all play a role in the size control. Another key parameter
is the surface free energy, 
, which can be controlled via using surfactants. Namely, a surfactant which
acts as stabilizer for polar nanoparticles (e.g., oxides) in an apolar solvent (e.g., DBE) can also control
the surface free energy of the nanoparticles. Accordingly, increasing the surfactant concentration the
surface free energy tends to decrease leading smaller particle sizes. [19, 20] Furthermore, interestingly,
di�erent types of surfactants used in the synthesis can control the �nal shape of the particles. [311]

During the preparation of the particles for Article #2 di�erent synthetic parameters were varied to
understand their importance in the control of the particle size to be able to obtain the most suitable
sizes to study the size e�ect on the magnetic and structural properties.

During the di�erent syntheses, diverse parameters were studied separately and maintaining the
other variables constant: surfactant-to-metal precursor ratio ([S]:[M]), digestion time (t), decomposition
temperature (T) and precursor concentration ([Mn(acac)2]). Note that in all the cases the molar ratio
between the precursor, [Mn(acac)2], and the reducing agent, HDD, have been maintained constant at 1.

The results of the variation of the diverse synthetic parameters are summarized in the following
table.

Sample [S]:[M] T (oC) t (min) [Mn(acac)2] diameter (nm)

S1 20 150 10 0.05 4.8
S2 20 200 30 0.05 14
S3 20 290 60 0.05 23.4
S4 1 240 30 0.05 25
S5 4 220 30 0.05 13
S6 40 205 60 0.05 15
S7 2 290 60 0.03 24.4
S8 2 290 60 0.05 50.4

For samples from S1-S3 the [S]:[M] ratio have been maintained constant while the temperature and
digestion time have been increased from S1 to S3. The particle size increase from 4.8 nm to 14 and
23.4 nm from S1 to S3, respectively (see �gure 5.2(a), 5.2(b) and 5.2(c)). Consequently, when the
decomposition temperature and the digestion time of the reaction increase the particles become larger.
The digestion time dependence is easily understood from the theoretical equation 5.11, where the particle
size is directly proportional to this factor. On the other hand according to equation 5.11 the particle
size should be inversely proportional to the temperature. However, the opposite behavior observed in
our experiments can be understood as a yielding e�ect. Due to the fact that at higher temperatures
the metal precursor decomposition is favored, the concentration of monomers increases, allowing larger
monomer di�usion onto the initial nuclei surface allowing the particles to grow.

On the other hand the [S]:[M] ratio were studied in samples S2, S4, S5 and S6. It is clear for samples
S4 and S5 that when the concentration of the surfactant is increased from 1 to 4, there is a particle
size reduction, from 25 nm to 13 (see �gure 5.2(d) and 5.2(d)). In contrast, it is demonstrated that for
ratios larger than 4 (i.e, 20 and 40 for S2 and S6, respectively) there is no further particle size reduction
(see �gure 5.2(b) and 5.2(f)). Therefore, the particle size control via surfactant concentration presents
a limiting threshold at roughly [S]:[M] of 4. In fact, from equation 5.11 can be understood that the
increase of the surfactant concentration leads us to a reduction of the �nal surface free energy of the
nanoparticles and posterior reduction of the �nal particle size. In contrast, for large values of surfactant
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Figure 5.2: TEM images for samples (a) S1, (b) S2, (c) S3, (d) S4, (e) S5, (f) S6, (g) S7, (h) S8 and (i)
distinguishable CS structure for sample S1.

concentration this process is blocked since the surface of the nanoparticles is fully covered by surfactant
molecules, and an increase in concentration can not longer reduce the surface free energy.

Finally, the precursor concentration dependence was studied for samples S7 and S8, which have been
synthesized in equal values of [S]:[M], digestion time and decomposition temperature but with di�erent
initial precursor concentration, 0.03 M and 0.05 M for S7 and S8, respectively. The results show that
for larger values of precursor concentration larger particle sizes are obtained, where the particle size
increases, from 24.4 nm to 50.4 nm, as the concentration is increased from 0.03 M to 0.05 M (see �gure
5.2(g) and 5.2(h)). These results highlight the important role of the precursor concentration in the �nal
particle size. The results are in agreement with, equation 5.11 which shows that increasing the precursor
concentration allows us obtaining larger particle sizes.

After synthesizing MnO nanoparticles of di�erent sizes, the aim of the experiments was obtaining
a controllable passivation layer. Two di�erent approaches were attempted to reach this CS structure.
Firstly, the as-made nanoparticles were exposed to the air at di�erent temperatures as the reaction
was cooled down. Secondly, the obtained particles were precipitated and subsequently re-dispersed
in highly boiling point solvents and heated to di�erent temperatures. After several experiments, the
�rst procedure was chosen due to the better control and reproducibility to obtain the passivation layer.
Importantly, as-made MnO nanoparticles presented a thin passivation layer (Mn3O4 or 
-Mn2O3 oxides),
even when the exposition to the air was carried on at room temperature. This e�ect can be understood in
terms of the nanoparticle surface tending to stabilize the surface stress (defects, unbalance coordination
and so on) by forming the passivation layer. To form a thicker and homogeneous passivation layer,
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the particles (of di�erent sizes) were exposed to air at di�erent temperatures (50, 80 and 120 oC).
For lowest temperature, 50 oC, the passivation layer obtained did not di�er substantially with the
obtained for room temperature exposure. In contrast, for the experiment at 120 oC it was found that
the passivation layer increased to passivate completely small (5nm) and medium (15 nm) nanoparticles.
Then for the experiment performed at 80 oC the small nanoparticles were fully passivated, however,
the medium and lager ones presented a rather homogeneous passivation layer of roughly 3 to 5 nm (see
�gure 5.2(i)). Consequently, 80 oC was established temperature to expose the MnO nanoparticles to
reach a reproducible passivation layer of 3-5 nm. Following this procedure we could obtain nanoparticles
with diameters in the range of 5 to 50 nm, composed of di�erent core sizes and equal shell thickness.

5.2.3 Synthesis of core-FeO|shell-Fe3O4 and Fe3O4 systems

Iron oxides nanoparticles (i.e, core-FeO|shell-Fe3O4 and Fe3O4) have been synthesized by thermal de-
composition using a procedure similar described in the previous section for MnO. The work by Park
et al. [48] demonstrates the possibility to synthesize highly monodisperse Fe3O4 nanoparticles starting
from a new metalorganic precursor, iron oleate (FeOl), and following the synthetic procedure used in
the case of the acetylacetonate precursors. However, the main drawbacks of this procedure are the need
to prepare the metalorganic precursor, since it does not exist commercially, and the reproducibility of
the FeOl product. [312] Nevertheless, despite the drawbacks, we decided to use FeOl to synthesize the
iron oxide nanoparticles. The synthetic procedure to obtain FeOl was to mix 21.6 mmol of FeCl3 (3.5
g) and 65.7 mmol of NaOl (20 g) with 75 mL of hexane, 45 mL of EtOH and 30 mL of deionized H2O in
a 250 mL round-bottomed �ask. The mixture was magnetically stirred and heated to the boiling point
(T � 60 oC) during 4 hours. After cooling, the reaction consisted of two phases, which were separated
using a separatory funnel, discarding the bottom part (i.e., the water phase). The organic part was
washed with water several times, discarding each time the water part. To �nish the preparation of the
FeOl, the organic phase was vacuumed and heated at 100 oC until all the organic solvents and traces of
water had evaporated. The precursor, which presents a dark-brown viscous liquid texture, was stored
in a �ask for the posterior synthesis of the nanoparticles.

Note that the formation of the FeOl precursor is an ionic exchange reaction, where the initial NaOl
changes its Na+ ion for the Fe3+ ions of the FeCl3. The selected solvents with high di�erent degree
of polarity were chosen to solve the two di�erent powder reactives, i.e. NaOl and FeCl3. NaOl which
presents an apolar behavior was solved with hexane and the FeCl3, which is an ionic salt, was solved
in the mixture of H2O-EtOH solvents. Although, hexane and H2O-EtOH solvents are immiscible, the
stirring and the boiling process favors the mixture and the ion exchange to reach the FeOl formation in
the polar part, hexane. On the other hand, the discarded water solution contains the other products of
the reaction, i.e., the Na+ and Cl� ions.

After obtaining the iron precursor, FeOl, it was thermally decomposed to synthesize the iron oxide
nanoparticles. Namely, 1.8 mmol (1.6 g) of FeOl were mixed with 0.31 mmol (100 �L) of OlOH and 30
mL of ODE in a round-bottomed �ask. The reaction was degassed in vacuum at 110 oC during 30 min
and re�lled with argon gas using the Shlenk line. Then the mixture was heated to the boiling point of
the solvent, ODE, i.e., 320 oC, with a controlled heating rate of 3 o/min and maintained for a digestion
time of 30 min. The reaction was subsequently cooled down by removing the �ask from the heating
mantle.

Importantly, if the cooling down procedure is carried out in inert atmosphere, argon, until room tem-
perature, the resulting nanoparticles obtained present a CS structure (i.e., FeO|Fe3O4). However, if the
reaction �ask is opened at air at high enough temperatures, roughly 200 oC, the complete oxidation of
the particles is achieved and the nanoparticles present de single phase structure, i.e., Fe3O4. Remarkably,
even the synthesis is carried out in an air atmosphere, i.e., without degassing the reaction and without
opening the reaction �ask to air, the resulting nanoparticles have always a CS structure, rather than
the expected single phase system. This behavior can be explained by the high boiling point used in the
decomposition of the precursor. Note that the oleate complex presents a higher decomposition temper-
ature than the more commonly used metal-organic precursors (i.e, acetyalcetonates, acetates, cuprates,
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and so on). At higher temperatures, when nanoparticles are being synthesized, the iron-monomer is
formed and the long carbon chains of the precursor (oleate CH3(CH2)7CH=CH(CH2)7COO�) are bro-
ken, leading the formation satellite products as CO and H2. Due to their reducing character these
products are responsible for the reduction of Fe3+ ions into Fe2+ and consequently the formation of FeO
nanoparticles as a �nal product. [313]

Interestingly, using FeOl as precursor, only small amounts of surfactant need to be added to the
synthesis, in this case OlOH, since to some extent the precursor itself can act as surfactant. Although,
the need to use small amounts of surfactant is an advantage, the presence of the long carbon chains,
which probably are not completely broken and decomposed after the nanoparticle synthesis, becomes
the main drawback of this procedure. The �nal product presents a black viscous liquid appearance,
similar to the precursor, which is virtually impossible to turn into powder. Thermogravimetric analysis
of the �nal product has shown that the major part of this viscous liquid (roughly 60%) are organic
materials and only 40% comes from the inorganic part, i.e., the nanoparticles. Nevertheless, in return,
the colloidal suspension is exceptionally stable, making these nanoparticles great candidates to use as
seeds for the seed-growth deposition method.

A systematic study, as in the case of the MnO synthesis, has been carried out to investigate the role
of the di�erent synthetic parameters on the particle size. Note that in this case a new parameter, heating
rate (HR, which is de�ned as the heating velocity to reach the desirable decomposition temperature)
has also been studied. In the following table the main experiments are summarized.

Sample [S]:[M] T (oC) t (min) HR (o/min) [FeOl] diameter (nm)

F1 2 320 10 3 0.15 11
F2 2 320 30 3 0.15 13.6
F3 2 320 60 12 0.26 11
F4 2 320 30 25 0.15 9
F5 2 275 30 3 0.15 9
F6 0.8 320 30 3 0.15 6
F7 0.8 320 30 3 0.08 6.5
F8 2 320 30 3 0.14 11

Digestion time dependence can be summarized in samples F1 and F2, where they were synthesized
in identical conditions, only di�ering in the digestion time. Although the particle size of F1 and F2 is
slightly di�erent, i.e., 11 vs. 13.5 nm, respectively (see �gure 5.3(a) and 5.3(b)), further studies have
revealed that this parameter does not play any important role in the �nal particle size control. However,
particles synthesized in digestion times lowers than 10 min present large particle dispersion, ρ2. Thus,
it can be assumed that the growth process happens faster than for others metal precursors (at least,
not longer than the �rst 10 minutes). As has been described in the synthesis of MnO nanoparticles,
from equation 5.11, longer digestion times lead larger particle sizes due to the longer exposure time of
the monomers to di�use from the solution to the nuclei. However, this longer digestion times present
a main drawback. The increase of the �nal particle size distribution should be assumed to be due to
i) increase of particle size and, therefore, the particle size distribution and ii) a possible redissolution
process which favors the growth of some nanoparticles at the expenses of the redissolution of others,
i.e., this process is known as Ostwald ripening. [314]

In F6 and F7 FeOl concentration was varied maintaining the other parameters equal. Although, the
FeOl concentration has been doubled for going from F7 to F6 there was no apparent size di�erence.
Samples F6 and F7 present a sizes of 6 and 6.5 nm respectively (see �gure 5.3(f) and 5.3(g)). This result
is in contrast to the model presented in equation 5.11 in which an increase of the particle size for larger
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Figure 5.3: TEM images for samples (a) F1, (b) F2, (c) F3, (d) F4, (e) F5, (f) F6, (g) F7, (h) F8 and
(i) , marked with arrows, distinguishable CS structure for sample F1.

precursor concentrations. Thus, it can be concluded that the concentration does not play an important
role in our work range, i.e. [FeOl] � of 0.8, and, probably, for lower concentrations values it can a�ect
as is predicted by the theory.

In the work by Park et al. [48] much importance was given to maintain the HR at constant values
of 3 o/min. Thus, we also decided to study this parameter to better understand the synthesis process.
Di�erent HR values, 3, 12 and 25 o/min, were used for samples F2, F3 and F4, respectively. Decreasing
particle sizes have been obtained by increasing the HR values, 13.6, 11 and 9 nm respectively (see �gure
5.3(b), 5.3(c) and 5.3(d)). However, the particle size distribution also increases concurrently with the
particle size. In contrast with other synthetic parameters, heating rate is not predicted as a variable
that should a�ect the reaction process. From a fundamental point of view, an increase in the HR works
against the stable control of the growth process driven by the di�usion step and leads to an increase of
the �nal particle size distribution through raising the redissolution process.

The surfactant-to-metal ratio, [S]:[M], was also investigated. Although, here only two experiments
are shown, F6 and F8, the results clearly demonstrate the importance of the [S]:[M] in controlling the
particle size. As the [S]:[M] ratio is raised from 0.8 (F6) to 2 (F8) the particle size increases from 6 nm
to 11 nm (see �gure 5.3(f) and 5.3(h)). As has been described for the synthesis of MnO nanoparticles,
an increase of the surfactant concentration brings about a reduction of the surface free energy of the
nanoparticles which results in a particle size reduction, as can be seen in equation 5.11.

Finally, the role of the decomposition temperature was studied by using similar solvents with dif-
ferent boiling point: 1-octadecene, ODE, 1-hexadecene, HDE, and 1-tetradecene, TDE, with boiling
points of 320, 275 and 250 oC, respectively. All the samples were synthesized using ODE except for
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F5 where HDE was used. When comparing samples F2 and F5 (where only the solvent, and thus the
decomposition temperature, has been changed) a size reduction for the lower decomposition temper-
ature can be observed. From equation 5.11 it can be seen that the particle size present an inversely
proportional dependence with the decomposition temperature, therefore, for lower temperatures larger
particles sizes should be obtained. However, in our case the lower decomposition temperature leads to
an enhancement of particle size distribution and the particle shape is no longer homogeneous. Hence, it
can be assumed that the proper decomposition is not reached at the boiling point of HDE, 275 oC. In
fact, thermogravimetric measurements have shown that the FeOl decomposition starts, roughly, at 270
oC. Thus, at lower temperatures, probably, the growth process and the di�usion limiting step are not
favored.

In view of the results of the di�erent experiments, we can conclude that the main parameter to
control the size of the iron oxide nanoparticles is the surfactant-to-metal ratio. However, other groups
have recently shown that increasing the decomposition temperature even further, using mixed solvents
such as: 1-Octadecene or diphenyl ether with tetracosane (391 oC) the decomposition temperature can
be increased, > 320 oC, resulting in larger nanoparticles. [315]

Finally, as can be seen in the di�erent panels of �gure 5.3(a), 5.3(b), 5.3(c), 5.3(d), 5.3(e), 5.3(f),
5.3(g) and 5.3(h) the di�erent conditions do not only a�ect the size but also the shape of the nanopar-
ticles. Samples from F1 to F3 present a clear cubic shape. On the other hand, samples F6 to F8
show perfect spherical shapes. In contrast, F4 and F5 have grown with an intermediate shape, i.e., a
high degree of sphericity but with facets. However, form our experiments no clear conclusion can be
reached concerning the e�ect of the di�erent synthetic parameters on the nanoparticle shape. Even so,
the di�erence in nanoparticle shape could be driven by slight di�erences between of FeOl precursors
used. In fact, using FeOl as precursor allows us to prepare not more than four or �ve synthesis for each
FeOl batch. Then, we can classify the nanoparticles synthesized as a function of the batch of the FeOl
used, where three nominally equal FeOl precursors have been used: FeOl1 for F1, F2 and F3, FeOl2 for
F4 and F5 and FeOl3 for F6, F7 and F8. Notably, it has been reported that the shape control of the
nanoparticles could be due to di�erent amounts of NaOl or KOl products in the FeOl precursor. [315]

The control of the �nal nanoparticle structure, i.e single Fe3O4 and core|shell core-FeO|shell-Fe3O4,
have been achieved controlling the temperature at which the reaction �ask is opened to air and, therefore,
the inert atmosphere is lost. The entry of oxygen inside the reaction vessel tends to passivate the initial
FeO nanoparticles to the next oxidation state, Fe3O4. Although the reaction is spontaneous due to
the instability under air conditions of the FeO phase, the temperature can play an important role in
the degree of the shell passivation, i.e., from thin shells to the complete particle oxidation. Di�erent
temperatures have been studied to try to understand this process. High temperatures, > 250 oC, lead the
complete particle passivation to form the pure Fe3O4 single nanoparticles. In contrast, temperatures
in the range of 80 oC to 250 oC allow obtaining shell thickness from 2 to 4 nm (see �gure 5.3(i)).
Interestingly, in contrast to the MnO nanoparticles, the FeO phase is not stable and the nanoparticles
tend to su�er the complete oxidation with time to form the Fe3O4 phase. Our experiments have shown
that this process reach the complete oxidation for times around two or three weeks,depending on the
di�erent parameters like particle size or initial passivation layer thickness. .

5.2.4 Seed-growth synthesis of core-iron oxides|shell-manganese oxides sys-
tems

This section describes the synthesis of core|shell and onion-like nanoparticles synthesized via the seed-
growth approach. Three di�erent systems: Fe3O4|Mn3O4 (CS), FeO|Fe3O4|Mn3O4 (three-components
onion-like), FeO|Fe3O4|MnO|Mn3O4 (four-components onion-like) will be discussed. In fact, all of them
are based on the same or very similar synthetic procedure, where the formation of di�erent morphologies
is driven, only, by choosing reaction atmosphere and the shell thickness. Thus, depending on the desired
structure of the nanoparticles the process encompasses either two or four steps. In the �rst step the
iron oxide nanoparticles are synthesized and their oxidation process is controlled to obtain one of the
two possible iron oxide systems, FeO|Fe3O4 or Fe3O4. The second part is governed by the manganese
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oxide deposition. Again, by adjusting oxidation process, two di�erent morphologies can be obtained:
bilayer shells MnO|Mn3O4 (
-Mn2O3) or fully oxidized shells Mn3O4 (
-Mn2O3).

Commonly, seed-growth methods have been used to create nanoparticles with sizes unattainable by
on-step synthesis. Pre-synthesized nanoparticles are used as seeds and the same material is deposited
onto their surface. [206,207] However, as has been described in the nucleation section, the heterogeneous
nucleation is thermodynamically favored instead the homogeneous one, provided that the supersatura-
tion regime is not reached. Thus, the seed-growth approach has been extended to other, more complex,
core|shell systems by using small amounts of precursor to growth shells of a di�erent material. [191,192]

In our case, to synthesize the heterogeneous CS nanoparticles, pre-made Fe3O4 nanoparticles, were
used. Notably, care must be taken to evaluate the adequate amount of seeds to avoid reaching the
supersaturation regime. Hence, ten drops of the solution (hexane+nanoparticles) were placed on a
precision balance, waiting for the complete evaporation of the hexane. The weigh obtained is related
to the total non-hexane part, although taking into account the previous thermogravimetric analysis
(which show that only the 40 % in weight is inorganic) only about half of the weight corresponds to
the nanoparticles. Taking into account these factors, our starting nanoparticles/hexane solution can be
assessed to be about 0.1 g/L.

To proceed with the CS synthesis, in a round bottomed �ask 2 mL (200 mg of nanoparticles) of
the iron oxide/hexane suspension have been mixed with 7.5 mmol of Mn(acac)2 (1.9 g), 7.5 mmol of
HDD (1.9 g), 150 mmol of OA (50 mL) and 15 mmol of OlOH (5 mL) in 150 mL of DBE. The mixture,
magnetically stirred, was degassed in vacuum at 100 oC during 15-30 min and re-gassed with argon. The
reaction was heated at the maximum heating rate (� 10 o/min) to reach the decomposition temperature
of 200oC, where the digestion time was adjusted to 60 min. Afterwards, the reaction vessel was cooled
down to room temperature removing it from the heating mantle. Importantly, depending on the desired
shell structure (i.e., the passivation degree) the reaction vessel was opened to air at the appropriate
temperature.

One of the drawbacks of this synthesis procedure is the control of the thickness of the Mn-oxide
shell. Several experiments have been devised trying to control the shell thickness. However, di�erent
tests, varying the synthetic parameters, demonstrate that essentially only two di�erent manganese
shell thickness can be stabilized, i.e., 1 nm and 22 nm. The manganese shell thickness of 1nm (see
�gure 5.4(a)) spotaneusly passivated to form Mn3O4 or 
-Mn2O3 oxides. This behavior allows to
synthesize two di�erent CS structures depending on the seeds used: Fe3O4|Mn3O4, FeO|Fe3O4|Mn3O4,
where the latter structure is formed by two di�erent shells, i.e., onion-like nanoparticles. On the other
hand the formation of thicker manganese shell thickness (see �gure 5.4(b)) has allowed to synthesize
three and four components CS/onion-like structures, Fe3O4|MnO|Mn3O4 and FeO|Fe3O4|MnO|Mn3O4,
respectively. In this case the degree of manganese passivation can be controlled due to the thicker
shell. For all the experiments the seed concentration has been maintained in a range from 0.5 to 1 g/L
and in a seed/precursor ratio of 0.1 in weight. For smaller ratios, i.e., larger amount of precursor, the
supersaturation limit is reached and homogeneous nucleation takes place and pure MnO nanoparticles
are obtained. In contrast, for smaller seed/precursor ratios no deposition is observable.

Remarkably, for the formation of manganese oxide shell two di�erent surfactant have been used to
improve the growth, contrarily to the procedure used in the synthesis of single Mn-oxide nanopartciles.
Initially, only OA was used, however, the size distribution obtained was exceedingly broad. In contrast
when OlOH is used, mixed with OA, the particle size distribution decreased and the particle shape
became more homogeneous. Experiments performed using only OlOH did not lead to any manganese
deposition. This behavior can be understood as the OA playing the main role in the formation of
manganese monomers, although, after deposition, OlOH can better control the size distribution and
the particle shape. Thus, diverse OA/OlOH and [S(OA+OlOH)]/[M] ratios have been studied in order
to control the manganese shell thickness. However, despite the broad range of ratios used (e.g., [S/M]
ratios 1, 2, 20 or 40) no noticeable changes in the shell thickness was observed.

Finally, the decomposition temperature was studied. For lower decomposition temperatures, i.e.
� 200oC, thinner shells in the range of 0.5 to 1 nm were obtained. Interestingly, for thinner shell
depositions, the initial perfectly spherical iron oxide shapes evolves into faceted shapes. This behavior
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can be understood due to the fast manganese oxidation from MnO to Mn3O4 and the tendency of
Mn3O4 to crystallize forming octahedrons. This change in shape of the nanoparticles allows easily
distinguishing the manganese oxide deposition.

On the other hand, when the decomposition temperature is increased, i.e. � 250 oC, the manganese
deposition is particularly favored, resulting in the deposition of thicker manganese shells, on the order of
20 nm. However, intermediate decomposition temperatures do not allow controlling the manganese shell
thickness. Experiments carried out at di�erent intermediate temperatures, i.e. 210 and 230 oC, result in
1 nm and 20 nm shell thickness, respectively. Surprisingly, these nanoparticles present a slightly concave
geometry, similar to a tetracube. The formation of this type of concave geometry can be understood due
to the presence of water during the reaction, which induces some etching of defective areas on speci�c
crystallographic faces. Water then helps solubilize some metal (oxy)- hydroxide, which recrystallizes on
the edges and along the corners, forming the concave geometry.

Other experiments were pursued to obtain intermediate shell thicknesses, such as the hot-injection
method of the manganese precursor. When the injection was controlled using an injection pump,
adjusting the injection velocity, concentration and decomposition temperature no changes in the shell
thickness could be achieved in the �nal nanoparticles for slow or moderate injection speeds. In contrast,
when the addition of the precursor was carried out at ultra-fast injection velocities the shell could be
grown to an average thickness of 3 to 5 nm. However, although an intermediate shell thickness is reached,
the shell growth is rather inhomogeneous. Namely, the manganese oxide deposited, which is completely
formed by Mn3O4, creates a homogeneous thin shell of 0.5 nm (similar to the standard thin shell) and
then the manganese oxide grows preferentially at speci�c surface regions leading to a non homogeneous
shell thickness (see Fig. 5.4(c)).

As a �nal step of this synthetic procedure, the exposition temperature to air of the CS Fe3O4|Mn3O4

system, has been studied. If the reaction vessel is allowed to cool down to room temperature in an argon
atmosphere the �nal system obtained exhibits a sharp interface with the designed Fe3O4|Mn3O4 system.
In contrast, if the reaction vessel is opened at air at 180 oC interdi�usion between Mn and Fe ions is
favored and the interface evolves from a sharp interface to a graded interface. Moreover, the �nal CS
nanoparticles lose their nominal Fe3O4|Mn3O4 structure. Speci�cally, the particles present an iron rich
core and a manganese rich shell with the interface showing graded increasing/deacrising, manganese and
iron ions concentration (from the core to the shell), respectively. Consequently, the structure CS system
can be described as MnxFe(3�x)O4|FexMn(3�x)O4 although maintaining the cubic|tetragonal structure.
In fact, from EELS data the composition was calculated as Mn0.75Fe2.25O4(8 nm)|Fe1.75Mn1.25O4 (0.6
nm) shell 1|Fe1.5Mn1.5O4 (0.6 nm) shell 2|Fe0.75Mn2.25O4 (0.6 nm) shell 3.

(a) (b) (c)

Figure 5.4: TEM images for samples (a) thicker, (b) thinner and (c) intermediate manganese oxide shell
thickness.
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Chapter 6

Articles

6.1 AFM|FiM MnO-core|Mn3O4 (γ-Mn2O3)-shell nanoparticles

In this section two articles dealing with CS nanoparticles formed by a core of MnO and a shell of Mn3O4

or 
-Mn2O3 are presented. From the magnetic point of view, this system is composed by an AFM core
(MnO) and FiM shell (Mn3O4 or 
-Mn2O3). Interestingly, these CS nanoparticles present a double
inverted CS structure where the AFM is placed in the core and the FiM in the shell and the Curie
temperature (TC) of the shell is lower than the Néel temperature (TN ) of the core, which is in contrast
with conventional FM|AFM core|shell systems with TC > TN . Based on the previous experience of
the group, [243] the synthesis of these CS nanoparticles is based on the synthesis of monodispersed
AFM MnO nanoparticles and their posterior passivation to form a FiM Mn3O4 or 
-Mn2O3 shell and,
thus, an AFM|FiM core|shell structure. This procedure allows a �ne control of the sizes (core diameter
and shell thickness) of the system with an epitaxial growth of Mn3O4 or 
-Mn2O3 shell onto the MnO
core. [244,245] Interestingly, the phase of the shell passivation, Mn3O4 or 
-Mn2O3, depends on the size
of the initial MnO nanoparticles.

From the magnetic point of view, theses systems present large values of coercivity (HC) and exchange
bias (HE) due to the strong magnetic anisotropy of the Mn3O4 or 
-Mn2O3 shell and the good exchange
coupling between both the AFM and FiM counterparts. In addition, the coercivity and exchange
bias values present a non monotonic dependence with the core diameter when the shell thickness is
maintained constant. Further, the magnetic investigations revealed that the magnetization of the FiM
shell is maintained above its TC , which is ascribed to a proximity e�ect of AFM at the AFM|FiM
interphase.
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Article #1

Title: Magnetic Proximity E�ect Features in Antiferromagnetic/Ferri-
magnetic Core-Shell Nanoparticles

Authors: I.V. Golosovsky, G. Salazar-Alvarez, A. López-Ortega, M. A.
González, J. Sort, M. Estrader, S. Suriñach, M. D. Baró, and J. Nogués

Journal: Physical Review Letters

Article #2

Title: Size-Dependent Passivation Shell and Magnetic Properties in Anti-
ferromagnetic/Ferrimagnetic Core/Shell MnO Nanoparticles

Authors: A. López-Ortega, D. Tobia, E. Winkler, I. V. Golosovsky,
G. Salazar-Alvarez, S. Estrade, M. Estrader, J. Sort, M. A. González, S.
Surin.ach, J. Arbiol, F. Peiró , R. D. Zysler, M. D. Baró, and J. Nogués

Journal: Journal of the American Chemical Society
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6.1.1 Article #1: Magnetic proximity e�ect features in antiferromagne-
tic/ferrimagnetic core-shell nanoparticles

In order to understand the magnetic behavior in MnO-core|
-Mn2O3-shell nanoparticles in this article
we present a systematic neutron di�raction study. Neutron di�raction patterns at di�erent temperatures
were performed at the D20 instrument [287] of the ILL institute [288] in Grenoble. The analysis was
carried out by means of Rietveld re�nement [282] using the Fullprof code. [279,280] Two CS nanoparticles
were studied in this article, i.e. small, S, and large, L. Both samples were formed by the manganese
oxide CS structure although with di�erent core sizes (� 5 - S and � 17 nm - L), while maintaining the
shell thickness roughly constant (� 5 nm). The structural results obtained from the nuclear neutron
di�raction analysis have shown that the core is formed by a MnO phase with the well-known NaCl (rock
salt) structure with some defects at the Mn sites for the small (S ) nanoparticle and, in contrast, a high
crystallinity for the larger, L, sample. On the other hand the shell for the small sample, S, is composed
by a tetragonal manganese oxide spinel formed only by Mn3+ ion, i.e. 
-Mn2O3. The core size and
shell thickness calculated through the neutron di�raction peak broadening agree well with the previous
results obtained from the TEM analysis.

The analysis of the pure magnetic neutron di�raction peaks have con�rmed that the MnO core phase
and the 
-Mn2O3 shell present the expected AFM and FiM magnetic structure, respectively. However,
the values of saturated magnetic moments of both manganese oxides are lower than the theoretical ones.
These e�ects can be explained due to the lower occupancy of the Mn2+ ions of the MnO AFM core and
the spin canting and weak coupling of the manganese Mn3+ ions of the 
-Mn2O3 FiM shell.

In fact, the most novel result presented in this article is observation, for the �rst time, of a magnetic
proximity e�ect in CS nanoparticles. This e�ect, which has been extensively proven in magnetic thin
�lms and superconductors, is the driving force which maintains the stability of magnetization of the FiM
layer well above its TC . This e�ect has been studied by analyzing independently magnetic di�raction
peaks of the AFM core and the FiM shell as a function of the temperature. The experimental result
con�rms the presence of magnetic di�raction peaks for the FiM shell far above its TC and, in fact,
even above the TN of the AFM core. The origin of this second e�ect, i.e., the stability of the FiM
magnetization above the TN of the AFM core is not clear at present although it could originate from
the oxygen vacancies of the 
-Mn2O3 phase.
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A study of ‘‘inverted’’ core-shell, MnO=�-Mn2O3, nanoparticles is presented. Crystal and magnetic

structures and characteristic sizes have been determined by neutron diffraction for the antiferromagnetic

core (MnO) and the ferrimagnetic shell (�-Mn2O3). Remarkably, while the MnO core is found to have a

TN not far from its bulk value, the magnetic order of the �-Mn2O3 shell is stable far above TC, exhibiting

two characteristic temperatures, at T � 40 K [TCð�-Mn2O3Þ] and at T � 120 K [�TNðMnOÞ]. Magne-

tization measurements are consistent with these results. The stabilization of the shell moment up to TN of

the core can be tentatively attributed to core-shell exchange interactions, hinting at a possible magnetic

proximity effect.

DOI: 10.1103/PhysRevLett.102.247201 PACS numbers: 75.50.Tt, 61.05.F�, 75.30.Kz, 75.75.+a

Magnetic nanoparticles are currently being extensively
studied [1]. Among them, bimagnetic core-shell systems,
where both the core and the shell are magnetic, are gaining
increased interest due to appealing novel properties and
promising applications, such as enhanced superparamag-
netic blocking temperatures or tunable coercivities [2–10].
Most of the conventional bimagnetic core-shell nanopar-
ticles have been obtained from the oxidation of transition
metal nanoparticles, leading to a ferromagnetic (FM) core
and the corresponding antiferromagnetic (AFM) or ferri-
magnetic (FIM) shell [2,3]. In this case, the exchange
coupling between the core and the shell gives rise to
diverse effects such as loop shifts (‘‘exchange bias’’) and
coercivity enhancement [2,3].

Recently so-called ‘‘inverted’’ core-shell systems with
an AFM core and a FIM shell, e.g., MnO=Mn3O4, have
come into focus [11–14]. In this particular system the
Curie temperature (TC) is below the Néel temperature
(TN), in contrast to most of the exchange biased thin film
and core-shell systems [2]. This doubly inverted (i.e., AFM
core, not FM, and TN > TC) structure gives rise to a
number of interesting effects, such as a nonmonotonic
dependence of the loop shift on the core diameter and the
existence of loop shifts above TC [11–13]. Importantly, the
latter effect is different from the known enhancement of the
blocking temperature in usual core-shell systems, which
arises from the increase of the effective anisotropy of the
FM core induced by the coupling to the AFM shell [15].

In thin film systems consisting of two different magnetic
materials the enhancement of TN or TC of one of the layers
due to exchange interactions (i.e., a magnetic proximity
effect) has been reported [16–22]. However, this effect has
never been reported in nanoparticles.
In this Letter we present the study of inverted core-shell

nanoparticles consisting of a �5 nm (sample S) or
�17 nm (sample L) antiferromagnetic MnO core and a
�5 nm-thick ferrimagnetic �-Mn2O3 shell [23]. It is found
that the ordered magnetic moment of the �-Mn2O3 shell
remains finite far above TC of the �-Mn2O3 shell and TN of
the MnO core.
Neutron diffraction measurements were carried out at

the diffractometer D20 of the Institute Laue-Langevin with
a neutron wavelength of 1.305 Å [24]. All diffraction
patterns were analyzed using the FULLPROF program [25]
based on the known crystal structures of the core and the
shell. This method, in contrast to the so-called ‘‘matching
mode,’’ provides more stable refinement in the present case
due to the strong overlapping of the principal peaks and the
presence of small parasitic reflections. Magnetization mea-
surements were carried out using a SQUID magnetometer.
The MnO core exhibits the expected NaCl structure.

However, refinement of the occupancy factors shows that
sample S has defects in the Mn sites, with an occupancy
factor of only 0.74(2). Sample L exhibits the stoichiometric
structure. Since the detected defects are only observed in
the samples with smaller cores (i.e., with a large surface to

PRL 102, 247201 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending
19 JUNE 2009

0031-9007=09=102(24)=247201(4) 247201-1 � 2009 The American Physical Society



volume ratio) it can be inferred that they should be at the
MnO surface. Interestingly, the detection of defects is
consistent with the model of Mn3O4 growing on MnO
proposed by Berkowitz et al. [12]. These defects could
lead to so-called uncompensated spins [26], which, in turn,
could explain the large loop shifts observed in this type of
nanoparticles [11–13].

The shell of the smaller particles has a spinel-type
tetragonal structure with two types of voids: tetrahedral
(eightfold A position) and octahedral (16-fold B position).
From the profile analysis it follows that the shell has the
structure formulas ðMn3þ2=3h1=3Þ½Mn3þ�2O4, which, in fact,

corresponds to the defect structure, known as �-Mn2O3

[27,28], not the expected hausmannite ðMn2þÞ½Mn3þ�2O4

(or Mn3O4). Here, the parentheses and square brackets
refer to the tetrahedral and octahedral voids, respectively,
and the symbol h corresponds to vacancies. Note that for
the larger particles the structure of the shell cannot be
univocally established due to the relatively small diffrac-
tion signal.

The temperature dependence of the lattice parameter of
the MnO cores is consistent with a well structured core
[23,29–33]. Similarly, the lattice parameters of �-Mn2O3

are also close to bulk values [23,27,28].
The diffraction lines are broadened with respect to the

instrumental resolution, indicating that the correlation
length is finite. However, from the neutron diffraction
patterns the expected stresses appeared to be negligible
within the experimental error. Thus, from the peak broad-
ening the characteristic sizes of the nanoparticles were
evaluated. The volume average diameter of the core and
the characteristic size of the ferrimagnetic shell are
4:9ð3Þ=4:7ð3Þ and 17:0ð5Þ=5ð1Þ nm, at 170 K, for samples
S and L, respectively. Note that the values in the brackets
correspond to the error defined as the estimated standard
deviation.

Using the known AFM order in bulk MnO and taking
into account the trigonal distortion due to magnetostriction
[34], the ordered magnetic moments in the MnO core were
refined. The values of the saturated magnetic moment of
MnO are smaller than the expected 5�B for the free Mn2þ
ion [Fig. 1(a)], which can be explained partly due to the
lower occupancy of the Mn2þ sites, that increases the
effective valence state and consequently decreases the
averaged magnetic moment, and partly by surface spin
disordering [30]. The temperature dependence of the mag-
netic moment shows a continuous transition, in contrast
with the first order transition in bulk, due to size effects
[30]. Interestingly, TN � 130ð9Þ K (for sample S) and
120.9(2) (for sample L) are enhanced with respect to the
bulk value of 117 K [29], similar to what was observed in
MnO nanoparticles with different shapes and sizes con-
fined within diverse porous media [30,32].

�-Mn2O3 nanoparticles are known to be ferrimagnetic
with a TC of about 40 K with large coercivities at low

temperatures [35]. However, the magnetic structure of
�-Mn2O3 is unknown. For the related hausmannite
Mn3O4 structure, a complex magnetic order with a doubled
nuclear cell has been reported [36]. However, we did not
observe any superstructure magnetic reflections at low
temperatures, implying that the magnetic cell coincides
with the chemical one. Therefore we worked in the frame
of the two-sublattice collinear ferrimagnetic model of Néel
[37], similar to �-Fe2O3. Any small distortions of such
structure were beyond our statistic accuracy. The tempera-
ture dependence of the magnetic moment in the tetrahedral
(A) and the octahedral [B] sites for sample S (Fig. 1)
exhibits two remarkable features. First, there is a large
difference between the magnetic moments in A and B sites,
and second, the moments are noticeably reduced with
respect to the 4�B expected for the free Mn3þ ion.
Although the orbital moment of the Mn3þ ion and the
crystalline field (which is different for the A and B voids)
could affect the value of the magnetic moment, similar
effects have been observed in �-Fe2O3, where Fe3þ does
not possess orbital moment. In Néel-type order the effec-
tive exchange magnetic field in position B from the sur-
rounding magnetic moments is about twice weaker than
those in position A. The spins which are more weakly
coupled should be more disordered due to the breaking
of local symmetry, and, consequently, their mean value
should be smaller [38]. Hence, we attribute the observed
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FIG. 1. Temperature dependence of the magnetic moment of
(a) Mn2þ in MnO (the solid lines correspond to a power law fit)
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of the �-Mn2O3 for sample S. Arrows mark the magnetic
transition temperatures.
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difference of magnetic moments in the �-Mn2O3 shell to
this mechanism. Moreover, spin canting in the �-Mn2O3

structure (similar to what is observed in �-Fe2O3 shells
[39]) could also contribute to the reduced moment,
although due to high anisotropy of �-Mn2O3 the canting
is expected to be smaller than in �-Fe2O3 and probably
confined in the interface layers. Taking into account the
number of tetrahedral and octahedral sites the net moment
at T ¼ 10 K per formula unit is about�� 1:0ð2Þ�B. Note
that due to peak overlapping meaningful magnetic infor-
mation for the shell can only be obtained for sample S.

The temperature dependence of the magnetic moment of
both sublattices of the �-Mn2O3 shell shows a kink around
the known TC of this material (40 K) [arrow in Fig. 1(b)]
and exhibits a finite moment even above TC (see also [23]).
Since the error bars obtained from the refined profile are
somewhat large, in Fig. 2 the intensity of the isolated
magnetic peak for sample S, which is proportional to the
square of magnetic moment, with the dominant contribu-
tion of the �-Mn2O3 moments and a smaller contribution
of the magnetic moments of the MnO core are shown. The
last contribution, calculated from the profile analysis, is
displayed in Fig. 2 separately. Indeed, the magnetic reflec-
tions from the shell have a sizable intensity even above
40 K in concordance with the magnetic moments obtained
from the profile analysis. Note that the presence of mag-
netic signal above TC is consistent with recent magnetic
results of Berkowitz et al. [13] and the presence of two
maxima (around TC and TN) in the Mn3O4 electron spin
resonance linewidth observed in MnO-Mn3O4 systems

[14,40]. Remarkably, a second kink in the temperature de-
pendence of the magnetic moment is observed around TN

of MnO (�130 K) as highlighted by an arrow in Fig. 1(a).
Surprisingly, the induced moment does not vanish at
TNðMnOÞ and persists far above. Certainly, a weak peak
at the position of the �-Mn2O3 ð1; 0; 1Þ reflection is clearly
seen up to 300 K (inset in Fig. 2). A comprehensive x-ray
inspection at these angles does not show any coherent
reflections. The peak broadening corresponds to the size
of the nanoparticles composing the shell. Hence, we attrib-
ute this peak to the coherent magnetic scattering from the
shell. The profile analysis renders a magnetic moment of
about 1:3ð3Þ�B. Within the experimental accuracy, neither
intensity nor line shape appear to vary with temperature.
Nevertheless, a structural contribution to the peak at
ca. 15�, due to a possible ordering of vacancies, cannot
be completely ruled out, although x-ray diffraction does
not show any clear coherent reflections.
To search for further evidence of the presence of poten-

tial proximity effects magnetization measurements were
also carried out. However, due to the small core size of
sample S and the long characteristic measuring time of
SQUID (�m � 100 s) no proximity effects are observable
using magnetometry (see Fig. 3 and [23]). Interestingly, for
sample L, both the temperature dependence of MFCðTÞ �
MZFCðTÞ (field cooled–zero field cooled) magnetization
curves at 5 T (Fig. 3) and the saturation magnetization
MSðTÞ [23] exhibit a considerable signal well above TC and
up to about TN (in agreement with Berkowitz et al. [12]),
which is consistent with a proximity effect. It should be
taken into account that magnetization measurements are
not equally as distinctive as neutron diffraction measure-
ments (where the signal comes solely from the �-Mn2O3

shell), since in this case uncompensated spins in the MnO
could also contribute to the magnetic signal.
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FIG. 2. Temperature dependence of the intensity of the mag-
netic peak at 15.4� (d) for sample S. There are contributions
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ð1; 0; 1Þ and ð�1; 0; 1Þ. The contribution from the MnO calcu-
lated from the profile analysis is shown bym. Shown in the inset
is the observed magnetic peak at T ¼ 250 K.

FIG. 3. Temperature dependence of the difference between the
FC and ZFC magnetizations, MFC �MZFC, for samples S (d)
and L (�). Shown in the inset is an enlargement of the high
temperature region. The error bars are smaller than the size of
the symbol, and the solid lines are guides for the eye.
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Interestingly, in contrast to thin film AFM/FM systems,
where magnetic proximity effects are observed in the AFM
(since TC > TN), in the MnO=�-Mn2O3 system induced
moments are observed in the FM shell. We attribute the
observed stable magnetic moment in the �-Mn2O3 shell
well above TC to the interface exchange coupling between
the MnO core and the shell, as has been experimentally and
theoretically observed in film systems [16–22,41,42], that
can tentatively be considered as a magnetic proximity
effect. Namely, although uncompensated spins may play
a role in the proximity effect [12], the exchange field of
each sublattice of the AFM core, which penetrates a few
atomic layers, stabilizes the magnetic structure of the sub-
lattices of the FIM shell [41,42]. These results are in
agreement with the theoretical results in bilayer thin films
from Jensen et al. who predicted an increase of the tem-
perature range of stable moments to above TC in AFM/FM
systems with TN > TC [41]. Probably both the moderately
strong core-shell interface exchange coupling (evidenced
by the large exchange bias observed in these systems [11–
13]) and the small shell thickness contribute to make the
effect more evident. The possible persistence of a magnetic
moment in �-Mn2O3 above TC;shell and TN;core is not clear

at present, although it could be related to oxygen vacancies
in �-Mn2O3, as has been proposed [43] for other transition
metal oxides exhibiting persisting magnetic signal well
above their corresponding transition temperatures [43–45].

In conclusion, the magnetic order and temperature de-
pendence of the magnetic moments in the doubly inverted
‘‘core-shell’’ MnO=�-Mn2O3 system were determined. It
is found that an induced moment in the �-Mn2O3 shell
persists above its TC due to the exchange coupling with the
MnO core (i.e., a likely magnetic proximity effect).
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SUPPLEMENTARY INFORMATION

Magnetic proximity effect features in antiferromagnetic/ferrimagnetic core/shell nanoparticles.

I. V. Golosovsky, G. Salazar-Alvarez, A. López-Ortega, M. A.
González, J. Sort, M. Estrader, S. Suriñach, M. D. Baró, and J. Nogués

SYNTHESIS

The nanoparticle synthesis has been described elsewhere
[1]. In brief, MnO nanoparticles were obtained by dissolv-
ing 7.5 mmol of manganese (II) acetylacetonate with 5 mmol
of 1,2-hexadecanediol and a given amount of oleylamine (50
mL: small particles - sample S and 12.5 mL: large particles -
sample L) in 150 mL of benzylether followed by heating to
200 ◦C or 290 ◦C for 30 min for sample S or sample L, re-
spectively. After exposure to air, the passivation of the MnO
takes place leading to a defect Mn3O4 shell.

LATTICE PARAMETERS

The temperature dependence of the unit cell parameter for
MnO displays a distinct feature around 120 K (Fig. 1a), i.e.,
close to TN (MnO), similar to what is observed in bulk [2],
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FIG. 1: Temperature dependence of the unit cell parameters for (a)
MnO core (•) and bulk MnO [2] (◦) and (b) γ- Mn2O3 (shell), pa-
rameters a (△) and c (N). The bulk values for a and c are also indi-
cated. Solid lines are guides for the eye.

implying a well structured MnO core. Such feature has been
already observed for isotropic nanoparticles of MnO embed-
ded within porous glass [3], but not in highly anisotropic ”rib-
bon” shaped nanoparticles [4–6]. The smaller lattice param-
eter of MnO with respect to the bulk could be explained by
the presence of the large number of defects and/or the effect
of inner pressure due to the covering shell. However, the de-
fects should strongly reduce the effect of the interface stresses.
The lattice parameters for γ-Mn2O3 exhibit a more monotonic
temperature dependence and while the c is smaller than the
corresponding bulk value [7, 8], a is larger (Fig. 1b). This is
probably induced by the growth of a thin layer of the tetrago-
nal γ-Mn2O3 on the cubic MnO.

MAGNETIC MOMENT

In order to make more evident the anomaly at TN , the to-
tal moment of γ-Mn2O3 is shown in Fig. 2, rather than the
moment of each sub-lattice.
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FIG. 2: Temperature dependence of the total magnetic moment of
the γ- Mn2O3 shell for sample S. Solid lines are guides for the eye.

MAGNETIC MEASUREMENTS

Given the very small size of the core for sample S and the
weak anisotropy of MnO, the blocking temperature, TB , of
the core is below the TC of the shell when measured using
magnetometry. Namely, TB depends of the ”characteristic
measuring time”, τm, of the technique used to determine it
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FIG. 3: Temperature dependence of the saturation magnetization,
MS , for samples S (•) and L (◦). Solid lines are guides for the eye.

[9].

TB = KV/kB[ln(τm/τ0)],

where K is the anisotropy, V the volume, kB is the Boltzmann
constant and τ0 is a time constant characteristic of the material
(i.e., the reversal attempt time, usually in the 10−9 − 10−12

s range). For SQUID measurements τm is usually taken of
the order of τm(SQUID) ∼ 100 s, while neutron diffraction
is τm(Neutron) ∼ 10−11 − 10−12 s [10]. Using the core size
of sample S (d = 4.7 nm), the measured effective anisotropy
of MnO nanoparticles, K(MnO) = 3.5 × 104 J/m3 [11] and
τ0 = 10−9 s we obtain TB = 5 K!!. Thus, since TB(MnO) <<
TC (γ-Mn2O3) no proximity effect should be observable using
SQUID. Contrarily, since τm(Neutron) is of the order of the
attempt time, τ0, this implies that the material will be stable up
to its bulk TN when measured using neutron diffraction. This
fact allows us to observe the proximity effects using neutron
diffraction but not using magnetometry.

In the case of sample L (d = 17 nm) the estimated SQUID

TB (∼200 K) is larger than TN = 117 K, thus for this size the
core should be stable up to TN , therefore, proximity effects
should be observable using magnetometry.

To further confirm the existence of magnetic moment in the
γ- Mn2O3 the temperature dependence of the saturation mag-
netization, MS(T ), of the samples was also measured. It can
be clearly seen in Fig. 3 that for the sample with the small
core (Sample S) MS virtually vanishes at about 60 K, while
for the large core (Sample L) it remains finite up to over 100
K, as expected from a proximity effect.
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6.1.2 Article #2: Size-dependent passivation shell and magnetic properties
in antiferromagnetic/ferrimagnetic core/shell MnO nanoparticles

In this article we studied the structural and magnetic properties of four di�erent MnO|Mn3O4 (
-
Mn2O3) CS nanoparticles with similar shell thickness but di�erent core size. The aim of this work
was to elucidate the structural composition of the shell as a function of the di�erent core sizes. It was
demonstrated that the crystallographic phase created by the passivation of the MnO core depends on the
initial size of the MnO nanoparticles. Interestingly, the two possible crystallographic phases found on the
shell are based in a tetragonal manganese oxide spinel. The Mn3O4 phase is a divalent cation structure
formed by Mn2+ and Mn3+ ions. In contrast the other possible phase is solely formed by Mn3+ ions and
is labeled as 
-Mn2O3. Both structures present a FiM behavior with rather similar magnetic properties.
To allow discerning between the two phases, we performed a large number of structural and magnetic
characterizing techniques such as neutron di�raction, TEM, EELS, magnetometric measurements (DC
and AC) and ESR. The overall particle size, i.e. core size + shell thickness, was obtained from TEM
images. This study reveals that the core size/shell thickness are 21/4-5, 15/2-3, 13/3-4 and 5/2-3 nm
for M1, M2, M3 and M4, respectively. We can assume a shell thickness constant roughly 2-5 nm. In
addition, the pro�le re�nement of the nuclear neutron di�raction pattern reveals the expected NaCl
(rock salt) composition of the MnO core, with Mn2+ defects for the small particles. In contrast, the
structural characterization of the shell was more di�cult due to the overlap with the signal of the core
and the strongly anisotropic shape of the shell. In fact, only in the smaller CS nanoparticle, M4, it
was possible to unambiguously distinguish the shell and it was ascribed as 
-Mn2O3. On the other
hand the di�erences obtained in the core size and shell thickness from TEM and neutron di�raction
can be understood by the di�erent averaging methods used, i.e. number average vs. volume average for
TEM and di�raction, respectively. To further evaluate the structure of the particles EELS analysis was
performed analyzing the Mn/O ratio in many points along the diameter of particle and simulating the
manganese oxidation state at each point. This analysis con�rmed the presence of a MnO core for all
the particles and 
-Mn2O3 shell for sample M4 and Mn3O4 for larger particles, i.e., M1 -M3.

Magnetic neutron di�raction con�rmed the AFM behavior of the MnO core and the FiM behavior
of the 
-Mn2O3 shell for sample M4. Note that it is not possible to distinguish the shells for samples
M1 -M3. The magnetic domains of the MnO core, for larger particles, have been found smaller than the
crystallographic size and their reduction close to TN was also con�rmed. Finally, neutron di�raction have
revealed a size dependent TN enhancement compared to the bulk value, i.e., smaller core sizes present
larger TN . This feature can be ascribed to the �nite-size and surface e�ects such as broken symmetry and
surface disorder. Magnetometric measurements were used to try to elucidate the structural composition
of the FiM shell of the di�erent samples. Hysteresis loops show larger MS values (corrected by the weight
of the AFM core) for larger particles than for M4, which given the larger MS for Mn3O4 in comparison
with 
-Mn2O3, hint towards the presence of Mn3O4 in the larger particles. The coercivity increases at
the same time that the core size is reduced, while the exchange bias presents a non-monotonic behavior.
These results arise from the exchange coupling between the core and the shell and thus do not allow us
to di�erentiate between the possible shell phases. The temperature dependence of the magnetization
and the susceptibility were used to distinguish the small di�erences in TC for Mn3O4 and 
-Mn2O3 (42
and 39 K, respectively) and the spin reorientation transitions present at 20, 36 and 41 K for Mn3O4

phase. Interestingly, corroborating the previous results, the smallest sample, M4, presents only the
transition at 39 K of the 
-Mn2O3 phase. In contrast, larger particles, M1 -M3, show various transition
which can be ascribed to the spin reorientation and TC of the Mn3O4 phase. Finally, the ESR analysis
demonstrated the presence of two di�erent phases showing two resonance lines at T > TN (core and
shell paramagnetic) and only one at T < TN (shell paramagnetic). The intensity of the resonance line,
IESR, con�rms the TN enhancement observed in the neutron di�raction analysis. Moreover, IESR was
used to quantify the presence of Mn2+ ions in the core and the shell (note that Mn3+ ions usually do
not show ESR signals). The results indicate that the small particles only present a small amount of
these ions in the shell, hence con�rming the presence of a pure Mn3+ phase, 
-Mn2O3. In contrast,
larger samples display increasing amounts of Mn2+ ions in the shell hinting the presence of the Mn3O4
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phase.
In conclusion, magnetic and structural characterization of the di�erent particles con�rm that the

larger nanoparticles present mainly Mn3O4 as shell, although as the core size diminishes, the density of
defects increases and as a consequence 
-Mn2O3 is the more stable shell phase.
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Alberto López-Ortega,† Dina Tobia,‡ Elin Winkler,‡ Igor V. Golosovsky,§
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Abstract: The magnetic properties of bimagnetic core/shell nanoparticles consisting of an antiferromagnetic
MnO core and a ferrimagnetic passivation shell have been investigated. It is found that the phase of the
passivation shell (γ-Mn2O3 or Mn3O4) depends on the size of the nanoparticles. Structural and magnetic
characterizations concur that while the smallest nanoparticles have a predominantly γ-Mn2O3 shell, larger
ones have increasing amounts of Mn3O4. A considerable enhancement of the Néel temperature, TN, and
the magnetic anisotropy of the MnO core for decreasing core sizes has been observed. The size reduction
also leads to other phenomena such as persistent magnetic moment in MnO up to high temperatures and
an unusual temperature behavior of the magnetic domains.

Introduction

Magnetic nanoparticles are attracting a great deal of interest
from both fundamental and applied points of view.1-4 Magnetic
recording media, catalysis, ferrofluids, pigments, hyperthermia,
medical diagnostics, and drug delivery are among the increasing
number of applications of magnetic nanoparticles. Due to their
small size and, particularly, their large surface-to-volume ratio
magnetic nanoparticles exhibit properties different from those
of their bulk counterparts, which can be exploited to obtain new
functionalities. Although ferromagnetic (FM) and ferrimagnetic
(FiM) nanoparticles have been extensively studied, antiferro-
magnetic (AFM) nanoparticles have been far less investigated

and are thus less understood.5 Nevertheless, antiferromagnetic
nanoparticles and nanostructures play an important role in
spintronic devices6 and have been proposed as means to
overcome the superparamagnetic limit in recording media or
to enhance the coercivity of ferromagnets.7,8 Although finite
size effects in antiferromagnetic nanoparticles are similar to
those of FM or FiM materials (e.g., superparamagnetism or
reduced blocking temperatures), some effects are specific to
AFMs (e.g., the appearance of finite magnetization due to
sublattice uncompensation).1-5

Special types of magnetic nanoparticles are core/shell nano-
particles. Although in most cases the shell serves just for
protection purposes, the study of bimagnetic nanoparticles,
where both the shell and the core are magnetic, is steadily
increasing.6,9-30 In fact, the shell properties and exchange
coupling between the core and the shell open new degrees of
freedom to tailor the overall properties of the nanoparticles,
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leading to novel applications (such as enhanced coercivity and
energy products, tunable blocking temperatures, improved
electromagnetic radiation absorption, and hyperthermia treat-
ment).7,13,31-33 Core/shell nanoparticles with a FM (or FiM)
coreandaAFM(orFiM)shellhavebeenwidely investigated.6,9-11

Recently, “inverse” core/shell nanoparticles, with AFM cores
and FiM or spin-glass shells, have been synthesized, leading to
a number of novel magnetic properties.34-46 In particular, the

magnetic properties of inverse core/shell nanoparticles based
on the passivation of AFM MnO nanoparticles have been
investigated.34-38,40 These materials exhibit novel properties at
low temperatures34-37,40 such as very large exchange bias and
coercivity with a nonmonotonic dependence on the core
diameter34 and spontaneous magnetization and ferrimagnetic
order above the Curie temperature of the shell.35-37 However,
in these nanoparticles, although the shell material is usually
identified as Mn3O4,

34,36-38,40 it has been recently shown that
γ-Mn2O3 can also be formed as a result of MnO passivation.35

In this article we present the study of MnO (AFM)-γ-Mn2O3

or Mn3O4 (FiM) core/shell nanoparticles by diverse techniques
(i.e., neutron diffraction, TEM, EELS, ac susceptibility, mag-
netometry, and electron spin resonance). The magnetic and
structural results indicate that the structure of the passivation
shell of the MnO nanoparticles depends on the core size, being
primarily γ-Mn2O3 for small cores and progressively transform-
ing to Mn3O4 for larger cores. Moreover, the core/shell
nanoparticles exhibit a range of interesting properties such as
large coercivities, exchange bias or enhanced anisotropy, and
Néel temperatures of the core.

Experimental Section

Nanoparticles with different sizes were obtained by adding 7.5
mmol of manganese(II) acetylacetonate (Mn(acac)2 purum, Aldrich)
and 7.5 mmol of 1,2-hexadecanediol (HDD 90%, Aldrich) to 150
mL of dibenzyl ether (DBE analytical, Aldrich) in a 250 mL round-
bottomed flask under an inert argon atmosphere followed by the
addition of a surfactant, oleylamine (OA 70%, Aldrich), in a
surfactant-to-metal ratio, [S]:[M] (mol/mol), from 1 to 40. The
solution was mechanically stirred and heated, at a heating rate of
8-10 °C/min, to a given temperature, in the range of 190-240 °C
with reflux and a residence time of 30-60 min. The flask was
removed from the heating source, cooled in argon to 80 °C, and
subsequently exposed to air and cooled to room temperature to
obtain the passivated shell. The particles were washed from the
reaction media by subsequent steps of precipitation under ethanol,
centrifugation, and redispersion in hexane. The synthesis parameters
are summarized in Table 1.
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Table 1. Summary of the Synthesis Conditions and the Structural Parameters Obtained from Neutron Diffraction and TEM Analyses

synthesis params neutron analysis TEM

sample [S]:[M] (mol/mol) [Mn2+] (mol/mL) T (°C) t (min) DMnO (nm) aMnO (Å) Dshell (nm) tshell (nm) Dtot (nm) DMnO (nm) tshell (nm)

M1 1.03 0.05 240 30 19(2) 4.4200(8) 2.8(3) 1.5 25(6) 21 4-5
M2 41.3 0.03 205 60 17.0(5) 4.4424(2) 5.0(2) 0.15 15(5) 14 2-3
M3 4.1 0.05 220 30 15.7(5) 4.4431(6) 5.0(2) 0.5 13(5) 10 3-4
M4 20 0.04 190 30 4.7(3) 4.374(2) 4.9(3) 2 5(1) 3 2-3
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Neutron diffraction measurements were carried out at different
temperatures, in the range 10-250 K, at the D20 diffractometer of
the Institute Laue-Langevin with a neutron wavelength of 1.305
Å.47 Typical neutron diffraction patterns are shown in Figure 1
and Figure S1 (Supporting Information). All diffraction patterns
were analyzed using the FullProf code48 based on the known crystal
structures of MnO and γ-Mn2O3 (or Mn3O4). This method, in
contrast with the so-called “matching mode”, provides more stable
refinement (see curve c in Figure 1 and Figure S1) in the present
case due to the strong overlapping of the principal peaks and the
presence of small parasitic reflections (see arrows in Figure 1). Note
that the rather large diffuse background is due to the remains of
surfactants used in the synthesis.

Transmission electron microscopy (TEM) images were obtained
using a JEM-2010 instrument with a LaB6 filament and a JEM-
2010F instrument with a field-emission gun operating at 200 kV,
the latter equipped with a postcolumn Gatan Image Filter (GIF)
energy spectrometer. The particle size, DMnO, and its standard
deviation were obtained by calculating the number average by
manually measuring the equivalent diameters of >200 particles from
TEM micrographs (Figure 2).

Electron energy loss spectra (EELS) were acquired at about every
0.5 nm along the diameter of the nanoparticles (as schematically
shown in Figure 3a) at an energy range containing the Mn-L2, 3

and the O-K edges, with an energy resolution of 0.8 eV (see Figure
3b). Mn/O quantification was carried out using Gatan Digital
Micrograph commercial software. The Mn oxidation state was
obtained from the Mn-L3 peak onset and L3/L2 intensity ratios49,50

using the homemade software package MANGANITAS.51-53 The
L3/L2 intensity ratio for all samples is subject to a relative error of
about 5% except for sample M1, where the nanoparticles are
exceedingly large, leading to a weaker EELS signal and conse-
quently to larger errors. Note that several particles were measured
for each sample.

dc magnetic measurements were carried out on loosely packed
powdered samples using a superconducting quantum interference
device (SQUID, Quantum Design) magnetometer with 70 kOe
maximum field. The magnetization measurements were carried out
at 50 Oe. The hysteresis loops were measured at T ) 10 K after
field cooling in HFC ) 20 kOe from T ) 200 K.

The ac susceptibility measurements were performed at different
frequencies, between 10 Hz and 10 kHz, applying an ac field of 10
Oe using physical properties measurement system (PPMS, Quantum
Design) equipment.

The temperature dependence of the electron spin resonance (ESR)
spectra were recorded by a Bruker ESP300 spectrometer at 9.5 GHz.
The parameters that characterize the resonance signal are the
resonance field Hr, the line width ∆H, and the spectrum intensity,
IESR. From the Hr value, at room temperature, we derived the
gyromagnetic factor g through the resonance condition hν ) gµBHr,
where h and µB are Planck’s constant and Bohr magneton,
respectively. The line width is a measurement of the spin-relaxation
mechanism, and it is measured as the distance between the peaks
in the derivative of the absorption spectrum. The spectrum intensity
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Figure 1. Neutron diffraction patterns measured at (a) 20 K and (b) 250
K for sample M2. The small reflections shown by the arrows are due to the
cryostat and the sample holder. (c) Difference pattern (calculated -
observed) at 250 K. (d) Calculated pattern from the shell γ-Mn2O3-Mn3O4,
showing its contribution to the total patterns (a) and (b). The stripes mark
the positions of the Bragg reflections from the MnO core: upper and lower
rows correspond to the magnetic and nuclear reflections, respectively.

Figure 2. Transmission electron micrographs of samples (a) M1, (b) M2,
(c) M3 and (d) M4 (note the different magnification). Shown in the
respective insets are the corresponding particle size distributions with a fit
to a log-norm function. (e) High-resolution image of an M2 nanoparticle.
(f) Schematic representation of the morphological and magnetic structures
of the nanoparticles.
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is the area under the absorption curve and is proportional to the
concentration of resonant magnetic ions.

Results and Discussion

Structural and Morphological Characterization. As can be
seen from the high-temperature neutron diffraction (shown in
curve b in Figure 1 and Figure S1 for samples M2 and M4,
respectively), the MnO core exhibits the expected rock salt
crystal structure. However, although samples M1-M3 show a
stoichiometric structure, sample M4 has defects on the Mn sites
with a 0.74(2) occupancy ratio.35 Concerning the shell structure
sample, M4 does not exhibit the expected hausmannite, Mn3O4,
structure34,36,37 but a spinel type tetragonal γ-Mn2O3 structure.35,55

For samples M1-M3 the neutron diffraction signal is over-
whelmed by the MnO spectrum (see curve d in Figure 1); thus,
it is impossible to distinguish between the γ-Mn2O3 and the
Mn3O4 structures for the shell.

All the studied samples show a similar temperature depen-
dence of the lattice parameter for MnO, which displays a distinct
feature around 125 K, i.e., at the MnO Néel temperature.35 This
is similar to the behavior observed in the bulk,56 implying a
rather well structured MnO core. Interestingly, the lattice
parameter of MnO is contracted with respect to the bulk and
becomes smaller as the core size decreases (see Table 1), in
contrast with most oxide nanoparticle systems which show a
lattice expansion for reduced particle sizes.57 The smaller lattice
parameter is likely caused by the presence of a large number
of defects, since no stresses due to the outer passivation layer
were detected. In most of the samples the contribution from
the MnO core dominates in the diffraction patterns; therefore,
the lattice parameters of the shell were determined with lower
accuracy. We did not observe any essential difference in the
temperature dependence of the lattice parameters of the different
samples, which were evaluated as a ) 5.844(5) Å and c )
9.13(1) Å.

From the fitting of the different patterns at diverse temper-
atures the structural and magnetic characteristic sizes and
structures can be readily obtained. The diffraction peak broaden-
ing comprises two contributions, which have different q
dependencies: internal stresses (i.e., microstrains) and crystallite
size effect. The profile analysis of the diffraction patterns shows
that the stresses are negligible within experimental error.
Therefore, from the peak broadening one can easily obtain the
volume-averaged crystallite size and the magnetic domain size.

The volume-averaged diameter of the MnO core, DMnO, and
the characteristic sizes of ferrimagnetic nanoparticles forming
the shell, Dshell, are shown in Table 1. Interestingly, while DMnO

ranges from 5 to 19 nm on adjusting the synthesis conditions,
Dshell remains rather constant at around 3-5 nm. Note that due
to the limited statistics it is not possible to directly evaluate
any anisotropy in the particle shape, from the peak profile
analysis. However, from the core/shell volume ratios obtained
from the fit, indirect information can be inferred. Taking into
account the volume ratios and the measured diameters of the
cores and assuming a uniform core/shell structure, the corre-
sponding averaged effective thickness of the shell, tshell, can be
estimated (see Table 1). Hence, on comparison of the effective
shell thickness and the shell crystallite sizes obtained from the
profile refinement it can be concluded that the nanoparticles
forming the ferrimagnetic shell layer are strongly anisotropic
(e.g., pancake-like).

In order to confirm this feature, TEM images of the samples
were obtained, and the results are summarized in Table 1. All
the samples exhibit a clear core/shell structure with average
overall particle sizes, Dtot, of 25(6) nm for M1, 15(5) nm for
M2, 13(5) nm for M3, and 5(1) nm for M4 (where the value in
parentheses is the log-norm standard deviation; see insets in
Figure 2). The shell thicknesses, tshell, remain rather homoge-
neous, in the range of ∼2-5 nm (see Table 1). Note that the
shells are more difficult to image, since each individual particle
needs a specific imaging tilt to allow the shell to be clearly
observed (see Figure 2e). Thus, the statistics are not sufficient
to evaluate standard deviations and only estimates are given.
The values of the core diameter obtained from TEM and neutron
diffraction follow a similar trend, where the small discrepancies
probably arise from the different averaging methods (number

(55) Goodenough, J. B.; Loeb, A. L. Phys. ReV. 1955, 98, 391–408.
(56) Morosin, B. Phys. ReV. B 1970, 1, 236–243.
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London, 1997.

Figure 3. (a) High-angle annular dark field (HAADF) image of M4
nanoparticles, where the approximate positions at which spectra were taken
are indicated by dots. (b) Typical background-subtracted EEL spectrum of
the shell part for M4. (c) Mn-L3/L2 intensity ratio along the diameter of the
M1-M4 nanoparticles. The lines joining the data points are guides to the
eye. The dotted lines in the figure are the expected L3/L2 ratios for Mn2+,
Mn3+, and Mn4+ ions, respectively.49,54 The thick solid lines in (c) indicate
the diameter of the core as estimated from the position dependence of the
Mn-L3/L2 intensity ratio.
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average vs volume average).58,59 As for the shell thicknesses,
the TEM values follow a trend similar to the effective thickness.

To further evaluate the structure of the particles, a detailed
EELS study was carried out by indirectly evaluating the Mn
oxidation state from the Mn/O ratio, the Mn-L3 onset, and the
Mn-L3/L2 intensity ratios. Importantly, data obtained for different
particles belonging to the same sample showed no relevant
differences. The dependence of the Mn-L3/L2 ratio on the
position for the four samples, M1-M4, is given in Figure 3c.
For all the analyzed nanoparticles a MnO core is observed and
its radius increases from M4 to M1 (see the solid lines at the
bottom of Figure 3c), in agreement with TEM and neutron
diffraction analyses shown in Table 1. Note that when an EELS
signal is obtained from the center of a nanoparticle, the signal
arises from both the core and the enveloping shell, making it
thereby impossible to obtain the Mn-L3/L2 values reported in
the literature for MnO.49,54 However, a quantitative simulation
taking into account the core-shell structure confirms the MnO
character of the core. Concerning the shell part, the L3/L2 values
for M4 almost reach those corresponding to a Mn3+ oxidation
state indicating a Mn2O3 structure, in agreement with the neutron
diffraction results. A noticeable increase of the L3/L2 values
toward the value for a Mn2+ oxidation state can be observed
for the rest of the samples, thus indicating the presence of Mn3O4

in the shell for the larger particles (M1-M3). Additionally, a
very thin (less than 1 nm) MnO superficial layer was observed
in all the studied particles. The origin of this effect is unclear.
It could be attributed to either an artifact resulting from the
reduction of some outer Mn3+ ions to Mn2+ by the electron
beam,60 although it is not possible to rule out an increase of
the reducing power of the surfactant due to some external
parameters (e.g., electron or neutron beams).

Magnetic Properties. From the low-temperature neutron
diffraction pattern (curve a in Figure 1 and Figure S1 for M2
and M4, respectively) it is found that for all samples the MnO
cores exhibit the expected AFM structure observed in the bulk.61

However, for sample M4, the γ-Mn2O3 shell has a simple Néel
type FiM structure35 rather than the more complex structure
observed in Mn3O4 (see Figure S2b in the Supporting Informa-
tion).62 For samples M1-M3, due to the large MnO scattering
caused by the large core/shell volume ratio, no magnetic signal
from the shell can be detected within the limits of our accuracy
(about 0.5 µB) (see Figure S2a).

Remarkably, TN of the nanoparticles appears to be higher than
that in the bulk and increases for smaller MnO cores. To further
confirm this TN enhancement, the temperature dependence of
the neutron diffraction pattern was analyzed in detail. In Figure
4a the magnetic moment derived from the temperature depen-
dence of the integral intensity of the (1/2, 1/2, 1/2) magnetic
reflection of MnO is shown for sample M2. The value of the
magnetic moment in saturation was defined from the profile
analysis of the pattern measured at 10 K. In this calculation we
used the known magnetic order for MnO, observed in the bulk
as well as in “restricted geometry”,63,64 taking into account the

trigonal distortion due to magnetostriction65 shown in Figure
4b. As expected, the value of the saturated magnetic moment
appears smaller than the 5 µB for the free Mn2+ ion (see Table
2). This is a known effect and is readily explained by the spin
disordering at the core surface (i.e., at the interface in our case),63

although some spin canting in the core66 or partial oxidation of
the Mn ions cannot be ruled out. Assuming the temperature
dependence of the magnetic moment follows a power law in
the temperature range of the main drop of magnetic moment
(note the “tail” in m for higher temperatures), the effective Néel
temperature of the MnO cores was evaluated as 120.9(2) K for
M2 (Figure 4a). Similar analyses for the other samples lead to
TN ) 120.9(2)-139(10) for M1-M4 (see Figure 5 and Table
2). Note that a TN enhancement has been also observed in MnO
confined in different porous templates63,64 (see Figure 5) and
in other manganese oxides,67,68 although it is not present in
MnF2 films.69 The origin of this effect has been proposed to
arise from size and surface effects, where the broken symmetry
at the surface and the concomitant local disorder may lead to
(i) enhancement of the exchange interaction between surface
atoms with respect to bulk exchange interactions70 and (ii)
variations in the crystal field resulting in high-spin-low-spin
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J. Appl. Phys. 2009, 105, 083924.
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22–31.
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Figure 4. (a) Temperature dependence of the magnetic moment/ion in the
MnO core for sample M2. The solid lines correspond to a fit with a power
law. (b) Temperature dependence of the angle of trigonal distortion.

Table 2. Summary of the Effective Néel Temperature and
Sublattice Magnetization for the MnO Core, MMnO

sample TN (K) MMnO (µB)

M1 123(1) 4.25(7)
M2 120.9(2) 4.21(2)
M3 126.0(2) 3.83(8)
M4 139(10) 4.3(5)
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transitions71 and/or the appearance of new degrees of freedom
which interact with the AFM order parameter.64 Moreover, other
effects such as the observed size dependence of the lattice
parameter may also play a role.72

Remarkably, as can be seen in Figure 4a for sample M2, with
a thin passivation shell, the observed antiferromagnetic order
in MnO does not vanish at the Néel temperature and persists
up to room temperature, where the sublattice magnetization of
MnO exhibits a “tail” up to high temperatures rather than
vanishing above TN.

Interestingly, the averaged diameter of the magnetic domains
in the MnO core calculated from the broadening of the
antiferromagnetic peak appears to be significantly smaller than
the core diameter: 6.7(5) vs 17.0(5) nm (M2) and 9(1) vs 19(2)
nm (M1). Note that due to peak overlapping the magnetic size
could only be determined for samples M1 and M2. Similar
domain size effects were observed in MnO nanoparticles
embedded within different porous media.63,64 In Figure 6 the
temperature dependence of the full width at half-maximum
(fwhm) of the MnO (1/2, 1/2, 1/2) magnetic reflection and volume
average domain diameter are shown for M2. It is seen that the
diameter drastically changes with temperature, reaching a
minimum at temperatures well above TN ) 120.9 K. The results
resemble a fragmentation of the magnetic domains observed in
first-order transitions. However, due to size effects there should
be a continuous magnetic transition,74,75 in contrast to the bulk
first-order transition.61 In fact, the magnetic domain fragmenta-
tion may explain the large “tail” in the temperature dependence
of the magnetic moment (Figure 4a), since smaller MnO entities
have larger TN values. Although some of these effects could be

partially explained by the concomitant particle size distribution,
they are exceedingly large to arise solely from this effect.

Shown in Figure 7 are the hysteresis loops of the samples at
10 K after field cooling in 20 kOe from 200 K. The saturation
magnetization, MS (obtained by using the total mass), is different
for each sample. Using the TEM values for the particle size
and the shell thickness and assuming that the MnO core does
not contribute to MS, we can estimate the saturation magnetiza-
tion of the shell. Despite the crude approximations the MS values
are rather consistent with MS ≈ 32.0-37.7 emu/g for M1-M3
and are slightly smaller for M4, MS ≈ 27 emu/g. These results
are consistent with saturation magnetization for bulk Mn3O4 (MS

≈ 38 emu/g)76 and γ-Mn2O3 nanoparticles (MS ≈ 28 emu/g).77

All the loops exhibit a large coercivity, HC (see Figure 7),
which is consistent with the rather large anisotropy of the
γ-Mn2O3 or Mn3O4 phases.77-80 Moreover, the coercivity is
influenced by the coupling to the AFM core,6 where the smallest
core gives rise to the largest coercivity, in agreement with
previous reports.34 Moreover, as expected,34,36,37 all the samples
exhibit a loop shift along the field axis (exchange bias, HE),
evidencing the exchange coupling between the AFM core and
the FiM shell.6 The nonmonotonic dependence of HE with the
MnO core size (see Figure 7) is consistent with earlier results
in the same system,34 characterized by its inverse, TN > TC,
magnetic structure.81,82

The temperature dependence of the FC and ZFC magnetiza-
tion measured with H ) 50 Oe (Figure 8) reveals that all the
samples exhibit their main magnetic features below T ≈ 50 K,
consistent with the known Curie temperature, TC ) 39 and 42
K, of the γ-Mn2O3 and Mn3O4 phases, respectively.77,80,83 Thus,
the magnetization is largely dominated by the ferrimagnetic
counterpart. Interestingly, it can be seen that the ZFC branch
of samples M1-M3 exhibits fine structure below TC ≈ 42 K

(71) Morales, M. A.; Skomski, R.; Fritz, S.; Shelburne, G.; Shiled, J. E.;
Yin, M.; O’Brien, S.; Leslie-Pelecky, D. L. Phys. ReV. B 2007, 75,
134423.

(72) Kantor, I.; Dubrovinsky, L.; McCammon, C.; Dubrovinskaia, L.;
Goncharenko, I.; Kantor, A.; Kuznetsov, A.; Crichton, W. Phase Trans.
2007, 80, 1151–1167.

(73) Golosovsky, I. V. Private communication.
(74) Imry, Y. Phys. ReV. B 1980, 21, 2042–2043.
(75) Challa, M. S. S.; Landau, D. P.; Binder, K. Phys. ReV. B 1986, 34,

1841–1852.

(76) Jacobs, I. S. J. Phys. Chem. Solids 1959, 11, 1–11.
(77) Kim, S. H.; Choi, B. J.; Lee, G. H.; Oh, S. J.; Kim, B.; Choi, H. C.;

Park, J.; Chang, Y. J. Korean Phys. Soc. 2005, 46, 941–944.
(78) Dwight, K.; Menyuk, N. Phys. ReV. 1960, 119, 1470–1479.
(79) Du, C. S.; Yun, J. D.; Dumas, R. K.; Yuan, X. Y.; Liu, K.; Browning,

N. D.; Pan, N. Acta Mater. 2008, 56, 3516–3522.
(80) Tackett, R.; Lawes, G.; Melot, B. C.; Grossman, M.; Toberer, E. S.;

Seshadri, R. Phys. ReV. B 2007, 76, 024409.
(81) Cai, J. W.; Liu, K.; Chien, C. L. Phys. ReV. B 1999, 60, 72–75.
(82) Nogués, J.; Schuller, I. K. J. Magn. Magn. Mater. 1999, 192, 203–

232.
(83) Srinivasan, G.; Seehra, M. S. Phys. ReV. B 1983, 28, 1–7.

Figure 5. Dependence of the Néel temperature, effective TN, for the MnO
cores in the core/shell nanoparticles (triangles) and MnO nanoparticles
embedded within porous glass (circles)73 on the core size DMnO.

Figure 6. (a) Temperature dependence of the fwhm of the MnO (1/2, 1/2, 1/2)
magnetic reflection for sample M2. (b) Size (averaged diameter) of the magnetic
domain deduced from the peak broadening.
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and there is a hump at T ≈ 33 K and a second anomaly at T ≈
20 K. In contrast, for sample M4 both the FC and ZFC curves
are featureless.

To gain further insight into the nature of the low-temperature
anomalies, ac susceptibility measurements were carried out.
Figure 9 shows the real (�′) and imaginary (�′′) components of
the ac susceptibility measured at different frequencies from 10
Hz to 10 kHz on applying an ac field of 10 Oe. The larger
nanoparticles present anomalies in �′ and �′′ at 41, 36, and 20
K. These anomalies are frequency independent, implying that

they are thermodynamic transitions rather than blocking tem-
peratures. The transition temperatures are consistent with the
reported TC ) 42 K and the reorientation transitions of Mn3O4

(TRO ) 39 K and TRO* ) 33 K).62 For M4, instead, the ac
susceptibility exhibits a single transition, as was also observed
in the M(T) dc magnetization curve. This result is not consistent
with the magnetic behavior of the Mn3O4 phase, in agreement
with neutron diffraction and EELS results which indicate that
the M4 shell is solely formed by γ-Mn2O3. The experimental
results suggest the following picture for the systems: the
nanoparticles present a core/shell structure with AFM MnO core
and a FiM shell that changes its composition (γ-Mn2O3 and/or
Mn3O4) depending on the nanoparticle size, as shown schemati-
cally in Figure 2f.

Electron Spin Resonance. In order to quantify the core/shell
composition, we also performed an ESR spectroscopy study.
Figure 10 shows representative ESR spectra for temperatures
above and below TN for M1-M4. Above TN the spectra exhibit
two resonance lines, one narrow and one broad, both centered
at around Hr ) 3370 Oe. This corresponds to a gyromagnetic
factor of g ≈ 2.00, which is consistent with the values reported
in the literature (g ) 2.02-2.00 for Mn3O4

84,85 and g )
1.997-2.001 for MnO86-88). When the temperature decreases,
∆H increases for the broad signal, and at T ≈ 120 K it is no

Figure 7. Hysteresis loops for samples M1-M4 at T ) 10 K after field
cooling from T ) 200 K in HFC ) 20 kOe. The values of HE and HC are
indicated in the respective panels.

Figure 8. Temperature dependence of the field cooled (FC) and zero field
cooled (ZFC) magnetizations for samples M1-M4 measured in H ) 50
Oe.
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longer detected. The narrow signal, instead, is observed in the
entire measured temperature range and presents a nonmonotonic
temperature evolution.

It is known that below the AFM transition temperature,
because of the large anisotropy and exchange fields present,
the spin equilibrium state changes and the AFM resonance
modes cannot be excited. Therefore, TN is usually determined

by the disappearance of the ESR spectrum.89 This behavior is
reproduced by the AFM MnO pure phase, as was reported by
several authors.86-88 This fact allowed us to identify the broad
ESR resonance as coming from the AFM MnO (core) phase,
while the narrow line is assigned to the shell phase, as will be
explained later.

In order to quantify and extract reliable ESR parameters, we
fitted the total spectral signal with two Lorentzian lines centered
at g ≈ 2. Figure 10 shows the ESR spectra with the corre-
sponding fitting curve. For comparison the resonance signal of
the MnO bulk sample is also included. Observe that all the
samples present the same qualitative behavior: two resonance
lines for T > TN, where the relative intensities are different for
each M1-M4 system, and a narrow resonance for T < TN. Apart
from the main narrow resonance, below T ≈ 40 K a second
broad low-field resonance was also observed in a small
temperature range. This line shifts toward zero field, and at T
≈ 27 K it is no longer detected. A low-field resonance with
identical temperature and field behavior is present in the Mn3O4

pure oxide.84,85 This resonance is attributed to the FiM resonance
of ordered magnetic domains at different orientation respect to
the magnetic field.84

The temperature dependence of ∆H obtained from the fitting
curves for the core and the shell components are shown in
Figures 11 and 12a. The ESR parameters for bulk MnO (Figure
11) and Mn3O4 (inset Figure 12a) are also included as reference.
From Figure 11 it is manifested that the line width of the MnO
core decreases when the size of the particle increases. At room
temperature ∆H ≈ 3500 Oe for M4 and approaches the bulk
value ∆H ≈ 400 Oe for larger sizes. The line width depends
on the magnetization relaxation mechanism. In the paramagnetic
range the following dependence was established: ∆H )
C/(T�(T))∆H∞,86,90,91 where C is the Curie constant and ∆H∞
is the value reached by ∆H at high temperature. Assuming that
the susceptibility follows a Curie-Weiss dependence with a
Curie-Weiss temperature Θ ≈ -600 K, we have estimated
∆H∞ as a function of the core particle size. From the inset of
Figure 11 it is evident that ∆H∞ increases, from the bulk value,(84) Seehra, M. S.; Srinivasan, G. J. Appl. Phys. 1982, 52, 8345–8347.

(85) Winkler, E.; Zysler, R. D.; Fiorani, D. Phys. ReV. B 2004, 70, 174406.
(86) Dormann, E.; Jaccarino, V. Phys. Lett. 1974, 48A, 81–82.
(87) Ferrante, R. F.; Wilkerson, J. L.; Graham, W. R. M.; Weltne, W., Jr.

J. Chem. Phys. 1977, 67, 5904–5913.
(88) Golosovsky, I. V.; Arcon, D.; Jaglicic, Z.; Cevc, P.; Sakhnenko, V. P.;

Kurdyukov, D. A.; Kumzerov, Y. A. Phys. ReV. B 2005, 72, 144410.

(89) Huber, D. L.; Alejandro, G.; Caneiro, A.; Causa, M. T.; Prado, F.;
Tovar, M.; Oseroff, S. B. Phys. ReV. B 1999, 60, 12155–12161.

(90) Causa, M. T.; et al. Phys. ReV. B 1998, 58, 3233–3239.
(91) Huber, D. L. J. Phys. Chem. Solids 1971, 32, 2145–2149.

Figure 9. Temperature dependence of in-phase (�′) and out-of-phase (�′′)
ac susceptibilities for samples M1-M4 measured at different frequencies:
(2) 80 Hz; (0) 600 Hz; (f) 1250 Hz; (O) 5000 Hz; (b) 10 000 Hz.

Figure 10. ESR spectra for the four samples M1-M4 and bulk MnO above
and below TN. The dotted line corresponds to the fitting curve (color on
line). Note that for sample M1 the main ESR line corresponds to the shell
resonance which remains below TN.

Figure 11. Temperature dependence of the ESR line width, ∆H, corre-
sponding to the MnO core phase for samples M1-M4. For comparison,
the parameters corresponding to the MnO bulk phase are also included.
The inset shows the evolution of ∆H∞ with the MnO core size.
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by an order of magnitude when the size is reduced. The
parameter ∆H∞ is proportional to Ea

2/Eex, where Ea and Eex are
the anisotropy and exchange interaction energies, respectively.
When the particle size is reduced, Eex should not be affected,
in a first approximation, since it mainly originates from nearest
neighbor interactions.92 Therefore, the increase of ∆H∞ implies
a core magnetic anisotropy enhancement (by a factor of ∼3)
when the size diminishes, as is observed for pure MnO
nanoparticles,71,88 probably related to surface or interface
effects.5,6,71 Note that the magnetization loops and the ESR
experiment provide complementary information about the
magnetic anisotropy; while in the first experiment the shell
anisotropy is more significant, the ESR line width can sense
the core anisotropy as a function of the size.

Figure 13 shows the temperature dependence of IESR for the
MnO phase obtained from the fitting. As expected for an AFM
compound, the ESR intensity decreases to zero at the ordering
temperature. As can be observed, the AFM core transition is
broad and the onset is located at T ≈ 150 K. This result points

out the presence of AFM short-range interaction well above
the bulk TN, in agreement with neutron diffraction results.
Moreover, the broad IESR curve correlates with the tails in the
MnO sublattice magnetization (and the domain fragmentation)
observed by neutron diffraction.

In order to analyze the behavior of the narrow ESR line due
to the shell, we show the ∆H temperature dependence of the
Mn3O4 pure phase in the inset of Figure 12a, where several
anomalies as a function of the temperature can be observed.
These anomalies correspond to the FiM transition at TC ) 42
K and the spin reorientation transitions at 39 and 33 K.84 These
particular ∆H features are also reproduced by the narrow
resonance signal observed in samples M1-M4, which enables
us to identify this line as coming from the Mn3O4 phase. The
temperature dependence of Hr also presents anomalies at similar
temperatures. As can be observed in Figure 12b, Hr shifts toward
lower values near TC and shows anomalies at T ≈ 30 and 20 K.
These features are consistent with the results reported on
Mn3O4,

84 hence corroborating that the low-temperature features
found in the ac and dc susceptibility originate at the shell. The
temperature dependence of the resonance field is explained by
the presence of an effective anisotropy field (Ha) below TC,
which modifies the resonance condition hν ) gµB(Hr + Ha).

93

It is important to remark that the ground energy state of the
Mn2+ ion corresponds to an orbital singlet L ) 0; then the
coupling with the lattice is very weak, and as a consequence
the ESR line width is narrow and easily observed. On the other
hand, the orbital degeneracy of the Mn3+ ion ground state (3d4,
L ) 2) is not completely removed and presents important
spin-orbit interaction; as a consequence Mn3+ usually does not
show an ESR signal.94 Therefore, it can be concluded that the
narrow ESR line corresponds to the resonance of Mn2+ of the
spinel Mn3O4, while the resonance of Mn3+ could not be
detected. This conclusion is supported by several reported results
on manganese oxides.95,96 In these references, by thermal or
chemical treatment, the valence of the manganese ions changes
from Mn3+ to Mn2+; as a consequence the ESR signal increases
proportionally to the fraction of ions that are reduced from Mn3+

to Mn2+. Moreover, this is also the reason why the γ-Mn2O3

phase, where all the manganese ions are Mn3+, does not present
a detectable ESR signal.

From the IESR values obtained from the fit for the narrow
and broad signals (for T . TC, TN), the relative concentrations
of Mn2+ ions of the MnO and Mn3O4 phases for each sample
are calculated. The results are presented in Table 3. From this
quantification it became evident that the overall concentration

(92) Tobia, D.; Winkler, E.; Zysler, R. D.; Granada, M.; Troiani, H. E.
Phys. ReV. B 2008, 78, 104412.

(93) Morrish, A. H., The Physical Principles of Magnetism; Wiley-IEEE
Press: New York, 2001.

(94) Abragam, A.; Bleaney, B. Electron Paramagnetic Resonance of
Transition Ions; Dover Publications: New York, 1986.

(95) Zhang, W.; Yang, Z.; Liu, Y.; Tang, S.; Han, X.; Chen, M. J. Cryst.
Growth 2004, 263, 394–399.

(96) Kijlstra, W. S.; Poels, E. K.; Bliek, B. M.; Weckhuysen, B. M.;
Schoonheydt, R. A. J. Phys. Chem. B 1997, 101, 309–316.

Figure 12. (a) Temperature dependence of the ESR line width, ∆H,
corresponding to the Mn3O4 phase of the samples M1 and M3. For
comparison, the measured parameters of the isolated Mn3O4 phase are also
included in the inset. (b) Temperature dependence of the resonance field,
Hr, for samples M1 and M3. The magnetic transitions are indicated by
arrows.

Figure 13. Temperature dependence of the ESR intensity of MnO, IESR,
for samples M2 and M4.

Table 3. Relative Concentration of Mn2+ in MnO and Mn3O4
Phase Obtained from the ESR Spectraa

sample Mn2+ core Mn2+ shell VMn3O4/Vshell

M1 0.82(2) 0.18(2) 1
M2 0.985(3) 0.011(3) 0.1
M3 0.960(4) 0.032(3) 0.1
M4 0.995(1) 0.005(1) 0.005

a From Dtot and DMnO obtained by TEM, the shell ratio VMn3O4
/Vshell is

estimated and included in the last column.
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of the Mn3O4 diminishes when the nanoparticle size decreases.
From the Dtot and DMnO values obtained by TEM (Table 1) for
M1-M4, we can estimate the Mn3O4 relative volume with
respect to the total volume of the shell. These data are included
in the last column of Table 3. These results indicate that the
surface passivation of the MnO nanoparticles depends on the
size of the particles. Larger particles tend to form Mn3O4 shells,
while the smaller particles have γ-Mn2O3 shells consistent with
neutron diffraction, EELS, and magnetic results. This fact can
be understood from the Catlow and Fender model.36,37,97 This
model takes into account that the usual defects present in MnO
are Mn vacancies, which are compensated by the oxidation of
the manganese ion to Mn3+. Therefore, the larger nanoparticles
tend to form Mn3O4 at the surface. When the nanoparticle size
is reduced, the density of defects increases, as was observed by
neutron diffraction; consequently, γ-Mn2O3, where all the
manganese ions are Mn3+, will be the more stable shell phase.

Conclusions

In conclusion, we have studied the structural and magnetic
properties of bimagnetic core/shell nanoparticles. We found that
the nanoparticles present an AFM MnO core and an FiM surface
shell. The shell composition depends on the nanoparticle size,
the larger nanoparticles presenting mainly Mn3O4; however,
when the size diminishes, the density of defects increases and
as a consequence γ-Mn2O3 (where all the manganese ions are
Mn3+) is the more stable shell phase. The systems exhibit
exchange coupling between the core and the shell manifested

by the exchange bias field and the large coercivity. Although
the exchange field is strongly dependent on the magnetic
anisotropy of the AFM core, we have observed (from the size
dependence of the ESR line width) that while the magnetic
anisotropy of the MnO core shows a smooth increase when the
size is reduced, Hex shows a nonmonotonic behavior. From
neutron diffraction we have observed that the Néel temperature
of the MnO core is substantially enhanced and that MnO
presents an enhanced stability above TN. The continuous
magnetic phase transition in the AFM core is accompanied by
the fragmentation-separation of the magnetic domains in
smaller parts.
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Supplementary information

Results and discussion.

Structural and morphological characterization

Figure S1: (a) and (b) Neutron diffraction patterns measured at 20 K and 250 K, respectively, for
sample M4. The diffuse peak at low angles is caused by residues from synthesis. (c) Difference
between the calculated profile and the measured pattern at 250 K. (d) Calculated pattern from the
core MnO at low temperatures, showing its contribution to the total patterns (a) and (b). The stripes
mark the positions of the Bragg reflections from bottom to top: MnO-core nuclear, γ-Mn2O3-shell
(magnetic and nuclear reflections are partially overlapping) and MnO-core magnetic reflections,
respectively.
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Figure S2: (a) and (b) Enlarged low temperature neutron diffraction pattern, at low q, for samples
M2 and M4, respectively. The position of the magnetic (black) and nuclear (blue) peaks for MnO
and the magnetic and nuclear reflections (partially overlapping) for the spinel structure of the shell
(red) are also shown.

Complete Ref. 88
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Obradors, X.; Piñol, S.; Rivadulla, F.; Vázquez-Vázquez, C.; López-Quintela, M.A.; Rivas, J.;

Tokura, Y.; Oseroff, S.B. Phys. Rev B 1998, 58, 3233-3239.

3



96



6.2 Soft-FiM|hard-FiM Fe3O4-core|Mn3O4-shell nanoparticles

In this section are presented the synthesis of di�erent poly-magnetic heterostructures based manganese
and iron oxides in CS and onion-like architectures.

Article #3 tackles the synthesis of two- (CS), three- and four-components onion-like nanoparticles
based in the use of pre-made two-components, i.e. CS, iron oxide nanoparticles of an AFM FeO core
and FiM Fe3O4 shell, for the subsequent deposition of a manganese oxide shell to yield the formation of
a thin layer of FiM Mn3O4, i.e. three-component FeO|Fe3O4|Mn3O4, or thicker AFM MnO shell and its
controlled passivation to form a thin Mn3O4 outer shell, i.e., four-components FeO|Fe3O4|MnO|Mn3O4.
Their structural and magnetic characterization have been carried out in order to understand the growth
mechanism of the manganese oxide layers and the magnetic properties.

In addition, in Article #4 the study of the structural and magnetic properties of a related bi-
magnetic CS structure based on soft-FiM|hard-FiM core-MnxFe3�xO4|shell-FexMn3�xO4 nanoparticles
have been performed. Interestingly, this system is based on two dissimilar FiM materials, with a soft-
FiM core and and a hard-FiM shell. In addition, the samples present a rather novel architecture with
an inverted core(soft-FiM)|shell(hard-FiM), in contrast to the conventional hard|soft structures. This
system presents a strong exchange coupling between both FiM layers leading to a simultaneous reversal
of the core and the shell, i.e., single-phase-like switching, with increased saturation magnetization and
decreased coercivity with respect to a pure Mn3O4 case. This e�ect can be understood due to the small
size of the constituents, being smaller than the domain wall width.
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6.2.1 Article #3: Two-, three-, and four-component magnetic multilayer
onion nanoparticles based on iron oxides and manganese oxides

The synthesis design and growth mechanism of the two-, three- and four-component onion-like nanopar-
ticles based on magnetic manganese and iron oxides were developed in this article. Firstly, the synthesis
of the two-components, CS nanoparticles, of core-FeO|shell-Fe3O4 system is described. The formation
of this CS structure is based on the synthesis of FeO nanoparticles and the posterior controlled shell
passivation to form Fe3O4. Magnetically this system is composed by an AFM FeO core and FiM Fe3O4

shell. The analysis of the relative intensity between L3/L2 edges in the EELS spectrum allows us to
demonstrate the presence of both phases. In addition, the XRD patterns show the typical di�raction
peaks of the cubic FeO (NaCl, rock salt) and cubic spinel Fe3O4 structures. Subsequently, manganese
oxide is deposited onto the surface of the CS iron oxide nanoparticles, through the seed-growth syn-
thetic approach, leading to the formation of the poly-magnetic three- and four-components onion-like
nanoparticles. The system composed of three-components is based on the deposition of a thin man-
ganese oxide shell to form the highly oxidized Mn3O4 phase on the surface of the pre-made FeO|Fe3O4

CS nanoparticles to create the onion-like three-components FeO|Fe3O4|Mn3O4 system. On the other
hand, the deposition of thicker manganese oxide shells has been carried out FeO|Fe3O4 seeds at higher
decomposition temperature in comparison with the three-components system. The thicker manganese
shell is, then, surface passivated to Mn3O4 leading the FeO|Fe3O4|MnO|Mn3O4 four-component system.
The characterization of these three- and four-components onion-like nanoparticles con�rms the forma-
tion of the manganese layers. In fact, EELS and XRD analysis can, only, demonstrate the formation of
the three-components, since for the four-component samples the signal of the inner iron oxide phases
are overwhelmed by the MnO signal. In contrast, EFTEM and magnetometric analysis indeed reveal
the formation of the three- and four- components nanoparticles. The temperature dependence of the
magnetization shows the evolution of the magnetic transitions from the two-component (CS) to the
three- and four-component nanoparticles. Besides, the hysteresis loop of the three-component system
shows exchange bias due to the coupling between AFM|FiM layers. For the two- and three-components
nanoparticles the bias disappears at their transition temperatures, i.e. TB and TC , respectively. Inter-
estingly, the four-components sample exhibit �nite values of the bias well above their TC and tend to
decrease at the TN of the AFM MnO, which is consistent with magnetic proximity e�ects. Concerning
the growth mechanisms, the manganese deposition mechanism, the (111) planes of the manganese oxide
grow epitaxially on to the (111) truncated faces of the initial cubic FeO|Fe3O4 seeds.
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ABSTRACT: Magnetic multilayered, onion-like, hetero-
structured nanoparticles are interesting model systems for
studying magnetic exchange coupling phenomena. In this
work, we synthesized heterostructured magnetic nanopar-
ticles composed of two, three, or four components using
iron oxide seeds for the subsequent deposition of manga-
nese oxide. The MnO layer was allowed either to passivate
fully in air to form an outer layer of Mn3O4 or to oxidize
partially to form MnO|Mn3O4 double layers. Through
control of the degree of passivation of the seeds, particles
with up to four different magnetic layers can be obtained
(i.e., FeO|Fe3O4|MnO|Mn3O4). Magnetic characterization
of the samples confirmed the presence of the different
magnetic layers.

Magnetic nanoparticles are very attractive for their novel
fundamental properties and numerous current and poten-

tial applications.1�3 The advances in chemical methods of
synthesis have allowed the production of relatively large amounts
of narrowly size-distributed nanoparticles with a broad range of
compositions and morphologies.4�7 Recently, besides single-
component nanoparticles, the interest in two-component nano-
particles has steadily increased because of the appealing novel
properties and promising applications arising from the simple
combination of properties of their constituents or the interaction
between them (e.g., see refs 8 and 9 and references therein).
Since the report on the use of exchange bias to overcome the
superparamagnetic limit,10 the number of reports on bimagnetic
core�shell (CS) configurations has increased considerably.11 At
present there are still just a few examples of heterostructured CS
systems with distinct chemical compositions, such as M1Fe2O4|
M2Fe2O4 (M1, M2 = Mn, Fe, Co, Zn),3,12 FeO|CoFe2O4,

13

FePt|MnO,14 CoFe2O4|MnO,15 and FePt|MxFe3�xO4 (M = Fe,
Co).16,17 Nevertheless, reports on more complex multicompo-
nent onion-like magnetic nanoparticles are very scarce.18

In this communication, we report the synthesis and micro-
scopic and magnetic characterization of onion-like magnetic
nanoparticles with two, three, or four components based on
the antiferromagnets (AFMs) FeO and MnO and ferrimagnets

(FiMs) Fe3O4 and Mn3O4. The multicomponent nanoparticles
were fabricated by the heterogeneous growth of manganese
oxide shells on iron oxide cores using the latter as seeds, as
depicted schematically in Figure 1.

The shape, size, and composition of the initial CS iron oxide
nanoparticle seeds were controlled by adjusting the surfactant to
precursor ratio, heating rate, and stirring during the reaction.7,19�24

The particles were truncated nanocubes with an edge length (l) of
11 ( 1 nm consisting of a more electron dense inner core with a
size of ∼5 nm and a less electron dense edge of ∼3 nm.24 Phase
analysis of the X-ray diffraction (XRD) measurements suggested
two components that could be associated with either Fe3O4 or γ-
Fe2O3 and FeO.

24 Quantitative analysis of the Fe L3/L2 integrated
intensity ratio obtained by electron energy loss spectroscopy
(EELS) resulted in a ratio of 4.9, indicating that the CS particles
had an average composition between FeO and Fe3O4.

24,25 The
passivation of the surface layer indicates that the original particles
were composed of FeO, which upon exposure to air oxidized to
Fe3O4, in agreement with previous reports (although the presence
of γ-Fe2O3 as a result of lattice strains cannot be completely ruled
out).26�28

The iron oxide CS nanoparticles were used as seeds for the
heterogeneous growth of manganese oxide.24 Figure 2a shows

Figure 1. Schematic 2D projections (top) and 3D representations
(middle) and the corresponding chemical path of the formation of
multicomponent onion nanoparticles (bottom).

Received: June 30, 2011
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bright-field transmission electron microscopy (TEM) micro-
graphs for three-component onion nanoparticles. Remarkably,
unlike the seeds with cubic morphology, these particles are larger
and seem to have lost the corners to form, probably, cuboctahe-
drons or truncated octahedrons. Moreover, the self-assembly of
the onion nanoparticles leads to the formation of hexagonal
arrays, in contrast to the square arrays formed by the seeds.6,24

The inset of Figure 2a shows a cuboctahedron with an edge
length loh of∼14 nm, indicating that it practically embeds a cubic
particle with an edge length of ∼11 nm. The formation of the
cuboctahedrons (or truncated octahedrons) instead of cubes
must arise from an increasing surface chemical potential of the
{111} faces relative to the {100} faces.29 Indeed, it has been
shown that MnO nanoparticles tend to crystallize in the form of
octahedrons with {111} faces.5,30�33 It is expected that upon
exposure to air, the manganese monoxide should oxidize to a
higher oxide, i.e., Mn3O4 (or γ-Mn2O3

34), in a similar fashion to
the MnO|Mn3O4 system.

34�36 On the basis of the Mn L3/L2
ratio and the characteristic shape of the O K absorption edge37

from the corresponding EEL spectra,24 the composition of the
manganese oxide layer was estimated to beMn3O4. The 2�3 nm
thick manganese outer shell was confirmed by electron-filtered
TEM (EFTEM) images taken at the Fe and Mn L3 edges
(Figure 2d�f). The growth of manganese oxide on the surface of
the two-component seeds renders three-component onion nanopar-
ticles with composition FeO|Fe3O4|MnO, which passivate toward
FeO|Fe3O4|Mn3O4. XRD results are consistent with this structure.24

The synthesis relies in air oxidation of some of the components.
Previous reports have shown that the composition thus attained can
be stable for months and even be size-dependent.34,38,39

Thicker manganese oxide layers (>20 nm) can be grown on
the CS seeds using higher decomposition temperatures than in

the three-component case (see Figure 3).35 The manganese-
containing layer was confirmed by EFTEM images taken at the
Fe and Mn L3 edges (Figure 3b�d). On the basis of the
characteristics of the MnO|Mn3O4 system,35 these particles are
expected to be formed from four components, i.e., FeO|Fe3O4|
MnO|Mn3O4. The presence of both MnO and Mn3O4 was
determined from magnetization data, as discussed below. A
proper differentiation between the different manganese oxides
using the XRD and EEL spectra was not possible, as MnO
dominates the signal because of its large volume fraction.24 These
nanoparticles present a slightly concave geometry, reminiscent of
a tetracube. Hofmann et al.40 argued that the formation of this
type of concave geometry is due to the presence of water during
the reaction, which induces some etching of defective areas on
the {100} faces. Water then helps solubilize some metal (oxy)-
hydroxide, which recrystallizes on the edges and along the
corners according to the Berg effect.41

The final size and shape of the three-component nanoparti-
cles, FeO|Fe3O4|Mn3O4, is likely to depend on three interrelated
mechanisms: (i) seeded growth, which can be discussed in the
framework of the Gibbs�Thomson effect and is influenced
mainly by the size and curvature of the seeds (FeO|Fe3O4)
and the monomer concentration;42 (ii) the formation of a hetero-
geneous layer (MnO) on the initial seeds as manganese oxide is
deposited on iron oxide, thereby creating an interface, which can be
understood as the spherical case of the Frank�van der Merwe
(FM) or Volmer�Weber (VW) regimes43 and is affected mostly
by the difference in surface energy, lattice mismatch, and degree of
supersaturation of themonomer;44 and finally (iii) the growth rates
of the different crystal faces of themanganese oxide layer, which are
likely to be dependent on the type and concentration of surfactant
and the initial shape of the seeding particle according to the
Wulff�Gibbs criteria of equilibrium.29 The use of faceted seeds

Figure 2. TEM images of the three-component FeO|Fe3O4|Mn3O4,
onion nanoparticles. (a) Bright-field TEM image of the particles forming
hexagonal arrays. In the inset, the marked particle is an octahedral
particle with a cubic core, and the scale bar represents 20 nm. (b)
Schematic representation of the composition of the particle highlighted
in the inset of (a) and a cartoon showing how the CS seed becomes
progressively coated with a manganese oxide layer to form an octahedral
particle. (c) Bright-field TEM image of the three-component nanopar-
ticles. (d�e) Corresponding EFTEM micrographs acquired at the (d)
iron and (e) manganese L3 edges. (f) Overlay map showing the
distribution of iron and manganese in the particles.

Figure 3. (a) Bright-field TEM image of the four-component FeO|
Fe3O4|MnO|Mn3O4 onion nanoparticles. (b�d) EFTEM micrographs
corresponding to (b) iron and (c) manganese and (d) an overlay map
showing the distribution of cations in the particles. The arrows in (a)
indicate the position of excess two-component CS seeds. The dark inner
corona in (c) and (d) is due to diffraction contrast.
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serves a twofold purpose: First, it delays the deposition of
manganese oxide monomer, which preserves the very narrow size
distribution of the seeds.8,29 This becomes more apparent upon
comparison of the particles shown in Figure 2a with those prepared
without the seeds (see ref 35). Second, the morphology of the
particles (i.e., truncated cubes) provides well-defined high-energy
{111} corners where the manganese oxide can be deposited (see
Figure 2b). Hence, as the manganese oxide monomer is deposited
on the truncated high-energy {111} corners of the iron oxide, these
grow and the {100} planes dissolve to produce a cuboctahedron or
truncated octahedron, as illustrated by the cartoon in Figure 2b.
For the growth of a continuous coating on the seeds, both the
outermost layer (mainly Fe3O4) and the developing shell (most
probably MnO) must accommodate a relatively large lattice
mismatch of ∼5%. The simplest way to do this is by creating a
graded defective interface that is rich in iron and poor inmanganese
(i.e., MnxFe3�xO4) and enriched toward MnO at the outermost
layer with a low manganese occupancy (i.e., Mn1�xO). The
formation of such a defective structure then facilitates its oxidation
toward a distorted Mn3O4 to release further the internal stresses,
similar to the MnO|Mn3O4 system.34�36 The formation of the
larger four-component nanoparticles proceeds likewise using higher
decomposition temperatures.24

Figure 4a shows the field-cooled (FC) and zero-field-
cooled (ZFC) magnetization measurements carried out on

the two-component CS FeO|Fe3O4 seeds, the three-compo-
nent FeO|Fe3O4|Mn3O4 onion nanoparticles, and the four-
component FeO|Fe3O4|MnO|Mn3O4 onion particles. As can
be seen in the figure, the initial seeds present a blocking
temperature (TB) of ∼120 K, well below the transition tem-
perature of bulk FeO (TN = 198 K). Notably, although
exchange coupling between the AFM core and the FiM shell
should bring the blocking temperature of the nanoparticle
toward the N�eel temperature (TN) of the AFM,10 this effect
depends strongly on the size and anisotropy of the AFM
counterpart.45 Surprisingly, adding a 2�3 nm thick layer of
Mn3O4 (with TC≈ 43 K46) to these cubes results in an increase
inTB toward∼200 K. This effect could have various origins: (a)
There is some limited intermixing at the interface of the
components (the first nanometer layer), as shown by the
EFTEM images, which results in a larger effective volume of
the FiM component. This is in agreement with our work on
smaller particles.47 (b) The growth of the manganese layer on
the surface of the cubic seeds proceeds preferentially by growth
of the {111} faces. This directional growth creates more facets
than for a cubic morphology, which can be seen as an effective
rounding of the particles, leading to an increase in the effective
surface anisotropy and hence TB.

7 The absence of a clear
transition for the Mn3O4 (except a small shoulder in the ZFC
branch of the magnetization) implies strong exchange coupling
between the Fe3O4 and Mn3O4 components. Lastly, the four-
component FeO|Fe3O4|MnO|Mn3O4 onion nanoparticles dis-
play several transitions, with those related to the N�eel and Curie
transitions of MnO and Mn3O4 components, respectively,
dominating the signal. A shoulder corresponding to the TB of
the FeO|Fe3O4 cores can also be observed at∼70 K in the ZFC
branch of the magnetization. Moreover, the presence of loop
shifts in the hysteresis (Figure 4b), i.e., exchange bias,11

suggests the presence of AFM layers coupled to FiM layers in
the particles, as designed. Figure 4b shows the hysteresis loops
of the samples measured at T = 10 K after cooling under a field
HFC = 50 kOe. All of the samples show a loop shift (HE), with
the largest being that for the four-component nanoparticle
system (sample O2). The temperature dependences of the
coercivity and loop shift of the three different samples are
shown in Figure S4 in the Supporting Information. As expected
from its components, the coercivity and loop shift of the CS
sample decay slowly toward the blocking temperature of the
system. In the case of the Mn3O4-containing samples, the
coercivity and loop shift decay rapidly near the Curie tempera-
ture (TC

Mn3O4 ≈ 40 K). The effect is more pronounced in the
four-component nanoparticle system, where most of the mag-
netic volume corresponds to the AFM MnO. Thus, the coer-
civity decays nearly 90%, although there is a remanent
component that disappears near the N�eel temperature (TN

MnO

≈ 120 K).
Taking advantage of the surface oxidation of FeO and MnO

allows nanoparticles with various compositions and number of
components to be produced: (i) two-component FeO|Fe3O4

nanoparticles can be synthesized directly, and (ii) three-compo-
nent FeO|Fe3O4|Mn3O4 nanoparticles or (iii) four-component
FeO|Fe3O4|MnO|Mn3O4 nanoparticles can be obtained from
CS FeO|Fe3O4 seeds by growing a single Mn3O4 layer or a
MnO|Mn3O4 double layer, respectively. Magnetic measure-
ments suggest that the interfacial effects dominate in the three-
component particles, whereas MnO dominates in the four-
component particles.

Figure 4. (a) Temperature dependence of the magnetization for the
two- (CS), three- (O1), and four-component (O2) onion nanoparticle
systems. The measurements were carried out using an applied field
Happ = 50 Oe. The vertical lines indicate the transition temperatures for
some of the components. (b) Hysteresis loops at T = 10 K for samples
CS (O), O1 (4), and O2 (3) cooled from 300 K under a static field
HFC = 50 kOe. The inset shows amagnified view of the central portion of
the loops.
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1 Experimental section

1.1 Synthesis details
The synthesis of the iron oxide cores was carried out following a similar procedure
reported earlier.[1, 2] Cubic core-shell nanoparticles with an edge l “ 11 ˘ 1 nm
(Sample CS) were prepared by dissolving 7 mmol of the iron (III) oleate pre-
cursor and 3.4 mmol of oleic acid (Fluka) in 43 cm3 of 1-octadecene (90 %,
Aldrich) at 70 ˝C. The mixture was heated to 320 ˝C (at 3.3 ˝C/min) and kept
for 30 min. The reaction vessel was allowed to cool down to room temperature
before exposure to air and addition of ethanol to coagulate the solids. The mix-
ture was heated to 320 ˝C (at 5 ˝C/min) under mechanical stirring at 130 rpm
and kept for 30 min. The particles were retrieved by several cycles of centrifuga-
tion at 2000ˆg, disposal of supernatant, re-dispersion in hexane and coagulation
with ethanol.[3] The manganese oxide layers were laid on the iron oxide-based
nanocubes by modifying an earlier reported procedure used for the synthesis of
MnO|Mn3´xO4 nanoparticles.[4] The procedure is as follows: to a given amount
of iron oxide seeds (see Table S1) an equimolar amount of 1,2-hexadecanediol
(HDD, Aldrich) and manganese (II) acetylacetonate (Mn(acac)2, Aldrich) were
added to a solution of oleic acid (OlOH, Aldrich) and oleylamine (OlNH2, Fluka)
in benzylether (Bz2O, Fluka). The slurry was de-aerated with Ar for 15 min while
heating at 100 ˝C. The temperature was then ramped at „ 7 ˝C/min to a final tem-
perature, T , kept under reßux during a 45 min, and then removed from the heating
source and allowed to cool down to room temperature. The particles were washed
from the reaction media by subsequent steps of precipitation under ethanol, cen-
trifugation, and re-dispersion in hexane.[3]

Table SI: Table describing the conditions used for the synthesis of the samples.
Sample Seeds Mn(acac)2 HDD OlOH OlNH2 Bz2O T

(mg) (mmol) (mmol) (mmol) (mmol) (cm3) (˝)
O1 20 1 1 10 10 20 200
O2 50 1.5 1.5 15 15 30 250

1.2 TEM characterization
Samples for transmission electron microscopy (TEM) were prepared by drop-
casting few microlitres of a diluted hexane suspension of nanoparticles onto a
carbon-coated copper grid and letting the solvent evaporate. High-resolution trans-
mission electron microscopy images (HRTEM) were obtained in a JEOL-2011
electron microscope operated at 200 kV. Particle size histograms were obtained

2



by manually measuring the edge length, li, or diameter, Di, of at least 200-300
particles, respectively, on TEM micrographs. The mean size and its standard devi-
ation, σ, were determined by fitting the corresponding histogram with a Gaussian
distribution function.

1.3 EELS and EFTEM characterization
Electron energy loss spectra (EELS) and energy-filtered transmission electron mi-
croscopy micrographs (EFTEM) were acquired using a F-30ST (Tecnai) operated
at 300 kV equipped with a GIF2002 (Gatan) spectrometer on areas containing
ą50 particles. EEL spectra of the Mn and Fe L edges were acquired using a dis-
persion of 0.2 eV/channel. In a typical run an energy resolution of 1.5Ð2 eV was
determined from the full width at half maximum of the zero loss peak.

1.4 Magnetic characterization
Magnetic measurements were carried out on loosely packed powdered samples
using a superconducting quantum interference device (SQUID) magnetometer
Quantum Design MPMS-7XL. The field cooled (FC) and zero field cooled (ZFC)
magnetization measurements were carried out in Happl “ 50 Oe. The hysteresis
loops were measured using maximum fields of up to 70 kOe at 10 K after field
cooling from room temperature in HFC = 50 kOe.

1.5 X-ray powder diffraction
The X-ray diffractograms shown in Figure S3 were obtained on loosely-packed
powdered samples using a Philips 3050 diffractometer with Cu Kα radiation using
the Bragg-Brentano geometry. The measurements were carried out in the 2θ range
25 ´ 100 ˝ with a step size of 0.04 ˝ and collection time of 40 s.

2 Additional results

2.1 EEL Spectrum analysis
The recorded spectra for the different samples showing the O-K, Mn-L and Fe-L
regions are shown in Figure S2. Phase determination was carried out by compar-
ing the L3{L2 ratio following the second derivative procedure described in [7].
Using the program Digital Micrograph (Gatan), the second derivative of the spec-
tra was obtained using a numerical filter that averages over an interval w` units
wide and subtracts half the averages in two adjacent ÓwingsÓ of width w´. Then,
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Table SII: Correlation of composition to L3{L2 ratio for various iron and man-
ganese oxides. Rightmost column indicates the suggested composition of the par-
ticles in this study.

Sample Fe-L3{L2 ratio Mn-L3{L2 ratio Composition
Ref. [5] 4.6 Ð FeO
Ref. [5] 5.2 Ð Fe3O4

Ref. [5] 5.8 Ð γ-Fe2O3

Ref. [6] Ð 3.9 MnO
Ref. [7, 6] Ð 2.6, 2.8 Mn3O4

Ref. [7, 6] Ð 2.3, 2.4 Mn2O3

CS 4.9˘0.1 Ð FeO-Fe3O4

O1 4.9˘0.1 2.7˘0.1 FeO-Fe3O4,Mn3O4

O2 N/A[I] 3.8˘0.1 FeO-Fe3O4
[II], MnO

[I] The elementÕs signal is too low to be quantified.
[II] Composition of the seeds is assumed to be the same as samples CS, and O1.

the spectrum is divided by the squared sum of w` and w´ to yield an approxi-
mation of the second derivative with respect to energy. The L3{L2 ratio is then
calculated from the ratio of the maximum intensity of the peaks at the white line
position. In this work we used window widths, w` “ 4 eV and w´ “ 2 eV.
There are several reports that attempt to establish a correlation between spectral
parameters (such as the intensity ratio of the white lines, position, and separation
between white lines, and so on) and the stoichiometry of manganese or iron con-
taining samples using different methods.[5, 6, 7, 8, 9, 10, 11, 12, 13, 14] However,
although it is possible to see the general trend for the same report, there is a large
scattering of data between the different reports.[12] The values thus obtained for
the measured samples in this work as well as the probable stoichiometry given
in Table SII should be taken with caution and used with a secondary parameter.
Figure S2a shows the O-K spectra for the different samples. The O-K spectra cor-
responding to samples CS and O1 can be identified readily with that of a spinel
oxide, i.e., Fe3O4 or γ-Fe2O3,[5] and Mn3O4.[14]
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2.2 Additional figures

Figure S1: (a) Bright field TEM micrograph of several FeO|Fe3O4 cubic nanopar-
ticles. Inset: magnified view of several particles with a core|shell structure ex-
hibiting square arrays, the scale bar represents 20 nm. FFT filtering was applied
for clarity. (b) High resolution TEM image of a single nanocube showing the
interplanar distances corresponding to the (220)spinel (d=0.30 nm) and (400)spinel

or (200)FeO (d=0.21 nm). (c) Particle size distribution of the particles in (a). (d)
Cartoon illustrating the structure of the particle shown in (b) from a top and per-
spective views.
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Figure S2: EEL spectra after background removal for the synthesized samples.
Comparison of a) oxygen K spectra and b) manganese and iron L-lines.
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Figure S3: X-ray powder diffraction patterns corresponding to the samples shown
in Table SI. The open symbols correspond to the experimental data and the line a
fit to the data. Sample CS: The stars (‹) show the position of the reßections cor-
responding to FeO, all other reßections are assigned to Fe3O4. Sample O1: The
clovers (♠) show the position of the unassigned reßections, all other reßections
correspond to Fe3O4 and Mn3O4. Sample O2: The filled circles (•) show the po-
sition of the reßections corresponding to MnO whereas the diamonds (˛) indicate
traces of the peaks corresponding to Mn3O4.
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Figure S4: Temperature dependence of the coercivity (circles) and loop shift
(squares) for samples CS1, O1, and O2 cooled under a static field, HFC = 50
kOe, from 300 K.
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6.2.2 Article #4: Strongly exchange coupled inverse ferrimagnetic soft|hard,
MnxFe3−xO4|FexMn3−xO4, core|shell heterostructured nanoparticles

This article presents the structural and magnetic characterization of bi-magnetic CS nanoparticles based
on soft-FiM|hard-FiM core-MnxFe3�xO4|shell-FexMn3�xO4 nanoparticles. Firstly, two Fe3O4 nanopar-
ticles with di�erent sizes, i.e. 7.5 and 11.5 nm were prepared. These nanoparticles were formed by the
complete oxidation of FeO nanoparticles. The posterior deposition of a thin manganese shell, using the
seed-growth synthetic approach, leads to the formation of Fe3O4|Mn3O4 CS nanoparticles. However,
since the synthesis, which was carried out under inner atmosphere, was opened to air at relatively high
temperature, i.e. 180 oC, the nanoparticles form a manganese-iron mixed MnxFe3�xO4|FexMn3�xO4

CS structure with a graded interface. The new phases formed by the ion interdi�usion maintain their
crystallographic and magnetic structures, i.e., soft-FiM cubic spinel and hard-FiM tetragonal spinel for
the core and shell, respectively. TEM images reveal highly monodisperse CS nanoparticles with an in-
crease of overall size compared with Fe3O4 seed. Importantly, the size increase in both CS nanoparticles
with respect to their corresponding seeds is the same, 1.2 nm, implying the growth of 0.6 nm manganese
oxide shell. FFT analysis of the HR-TEM images con�rms the presence of the crystallographic planes
of both tetragonal (manganese oxide) and cubic spinel (iron oxide) structures. Further, XRD analysis
of the CS nanoparticles show the presence of cubic and tetragonal phases in the CS system. Rietveld
re�nement of the cubic spinel phase discloses an increment of the cation occupancy from the seeds to
the CS nanoparticles, which can be ascribed to the possible manganese di�usion from the shell to the
core. The tetragonal di�raction peaks are rather small and their Rietveld re�nement does not result
in meaningful values. To get further insight, EELS analysis was performed to obtain the local relative
elemental concentration, i.e. manganese, iron and oxygen. EELS data show three clear di�erentiated
regions i) iron-rich oxide core with small quantity of manganese ions, ii) graded manganese-iron oxide
interphase and iii) manganese-rich shell with a low amount of iron ions. The simulated data could be
referred as a Mn0.75Fe2.25O4 8 nm core, Fe0.75Mn2.25O4 0.6 nm outer shell and a graded interface with
an increase/decrease of manganese/iron ions from the core to shell. XAS and XMCD structural analyses
show the presence of an extra concentration of Fe2+ and Mn2+ ions in the iron and manganese L3 edges,
respectively. This feature can be explained by the formation of MnxFe3�xO4 and FexMn3�xO4 phases.
The temperature dependence of the magnetization for the CS nanoparticles displays two magnetic tran-
sitions, ascribed to the TC at 40 K of the hard-FiM shell and TB for the soft-FiM core. Hysteresis
loop present small coercivities and exchange bias demonstrating, thus, the strong exchange coupling
between both layers. In addition MS values for the CS with larger core size, i.e., initial bigger Fe3O4

seeds, present larger values than the smaller CS nanoparticles as expected from the larger amount of
the high MS soft phase. XMCD was used to obtain elemental speci�c hysteresis loops at the iron and
manganese edges. The similarity between both loops corroborates the good exchange coupling between
the layers. Although both XMCD loops show a similar behavior, the manganese loop present larger
saturation �elds and slightly larger coercivities than the iron one loops. These features reveal the hard-
FiM behavior is taken by the manganese-based phase in spite of the soft-FiM for iron-based phase.
The coupling between the core and shell is further investigated by analyzing �rst order reversal curves
(FORC). The FORC switching �eld distributions (FORC-SFDs) present clear asymmetries related to
the hard-FM|soft-FM character of the system. Finally a Monte Carlo simulations have been carried
on in two di�erent approaches i) soft-FiM|hard-FiM CS structure with a sharp interface and ii) with a
graded interface. Both simulations con�rm the strong exchange coupling of the system; however, the
graded anisotropy case, with a smoother approach to saturation, seems to �t better our experimental
results.
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Inverted soft/hard, in contrast to conventional hard/soft, bi-magnetic core/shell nanoparticles of

MnxFe3�xO4/FexMn3�xO4 with two different core sizes (7.5 and 11.5 nm) and fixed shell thickness

(�0.6 nm) have been synthesized. The structural characterization suggests that the particles have an

interface with a graded composition. The magnetic characterization confirms the inverted soft/hard

structure and evidences a strong exchange coupling between the core and the shell. Moreover, larger

soft core sizes exhibit smaller coercivities and loop shifts, but larger blocking temperatures, as expected

from spring-magnet or graded anisotropy structures. The results indicate that, similar to thin film

systems, the magnetic properties of soft/hard core/shell nanoparticles can be fine tuned to match

specific applications.

1. Introduction

Core/shell (CS) nanoparticles are an efficient way to construct

multicomponent systems that combine the distinct properties of

the diverse constituents in a single structure.1 Importantly, the

advantage of multicomponent nanostructures lies not only in

their multifunctionality, but also in the possibility to improve

and tune the single-phase properties using the interactions

between the different components. Moreover, the recent

advances in wet chemistry synthesis have allowed an

unprecedented control of the structural parameters (e.g., size,

shape and composition) of the particles which leads to the

possibility to fine tune the different functionalities of these

multiphase systems.2–4 In the search for materials suitable for

permanent magnets, biomedical applications, sensing applica-

tions, and future magnetic recording media, bi-magnetic CS

nanoparticles, where both core and shell are magnetic materials,

are attracting a great deal of interest, particularly since an

inherent exchange bias can be used to overcome the super-

paramagnetic limit.5 In this context, standard and ‘‘inverse’’ bi-

magnetic CS systems involving antiferromagnetic (AFM) and

ferromagnetic (FM) phases structured as FM/AFM or AFM/

FM have been extensively studied in the recent years.6–14 Inter-

estingly, the so-called ‘‘exchange-spring’’ magnets,15 where hard

and soft magnetic phases are exchange coupled, have been the

focus of renewed effort in thin film systems for recording appli-

cations,16 although less attention has been paid to the case of

nanoparticles.17 These bi-component materials can exhibit the

desirable properties of both phases, i.e. large coercivities and

large magnetization arising from the hard and soft phases,

respectively.15 Hard–soft nanocomposites such as FePt–Fe3Pt,
18

NdFeB–FeCo,19,20 NdFeB–Fe,21,22 FePt–Fe3O4 (ref. 23 and 24)

and FePt–CoFe2O4 (ref. 25) heterodimers have been prepared by

mechanical milling,19–21 self-assembly processes18 or wet-chem-

istry.22–25 However, the limited intimate contact between both

phases in heterodimer systems and the reduced homogeneity in

the case of nanocomposites and self-assembly processes make

these materials non-ideally suited to accomplish strong exchange

coupling and enhanced properties. In this regard, core/shell

nanoparticles, where the interface contact is maximized, would

be more adequate. Hard/soft core/shell nanoparticles composed
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of FePt/Fe3O4,
24,26–30 Fe/Fe3O4,

31,32 CoFe2O4/MFe2O4 (M ¼ Zn,

Mn, Fe)33 and Sm(Co1�xFex)/Fe3O4 (ref. 34) have shown, in

some cases, an enhanced energy product of the bi-component

system over the hard single phase.25,32,35 On the other hand,

‘‘inverse’’ soft/hard core/shell configurations have been less

studied, and only a few examples, FePt/CoFe2O4,
30 MFe2O4/

CoFe2O4 (M ¼ Zn, Mn, Fe)33 and g-Fe2O3/CoFe2O4,
36 have

been reported. There are a number of issues that are well known

from thin film studies on spring-magnets that have not been

addressed in nanoparticles. Amongst these are the strong

dependence of the properties on the thickness of the two

constituents37 and the enhancement of the properties by inter-

mixed interfaces35 or graded anisotropy (i.e., where the anisot-

ropy changes continuously from hard to soft).38

Herein we present an exhaustive structural and magnetic

study of inverted soft/hard core/shell nanoparticles composed of

MnxFe3�xO4/FexMn3�xO4 with two different core sizes (7.5 and

11.5 nm) and a fixed shell thickness (�0.6 nm) obtained by

seeded growth of manganese oxide using different Fe3O4

nanoparticles as seeds. The smooth hysteresis loops obtained

from magnetometry and the compelling similarity between the

element resolved loops obtained by soft X-ray magnetic circular

dichroism indicate a strong core/shell exchange coupling.

Furthermore, we show that the magnetic properties, e.g., satu-

ration magnetization, coercivity, loop shift or blocking

temperature, are easily controlled by adjusting the size of the

soft core.

2. Experimental

2.1. Synthesis

Unless stated, all starting materials were purchased from Sigma-

Aldrich and used without further purification. The CS nano-

particles were synthesized following an earlier reported proce-

dure where, in two steps, pre-made Fe3O4 nanoparticles were

used as seeds to subsequently grow a Mn3O4 layer.39 Firstly,

Fe3O4 seeds were prepared following a similar method to that

developed by Park et al.40 in which a given amount of iron (III)

oleate and 1 mmol of oleic acid were added into 36 mL of

1-octadecene. The mixture was heated under magnetic stirring,

with a heating rate of 3 �C min�1, up to 320 �C and kept for 30

min. The slurry was removed from the heating source and

allowed to cool down to room temperature. Depending on the

surfactant-to-metal molar ratio, [S]/[M], different particle sizes

were obtained. Two [S]/[M] ratios were studied: [S]/[M] ¼ 0.6

(seed1 – large particles) and [S]/[M] ¼ 0.3 (seed2 – small

particles).

Subsequently, the heterogeneous growth of the manganese

oxide layer was carried out at the surface of the two different

seeds following a slightly modified literature process by adding

42 mg of initial seeds in a solution containing 0.6 mmol of

manganese (II) acetylacetonate, 0.6 mmol of 1,2-hexadecanediol,

0.3 mmol of oleylamine, 0.3 mmol of oleic acid and 40 mL of

dibenzyl ether.39 The slurry was mechanically stirred and heated,

under an Ar controlled atmosphere, with a heating rate of 10 �C
min�1, to 200 �C and kept for 1 h. The flask was removed from

the heating source and cooled down in Ar to 180 �C. The solution
was then exposed to air and allowed to cool to room

temperature. Two different CS particles were obtained based on

two seeds, i.e. CS1 (from the large seed1) and CS2 (from the

small seed2). Both the Fe3O4 seeds and the CS nanoparticles were

washed by several cycles of coagulation with ethanol, centrifu-

gation at 2000 � g, disposal of supernatant solution and re-

dispersion in hexane.

2.2. Characterization

Transmission electron microscopy. TEM images were obtained

using a Jeol JEM-2010 microscope with a LaB6 filament and a

Jeol-JEM-2010F microscope with a field-emission gun operated

at 200 kV. The nanoparticles were dispersed in hexane and then

placed dropwise onto a holey carbon supported grid. The particle

size of the different samples and its standard deviation were

obtained by calculating the average number by manually

measuring the equivalent diameters of >200 particles from TEM

micrographs.

X-ray diffraction. XRD patterns were collected using a Pan-

alytical X’Pert Pro diffractometer with Cu Ka radiation. The

measurements were carried out in a range of 10–100 2q in steps

of 0.012� and collection time of 300 s. All diffraction patterns

were analyzed using the FullProf code.41 Note that a simple

fitting of the diffraction patterns by the Rietveld method using

an isotropic approximation gives rise to unsatisfactory results

due to non-uniform size effects. In these cases the numerical

computation of the scattering intensity on the Debye formula

was used.42 The diffraction profiles were satisfactorily described

by implementing an artificial shape (platelet-like) for the shell

component. Finally note that the diffraction signal from the

shell is exceedingly weak to reliably refine the sizes and

stoichiometry.

Electron energy loss spectroscopy. EEL spectra were acquired

every 0.5 nm along the diameter of the nanoparticles at an energy

range containing the O K, Mn L2,3 and Fe L2,3 edges, with an

energy resolution of 0.8 eV. Mn/O and Fe/O quantifications were

carried out using the Gatan Digital Micrograph commercial

software. Importantly, data obtained for different particles of the

CS1 sample showed no relevant differences.

X-ray absorption spectroscopy and X-ray magnetic circular

dichroism. XAS and XMCD measurements were performed on

dried CS nanoparticles spread onto carbon tape at the 4-ID-C

beamline of the Advance Photon Source of the Argonne

National Laboratory. Both XAS and XMCD spectra were

recorded at the Fe and Mn L2,3 edges using total electron yield

(TEY) mode at 10 K in a magnetic field of 50 kOe after field

cooling (FC) from 300 K under an applied field of 50 kOe. The

element resolved XMCD hysteresis loops, for the Fe and Mn L3

edges, were acquired by recording the field dependence of the

XMCD signals at the energies corresponding to the three main

peaks of the Fe-edge (i.e., 707.6, 708.7, 709.3 eV) and for the

main energy of the Mn edge (640.1 eV). The XMCD signal was

normalized by the area of the XAS spectra after correcting for

the background. Note that since the Fe edge loops at the different

energies were analogous only the one at E ¼ 709.3 eV is used in

the discussion.
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Magnetic measurements. The magnetic properties of the

nanoparticles were measured on tightly packed powdered

samples using a superconducting quantum interference device

(SQUID, Quantum Design) magnetometer with a 70 kOe

maximum field. The magnetization versus temperature

measurements were performed in zero field cooled (ZFC) and

field cooled (FC) conditions in 50 Oe. After FC in 20 kOe from

300 K to 10 K, hysteresis loops were measured at different

constant temperatures. Moreover, hysteresis loops were also

measured at 10 K after ZFC from 300 K.

In addition to standard major loop measurements, a first-

order reversal curve (FORC)43–46 analysis was conducted using

the following procedure. After positive saturation the applied

field is reduced to a given reversal field, HR. From this reversal

field the magnetization is then measured back towards positive

saturation, thereby tracing out a single FORC. This process is

repeated for a series of decreasing reversal fields, thus filling the

interior of the major hysteresis loop, which can be seen as the

outer boundary of the family of FORCs. The FORC distribution

is then defined as a mixed second order derivative of the

normalized magnetization:

rðH;HRÞh� 1

2

v2MðH;HRÞ=MS

vHvHR

; (1)

which is then plotted against (H, HR) coordinates on a contour

map. For a given reversal field, HR, the magnetization is

measured for increasing applied fields, H, and thereforeH $ HR

by design. Following the measurement procedure the FORC

distribution is read in a ‘‘top-down’’ fashion and from left to right

for a particular reversal field. The FORC distribution provides a

useful ‘‘fingerprint’’ of the reversal mechanism by mapping out,

in (H, HR) coordinates, only the irreversible switching

processes. It is often useful to have a one-dimensional visuali-

zation of the irreversibility by projecting the FORC distribution

onto the HR-axis. This is equivalent to an integration over the

applied field H:

ð
v2MðH;HRÞ

vHvHR

dH ¼ vMðHRÞ
vHR

; (2)

and is termed a FORC-switching field distribution (FORC-

SFD).

Monte Carlo simulations. Monte Carlo simulations were

carried out considering a single spherical nanoparticle of radius

R, expressed in lattice spacings, on a simple cubic lattice, with

FiM order. The nanoparticle consists of a soft core (either 10.7 or

16.7 lattice spacings) and a hard shell of thickness equal to 3

lattice spacings. The outer layer of one lattice spacing is

considered to be the surface of the nanoparticle. We use atomic-

scale modeling where the spins in the particle interact with

nearest neighbors Heisenberg exchange interaction, and at each

crystal site they experience a uniaxial anisotropy. We consider

the size of the atomic spins in the two sublattices of the FiM

particle equal to 1 and 3/2, respectively, for both the core and the

shell. The energy of the system includes the exchange interaction

between the spins in the nanoparticle and the single-site anisot-

ropy energy terms. In the presence of an external magnetic field,

the total energy of the system is:

H ¼ �Jcore
X

i; j˛core

~Si$~Sj � JIF
X

i˛core; j˛shell

~Si$~Sj � Jshell
X

i; j˛shell

~Si$~Sj

�Kcore

X
i˛core

�
~Si$êi

�2�KIF

X
i˛IF

�
~Si$êi

�2�Kshell

X
i˛shell

�
~Si$êi

�2

�Ksrf

X
i˛srf

�
~Si$êi

�2�~H$
X
i

~Si: (3)

Here Si and êi are the atomic spin and the unit vector in the

direction of the easy axis at site i. The first three terms give the

Heisenberg nearest neighbor exchange interaction between

the spins in the core, in the shell and at the interface. We set

exchange coupling as Jcore ¼ �0.01J in the core, where J is defined

as a dimensionless ferromagnetic exchange coupling constant taken

as J ¼ 1, JIF ¼ 4 � Jcore at the interface and smaller in the shell

(Jshell¼ 0.5� Jcore) to account for its lower transition temperature.

The following four terms are the anisotropy energies of the core,

the interface, the shell and the surface, respectively. The anisotropy

is assumed uniaxial and directed along the z-axis in the core, the

shell and at the interface and random at the surface. The last term is

the Zeeman energy. The anisotropies in the conventional core/shell

structure are taken asKcore¼ 0.01J,KIF¼ 0.03J,Kshell¼ 0.08J and

Ksurf ¼ 0.6J, respectively.

Importantly, to account for the chemical gradients, we also

considered the case of graded anisotropy, similar to thin film

systems.38,47 For such structures, the anisotropy energy term of the

core or the shell is split into different layers. For example, we have

considered that the inner coreKcore is maintained constant at 0.01J,

while as the layers get closer to the interface the anisotropy grad-

ually increases as 0.02, 0.03, 0.04, 0.05 and 0.06J (for the top 5

layers in the core) and 0.07 and 0.08J for the shell and finally we

maintain Ksurf ¼ 0.6J.

To take into consideration the random distribution of easy

axis directions with respect to the applied fields present experi-

mentally, we have calculated hysteresis loops for different angles

between the easy axis and the applied field direction. The results

for the magnetization are averaged as:

hMi ¼ 1

4p

ð2p

0

d4

ðp

0

dqMðqÞcos q ¼ 1

2

ðp

0

dqMðqÞcos q (4)

Note that the different parameters are given with respect to J,

i.e., the field H is given in units of J g�1 mB
�1, the temperature T in

units J kB
�1 and the anisotropy coupling constants K in units of J.

The magnetization M is normalized to the saturation magnetiza-

tion, MS.

The Monte Carlo simulations are performed using the

Metropolis algorithm48 where the microstructure and the temper-

ature are explicitly included. We perform our calculations of the

hysteresis loops at a low temperature after a field cooling procedure

at a constant rate for a cooling field ofHFC ¼ 0.4 J g�1 mB
�1, which

is in the same field range as the one used experimentally.

3. Results and discussion

3.1. Structural and morphological characterization

Fig. 1 shows the transmission electron microscopy (TEM) images

of the Fe3O4 seeds (Fig. 1a and b for samples seed1 and seed2,
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respectively) and the CS nanoparticles (Fig. 1c and d for samples

CS1 and CS2, respectively). Particle size histograms of both the

seeds and the CS nanoparticles are depicted in Fig. 1e and f

corresponding to samples seed1–CS1 and seed2–CS2, respec-

tively. As can be seen, all histograms are well fitted by a Gaussian

distribution, showing a unique size population, with a narrowly

distributed diameter (deviation <10%). After the growth of the

Mn oxide layer, the diameter of the CS nanoparticles becomes

8.6(0.6) (CS2) and 12.6(1.0) (CS1) compared to the initial 7.5(0.6)

nm (seed2) and 11.5(0.9) nm (seed1), respectively. Importantly,

upon comparing the sizes of the seeds and CS nanoparticles,

there is a clear shift of 1.1 nm to larger diameters both for CS1

and CS2 samples, indicating that a Mn oxide shell of roughly

0.6 nm thickness is indeed grown on top of the seeds. Moreover,

the similarity between the thicknesses of the two shells suggests

that the seed-growth procedure does not depend strongly on the

initial seed size.

High resolution TEM (HR-TEM) images of seed2, CS1 and

CS2 and their respective fast Fourier transform (FFT) are shown

in Fig. 2. The FFT analysis obtained from the HR-TEM images

of the CS samples (Fig. 2e and f) confirms the presence of a new

phase in contrast to the data of the seeds which display a purely

cubic structure (Fig. 2d). In both CS samples two sets of different

diffraction spots attributed to an iron oxide cubic spinel phase

[(111)c d ¼ 0.481 nm, (220)c d ¼ 0.290 nm, (311)c d ¼ 0.248 nm

and (331)c d ¼ 0.180 nm (JCPDS card no. 82-1533)] and a

manganese oxide tetragonal spinel phase [(200)t d ¼ 0.288 nm,

(211)t d¼ 0.248 nm, (004)t d¼ 0.237 nm and (204)t d ¼ 0.183 nm

(JCPDS card no. 24-0734)] can be observed. Remarkably, while

the tetragonal (200)t, (211)t and (204)t diffraction planes overlap

with the cubic (220)c, (311)c and (331)c ones, the plane (004)t
(highlighted by arrows in Fig. 2e and f) belongs only to a

tetragonal spinel phase.

The analysis of the XRD patterns corresponding to the iron

oxide seeds and the CS nanoparticles (Fig. 3) revealed that the

sizes of the seeds are similar to the corresponding core sizes of the

CS nanoparticles (see Table 1). Moreover, these values are

consistent with those obtained from TEM analysis. Interestingly,

the refinement of the site occupancies shows that both the core

and the seeds have a near stoichiometric spinel Fe3O4 composi-

tion. However, there are small differences in the occupancy of the

seeds, i.e., (Fe0.82(1))[Fe0.90(1)]2O4 and the CS particles, i.e.,

(M0.90(1))[M0.96(1)]2O4 (M ¼ Fe and Mn) which imply that

probably some Mn ions have diffused into the core during the

synthesis of the CS particles. Note that it is not possible to

distinguish between iron andmanganese ions using X-rays, hence

it is difficult to give a more quantitative account of the manga-

nese diffusion. A comparison of the refined cell parameters for

the core with the reported values for the Mn3O4–Fe3O4 system
49

indicates that the core can incorporate up to 50% of Mn atoms.

Concerning the shell, the comparison of the obtained cell

parameters with the literature values49 unambiguously evidences

that in sample CS1 about 10% of manganese ions of the Mn3O4

shell are substituted by iron ions, while maintaining the Mn3O4

tetragonal structure.

In order to gain further insight into the structure of the CS

particles, the local electron energy loss spectra (EELS) were

analyzed by evaluating theM–L2,3 onset and theM/O ratio (M¼
Mn and Fe) to obtain the distributions of the different ions

across the particles, see Fig. 4. The EELS analysis reveals the

presence of two clearly differentiated regions in the particle, i.e.,

a core and a shell, the former being iron rich and the latter one

manganese rich. However, remarkably, both iron and manga-

nese ions were found across the whole particle (Fig. 4e). Bearing

in mind these results, together with the XRD and FFT studies

where the existence of a tetragonal spinel phase was confirmed,

different CS structures (i.e., sizes and compositions) were simu-

lated to match the observed metal distribution. The best corre-

spondence was found for a MnFe2O4(10.2 nm)/

FeMn2O4(1.2 nm) CS structure, as schematically shown in

Fig. 4b, with an iron rich core and a manganese rich shell.

Interestingly, using compositional gradients throughout the

particles (rather than fixed core/shell structures) e.g.,

Mn0.75Fe2.25O4(8 nm)/Fe1.75Mn1.25O4(0.6 nm) shell

1/Fe1.5Mn1.5O4(0.6 nm) shell 2/Fe0.75Mn2.25O4(0.6 nm) shell 3,

leads to a further improvement of the agreement between the

simulated and experimental results (see Fig. S1 in the ESI†). It is

known that mixed spinel phases can preserve their initial crystal

symmetry before reaching a critical doping value, for instance

MnFe2O4 (Fd3m) and FeMn2O4 (I41/amd) would keep the cubic

and tetragonal structure of Fe3O4 and Mn3O4, respectively.
49

The results indicate that an interdiffusion of iron and manganese

Fig. 1 TEM images of iron oxide seed particles, (a) seed1 and (b) seed2

and of the corresponding CS nanoparticles, (c) CS1 and (d) CS2.

Histograms of the different nanoparticles, (e) seed1–CS1 and (f)

seed2–CS2.
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ions between core and shell has taken place leading to mixed

Fe–Mn spinel CS particles.50 The ion diffusion and the

concomitant change in the composition of the CS nanoparticles

can be attributed to a soft annealing while exposing the slurry to

air at 180 �C. Note that the nanoparticles in sample CS2 dis-

played a rather poor signal-to-noise ratio since, given the small

size of CS2 nanoparticles, the signal at the Fe- andMn-edges was

rather weak compared to the carbon signal arising from the

organic surfactants and thus the EEL Spectra for CS2 were not

analysed.

Additional evidence for the graded composition of the CS

particles was obtained by using X-ray absorption spectroscopy

(XAS) and X-ray magnetic circular dichroism (XMCD).

Importantly, the total electron yield (TEY) mode depends on the

probing depth (lx), which for soft X-rays can be taken to be of

the order of 10 nm for most metal oxides.51Assuming such lx and

that the nanoparticles are composed of, approximately, 85%-

MnFe2O4/15%-FeMn2O4, the spectra should be understood as a

convolution of the signal from the shell and the core. Fig. 5

shows an example of XAS and XMCD spectra obtained at Fe

and Mn L2,3 edges for sample CS1. From the theoretical XAS

spectra of Fe2+ ions in octahedral and Fe3+ ions in octahedral and

tetrahedral environments, the peak I1 in Fig. 5b can be associated

to the presence of Fe2+ in Oh positions while peak I2 correlates to

Fe3+ ions located in Oh and Td environments.52 By analyzing the

ratio of the different peak intensities, I1/I2, it is possible to obtain

qualitative information about the cation concentration in each

oxide phase.53 Given the structure of Fe3O4, (Fe
3+)[Fe3+Fe2+]O4,

and g-Fe2O3, (Fe
3+)[Fe3+5/3,1/3]O3 one would expect I1/I2 ratios

of 0.53 and 0.19 for Fe3O4 and g-Fe2O3, respectively.51 The

experimental I1/I2 value for both samples CS1 and CS2 is 0.4.

This implies that the samples have an intermediate composition

between g-Fe2O3 and Fe3O4. Therefore, the presence of a

MnFe2O4 structure, (Fe
3+)[Fe3+Mn2+]O4,

52,54 without Fe2+ ions in

octahedral positions, would fit adequately in this scenario in

agreement with the EELS results (particularly assuming that due

to the thin shell with small iron content most of the XAS iron

signal arises from the core). On the other hand the XAS spectrum

at the Mn L2,3 edge (Fig. 5a) resembles that of pure tetragonal

Fig. 2 HR-TEM images of (a) seed2, (b) CS1 and (c) CS2 nanoparticles together with their respective FFT analysis, (d–f). The diffraction spots in FFT

images for cubic and tetragonal structures are marked with c and t, respectively. The pure tetragonal spots are highlighted by arrows.

Fig. 3 Profile analysis of the X-ray diffraction patterns from seed1 (a)

and the CS1 nanoparticles (b). The observed profile (in red) and the

calculated (in blue) are both shown in the graphs. The vertical bars mark

the position of Bragg reflections as indicated.

Table 1 Unit cell parameters and sizes (both in �A) for the different seeds
and CS nanoparticles. The figure in parenthesis corresponds to the
standard deviation in the last digit

Core Fe3O4 Shell Mn3O4

Sample a Size a c

CS1 8.3801(6) 93(1) 5.767(1) 9.414(2)
Seed1 8.3501(5) 91(2)
CS2 8.3803(5) 73(1) 5.775(1) 9.432(2)
Seed2 8.343(1) 68(3)
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Mn3O4, (Mn2+)[Mn3+]2O4.
55 However, it has a lower intensity

ratio, I01/I02 ¼ 0.7, than expected for Mn3O4, i.e., I
0
1/I

0
2 ¼ 0.87,

but larger than the corresponding one for MnFe2O4, I
0
1/I

0
2 ¼

0.5.54 Hence, the Mn L2,3 signal can be understood as a mixed

signal arising both from the shell, close to a tetragonal FeMn2O4

phase, and the core, with a cubic MnFe2O4 structure.

Concerning the XMCD spectra, the signal of the iron edge

(Fig. 5d) is somewhat consistent with those of pure cubic spinel

iron oxides (Fe3O4 and g-Fe2O3) spectra,
53 although some small

deviations attributed to the presence of the mixed MnFe2O4

oxide can be observed. Concretely, the different intensity peak

ratios of the first two peaks of the iron XMCD signal with respect

to pure iron oxides can be interpreted in the same way as the

XAS analysis regarding the concentration of Fe2+ ions in octa-

hedral positions.54,56 In contrast, the spectrum at the manganese

edge (Fig. 5c) cannot be associated to any single phase and can be

clearly ascribed to a mixed XMCD signal, e.g., arising from

tetragonal FeMn2O4 and cubic MnFe2O4 oxide structures.55

Note that the lack of XMCD studies at the Mn L2,3 edge on pure

FeMn2O4 (in bulk or nanoparticle form) makes a more detailed

analysis rather complex. Similar results were found for CS2

nanoparticles, both for the XAS and XMCD analysis, see

Fig. S2†.

3.2. Magnetic properties

Fig. 6a shows the ZFC/FC magnetization curves for the CS1 and

CS2 nanoparticles. Although at high temperatures both samples

exhibit the characteristics of superparamagnetic systems57 with

blocking temperatures, TB,1
CS1 ¼ 205 K and TB,1

CS2 ¼ 115 K,

both systems exhibit a second transition at TB,2 � 40 K.

However, the features at TB,2 are more evident for CS2. More-

over, as can be seen in Fig. 6b, the low temperature (10 K)

hysteresis loops show that the saturation magnetization, MS, for

CS1 (MS
CS1¼ 48 emu g�1) is higher than that for CS2 (MS

CS2¼ 40

emu g�1). Upon enlarging it becomes clear that the loops are

rather smooth, i.e., no kinks – typical of two phase systems –15

can be observed, Fig. 6b. Interestingly, both samples exhibit a

loop shift in the field axis,HE (i.e., exchange bias), with respect to

the zero field cooled loop (Fig. S3†), and moderate coercivities,

HC,
6 that vanish around 50–60 K, both parameters being larger

for CS2 (Fig. 7).

Fig. 4 (a) High-angle annular dark field (HAADF) image of CS1

nanoparticles, where the approximate positions where the local spectra

were obtained are shown by a green arrow. (b) Schematic representation

of the CS nanoparticles simulated from the EELS analysis. (c) and (d)

show EELS spectra for the shell and core, respectively, as indicated by

yellow and red arrows, respectively, in (a). (e) Elemental quantification

along the particle diameter for Fe (squares), Mn (triangles) and O

(circles). The solid lines represent the simulated elemental profile for a

particle with aMnFe2O4(10.2 nm) core/FeMn2O4(1.2 nm) shell structure.

Fig. 5 (Top) XAS and (bottom) XMCD spectra at the (left) Mn and

(right) Fe edges of CS1 nanoparticles.
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These results are consistent with the proposed MnxFe3�xO4/

FexMn3�xO4 core/shell structure. Concerning the different TB,

the high temperature ones (TB,1) could be related to the cubic

ferrimagnetic (FiM) MnxFe3�xO4 phase that constitutes the core

of the nanoparticle, while the low temperature one (TB,2) to the

tetragonal FiM FexMn3�xO4 phase forming the shell. Thus, the

lower TB,1 for CS2 can be easily explained by its smaller core

volume since TB ¼ KV/25 kB,
57 (where K is the magnetic

anisotropy, V the volume and kB the Boltzmann constant). In

fact, assuming that the anisotropies remain the same in both

cores, the ratio TB,1
CS2/TB,1

CS1 leads to a volume ratio in rough

concordance with the initial seed sizes. In principle, similar

effects should occur for TB,2 since, although the shell thickness is

the same for both systems, the core sizes vary and the corre-

sponding shell volumes should be different. The origin of this

TB,2 is probably two-fold. First, FeMn2O4 is known to have a

very strong temperature dependence of K, with a sharp increase

in K around 50–60 K.58,59 Thus, when K reaches a certain

threshold the system becomes blocked. Moreover, since the

FexMn3�xO4 shell phase exhibits a tetragonal structure with a

non-stoichiometric structure, probably close to that of Mn3O4

(as hinted from the XRD lattice parameters and the EELS

graded composition simulation), a magnetic behaviour similar to

that of Mn3O4 could be expected. In this sense, the second

temperature transition present in both samples, TB,2 � 40 K,

would be consistent with the TC ¼ 40 K of bulk Mn3O4, as

expected from the strong dependence of TC on the Mn content

for Mn-rich FexMn3�xO4.
49,60,61 Similarly, the larger MS

exhibited by CS1 is consistent with its larger core, since the

relative contribution of the shell (with a smaller MS than that of

the core62) should be smaller for larger particles. This core/shell

volume ratio also explains the more prominent features at TB,2

shown by CS2.

Concerning the presence of exchange bias and moderate

coercivities, although these effects are expected for an exchange

coupled antiferromagnetic AFM/FM systems, they can also be

found in coupled soft FiM (or FM) and hard FiM (or FM).6 In

the current core/shell nanoparticles, assuming the composition of

the shell is in the rangeMn3O4–FeMn2O4, at 10 K the anisotropy

would be expected to be about |Kshell| �5 � 105 to 1 � 106 erg

cm�3.58,63,64 In contrast, if the core composition is in the range

Fe3O4–MnFe2O4, the corresponding anisotropy would be |Kcore|

�2 � 105 erg cm�3.58,65 Consequently, our core/shell particles can

be considered as an ‘inverted’ soft/hard system, although the

difference in Kshell � Kcore may not be as large as in some of the

typical hard/soft spring-magnet systems.15

In AFM/FM thin film systems it is well established that HC

and HE are inversely proportional to the thickness (size) of the

FM phase. Thereby, by drawing an analogy, in soft/hard systems

it is accepted that HC, HE f 1/size(soft-FM). Thus, the smaller HE

andHC for CS1 arise from the larger diameter of its core. Finally,

the temperature dependence of HC and HE is controlled by the

phase with lowest TB, i.e., the hard shell phase, in analogy with

most of the standard AFM/FM systems.6 Interestingly, the

coercivity of both CS particles is relatively small compared with

that expected for Mn3O4–FeMn2O4 (forming the shell).12 In

analogy with thin film systems, this implies that the soft core and

the hard shell are strongly exchange coupled as expected from

their small size (smaller than the domain wall width) and their

similar anisotropies.15,37 This leads to smooth loops with

increased MS and reduced HC, with respect to the pure hard

Mn3O4 phase.

Fig. 6 (a) Temperature dependence of the field cooled (FC) and zero

field cooled (ZFC) magnetizations and (b) an enlarged view at low field of

the hysteresis loops at 10 K for CS1 and CS2 nanoparticles. The inset

shows the hysteresis loops in the full field range.

Fig. 7 Temperature dependence of (a) the coercivity, HC, and (b) the

loop shift,HE, for CS1 and CS2 nanoparticles. The lines are guides to the

eye.
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To gain further insight into the core/shell structure of the

nanoparticles, we acquired element-specific XMCD hysteresis

loops at the iron and manganese edges (shown in Fig. 8).

Although the overall shape of the XMCD hysteresis loops at

both edges is rather similar, their approach to saturation shows

clear differences. Namely, the loop taken at the iron edge satu-

rates at considerably lower fields than the loop corresponding to

manganese (see Fig. 8 for CS1). Remarkably, HC of both

elements is similar for both samples. However, while for CS1

HC(Mn) and HC(Fe) are roughly the same, within the error, for

CS2 HC(Mn) is slightly larger than HC(Fe) (see inset in Fig. 8).

These results are in concordance with the magnetometry

hysteresis loops where CS2, with proportionally more Mn,

exhibits both an enhanced HC and larger saturation field than

those of CS1. The element resolved loops allow us to assign these

features to the presence of a magnetically harder manganese-

based phase. Given that, nominally, the iron and the manganese

hysteresis loops should mainly correspond to the core and the

shell, respectively, the element specific hysteresis loops confirm

the inverse soft/hard core/shell structure of the nanoparticles.

Importantly, the similarities between the Fe and Mn contribu-

tions to the hysteresis loops imply again a strong coupling

between the core and the shell. However, the concomitant

overlap of diverse contributions in the XMCD spectra (due to

simultaneous interdiffusion of iron and manganese ions between

the core and the shell) makes a quantitative analysis rather

complex.

The coupling between the core and shell is further investigated

by analyzing the first order reversal curves (FORC). The

measured family of FORC curves is shown in Fig. 9a and b for

samples CS1 and CS2, respectively. The major loop, seen as the

outer boundary of the FORCs, shows the expected exchange

bias. The resultant FORC distributions, shown as insets in

Fig. 9a and b, are both broad single peaks, consistent with prior

nanoparticle FORC distributions.44 The broadness of the peaks

can be attributed to distributions in size, anisotropy easy axis

direction and strength, and exchange coupling. The FORC

switching field distributions (FORC-SFDs), plotted in Fig. 9c,

show a clear asymmetry for both the CS1 and CS2 samples,

where the initial rapid onset of reversal (HR � +500 Oe) is

followed by a more gradual and extended switching tail towards

negative HR values. Similar asymmetric FORC-SFDs have been

observed in hard/soft and graded anisotropy composite

films38b,45,46 where the extended hump can be attributed to the

more negative HR needed to switch the high anisotropy

components. Note that single phase nanoparticles similar to the

core (i.e., without shell) exhibit symmetric peaks in the FORC-

SFD. Interestingly, sample CS2 approaches negative saturation

more gradually than CS1, suggesting a more dominant hard

phase component, which is also consistent with the larger

exchange bias and coercivity observed in this sample at 10 K.

The hysteresis loops were simulated by using Monte Carlo

based on a (a) conventional core/shell model (i.e., a single value

for the interface anisotropy; Fig. 10a) (b) a graded anisotropy

model (Fig. 10b). As can be seen in the figures, both approaches

capture the main features of the experimental loops. For

example, the smaller nanoparticles exhibit larger HC and HE

than the bigger ones. Similarly, in the moderate field range the

small particles have a broader loop both in the experimental and

Fig. 8 Element resolved XMCD hysteresis loop at the iron edge

(709.3 eV – open symbols) and manganese edge (640.1 eV – filled

symbols) for sample CS1. The inset shows an enlargement of the

hysteresis loops for sample CS2. The lines are guides to the eye.

Fig. 9 Families of FORCs, whose starting points are represented by

black dots, for samples (a) CS1 and (b) CS2 with the corresponding

FORC distributions plotted in (H, HR) coordinates shown as insets. The

resultant FORC-SFDs are shown in (c).
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simulated loops. Moreover, the calculations clearly show that the

high field features are dominated by the shell, as hinted by the

XMCD results. Most importantly, the ratio of core/shell

anisotropies needed to properly simulate the experimental loops

is in concordance with the core/shell anisotropy ratio of the

phases deduced from the structural characterization. Hence, the

Monte Carlo simulations confirm the strongly exchange coupled

inverse soft/hard core/shell structure of the nanoparticles.

Finally, comparing the simulation of the conventional core/shell

structure and the graded anisotropy, although both models give

rise to similar overall results, the latter model gives a somewhat

smoother approach to saturation, similar to what is observed

experimentally. Thus, the simulations might hint at a possible

graded anisotropy character to the nanoparticles.

4. Conclusions

Core/shell nanoparticles with a narrow size distribution have

been synthesized using a seeded growth procedure. Two CS

nanoparticles with different core size and equal shell thickness

have been presented. Interestingly, in both cases an iron and

manganese ion interdiffusion has been found, leading to an

inverse soft/hard ferrimagnetic MnxFe3�xO4/FexMn3�xO4 core/

shell structure, as opposed to the conventional hard/soft systems.

The particles display a strong exchange coupling between the soft

core and hard shell as expected from the core and shell dimen-

sions. The coupling also results in a loop shift along the field axis

and a coercivity increase, which are more pronounced for the

samples with smaller core size. Thus, the fine control of the

magnetic properties by the soft/hard coupling could render novel

types of core/shell nanoparticles suitable for applications such as

permanent magnets or in magnetic shielding.
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EELS Analysis: 

 

 
 

Fig. S1 Expected elemental quantification along the particle diameter for Fe (squares), Mn 

(triangles) and O (circles). The solid lines represent the simulated profile for a particle with a 

graded Mn0.75Fe2.25O4(8 nm)|Fe1.75Mn1.25O4 (0.6 nm) shell 1|0.6 nm Fe1.5Mn1.5O4 (0.6 nm) 

shell 2|Fe0.75Mn2.25O4 (0.6 nm) shell 3 structure.  

 

XAS and XMCD measurements: 

 

Fig. S2 (top) XAS and (bottom) XMCD spectra at the (left) Mn and (right) Fe edges of CS2 

nanoparticles. 
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Magnetometry measurements: 

 

 
 

Fig. S3 Enlarged view at low fields of the FC and ZFC hysteresis loops, at 10 K, for (a) CS1 

and (b) CS2 nanoparticles. 

Electronic Supplementary Material (ESI) for Nanoscale
This journal is © The Royal Society of Chemistry 2012



130



Chapter 7

Conclusions

In this thesis the synthesis and the structural and magnetic characterization of two di�erent types of
poly-magnetic nanoparticles in a core|shell (CS) and onion-like architectures has been presented. Firstly,
the doubly inverted system composed by core-MnO|shell-Mn3O4 (
-Mn2O3) nanoparticles, where the
core and the shell display an AFM and a FiM behavior, respectively, has been discussed. MnO|Mn3O4

(
-Mn2O3) system, di�ers structurally and magnetically from previous literature CS systems since the
core is the AFM, instead of shell, and because the Néel temperature of the AFM is higher than the
Curie temperature of the FiM. The other system presented is based on the synthesis of heterostructured
CS and onion-like nanoparticles derived from two di�erent materials, i.e. iron and manganese oxides.
Interestingly, in this case the synthesis of fully magnetic onion-like particles has been demonstrated
for the �rst time. Moreover, our study on hard|soft FiM CS nanoparticles, in contrast to conventional
soft|hard, is one of the few studies of this morphology in the literature.

All the nanoparticles have been synthesized using the thermal decomposition of organometallic pre-
cursors, i.e., iron oleate and manganese acetylacetonate. Thermal decomposition has been chosen as
synthetic route due to the high degree of control on the �nal size, shape and crystallographic struc-
ture of the phases composing the nanoparticles. The syntheses have been performed by controlling
the reaction atmosphere and the synthetic parameters, such as decomposition temperature, digestion
time, precursor concentration, solvent and surfactant type and precursor/surfactant ratio. For example,
MnO|Mn3O4 CS nanoparticles have been obtained by the passivation of a pre-made MnO nanoparti-
cles. This approach allows controlling the �nal thickness of the shell. In order to obtain di�erent initial
MnO core sizes without varying the monodispersity, decomposition temperature, digestion time and sur-
factant/precursor concentration ratios were carefully adjusted. Similarly, FeO|Fe3O4 CS nanoparticles
have been obtained by the controlled passivation of FeO nanoparticles.

The heteorostructured CS and onion-like nanoparticles have been obtained following the seed-
mediate growth approach, where manganese oxide is grown on seeds nanoparticles composed of ei-
ther FeO|Fe3O4 CS nanoparticles or pure Fe3O4 single-phase nanoparticles. FeO|Fe3O4 two-component
(CS) seed nanoparticles were used to create the three and four-components onion-like nanoparticles, i.e.
FeO|Fe3O4|Mn3O4 and FeO|Fe3O4|MnO|Mn3O4, respectively. On the other hand fully oxidized Fe3O4

seed nanoparticles were employed to deposit a manganese thin shell and force the manganese-iron in-
terdi�usion to form the �nal MnxFe3�xO4|FexMn3�xO4 CS nanoparticle with a graded interface.

The structural characterization of the di�erent systems has been carried out using many di�erent
techniques. Transmission electron microscopy (TEM) images have been used to assess the sizes and
particle size distributions. High resolution-TEM images and electron energy loss spectra (EELS) analy-
sis allowed to elucidate the structural composition and element distribution inside of the nanoparticles.
X-ray and neutron di�raction and synchrotron X-ray absorption, XAS, were used to structurally con-
�rm the phases forming the systems and to obtain their structural parameters (oxidation state, cell
parameter, volume ratios, occupancies,...). The magnetic characterization was mainly performed using
magnetometric techniques. Magnetization and susceptibility vs. temperature were used to distinguish

131



the magnetic transitions present in the systems. Hysteresis loops provided the saturation magnetiza-
tion, coercivity and exchange bias, which gives information of the magnetic character of the phases (i.e.,
AFM, FiM, soft or hard). A more detailed analysis of the hysteresis loops, FORC analysis, provided
the switching behavior of the coupling between di�erent magnetic layers. In addition, neutron di�rac-
tion allows us to distinguish the magnetic phases composing the system and to extract their magnetic
parameters (e.g., atomic moment of the atoms, magnetic domain size,o r magnetic transitions). XMCD
has been a useful tool to study separately the magnetic response of the di�erent elements of the system.
Finally, ESR spectra have been used to magnetically and structurally characterize the sample. The
paramagnetic resonance is strongly dependent of the resonant ion and its magnetic environment giving
information on magnetic transitions and the exchange or anisotropy �eld in coupled systems.

Concerning the MnO|Mn3O4 (
-Mn2O3) system, it was demonstrated that the composition passi-
vation shell depends on the nanoparticle size, with the larger nanoparticles presenting mainly Mn3O4.
However, when the size diminishes, the density of defects increases and as a consequence 
-Mn2O3 is
the more stable shell phase. Besides, small AFM MnO cores can induce a magnetic proximity e�ect to
the FiM 
-Mn2O3 shell to maintain their magnetic order well above their Curie temperature, TC , and
up to TN of the shell. Moreover, surface e�ects in the MnO core have been shown to lead to an increase
of the Néel temperature of the AFM.

For the system based on the manganese oxide deposition onto iron oxide seed nanoparticles we have
shown, structurally and magnetically, the feasibility to synthesize complex multilayered nanoparticles
using surface passivation combined with seed growth. Moreover, the results reveal that the manganese
oxide grows epitaxially on the (111) planes of (111) truncated faces of the cubic FeO|Fe3O4 or Fe3O4

seeds. Finally, the soft-FiM|hard-FiM CS MnxFe3�xO4|FexMn3�xO4 nanoparticle have been shown to
display a strong exchange coupling leading a magnetically single phase-like switching.

The results show that iron and manganese oxides allow the synthesis of complex nanoparticles in
CS or onion-like architectures with a good control over the morphological parameters. Moreover, the
exchange coupling between the dissimilar magnetic phases in the studied CS or onion-like nanopartciles
demonstrate that not only the magnetic characteristics of the diverse phases but also their coupling can
be used to �ne tune the magnetic properties of the �nal poly-magnetic nanoparticles.

Future work

In this thesis the ability to synthesize CS or onion-like nanoparticles based in the combination of di�erent
magnetic layers has been clearly demonstrated. In fact, the control of the synthetic parameters allows
us to create well de�ned core sizes and shell thickness with high reproducibility. However, in some
cases we have only showed a few sizes. From the basic point of view, in order to have a more complete
understanding of the role played by dimensionality in CS structures (core size and shell thickness) a
more systematic study of, for example, soft-FM|hard-FM CS structures can be one of the future works.
Moreover, we have only used iron and manganese oxides. Thus, it would be interesting to extend
our synthetic studies to other types of materials exhibiting other magnetic properties (e.g., saturation
magnetization or anisotropies), particularly with transition temperatures above room temperatures.

Having in mind the current crisis in permanent magnet materials it would be appealing to try to
create novel permanent magnets. Nowadays the use of rare-earth (RE) and precious metals (PM) are
crucial in fabrication; however, the prices have increased exponentially due to poor availability of these
materials. Interestingly, the capability to synthesize new hard-FM metastable phases at the nanoscale
opens new avenues for state-of-the-art permanent magnets. Moreover, the study of exchange coupled
core|shell conventional, hard|soft, or inverse, soft|hard, exchange coupled permanent magnets is still at
its infancy and their properties are far from being optimized. Thus, systematic studies of are needed to
obtain high performance magnets.

Finally, in this thesis we have studied the combination of two or more magnetic materials. However,
core|shell nanoparticles can be designed to have many di�erent combined functionalities for diverse
applications in �elds like biomedicine, catalysis or magnetic shielding. Thus, the extension of our

132



synthetic routes for other application is also an attractive extension of the research presented in the
thesis.
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