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ABSTRACT

The current diversity of internet-connected consumer devices enables an increasing variety
of multimedia platforms for accessing audiovisual content, interactive services, games and
all kind of user applications. The concept of digital TV is evolving from being an isolated
unidirectional technology to become part of the ecosystem of services users consume in
their multimedia home or nomadic environment. In this context, the convergence between
interactive TV, Internet, and applications is a reality thanks to the family of smart devices
that are available on the market. Smart TVs, smartphones, tablets, and game consoles allow
users to access TV contents and interactive applications through multiple networks.

The number of different application formats and runtime environments that currently
enable interactive TV services hinders the portability of applications developed for those
environments. The lack of a globally unified and accepted standard for the deployment of
interactive contents on TV platforms requires the use of special techniques to adapt those
contents from one platform to another. Interactive content producers can save both time
and resources when developing the same content for different platforms.

The main objective of this dissertation is the proposal and validation of a suitable
methodology for the efficient generation and maintenance of cross-platform TV
applications, which allows the separation between the design process and its multiple
implementations for different platforms. This thesis analyzes the current context of
interactive TV and proposes a solution for generating “write once, adapt to anywhere”
applications based on a portable content format for TV environments. The proposed
methodology is validated through different application use cases that have been tested
using the software framework developed in the course of this research. This includes the
required modules for translating cross-platform descriptions into platform-specific iTV
applications and an integrated development environment containing a visual editor for
graphic user interfaces that stores the interface description in the portable content format.

The study of multimedia content synchronization in web-based platforms generated a
secondary contribution for the development of subtitling systems based on HTMLS5. This
proposal takes advantage of SVG and SMIL for synchronizing customizable video subtitles
across web platforms. It also enables to reduce considerably the code required by an
application for managing time issues. The results of the user experience evaluation for the
proposed subtitling system show that SMIL time features allow an efficient management of
subtitles across different HTML5 platforms without losing the synchronization between the
presentation components.






“Any sufficiently advanced technology is indistinguishable from magic.”

Arthur C. Clarke
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CHAPTER 1

INTRODUCTION

“If a man does not keep pace with his companions, perhaps it is because he hears a different
drummer. Let him step to the music which he hears, however measured or far away.”

Henry David Thoreau

Interactive Television (iTV) claims for new techniques for the development of multi-platform
services and applications. On the one hand, 2012 seems to be the year for the takeoff of the
connected TV systems (i.e. Smart TV or Hybrid TV), which promises a significant
improvement in the way users consume enhanced services on TV. On the other hand, the
rise and variety of connected devices for accessing to TV contents has generated a welter of
application formats and runtime environments that hinders the portability of the generated
applications.

While the industry does not reach a consensus on a unified and standardized format for
the deployment of multimedia applications, some techniques and tools are necessary to
adapt the interactive contents from one platform to another. With this kind of tools,
interactive content producers can save both time and resources when developing the same
content for different platforms, which usually requires virtually cut off production lines. This
same problem is happening on the mobile context with quite similar results, where
application producers suffer the consequences of a market split between big proprietary
silos and the open web standards. Nobody can forecast accurately the result of the current
application platform war, especially when these big actors do not present a clear
commitment between open web standards and their own silo, keeping an eye on each side.

HTML5 has entered recently in this changing context providing a real alternative to the
widespread of large variety of formats and runtime environments that are available for
implementing iTV solutions. The rise of consumer Smart TVs and the emergence of new TV
platforms as GoogleTV provide new ways of consuming iTV that allow full internet access
and HTML5 applications. These platforms are added to the current scenario of consumer
Set-top Boxes (STB) and Media Centers that also support HTML5 applications and websites
but, however, have not reached a great market penetration because of a lack of a clear and
attractive built-in solution. The main difference between HTML5 and the rest of iTV
application formats is that HTML5 has been (and is being) designed for all type of devices
and platforms, not specifically for TV, which means that it must provide the necessary
resources to enable an automatic adaption according to the target device constraints. These
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capabilities make HTMLS5 an interesting application format for implementing multi-platform
solutions.

When different application formats are not compatible between themselves, the number
of conversions required to translate one application format to another increases
exponentially with the number of formats requiring the implementation of n(n — 1)/2
conversions when considering n different formats. A different, and possibly better approach,
is to translate each application format into a new one that satisfies the requirements of the
rest and reduces drastically the number of conversions. In this model, the number of
conversions increases linearly with the number of target formats, which seems more
convenient according to the amount and variety of application formats considered in the iTV
context. One of the formats designed to fit this model was published in 2006 by the Digital
Video Broadcasting (DVB) consortium with the name Portable Content Format (DVB-PCF).

The DVB-PCF provides a standard format for the description of an author’s intended
viewer experience of an interactive service, which can be translated as required for each
target platform. After its publication, the viability of this standard was successfully
demonstrated by the British Broadcasting Corporation Research and Development (BBC
R&D) group and its automatic translation from DVB-PCF to MHEG-5, which is the main iTV
application format in UK. However, the technical details of their implementation were not
published and, at the time of writing this work, no further studies have provided a complete
workflow for managing and translating DVB-PCF services.

1.1.The Addressed Problem: Cross-Platform Applications for Interactive TV

The problem addressed by this work is the lack of effective methodologies and tools for
building and managing cross-platform iTV applications. Today’s iTV platforms offer a wide
variety of interactive services but different iTV platforms use different technologies for
deploying interactive services hence a large amount of interactive content has to be
developed bespoke for each platform. This is time consuming and results in high production
costs that hinder the development of high-profile interactive applications and the proposal
of clear business models. Furthermore, the variety and features of consumer devices that
can potentially access to these iTV services argues for a production solution that takes into
account the particularities of the target devices instead of the rise of complexity of the
device software platforms.

1.2.0bjectives

The main objective of this work is the proposal and validation of a suitable methodology for
efficiently generating and maintaining cross-platform iTV applications, allowing to separate
the design process to its multiple implementations in different platforms, according to their
corresponding resources, display capabilities and human-computer interface constraints.
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Some specific objectives can be detached from the above mentioned main objective:

e To propose the reference system architecture to apply the proposed methodology.

e To propose a suitable framework for building and managing cross-platforms iTV
applications through the proposed system architecture. This set of tools should
provide enough flexibility to be included in existing iTV production systems.

e To propose an integrated development environment as a monolithic solution for the
management of cross-platform iTV services. This desktop application should include
the proposed framework and provide comprehensive facilities to service developers
for building and maintaining interactive services for iTV.

e To provide a set of experiments for validating the proposed solutions in different
platforms.

1.3.Methodology

All the stages of the developed research have been supported by a permanent revision
through scientific publications, scientific communications and research projects that have
been validating the theoretical basis of this research, as well as the proposed
implementations. Furthermore, the driven research has been closely followed and validated
by the PhD Studies Committee of the Department of Microelectronics and Electronics
Systems of the Universitat Autonoma de Barcelona, Spain.

1.4.Contributions

This section summarizes the major contributions resulting from the driven research. Section
5.3 of this document provides a deeper look inside the publications and communications
related to the presented contributions.

e Approach for building and maintaining cross-platform iTV services: The developed
research has provided a suitable methodology for the production of interactive
services, including interactive applications, based on the standard DVB-PCF for the
cross-platform definition of the structure, behavior and contents. The system
architecture and workflow are also detailed in order to provide a clear solution for
producing cross-platform iTV applications.

e Proposed tools for implementing the previous approach: In order to demonstrate
the theoretical basis of the driven research, a set of tools has been developed as a
framework for building and maintaining cross-platform iTV services. Firstly, a
collection of small pieces of software have been built for solving specific issues in the
management of services based on the standard DVB-PCF. They have been distributed
as open source and can be used freely to build custom iTV production systems.
Moreover, an integrated development environment has been developed as a unified
solution for building cross-platform iTV services. This desktop environment embodies
the proposed software framework and enables the service production through the
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proposed methodology but its development still requires some efforts to make it

installable on a real production system.

e Approach for synchronize multimedia subtitles across web platforms: Some

interactive applications were developed during the experimentation and validation of

the proposed methodology for building cross-platform iTV services. The design of

one of them, regarding the real time synchronization between different multimedia

contents, has generated an asset by itself. The video and subtitle synchronization on

web based client devices through SVG and SMIL has generated an interesting and

partially new way of presenting video subtitles on web platforms.

1.5.Structure of the dissertation

The rest of chapters of the present dissertation outline the different tasks carried out in this

research work, ranging from the early information harvesting to the final conclusions:

e Chapter 2. Background context, state of the art, and related technologies: The

second chapter introduces some theoretical concepts that are needed for a suitable

understanding of this research. Moreover, the chapter analyses the state of the art

for the addressed problem and provides a further introduction to the main

technologies related to the present dissertation.

e Chapter 3. Proposals and contributions in generating cross-platform applications

for interactive TV: This chapter concentrates on the work developed during the

research work that is presented in this dissertation. Here, detailed explanations and

remarks can be found about the proposed methodology for building cross-platform

iTV Applications, the generated software framework for implementing this

methodology and the integrated development environment generated for validating

the proposed software framework. Moreover, a novel proposal for presenting video

subtitles on web platforms is presented as an implementation example of multimedia

content synchronization.

e Chapter 4. Experiments and validation: This chapter presents the experiments

driven for validating the presented proposals and discusses the provided results.

Firstly, the proposed methodology is evaluated through the study of different use

cases for ensuring its viability, flexibility and effectiveness. Secondly, the developed

software framework is validated in the generation of an eHealth application for a

national research project’. Thereafter, the usability and capabilities of the proposed

integrated development environment are validated through subjective evaluation

tests in order to ensure a reasonable effectiveness of the tool, especially when used

by non-experts. Finally, the proposed approach for synchronizing video subtitles on

web platforms is implemented as a web application and is tested by users validating

the synchronism correctness.

! “L3 eSalud al servicio del ciudadano”. AVANZA TSI-020302-2009-85. Spain, 2011.
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Chapter 1. Introduction

e Chapter 5. Conclusions: The final chapter summarizes the achieved results and

exposes the conclusions of this dissertation. The future research that can follow this

work is discussed and the publications and references related to the present research
are detailed here.
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CHAPTER 2

BACKGROUND CONTEXT, STATE OF THE ART
AND RELATED TECHNOLOGIES

“If you know others and know yourself, you will not be imperiled in a hundred battles; if you
do not know others but know yourself, you win one and lose one; if you do not know others
and do not know yourself, you will be imperiled in every single battle.”

General Sun Tzu (“The art of war”, 6t century BC)

This chapter introduces the key theoretical concepts that are needed for a suitable
understanding of this research. Moreover, the chapter analyses the state of the art for the
addressed problem and provides a further introduction to the main technologies related to
the present dissertation.

2.1.Background Context

This research has dealt with some aspects of technology that have evolved very rapidly in
recent times. Interactive TV (in its current form of Smart TV or Hybrid TV), Progressive
Enhancement, and User Experience, among others, evolve according to technology. Others,
such as the concepts of platform and runtime environment are computer science
fundamentals that are also related to the present work.

2.1.1. Interactive TV

The term of interactive television has been historically used for describing different
technologies for the user interaction on TV systems. Smart TVs are the current generation of
interactive television, but there are still many challenges to overcome.

Introduction

Traditionally, interactive TV (iTV) describes the number of techniques that enable viewers a
certain level of interaction with TV contents. This definition comprises any kind of
interactivity between the viewer and the TV set, the contents or the program being watched.
It represents a continuum from that is considered:

e Low interactivity: In which viewers interact with the TV set and are able to change

the channel and the volume or decide to turn on/off the TV set.

e Moderate interactivity: When interaction is with the contents of the TV program and

viewers can access to on-demand content and participate somehow in the flow of
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the program (e.g. chat and SMS systems, polls, questions, etc). This service is
unidirectional.

e High interactivity: This enables the access to TV-related content for getting, for

instance, enhanced information about what is on TV. This is the most challenging
profile and it has not been until now fully developed with the inclusion of web
technologies that iTV systems can clearly reach this level of interactivity.

Although interactivity may seem new according to the press and popular perception, the
fact is that scientific publications have been appearing on a regular basis for some time now.
Marketing efforts by the new iTV platforms are a reality and has been so for a while. The fact
is that the history of iTV covers the last five decades. During this time, the number of
successes of iTV has been accompanied by many failures due to the both the lack of maturity
of related technologies and infrastructures, and the lack of suitable contents or the absence
of a clear market demand. However, the idea behind the iTV paradigm causes still a great
interest to the broadcasting industry and the scientific community. Moreover, the
technological revolution of the past years regarding Internet, social networks, mobile
communications and content business models seems to give support for a new wave of TV
interactive digital media. Recent years have brought many changes in the way people
consume multimedia contents, especially on mobile platforms, where platform capabilities
are blended with Internet resources to provide greater functionalities and enhanced user
experience. This positive disruptive innovation can be also translated to the TV context.
Since TV platforms include Internet services in addition to broadcasted contents, iTV can be
understood as “the merger between conventional television and new interactive
information and communication technologies” 0.

In order to better understand the current context and the many challenges in iTV that
are lying ahead, it is necessary to have a brief summary of his history and evolution.

Brief History

The background of the modern iTV era goes back to the 1920s and the telephony companies,
when the first experiments with video telephony were carried out. Bell Telephone
Laboratories succeeded in sending and receiving pictures via the telephone lines and, in the
1960s, the first telephone where the person who was talking could be seen was presented to
the market. Although this video telephony product was expected to be very well received by
users, especially in the business world, it never caught on because of some technical
weaknesses related to the own device usability and the fact that most people do not felt
comfortable with the idea of being seen when talking by telephone [2]. This was the first
false-start of the video telephony, which was not actually spread until early the 2000s with
the 3G irruption and the mobile technology.

The first actual approach to iTV was driven in the 1970s as a cable TV system based on
analogical transmission, offered as a TV service with a channel pack and accessed from the
STB provided by the provider company. The system was known as QUBE and offered a
limited set of interactive channels that enabled the user participation in some game shows,
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sports events and polls [3]. Once again the world was expecting the revolution of this kind of
new interactive service but its deployment success was overestimated. Although the service
got many subscribers, it was too expensive to argue the maintenance of the return channel
and could not compete with the audience of the big TV networks. In 1984 the system was
closed down which meant the second big false-start of the interactive media era, the first for
iTV as it is known today.

In the 80s, some iTV services were launched with varying success but the key factor of
the period was the simplicity of the offered services in contrast to the ambitious proposals of
the previous services. Regarding iTV, the main legacy of this period were the interactive text
and the participation on broadcast programs via telephone services, which exists still today
in an evolved form. On the one hand, some cable companies of the 80s offered services with
two-way transmission capabilities providing interactive teletext and simple graphics. On the
other hand, telephone companies developed STB for accessing to TV contents and
interactive services via the telephone line. Both cases were well received by the users but
not enough to provide the expected revenues to its promoters, mainly due to the costs of
the related technology. During the 80s the technology evolution also enabled the reduction
of its costs. Cable and telephone companies could enhance and spread their services but the
interactivity provided was limited, and the services offered did not match user expectations.

In the early 90s, the first significant user studies with iTV revealed that most users were
more interested in what the service allowed to do than in what was the subject area of the
service. It was learned that “people want to have fun, have something, learn something, and
tell somebody about it” and that “the service must be simple to use for the consumer. They
want television, not computers, and they do not want to use anything that implies even a
hint about complex pc-operations” [4]. The Time Warner’s so-called Full Service Network
(FSN) was an ambitious iTV project providing the full spectrum of interactive services. As
others, it crashed spectacularly, just two years later, but the responsible of the project
reported some interesting learned lessons as “1) the service itself must be available to the
consumers free of charge; 2) different gradual price models do not work; 3) Video-on-
Demand (VOD) is a very popular use of the technology; 4) people want really simple
interactive possibilities” [5].

In the late 90s, the great success of Internet led to seriously consider that the World
Wide Web in connection with the computer capabilities were the key recipe for an actual
success of iTV as a "Marriage of convenience", as stated by M. Krantz’s in 1997 [6]. The
convergence of the iTV world with internet is a tendency that has been evolving since
beginning of the millennium, period in which a number of standardization agencies and
international industrial consortiums (i.e. DVB) around digital television and iTV were
consolidated. From this period also remains the switch off of analogue television, which is
still pending in some countries, and some other trends that are still in continuous evolution
as the personalized television via STBs and the cross-platform return channel.
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A STB — understood as a device that connected to the television set and an external
source of signal enables the access to television contents and their interactive services —
allows the connection to broadcast signals as well as satellite, cable and Internet. It has
taken many different forms and its definition is sometimes blurred by the increasing
deployment of Digital Video Recorders (DVRs), multimedia discs and satellite or cable tuner
boxes with hard discs, network or USB interfaces built-in. The interactive services provided
usually depend on the built-in applications, the return channel connectivity and the offer of
the platform provider.

The cross-platform return channel refers to the multiple channels that the television
programs have been using for promoting user participation in their shows. It began with
simple phone calls and emails addressed to the television program followed by SMS services,
which reached such popularity that this kind of television was termed SMS TV [7]. This kind
of iTV enabled (and enables) instant messages for participating in games, polls and chats via
the mobile phone, which introduced the mobility in the world of iTV. Those services also
generate a revenue volume for broadcasters that is sometimes bigger than the obtained by
advertising. Later, with the spread of the social networks and smartphones, this tendency
has evolved into a cloud of interactive services that take advantage of the new technologies
for enhancing user engagement.

The convergence with internet also brought the addition of a web browser to fully access
the Web and the mix up of web contents with television programs. Philips NetTV was one of
the first systems of hybrid TV sets with an integrated browser for accessing to the web
without restrictions, followed by others manufacturers such as LG, Sony and Sharp among
others. This kind of television was termed Enhanced TV and although it sounded as if this
could be the next iTV revolution, the lessons learned during the previous experiences helped
to bring prudence to the generated expectations. Previously, iTV was expected to be a
‘revolution’ but some years ago it was learnt that iTV must be just an 'evolution' 0. Currently,
this trend has been evolving to the current terms of Smart TV, Connected TV and Hybrid TV
(not confuse with HbbTV, which is a specific standard for implementing Hybrid TV systems),
where the paradigm of television with enhanced contents coming from Internet changes to a
real convergence between the television and the computer world. This change has been
driven by the recent technology advance as well as by the new generated services on
different platforms and its deployment is creeping in slowly but surely, at least according to
the products and services presented recently in the market.

Future Challenges

The near future of iTV has still to be written. Currently, the main challenge seems to be the
integration of all types of networks (Internet, Internet of Things, broadcasting, mobile
networks etc), which enables the access to TV content anytime and anywhere by universal
terminals [8]. The past false-starts have provided important information regarding the
requirements and user expectations around what is supposed to be the success of iTV, but it
has also demonstrated its challenges and weaknesses. Still, the current push of interactive
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services on any platform and the verified success of smartphones as connected platform
suggest a silver lining for this next generation of iTV.

Consumers are demanding the access to interactive services anywhere, anytime and
from any device but they still find access barriers related to platform compatibilities,
network segmentations, and service limitations. Nowadays, there are two key scenarios that
are presented as the killer application of this convergence: the home environment and
ambient intelligence spaces.

In the home environment some recent market studies have demonstrated that users
consume multiple multimedia contents at the same time and from different sources [9][10].
It is usual to write emails, chat, participate on television programs, play games and share in
Internet what is happen while one is watching TV, especially with smartphones and tablets,
but most of the used services still live in walled gardens that are maintained by the big IT
companies. Although the web claims its role as the true cross-platform solution and many
efforts have been made in that direction, the market battle for the management control of
the integrated multimedia experience in the home environment is assured.

The home environment is a typical context of ambient intelligence environment.
Ambient intelligence environments are understood as electronic environments that are
sensitive and responsive to the presence of people, including television or audiovisual
contents. The evolution of sensors, sensor networks and displays are enabling a cloud of
new proposals for enhancing the everyday life activities of people using information and
intelligence that is hidden in the network connecting the devices that are available in a
particular environment, which also has been known as Internet of Things. As this
heterogeneous scenario requires a high degree of communication between the involved
devices, the cross-platform web solutions seem more convenient to provide the required
ubiquity. Furthermore the business models behind ambient intelligence environments are
still more blurred than, for instance, in the mobile technology. This has probably caused the
lack of big walled gardens in this area.

From a technological point of view, this scenario of interactive applications is demanding
more efforts in cross-platform solutions to ensure the suitable access by anyone, from
anywhere and anytime. This dissertation addresses some of these challenges focusing on
interactive TV and the development of cross-platform applications.

2.1.2. Platform, Cross-Platform, Platform-Agnostic and Other Trends

In computing, a platform is a combination of hardware and software used to achieve a
computing objective — given resources for a given application at a requested performance. A
platform can only embrace software architecture but it can also comprise hardware
architecture, or the combination of both. Usually, it includes: computer architecture,
operating system, middleware and software components to build applications, which are
based on programming languages and user interfaces. Basically, a platform can be defined as
the place where application software resides and runs. This is the reason why a platform
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must provide a suitable software framework for running applications, but this framework
can differ dramatically from one platform to another even when platforms are designed to
accomplish the same tasks. Application portability between different platforms is strongly
dependent on the software framework, which is provided by each platform.

Cross-platform or multi-platform refers to the computer software capability for running
on multiple computer platforms. Typical examples of cross-platform software are operating
systems, which usually run on a heterogeneous set of hardware architectures (e.g. Linux,
Microsoft Windows, Mac OS X, Android, iOS, etc). A cross-platform application can be
specifically compiled for each target platform as well as designed for being deployed in
multiple platforms with no further adaptations. When an application has been written for
running in multiple platforms without being compiled is usually considered a platform-
independent or platform-agnostic and it requires that the target platforms include platform-
specific capabilities to support the application and provide the same functionality into any
target platform. Those are generally the cases of web applications, which require a native
web browser, and Java applications, which require the deployment of a virtual machine
installed on the target platform. In these cases, as in most of recognized platform-
independent applications and software environments, the underlying differences between
the addressed platforms usually require also some platform-specific adaptations for ensuring
a suitable support.

Platform-specific applications are those specifically built for running in a particular
platform. This enables a direct use of the functions provided by the runtime environment of
the platform, which usually implies an improvement of the performance when running the
application and the use of the native look and feel functions for presenting the application in
a similar way than the rest of the system applications. Platform-specific applications are also
called native applications.

The term platform-agnostic is differenced sometimes from the term device-agnostic
since it makes reference specifically to the software that operates across various types of
devices, including desktop computers, laptops, tablets and smartphones.

2.1.3. Runtime environments

Typically, these application formats can be classified depending on the runtime environment
into declarative or procedural application formats. On the one hand, Declarative Application
Environments (DAEs) are based on a browser for the presentation of user interfaces written
in a declarative language, which is typically based on XML and includes scripting support for
interaction with network server-side applications and access to the Application Programming
Interfaces (APIs) of the target client middleware. DAE applications are associated with a
collection of documents written commonly in HTML, JavaScript, CSS, XHTML and SVG. This is
the most widespread solution for deploying interactive applications on IP-based networks
like Internet and proprietary IPTV networks. On the other hand, Procedural Application
Environments (PAEs) are those able to locally execute an application written in a procedural
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programming language, which is any programming language in which the programmer
specifies an explicit sequence of steps to follow in order to produce a result (i.e. an
algorithm). Examples of procedural programming languages are C/C++, Java, Perl and Python
among others. For TV, Java is still the core of the most widely used middleware for broadcast
iTV environments by its multiplatform nature.

2.1.4. Progressive Enhancement

Progressive Enhancement is a strategy for web design that emphasizes accessibility,
semantic HTML markup, and external style-sheet and scripting technologies. Progressive
enhancement uses web technologies in a layered fashion that allows everyone to access the
basic content and functionality of a web page, using any browser or Internet connection,
while also providing an enhanced version of the page to those with more advanced browser
software or better bandwidth.

The Progressive Enhancement strategy is an attempt to subvert the traditional web
design strategy known as Graceful Degradation, wherein designers would create Web pages
for the latest browsers that would also work well in older versions of browser software.
Graceful Degradation was supposed to allow the page to degrade, or remain presentable
even if certain technologies assumed by the design were not present, without being jarring
to the user of such older software. In practice, Graceful Degradation has been supplanted by
an attitude that the end user should Just Upgrade. This attitude is due to time and budget
constraints, limited access to testing alternative browser software, as well as the widespread
belief that browsers are free. Unfortunately, upgrading is often not possible due to IT
department policies, older hardware, and other reasons. The Just Upgrade attitude also
ignores deliberate user choices and the existence of a variety of browser platforms; many of
which run on handhelds or in other contexts where available bandwidth is restricted, or
where support for sound or color and limited screen size, for instance, are far different from
the typical graphical desktop browser. There is also a large group of Internet users unaware
or uncaring about the features of the browser.

In Progressive Enhancement the strategy is deliberately reversed: a basic markup
document is created, geared towards the lowest common denominator of browser software
functionality, and then the designer adds in functionality or enhancements to the
presentation and behavior of the page, using modern technologies such as Cascading Style
Sheets (CSS) or JavaScript (or other advanced technologies, such as Flash or Java applets or
SVG, etc.) All such enhancements are externally linked, preventing data unusable by certain
browsers from being unnecessarily downloaded.

2.1.5. User experience

User experience applied to computing systems refers to the perception and feelings that a
user obtains when using a computing system [11]. Its measurement reveals valuable aspects
of human-computer interaction and practical aspects such as utility, ease of use and
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efficiency of the system. So that, user experience is subjective and dynamic in nature,
because it is based on people's thoughts and these thoughts can vary in time and be
influenced by the context.

The user experience evaluation methods can be classified on emotion assessment, and
on overall user experience assessment. While the first group tries to identify the emotional
data observing psycho-physiological measurements or expressed emotions, the second
group investigates how a person feels about a system as a whole, typically after using it for a
while. Typical measures of overall user experience evaluation are:

e Utility: Does the user perceive the functions in the system as useful and fit for the

purpose?

e Usability: Does the user feel that it is easy and efficient to get things done with the

system?

e Aesthetics: Does the user see the system as visually attractive?

e |dentification: Can | identify myself with the product? Do | look good when using it?

e Stimulation: Does the system give me inspiration? Or wow experiences?

e Value: Is the system important to me? What is its value for me?

2.2.State of the Art

This section describes current context of the technologies involved on the development of
iTV applications, with a special focus on cross-platform solutions.

2.2.1. Current iTV Platforms and Middleware

The current trend for the convergence of TV and Internet is flooding the market with a
number of platforms and middleware that enable the access to broadcast contents, online
interactive media and its combination as over-the-top content. On the one hand, multiple
third-party companies and organizations are providing iTV middleware for TV sets and STBs.
Their strategy is based on offer an attractive and efficient iTV software system that could be
installed in the largest possible number of TV platforms, but this craving for being universally
supported sometimes clashes with the facilities provided by device manufacturers. On the
other hand, vendor's specific iTV platforms ranging from Smart TV sets to game consoles are
offering fully integrated iTV solutions that enable an easy connection with same family
devices to build connected environments. However, their solutions are usually limited for
connecting devices from the same manufacturer, which also can filter the some content due
to strategic market policies.

Most relevant iTV middleware managed by standardization bodies

e Multimedia Home Platform (MHP) [12]: Open middleware system standard designed
for iTV by the DVB project, which is an industry-led consortium for the design of open
technical standards for the global delivery of digital television and data services. MHP

enables the reception and execution of interactive Java-based applications as well as
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HTML applications on a TV set. It has been mainly promoted from European
authorities for enabling iTV services in a standardized way. Further details regarding
this standard are given in below Section 2.4.

MHEG-5 (or ISO/IEC 13522-5) [13]: Specification standardized by the Multimedia and
Hypermedia Experts Group (MHEG) for the presentation of multimedia information

and iTV services. It is cost-effective, license-free, efficient, public standard interactive
TV middleware that is used both to send and receive interactive TV-based contents. It
is currently an alternative technology to HbbTV among others that is mainly used in
United Kingdom, New Zealand, Hong Kong, Ireland and Australia (Commonwealth
Countries). MHEG-5 is an object-based declarative programming language which can
be used to describe a presentation of text, images and video. An MHEG-5 application
consists of a number of scenes where the user of the application can navigate. Each
scene lists the items of text and graphics to be presented and can contain blocks of
procedural code which are executed in response to one of a predefined set of events
such as keys being pressed, timers firing or content being successfully loaded into
memory. These blocks of code consist of elementary actions which can perform
operations such as changing the text displayed by a text object, or starting a video
clip playing.

Ginga (ISDB-T Middleware) [14]: Middleware specification for the Japanese-Brazilian

Digital TV System and an ITU-T Recommendation for IPTV Services and Cable
Broadcast services. Ginga development was partially based on a set of standardized
technologies but mainly on innovations developed by Brazilian researchers. Its
current reference implementation was released under the GPL license and is divided
into two main integrated subsystems. Ginga-NCL for declarative Nested Content
Language (NCL) applications (mainly for IPTV services) and Ginga-J for Java
applications (mainly for broadcast TV).

Hybrid Broadcast Broadband TV (HbbTV) [15]: HbbTV an industry standard promoted
by the HbbTV consortium for the harmonization of broadcast, IPTV and broadband

delivery of television entertainment to the end consumer via connected TVs (i.e.
Hybrid TVs or Smart TVs) and STBs. It offers an open platform as an alternative to
proprietary technologies for operating over different broadcasting technologies, such
as satellite, cable, or terrestrial networks as well broadband networks as Internet or
dedicated IPTV networks. HbbTV is based on elements of existing standards and web
technologies including the Open IPTV Forum, CEA, DVB, and W3C. The HbbTV
specification is expected to become one of the main platforms for interactive TV
services in Europe, where several countries have adopted it and operated HbbTV
services. In early 2012, HbbTV services are in regular operation in France, Germany
and Spain; announcements of adoption have been made in Austria, Czech Republic,
Denmark, Netherlands, Poland, Switzerland, Turkey; and trials, in Australia, China,
Japan, and the US.
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Figure 1. Relationship between HbbTV and other existing standards®.

e Open IPTV Forum (OIPF) specifications [16]: The Open IPTV Forum certification
program has not yet been finalized and so no Open IPTV Forum compliant set-top

boxes or residential gateways are available today. However, they are the base for
other iTV standards that include IPTV technologies such as HbbTV. OIPF is an
industrial association for the proposal and promoting of IPTV technologies that
provides specifications, profiles, tests and certifications in order to enable a global
IPTV market with platforms, applications and services. Their specifications enable
end-to-end IPTV systems with public standards that are used by a number of provider
companies and accepted by related standardization organizations such as 3GPP, ETSI,
ATIS and the Open Mobile Alliance. The Open IPTV Forum is a European initiative that
currently includes members around the world and expects to increase its global
representation further. Its specifications will have world-wide applicability.

e Tru2way [17]: Brand name for interactive digital cable services delivered over the
cable video network that is used for market cable services, applications, and devices
that support the tru2way cable architecture. Tru2way is the successor for the
technology known as OpenCable, hardware and software specifications developed in
the United States by CablelLabs to define the next-generation cable TV device.

Most relevant iTV middleware managed by specific editors

? Source: http://www.nagra.com
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e Boxee [18]: Cross-platform freeware media center marketed as the first ever “Social
Media Center” for its combination of the iTV capabilities with the broadband social
networking [19].

e Google TV [20]: Smart TV platform co-developed by Google, Intel, Sony and Logitech

integrating an Android-based system for TV to create a software interface between
TV contents and Internet services in which users can install third-party applications
through Google’s application market [21].

e Microsoft Mediaroom [22]: Latest update of the Microsoft’s software for TV

platforms aiming to get the lion’s share of the Smart TV market. It enables the access
to on-demand content, Internet services, live television programming and third-party
applications developed through the Microsoft Mediaroom Application Development
toolkit.

e TVBLOB [23]: Middleware used by the Tiscali’s TV box for providing a TV-centric
platform that marries the access to TV contents with Internet services and over-the-
top TV experiences.

e Ubuntu TV [24]: Smart TV operating system based on Ubuntu and designed for the

living-room TV that is capable to integrate all standard terrestrial broadcast system
and also satellite and cable services as well as Internet services and applications
designed specifically for the system. With a Linux-based operating system for TV sets
and its own TV content services, Ubuntu TV can compete with other systems such as
Google TV for the collaboration with TV manufacturers [25].

e XBMC Media Center [26]: Free and open-source middleware developed by the XBMC
Foundation for use with televisions and remote controls. It is a customizable cross-

platform solution that was originally designed as a media center application for the
original Xbox game console, but since 2010 it is officially available as a native
application for Linux, Mac OS X, iOS and Microsoft Windows operating systems.

e MeeGo for Smart TV [27]: MeeGo is a Linux-based open-source operating system
primarily built for mobile devices that has been extended to a number of different
hardware platforms such as notebooks, tablets, in-vehicle devices, Smart TVs, IPTV-
boxes and other embedded systems. The Smart TV branch is currently based on a
derivate fork of XBMC media center software.

e Yahoo! Connected TV [28]: This is the Smart TV solution developed by Yahoo!, which
integrates the Yahoo! Widgets system for an enhanced television experience with

internet connected applications.

Most relevant vendor’s specific iTV platforms

e LG Smart TV: LG Electronics include the LG NetCast middleware to his TV sets
allowing audience to receive information from the Internet while at the same time
watching conventional TV programming.
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e Panasonic Viera Cast: Smart TV platform created by Panasonic that makes it possible

to stream multimedia content from the Internet directly into select Viera HD TVs and
Blu-ray disc players.

e Philips Smart TV: The built-in platform for providing Smart TV solutions on Philips TV
sets, based on the Open IPTV Forum [16] standards.

e Samsung Smart TV: The Smart TV platform developed by Samsung enables

interconnectivity with Samsung mobile phones for extending the TV capabilities.
Samsung also has deployed its own application market, known as Sumsung App
Store, which provides interactive applications for the Samsung TV platform.

e PlayStation 3: While primarily designed as a game console by Sony, it features many
typical Smart TV capabilities as content on-demand and internet access.

e Xbox 360: This game console developed by Microsoft also includes many typical
Smart TV features but unlike other platforms it has no public software interfaces for
building third-party applications.

e TiVo [29]: It is a Digital Video Recorder (DVR) developed and marketed by TiVo, Inc.
and introduced in 1999. TiVo provides an on-screen guide of scheduled broadcast
programming television programs, whose features include "Season Pass" schedules
which record every new episode of a series, and "Wish List" searches which allow the
user to find and record shows that match their interests by some fields such as: title,
actor, director, category, or keyword. TiVo also provides a range of features when the
TiVo DVR is connected to a home network, including film and television show
downloads, advanced search, personal photo viewing, music offerings, and online
scheduling. Since its launch in the United States, the TiVo has also been made
available in New Zealand, Canada, Mexico, Australia, Taiwan, the United Kingdom
and Spain.

Many other TV set manufacturers such as Sharp, Sony, Loewe and Toshiba have built also
their own Smart TV solutions.

Most relevant set-top box vendors

e Motorola [30]: According to Infonetics Research [31], Motorola is the globally top set-
top vendor in terms of revenue share, followed by EchoStar, Pace and Cisco. Inspired
by their vision of Seamless Mobility, Motorola creates products, experiences and
powerful networks for users to get and stay connected. Within IP Video Solutions this
includes encoders, video servers and consumer premise equipment, such as the VIP
line of IP set-top boxes and the KreaTV Application Platform.

e EchoStar [32]: EchoStar’s set-top box technology capabilities include everything from
basic, standard features and functionality to advanced, value-add features. Product
functionality is customizable to fit the operator’s immediate needs, and also claims to
provide for added functionality in the future. EchoStar’s Set-top box technologies
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include SD/HD, DVR, Digital Living Network Alliance (DLNA), remote controls, iTV
apps, Digital Rights Management (DRM), WiFi and Dolby Digital among others.

Pace [33]: This company develops STBs, advanced residential gateways, software and
services for the pay-TV and broadband services industry. Pace's customer base
includes cable, telco, satellite and IPTV operators in markets across the globe.

Cisco [34]: Cisco provides TV STBs for cable networks around the world. They offer a
number of devices for standard definition TV, high definition TV, DVR and DVB
networks.

Technicolor [35]: Formerly Thomson S.A. and Thomson Multimedia, is a French

international provider of solutions for the creation, management, post-production,
delivery and access of video, for the Communication, Media and Entertainment
industries. Their range of STBs provides a wide array of services going from analog TV
switch-off or HD TV transition to advanced functions such as full 3D experience,
multi-room and multi-screen, on demand, wireless streaming or over-the-top
services.

Most relevant media centers

XBMC [26]: Apart from being a complete iTV middleware, XBMC is also provided as a
media center application that can be installed in Linux, Mac OS X and Microsoft
Windows systems.

MythTV [36]: It is a free and open source home entertainment application for Linux
and Mac OS X systems.

Freevo [37]: Freevo is an open source media centre. It integrates DVR functionality
along with music, video, gaming, home automation and more. It is written in Python
and uses existing popular software such as Mplayer, Xine, Vlc and Skype. Freevo also
provides access to popular services such as YouTube, Flickr, Apple trailers, IMDB,
Hulu Desktop and more through integrated plugins.

Moovida [38]: A cross-platform media center software with stylish design and
customizable user interface for TV and PC. The paid version, called Moovida Pro and
created by Fluendo, includes the Fluendo codecs to guarantee that mainstream
formats are supported on an optimal and patent compliant way.

Windows Media Center [39]: It is a digital video recorder and media player developed

by Microsoft. It is an application that allows users to view and record live television,
music and videos. The application is included in various versions of Windows XP
Media Center Edition, Windows Vista Home Premium and Ultimate and all editions of
Windows 7 except for Starter and Home Basic.

Linux Media Center (Linux MCE) [40]: LinuxMCE is a free, open source add-on to

Kubuntu which is mostly licensed under GPL. Third-Party developers can make and
submit patches and new features.
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2.2.2. Cross-Platform Content Description Formats for iTV

The number and variety of iTV platforms, middleware and application formats hinders the
generation of cross-platform applications and usually implies the building of multiple
branches of the same application to fit the requirements of the different platforms and
devices. This is time consuming and increases development costs. A different approach can
be followed by abstracting the content description language providing a platform-
independent description of the interactive contents. This abstract language should unify the
design of multimedia applications for all iTV platforms as well as providing facilities for
translating this abstract description into different platform-specific formats. However, there
is not a unified standard language with which create interactive applications that follow the
principle of “build once, run everywhere”.

The lack of a unified standard for the content description has driven this research to
analyze the existing content description formats that enable the creation of platform-
independent multimedia contents for iTV. The main criteria for the choice of this abstract
language are focused on ensuring the maximum platform independency across formats and
devices: (1) it must provide a high-level content description rather than specify the
implementation details for addressing a specific platform; (2) it should be an open standard
rather than a proprietary format; and (3) it should be easy to read and understand by non-
expert developers. This analysis is based on previous experiences on the field [41], but
language selection has been updated according to the current context:

e User Interface Markup Language (UIML) [42]: UIML is a XML-based markup language

for user interfaces standardized by the Organization for the Advancement of
Structured Information Standards (OASIS) for defining user interfaces on different
devices. UIML tries to reduce the work needed to develop user interfaces by
describing in declarative terms the interface elements and abstract it from its
detailed implementation on a specific platform. This standard is not specific for TV
systems and its transformation to fit some application requirements can imply a
difficult work. Moreover, its particular syntax requires some expertise to build
applications.

e Multimedia Content Description Interface (MPEG-7) [43]: MPEG-7 is the ISO/IEC
standard for the description of interactive content in a wide range of applications. It

uses the Description Definition Language, which is an extension of XML Schema, for
describing the content structure. A core part of MPEG-7 are the Multimedia
Description Schemes, which provide support for the description of media
information, creation and production information, content structure, usage of
content, semantics, navigation and access, content organization and user interaction.
Metadata is stored in XML, and can be attached to time code in order to tag
particular events, or synchronize lyrics to a song, for example. MPEG-7, as UIML,
enables a high level of flexibility in the content design due to its platform
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independency. However, this freedom requires an extra effort in structuring
standardized contents and sometimes implies portability issues.

Worldwide TV Mark-up Language (WTVML) [44]: WTVML is a XML-based format for
developing and deploying iTV services, mainly developed by the British Sky
Broadcasting Group and standardized through ETSI as TS 102 322. It is integrated in
the WapTV system, which is an Interactive television technology platform comprising

a microbrowser, a markup language, and a significant collection of associated
software tools and services. The microbrowser and mark-up language are both based
upon the Open Mobile Alliance WML 1.3 specification. WTVML is the ETSI
recommendation to achieve platform interoperability by allowing the authoring of
iTV applications that can be translated into any HTML-based format, while
maintaining compatibility with existent middlewares such as MHP and OpenTV via
native microbrowsers [45]. However, the use of a microbrowser may imply a
performance penalty compared to native applications.

Nested Content Language (NCL) [46]: NCL is another XML-based declarative
authoring language for hypermedia documents. It provides several facilities for

generating interactive applications with synchronization relationships among its
components. Following other XML standards, NCL is specified by a modular
approach. NCL modules can be added to standard web languages, such as XLink and
SMIL. NCL was initially designed for the Web environment, but currently it is included
as the declarative language of the Japanese-Brazilian ISDB-Tb (International Standard
for Digital Broadcasting) terrestrial TV middleware (named Ginga). It is also the first
standardized technology of the ITU-T multimedia application framework series of
specifications for IPTV services.

Digital Video Broadcasting — Portable Content Format (DVB-PCF) [47]: DVB-PCF is a
data format designed by the DVB project for the description of iTV services. It is

intended to support the business-to-business interchange of interactive content and
to enable deployment on multiple target platforms with a minimum amount of re-
authoring. DVB-PCF is a platform-independent description of "what" the viewer
experience should be, rather than "how" it should be achieved. This description must
be transformed into a platform-specific format by a "transcoder". This
transformation step uses the available features of a particular platform to create the
viewer experience described in DVB-PCF. It supports independent description of
different aspects of the interactive service, i.e. content, presentation (layout and
style), behavior and navigation. Furthermore, DVB-PCF does not require all aspects of
a service to be described as one physical unit, such as a file. For example, service
descriptions can be arbitrarily distributed across files located on the Internet, using
references represented as Uniform Resource Identifiers (URIs).

Scalable Vector Graphics (SVG) + Synchronized Multimedia Integration Language
(SMIL) [48]: SVG is a family of specifications standardized and recommended by
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World Wide Web Consortium (W3C) for describing two-dimensional vector graphics,
both static and dynamic (i.e., interactive or animated). It is an XML-based language
that can be used as a cross-platform production format since it is not attached to any
specific platform. Its combination with SMIL enables time-based modifications to the
elements of the scene, which makes SVG a suitable format for describing TV user
interfaces. Both SVG and SMIL are further described below in Section 2.5 of this
document as part of the HTML5 standard family.

e HyperText Markup Language (HTML/HTMLS5) [49]: This is the main markup language
for displaying web pages and other information that can be displayed in a web

browser. Although it is not attached to any specific platform, its flexibility and
included technologies can hinder its transformation into other application formats,
especially procedural. This standard is also described in detail in Section 2.5 of this
document.

e Extensible HyperText Markup Language (XHTML) [50]: This is a family of XML markup
languages that mirror or extend versions of the widely-used HTML, the language in

which web pages are written. XHTML is an application of XML that is more restrictive
than HTML and requires that XHTML document is well-formed, which enables the
parsing through standard XML parsers. Although it facilitates the parsing compared
to HTML, it is neither focused on TV contents — and some TV-specific features can be
difficult to implement and translate into other kind of TV content formats.

e Extensible Markup Language (XML) [51]: This is a markup language that defines a set

of rules for encoding documents in a format that is both human-readable and
machine-readable. It is defined in the XML 1.0 Specification produced by the W3C,
and several other related specifications. Hundreds of XML-based languages have
been developed including RSS, Atom, SOAP, and XHTML. XML-based formats have
become the default for many office-productivity tools, including Microsoft Office
(Office Open XML), OpenOffice.org and LibreOffice (OpenDocument), and Apple's
iWork. XML has also been employed as the base language for communication
protocols, such as the Extensible Messaging and Presence Protocol (XMPP).
Particularly, in terms of user interface design of iTV services, it can assist in the
achievement of a generic user interface transformed into the different formats that
each device and platform requires quickly, allowing rapid prototyping of the user
interface design though the creation of a new customized schema.

2.2.3. The Web as a Platform for TV Services

While the key technology for bringing interactive TV contents to a wide range of connected
homes is still under discussion, there is a bloody but profitable battle of platforms in the
mobile context. According to [55], Symbian OS still maintains around the 20% of the mobile
market around the world but it recently lost the leadership on behalf of the new advanced
operating systems for smartphones such as Android and iOS, which cover around 23%. The
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arrival of smartphones and HTML5 has popularized mobile web applications, which are a
new family of web applications that are especially addressed for mobile devices. HTML5, as
explained in detail in the section 2.5, provides important innovations for the generation of
offline applications that are increasingly closer to the native applications offered by the
mobile platform providers. That is: enabling web applications with similar capabilities
(performance, look & feel, etc) than native ones. Moreover, the discussion between native
and web applications is not restricted to mobiles, and it is also valid for any smart platform
such as the current iTV environments.

The web is currently seen as the key platform to deal with the proprietary silos built by
the main companies such as Google, Apple and Microsoft. These companies are providing
their own operating system, application formats, services, advertisement systems, and
application stores. They manage and control the entire platform where users can access to
interactive services from different devices, especially on mobiles, but the generated
applications are usually incompatible from one platform to another. Samsung is seriously
pushing for getting a privileged place in this race with the key difference that it is also an
important TV manufacturer. This enables Samsung to provide comprehensive built-in iTV
solutions, such as the presented in its smart TVs, which can be easily connected to its mobile
devices for an improved multimedia experience. Samsung has also created its own
application market (Samsung App Store) and smartphone operating system (Bada) in order
to compete with the rest of the current proprietary silos.

In this context, the web can be considered as the third platform besides Apple and
Google because it also provides its own services (web services), its own application format
(based on the HTML family) and a big marketplace for offering applications such as the web
itself, where developers can deploy their solutions without requiring the license of a silo
owner. The main advantage of the Web over the other big platforms is that its applications
(now, HTML5 applications) are by far the most portable and device-independent. No other
technology has ever reached the level of ubiquity than HTML5 applications thanks to the
recent advances on browser technologies in all multimedia environments.

Regarding iTV systems, the MHP experience has demonstrated that the deployment
success of a specific technology like this depends heavily on the agreement between both
national administrations and industry. The standard was pushed and promoted but the
promise of having MHP interactive services on TV was vague and insufficient for most users.
MHP is a complete platform for accessing to iTV services that defines all the hardware and
software stack from the low-level resources to the high-level application profiles. Interactive
applications in MHP were mainly written in DVB-J, which is a specific Java-based language for
creating special applications that are broadcast with a service and are known as Xlets.
Although it is based on Java, the particularities of MHP make its learning curve slower and
developers require a special training to create interactive applications. Moreover, the
performance achieved by MHP receivers when running applications does not satisfy the
requirements of most users and developers. From users’ point of view, the scenario of MHP
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services does not justify buying a new device (a STB). Although the MHP specification is
freely available for developers, the required technology and device certification significantly
increases its final price. From developer’s point of view, MHP is a complex platform-specific
technology that does not provide a reasonable performance enhancement compared to
other cross-platform technologies such as the HTML family. These are some of the reasons
for the progressive change from MHP to more suitable technologies such as HbbTV.

An alternative to the procedural formats for iTV, usually based on Java, is the set of
languages or descriptions based on a declarative format such as the web-based standards.
Some variants of HTML has been defined as suitable formats for different iTV systems such
as DVB-HTML for the DVB networks (optional in MHP) and CE-HTML for the Open IPTV
Forum, DLNA, HbbTV and Philips’ Net TV. These formats push the innovation in the
application development due to the fast learning curve that they present by its similarity
with the well-known HTML description. Almost all iTV platforms support a variant of a
declarative language that is more or less close to HTML. This enables a better connection
between the iTV world and the Web.

Currently, with Smart TVs and application markets, iTV systems cannot be separated
from an IP connection to access to interactive services via Internet or a private IP network,
which is known as Hybrid TV. The convergence between TV and Internet is unstoppable and
facilitates the application development (fast learning curve), the application access (via an IP
connection), the return channel (implicit in IP networks) and the user understanding what
services can be expected from these systems. Most users frequently consume interactive
services in Internet and the idea that they can freely access to them on TV is far more
attractive than just offering enhanced information, simple games or participating on simple
polls and TV contests, which usually have a cost for the user. In a connected TV, users can
access to all information available on internet, play any online game and comment what is
happening via social networks. This can be seen as the same core services previously offered
by iTV provider companies but more focused on the user needs and wants.

Taking into account that the revolution driven by application markets in mobile phones is
arriving to the TV environment and that HTMLS is increasingly present as an alternative to
platform-specific (and usually non-standard) solutions, it can be said that the Web is
becoming also a significant platform for iTV services.

2.3.Reference Format for Content Authoring: DVB Portable Content Format

DVB’s standard Portable Content Format (DVB-PCF) has been selected here as the reference
format for managing cross-platform iTV applications. This section introduces the format, its
architecture and its main features as well as the justification for its choice.

2.3.1. Introduction to the Content Format

DVB-PCF is a high-level and platform-independent declarative description of an iTV service
that defines its basics aspects as they relate to the user experience, i.e. the content,
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presentation and behavior, and leaves to one side the implementation details for each TV
platform that will access it.

This content format follows an integration model approach to address the portability
problem of interactive applications for TV. It defines a common interface that enables the
adaptation to other application formats through a transcoding step, which is platform-
dependent by nature. This conversion generates the code of the iTV application that can be
then deployed in the target application format (e.g. MHEG-5) and executed in the access
platform (e.g. set-top box) using its programming interface.

In order to enable a service to be described efficiently, and in a way that best conveys
the author’s intention, the format uses a referencing mechanism. This allows the service
description to be flexibly partitioned and gives the transcoder considerable freedom to
decide how to package the service optimally to suit the target platform.

DVB-PCF is based on existing industry standard formats such as Extensible Markup
Language (XML), Multipurpose Internet Mail Extensions (MIME), Unified Modeling language
(UML) and Uniform Resource Identifiers (URIs) [52]. DVB-PCF can describe in a declarative
way the main features of the existing iTV services, especially those related specifically to TV
environments such as the audiovisual consumption, information-driven services, games
without many reactive requirements and video synchronized applications.

Moreover, DVB-PCF also tries to unify the production of iTV services by defining a
standard format that could be generated from any existing authoring tool. Therefore, as
shown in Figure 2, DVB-PCF can be seen as a meeting point between the authoring tools of
iTV services and the target platforms that will access to the generated service.

.,.-’]
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Authoring Tool

Figure 2. Scope of the Portable Content Format (DVB-PCF).
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2.3.2. Component Architecture

Figure 3 shows a basic example of a DVB-PCF service description. In the example, the
core aspects of the format are shown, i.e. content, components and behavior (user
interaction and navigation between the scenes). The example also contains a stream
component, which includes a video component, shared by all the scenes in the service. This
service contains two scenes named scene_1, where some DVB-PCF components are defined,
and scene_2 respectively. This first scene only contains a text component named
str_press_red and its behavior, which defines the trigger (a key event) and the ‘to do’ action
(switch to the second scene). The item named firstScene is used to declare the scene that
will be displayed when the service loads.

<PCF zmlns="http:/'www. dvb.org/pcfipcf'=
<Service name="hello_pcf™=
=String name="pcfSpecy ersion” value="1.0""
<URI name="firstScene" value="#scene 1"/=
<Background name="bg" fillcolor="EAF1DD00™/>
<Stream name="ty =
<StreamData name="content">
<ExternalBodv content-tvpe="video/x-MP2T-P"
uri="dvh://=sample_address="/=
</StreamData>
=<Video name="film">
<Position name="origin" value="460 20">=
<Size name="size" value="960 540">=
</Video>
</Stream=>
<Scene name="scene 1">
<TextBox name="str press red">
<Position name="origin" value="600 &630"/=
<Size name="size" value="200 30"/
<String name=content" Press REd
value="Press Red"*
= TextBox=
<OnEvent name="press red"> F 1
<Trigger eveniivpe="KevEvent'= .
<UserK ey name="k"
value="VK_COLORED _KEY 0"~>
</Trigger™
<ScenelNavigate™
<URI name="target" value="%_/./scene 2"/
< SceneNavigate™
<QnEvent>
<=/Scene>
<Scene name="scene 2'> ___ </Scene>
</Service>

</PCF=

Figure 3. Code example with the basic DVB-PCF component structure.
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In general terms, these are the core aspects for the description of any DVB-PCF application:

e Scenes: The DVB-PCF service item is sub-divided into scenes, which represent the
different destinations that can be accessed within the service.

e Components: The building blocks of a DVB-PCF service description. They can be
included directly in the service level to define shared objects in all the scenes or in a
specific scene of the service.

e Visual components: Visual "widgets" used to describe the visual appearance of the

service at a particular point, for example TextBox, Video, Menu and geometric shapes
like Pixel, Line, Ellipse and Rectangle.
e Non-visual components: Used for the presentation of non-visual content or providing

other aspects of service functionality, for example Audio and Stream.

e layout: In order to place the visual components on the screen, the layout of each
scene can be explicit and the exact positions of the components can be defined. It
can also define a flow layout with specific flow rules to position the components
according to the other component positions in the scene.

e Content: Managed and presented using DVB-PCF components.

e Behavior: The response to events generated at run-time.

2.3.3. Behavior and User Interaction Capabilities

In DVB-PCF, the behavior of the service and its components is event-driven and it is defined
through XML event items and the DVB-PCF action language, which allows the specification of
the actions to be executed in an event firing response. There are four types of events:
e System events: Events independent of the user’s interaction and include file/object
updates in the transmission stream, media synchronization and in-band triggers.
e User events: Events generated by the user interaction with the remote control keys.
e Component events: A component provides information about a change in its internal

state through this type of events. This mechanism allows notifications about the
state of the event (e.g. selection and focus) and the event propagation.

e FError events: Specialization of component events that define the rules for
propagating the component error conditions within a service.

2.3.4. Structuring a Service Description

The DVB-PCF standard provides a referencing mechanism that allows the distribution of the
service description in different local or remote files to accommodate the modularity
required for an efficient authoring and for business-to-business interchanges. This is possible
due to the href property present in all DVB-PCF components, which allows any DVB-PCF item
to be specified by reference rather than by its stated value. It also enables a clear separation
of the service layout from its data to facilitate the work of each role involved in the service
production and the business-to-business interchange. The file structure of a DVB-PCF service
can take advantage of the DVB-PCF referencing model. Although for small services the DVB-
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PCF document structure could be simpler, even in a unique file, a smart DVB-PCF document
structure enables the distinction between layout documents, which can be updated by an
authoring tool, and the data files, which can be generated automatically from the
information in a database. Figure 4 summarizes graphically a simple proposal for this file
distribution across DVB-PCF documents.

Figure 4. Proposed document structure for defining DVB-PCF services.

The service scene catalog is defined in the service.xml file and it contains references to
the corresponding data and layouts for each scene and shared components. Each data file is
related to a particular scene, i.e. those that are in the folder data, are referenced from their
corresponding layout file in order to display this information in the desired component for a
specified scene. This information can be generated dynamically by content producers and
published as DVB-PCF files.

2.3.5. Managing Differences between Target Platforms

DVB-PCF also provides a profile mechanism to describe the minimum features of a platform
necessary to achieve the requirements of an interactive service. The profiles define
pragmatic sub-sets of DVB-PCF functions based on the ability of the platforms to support
specific features and the ease of implementing a supporting DVB-PCF transcoder. A DVB-PCF
profile shall be defined by reference to one or more profile packages, which contain sets of
DVB-PCF features (e.g. return channel). These features shall be grouped into one or more
levels that embody the boundaries in platform capabilities (e.g. the presence of a specific
feature) and the significant steps in the complexity of DVB-PCF transcoder implementation.
Although custom profiles can be defined, DVB-PCF defines three main profiles:
e Basic: Encapsulates the minimum useful subset of DVB-PCF features for providing a
high degree of portability with the minimum requirements for the target platform.
e Core: Includes what is believed to be the maximum subset of DVB-PCF features that
can be expected to offer a high degree of portability.
e Full: Encapsulates all the DVB-PCF features.

Once the DVB-PCF profile is defined, it is associated with a service description in the
Service element of the service description itself.
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2.3.6. Media Synchronization

The media temporal synchronization mechanism provides the means to coordinate audio-
visual stream and interactive contents. It is defined in DVB-PCF through StreamEvents, which
control the generation of stream events from a specified elementary stream within the
Stream component. These events have attributes to represent the event group, the time
code for firing and an optional string payload field to define the parameters of the event.
This feature is particularly interesting for iTV environments because of the high load of
multimedia contents, which are sometimes related to each other. For example, an
interactive application can show real time additional information concerning a live event
(e.g. sports) or acquire and display subtitles synchronously in a language not supported by
the provider. A further and more complex example of that technology is presented in
chapter 4 based on a use case for learning environments.

2.3.7. The Return Channel

The DVB-PCF standard provides three main items that enable the return channel definition:
(1) the ReturnPath component, (2) the Transaction component and (3) a TransferCollection
component.

The ReturnPath component defines the properties of the return path itself and manages
the data transaction process between the iTV service and the application server. It includes
the connection address of the target server via a URI and the start-up behavior of the return
path, which can be opened or closed depending on the channel connection status. The
connection target value is an abstract URI to be resolved by a later transcoding step. It is
defined as a Uniform Resource Name (URN) [53], which is a URI that identifies a resource
without taking into account its specific location. The portability achieved with URN must be
resolved in the transcoding process in order to get a unique name of the actual resource
depending on the target platform (e.g. a URI for a broadband platform and a telephone
number for a dial up capable platform). The Transaction component manages the status of
the data transfer processes and generates events regarding the success or failure of the
transaction. It embodies a pair of TransferCollection components, for the request and the
response, that define the sequence of serialized data to be transferred over the return path.
This mechanism enables the straightforward generation of a Rich Internet Application [54]
from a DVB-PCF description. Two more DVB-PCF components complete the list of the return
channel definition items: (1) the Indicate component, a cut-down version of the ReturnPath
component (without transaction process) that only establishes a connection with the server
for very simple applications (e.g. voting, counter, etc); and (2) the SecureReturnPath
component, for secured data transactions.
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2.3.8. Comparison with Other Languages: Justification of DVB-PCF

Other declarative application formats based on XML such as HTML, XHMTL, SVG and WTVML
are platform-specific presentation formats that are interpreted by the browser engine. Their
description of the user interface must detail all the implementation issues to ensure an
accurate visualization. This increases the complexity of the transformations between
different application formats, especially for the translation to procedural application formats
like MHP and MHEG-5. DVB-PCF describes how the components of an iTV service must be
presented, i.e. layout and behavior, without taking into account the implementation details
of a given browser engine. UIML, which is somehow similar to DVB-PCF, provides a platform-
independent solution for the presentation of multimedia content and, although more tools
are available for this format, the accurate management of the time related issues (e.g.
synchronization) of DVB-PCF and its specialization in regards to iTV services make it a better
candidate as a cross-platform content description.

The major technological drawbacks of the above mentioned formats is that they are text-
centric solutions that require the use of scripting in order to synchronize XML-based
applications with the audio-visual content and to produce playlists. This is because those
formats do not include time-related considerations. Other declarative languages like SMIL
and NCL include time information and thus provide a more media-centric solution. However,
DVB-PCF has been developed to facilitate the automatic translation into platform specific
formats, leading to a significant reduction in cross-platform costs.

In contrast, the controlled delivery of multimedia content to a user’s personal device
(e.g. Personal Video Recorder) has been addressed by the set of specifications covered by
TV-Anytime. It seeks to exploit the evolution in convenient, high capacity storage of digital
information to provide consumers with a highly personalized TV experience. TV-Anytime
manages the metadata related to the description of the TV content, such as program title
and synopsis. In TV-Anytime program metadata describes the audio-visual content in a
formal way and allows the consumer to find, navigate and manage content from a variety of
internal and external sources including, enhanced broadcast, interactive TV, Internet and
local storage.

The management and personalization of TV contents from a user’s personal device is out
of the scope of DVB-PCF, which is focused on defining and producing the interactive
contents that are available to users rather than the management of their preferences in the
local platform. In other words, DVB-PCF enables the generation of interactive content that
can be searched and selected from a user platform with TV-Anytime.

2.4.A Procedural Client Format: MHP

The Multimedia Home Platform (MHP) has been chosen as the example of platform-specific
procedural format for describing iTV applications that will be obtained from the transcoding
process proposed in this dissertation. Although MHP is being replaced by HbbTV in many
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European regions, the portability reached by this standard across different iTV networks
justifies the choice. This section details the main features of MHP.

2.4.1. Introduction to the Multimedia Home Platform

MHP was the solution designed by the DVB Project to enable interoperable applications
to be downloaded from DVB broadcast networks and executed on receivers from any
manufacturer. It is defined as a common API for providing a cross-platform middleware for
the interoperability between iTV applications from different providers and specific iTV
hardware (i.e. TV sets and STBs).

The first stable version of MHP was finished in 2003 and was known as MHP 1.0.3. [14]. It
enables the acquisition and running of special Java-based applications, called DVB-J or Xlets,
by a MHP receiver. The applications can be transmitted by the broadcast TV provider
through the same channel than audiovisual contents, enabling a standardized access to
broadcast iTV applications from any provider. This power was taken into account by some
countries to promote this standard among the broadcasters, leading to some countries to
subsidize the MHP STB for a broader dissemination. This technology arrived when most
countries where switching off the analog television, but the efforts to deploy the first large-
scale iTV system were frustrated mainly by a lack of a common regulation by government
authorities, the lack of clear market demand for interactive services and the lack of
interactive contents that push for the paradigm change. Moreover, other aspects related to
the production and deployment costs such as development tools, platform certification and
application compatibility may also have influenced in the failure of this technology.

A parallel version of MHP was built by the DVB Project for adding full support to Internet
applications, enabling web browsing, the use the IP network as a two-way return channel
and the access to DVB-HTML applications, which is the DVB specification for declarative
applications that is a subset of HTML using the standards XHTML 1.1, CSS 2.0, Document
Object Model (DOM) 2.0 and ECMAScript (the basis for JavaScript). It was firstly published in
2001 with the name MHP 1.1, completed in 2005 as MHP 1.2 and definitively reviewed in
2010 as MHP 1.2.2 [58]. This version enabled also the implementation of MHP on non DVB
networks such as IPTV networks and the Open Cable Application Platform (OCAP) [56], the
solution adopted by the main US cable providers that is currently known as Tru2way. The
interoperability between different networks was achieved through the Globally Executable
MHP (GEM) [59] , which is a subset of MHP 1.2 that removes the features that were
specifically designed for DVB networks for providing a network independent solution for iTV
applications. GEM was standardized by DVB, and adopted by ETSI, the ITU, CableLabs, ARIB,
ACAP, and the Blu-ray Disc Association for enabling the access to Java applications on
broadcast receivers, IPTV terminals, hybrid solutions and Blu-ray disc players.

The GEM/MHP global architecture is summarized in Figure 5 and shows the network
independency of GEM applications across different networks. Receivers usually implement a
subset of this architecture in order to enable the access to a specific network or a
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combination of them, in which case the device is considered a hybrid receiver. For hybrid
markets, the most common options are:
e MHP + GEM-IPTV for a combination of satellite, terrestrial or cable plus IPTV in a
proprietary network.
e MHP + MHP-IPTV for a combination of satellite, terrestrial or cable plus IPTV in a fully
standardized DVB network.
e Tru2way (OCAP) + GEM-IPTV for a combination of US cable plus IPTV in a proprietary

network.
Network independent GEM applications
MHP / MHP-IPTV Tru2way GEM-IPTV B8D-J
Transport
DVB Tru2way protocol
broadcast Cable mapping Blu-ra
networks DVB-IPTV Network disc ¥
(Satellite, networks support
players
Cable and (only Proprietary
Terrestrial) cable) IPTV
networks

Figure 5. The GEM/MHP overall architecture.

As shown in Figure 5 and in addition to hybrid receivers, the architecture of GEM/MHP
also provides support for GEM applications on proprietary or non-standardized IPTV
networks through the GEM-IPTV API and a mapping of the transport protocol (e.g. RTSP,
IGMP, UDP) between the proprietary network and the network-independent GEM
application. Moreover, GEM/MHP provides support for interactive applications on Blu-ray
discs via the standard specification Blu-ray Disc Java (BD-J), which gives support for Java ME
Xlets on Blu-ray players.

2.4.2. Applications and Services

The standard MHP defines a complete platform for accessing to the most common TV
services, but typically these services can be directly obtained from a third-party content
provider (such as broadcast programs, internet content etc) as well as through the
applications offered by the iTV platform provider (pre-installed applications, supervised
internet browsing etc). Table 1 outlines a generic classification for MHP services according to
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the level of interactivity provided by the service and based on the research work conducted
by [60]. This classification can be also applied to most of the existing iTV platforms.

Platform Services Content Services
Navigation Services Autonomous Interactive Services
Platform-Specific Services Program Associated Interactive Services

Interactive Audiovisual Programs

Table 1. Generic classification of interactive services for MHP platforms.

Platform Services are those services offered by the platform provider and can be divided
into Navigation Services and Platform Provider Services. On the one hand, Navigation
Services enable the browsing and navigation across the different services available in the
platform. This can of service is usually known as Electronic Program Guides (EPGs) and
provide users of television, radio, and other media applications with continuously updated
menus displaying broadcast programming or scheduling information for current and
upcoming programming. On the other hand, Platform-Specific Services are those services
that are preinstalled in the platform for enhancing the user experience of the system. This
set of services can vary from one platform to another, but are usually related to messaging,
chats or a supervised internet browsing. This browsing is restricted to the set of contents
that the platform provider has defined previously, so that it is not a universal internet
browsing but a walled garden in which users are limited to the not filtered content.

Content Services are the set of services that are supported by the MHP platform and
accessed via the network available for the platform (broadcast, IPTV, internet, cable etc).
They can be divided into Autonomous Interactive Services, Program Associated Interactive
Services and Interactive Audiovisual Programs. This can of services are usually available for
multiple iTV platforms, not only for MHP, but require a specific-platform application for
accessing to them.

Autonomous Interactive Services are audiovisual products that are totally independent
from the program being watched. They are the main set of interactive services that are
available in any iTV platform due to the reduced development facilities and costs that they
require in comparison with the other kinds of Content Services. Most of the main MHP
applications fall into this group and the present research has been also focused here. The
services of this group are mainly related enhanced information, participation, eGovernment,
education, eCommerce, telebanking, games and bets among others.

Program Associated Interactive Services are iTV services that are linked and
synchronized to a TV program in order to complement and enhance its user experience.
These services are only available during the program timeline and can present information
according to the program events. Typical examples for this group of services are the
enhanced information in sports events, the participation in TV shows and ecommerce.

33



Cross-Platform Multimedia Contents through Model Transformations: The Digital TV Case

Finally, Interactive Audiovisual Programs defines TV programs that are specifically
designed to be modified according to viewer actions such as video-on-demand catalogs,
camera angle selection, multi-stream programs that enable content selection inside the
program and lineal programs that can vary its sequence and are user voting dependent. By
the nature of these services, they are out of the scope of the present research, which is
focused on the development of interactive applications rather than interactive TV programs.

2.4.3. Platform Profiles

MHP defines 4 profiles for clustering the features that must be supported by a receiver to
reach a certain level of interactivity. MHP 1.0 specifies only the first and the second profile.
The third profile was introduced with MHP 1.1 and the fourth profile with MHP 1.2. These
are defined as follows:

e Enhanced Broadcast Profile (Profile 1): This is the most basic profile of MHP. It allows

the deployment of local interactivity applications without a connected return
channel. Applications may be downloaded from a broadcast stream (i.e. MPEG-2
Transport Stream), enabling services such as Electronic Program Guides (EPGs),
information services and news tickers (i.e. small screen spaces on news TV programs
dedicated to headlines or minor pieces of news).

e Interactive Broadcast Profile (Profile 2): This profile enables a two-way

communication with the iTV service provider through the return channel. It allows
the participation of the audience in TV programs via applications and other services
like VOD, pay-per-view, T-commerce (i.e. electronic commerce on TV) and televoting.

e Internet Access Profile (Profile 3): This profile adds the support for Internet

applications by defining the suitable APIs for connecting to the most common
Internet services. This enables applications such as email, chat, online games, social
networks, etc.

e |PTV Profile (Profile 4): This profile, which is included in the specification MHP 1.2,
adds support for proprietary broadband IP networks by integrating support for DVB-

IPTV. It is a standard interface between broadcast networks, IPTV networks and
Internet.

2.4.4. Deployment Status

Nowadays, the largest developments of MHP are in Italy (terrestrial), Korea (satellite),
Belgium (cable) and Poland (satellite) while Germany, Spain, Finland, Greece, Austria,
Colombia, Uruguay and Australia have smaller deployments or significant trials. However,
some of them like Spain, Finland and Greece fail in the deployment of MHP STBs and most of
the target homes do not have a MHP receiver, which have provoked the failure of the
implementation of this technology.
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The evolution of MHP to GEM has also enabled the support for MHP services on different
platforms such as Tru2way for cable networks on the United States, Ginga for the Japanese-
Brazilian iTV network and HbbTV, wich aims to replace MHP in many European regions.

2.5. A Declarative Client Format: HTML5 and New Cross-Platform Web
Technologies

HTMLS is the declarative format for describing iTV applications chosen for testing the
methodology proposed in this research concerning the development of cross-platform iTV
applications. This section details the main features of this technology.

2.5.1. Introduction to HTMLS5 as a Set of Standards

The HyperText Markup Language version 5 (HTML5) is the latest revision of the HTML
standard, which was created in 1990 and standardized as HTML4 in 1997. HTML5 does not
belong to any company or organization and is not attached to a particular browser but it is
pushed by the main players involved in the evolution of the Web such as Google, Microsoft,
Apple, Mozilla, Facebook, IBM, HP, Adobe and many others. It is intended to be the natural
evolution of the web by the agreement of the industry and unifies the application
development for multiple platforms and devices. No other technology has achieved ever the
ubiquity that HTML5 is able to reach.

Not only includes the HTML specification but also unifies for the first time HTML and
XHTML. It actually comprises a collection of standards, technologies and APIs for the
development of web applications, desktop applications, and mobile applications as well as
applications for any kind of device that provides the suitable support.

HTML5 also includes the specifications for DOM and JavaScript, standardizing the
functions the browser must provide for managing the behavior of the web application.
Moreover, it also provides support for CCS3, SVG, SMIL and other web-related technologies.

HTML5 enhances significantly user experience, and the interactivity and connectivity of
the traditional web applications by adding new important features that are oriented to bring
the power of desktop applications to the web-based applications.

HTMLS5 is a technology for applications and a push for innovation. It enables web
applications to reach similar functionality, speed, performance, and user experience than
native applications. It is widely supported by multiple platforms and devices through a
browser and, as the browser is frequently updated in most platforms, the support for new
HTML5 features reaches most platforms at the same time.

HTMLS5 is a technology for users and a push for smart environments. Applications do not
need to be specifically installed nor updated, avoiding duplicates and extra version
managements. As the application is not attached to a particular platform, it can follow the
user anywhere anytime for a more immersive multimedia experience.
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2.5.2. Why HTML5?

HTML5 introduces many interesting features for creating web-based applications with
similar functionality than native applications for any multimedia platform (desktop, mobile,
TV, etc). But unlike platform-specific applications, the portability achieved by HTML5 across
different platforms has not a direct competitor among the current technology for
programming interactive applications. Next lines describe the innovative features of HTML5
for developing applications.

Multimedia and graphics

Before HTML5, sophisticated applications with fast animations, fast user response, video
management or complex visual effects, such as games, had to be implemented either as
native applications for specific platforms, or via browser plugins since web applications could
not reach these features by themselves. HTML5 enables the development of games,
complex animations and audiovisual content management through the integration of related
standards such as CSS3 for presentation enhancements, 3D CSS and WebGL for 3D graphics
and interfaces, a canvas component and SVG for vector graphics, and rich APls for high
performance management of audio and video contents. All these features require a
commitment between browser and the platform in order to enable applications to run fast.
Modern browsers implement hardware-accelerated rendering through the Graphics
Processing Unit (GPU), which enables high-performance and real time graphics for games
and other applications with hard time constraints. Moreover, JavaScript engines are
currently sufficiently fast to provide the suitable support to these features.

Local storage and offline applications for higher performance

Web applications and the offline world finally converge with HTML5 to create applications
that can run without connection or enhance its performance when connected by defining
proper local cache policies that reduce the number of connections to the service provider
and the number of page reloads. This also indirectly enables anytime, anywhere applications
that can follow the user regardless of the connectivity mode (e.g. travelling by plane, going
to not connected places and reduce the roaming costs). HTML5 adds the application cache
and local storage interfaces for the storage of applications and data respectively, the session
storage interface for sessions, IndexedDB for database structures, and the file system
interface for accessing to the platform native file system.

Offline APIs improve the application performance by enabling a fast access to locally
stored information and reducing the number of requests to the server. The client-server
model that has been traditionally applied to web applications is based on the assumption
that clients are low-profile devices that require that web servers take most of the load of
building the pages requested by the user. Nowadays, the advances on processors and
memories have generated high performance client devices, which far exceed this
assumption even for mobile devices. Moreover, the increasing number of connected devices
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has led to an overhead in servers and networks (e.g. public WiFi networks supporting smart
mobile devices).
In this context, higher application performance can be achieved with HTML5 by storing
locally the application files and both static and dynamic application data. As an
implementation example, this a generic HTML5 cache policy for any dynamic request:
1. User starts a dynamic request to the server (e.g. top ten highlighted products in a
shop).
The request is received and presented in the client device.
The request data is stored locally as an object that includes the request string, the
request result and the time of the request.
4. User starts a new dynamic request to the server.
The application searches locally if the new request string is stored.

6. If the request string is found locally, the application checks the request time and
determines if the results are still valid according to the maximum allowed time,
which depends on the estimated time that the results are considered consistent (e.g.
the shop of the example updates the products every 24 hours and the common time
that a user spend in the shop is 20 minutes per connection, so the request results can
be consistent for at least 30 minutes. If a user starts the same request in less than 30
minutes, results are obtained from the local storage instead of connecting to the
server).

7. If the request string is not found or the request time exceeds the maximum allowed,

the request is addressed to the server.

The improvement in the traditional client-server paradigm achieved by HTML5 for web-
based applications is based on reducing server request to the transfer of essential data
between clients and servers.

Simpler development for wider deployments

HTML5 enables developers to build applications for a larger number of devices and reduces
the fragmentation across browsers, platforms, and devices. The code portability achieved by
HTML5 allows developers to build applications for multiple platforms without having to learn
neither new programming languages nor specific Software Development Kits (SDKs), which is
a typical time consuming task for targeting multi-platform applications. The case of mobile
applications is especially significant. Mobile developers use to address their applications to
the most important mobile platforms (i.e. Android, iOS and Windows Phone), but they forget
the rest of smartphone users and the amount of feature phones that cannot access to the
application markets but can connect to the Web via web browsers and download some Java
applications. A market study concludes that feature phone sales will grow up 115.4 percent
from 2010 through 2015 compared to only 15.8 percent growth for mid-range and high-end
smartphones due to the expected growth in emerging markets around the world [61]. This
implies a dramatic number of devices that many application developers are leaving by the
wayside advisedly.
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Security

HTML5 improves the system security when accessing applications through the browser
because many of the HTML features that traditionally required additional plugins are now
implemented in modern browsers natively, which reduces the risk of installing untrusted
software. The standardization of the parsing algorithm eliminates browser discrepancies that
hindered the application interoperability before HTML5 and many of the new APIs had been
designed to be safer and ask for the suitable permissions to the user. For example, the
geolocation APl requests permission before obtaining user location information.

Modern browsers are also designed to be safer with the addition of a number of security
features such as sandboxing, multi-process architecture, new Hypertext Transfer Protocol
(HTTP) headers support, and new security policies.

The sandbox model, which is not new for HTML5, prevents applications to access
directly to the local system resources or connecting to external web applications on different
domains. These functions must be implemented via the browser, which supervises the
security of the process and minimizes the risk of installing malware in the background. For
instance, local file access can be performed through the File System API provided by the
browser, but never directly from the application.

The multi-process architecture of the browser enables the tab management for
presenting web applications that are enclosed into its own rendering engine, memory and
system process. This isolation, which was an innovation provided by Google Chrome, not
only prevents the malware infection between different processes but also the potential
spread of the instability generated by one particular web application to the rest of
application threads.

The development advances of the HTTP, the web data communication protocol, include
new security features for preventing cross-site attacks and unwanted connections to
untrusted networks, especially from iframe elements in HTML.

Modern browsers also include extra security policies for user protection by maintaining
blacklists of suspicious domains or applications, defining content profiles for stating the
resources that an application may use and filter Cross-Site Scripting among others.

These layers of security are not present in desktop applications, where the access to local
resources is not limited to an application environment such as a particular tab in a modern
browser.

Costs and maintenance

As HTML5 applications work on multiple platforms regardless of device-specific features,
their maintenance is easier, the related costs are reduced, and the overall productivity is
improved.

Web applications do not need to be neither installed nor updated; they are simply one
click away for the user. Updates can be applied on multiple devices at the same time
through an IP connection and the access to updated data in a remote server. Moreover,
when a device needs to be changed, applications do not need to be reinstalled. From users’
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point of view, application versions become irrelevant and, from developers’ point of view,
devices become irrelevant (at least it should be).

Presentation and user interaction

The interaction with a web application, which was typically limited to mouse and keyboard
events, has also been improved by the new APIs defined by HTML5. Drag and drop,
geolocation, device orientation and touch events are now possible, and the input from
external devices such as webcams, microphones and USB devices will be available in a close
future.

The power of the Cascading Style Sheets specification version 3 (CSS3) enables amazing
visual effects in web applications such as rounded corners, shadows, 3D effects and
animations without the need of further scripts. This enables a better specialization of
developers because they do not need to know both JavaScript and CSS.

Real-time communication

HTML5 provides an easy and standard way of communicating applications with real-time
constraints.

WebSockets enable real-time communication not only between the client application
and the server but also between different clients to share the screen, audio and video
conferencing and play multiplayer games.

WebRTC enables native support for video and audio conferencing and live streaming.

2.5.3. Scalable Vector Graphics

The Scalable Vector Graphics (SVG) can be seen as a programming language for two-
dimensional vector graphics with the particularity that is not a language but a XML
description. The SVG specification is an open standard that has been under development by
the World Wide Web Consortium (W3C) since 1999. It enables both static and dynamic
graphics, including interactive and animated content. The key benefit of being a XML
description is that contents can be searched, referenced and scripted, which makes SVG
content accessible from the web (e.g., one can search SVG maps on internet using any of the
main search engines). This feature makes SVG the perfect standard for providing vector
graphics on the web and HTML5 has incorporated SVG as part of the HTML5 standard family,
which means that now SVG can be embedded on HTML documents in addition to be
supported directly by the browser as a SVG document.

SVG, as a support for vector graphics, has some advantages over bitmap graphics (such
as JPEG, GIF and PNG):

e Generated files are usually much smaller than bitmaps, resulting in faster downloads.

e Graphics can be scaled to fit different display sizes without pixelation.

e Graphics are constructed within the browser, reducing the server load and response

time.
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e The end-user can interact with and change the graphics without need for complex
and costly client-server communications.

e |t provides native support for SMIL (Synchronized Media Integration Language),
which adds the notion of timing to HTML elements for presenting complex time-
based animations without requiring JavaScript or any scripting.

e |t can interact with JavaScript and coexist with HTML documents either in separated
files and embedded into HTML5 documents.

Moreover, as a XML document, SVG has some other benefits:

e |ts contents are fully accessible from the web, while the bitmap description relies on
the additional metadata that is provided by or extracted from the image itself.

e The code tends to fit into the standards for defining how it should be written and
how client software should parse it.

e |tis written in text and is generally human-readable (non expert developers can edit
it).

e The way that JavaScript can manipulate both the SVG elements and the Document
Object Model (DOM) is quite similar to how is used with HTML. Therefore, the SVG
learning curve for web developers is pretty soft.

2.5.4. Synchronized Multimedia Integration Language

The Synchronized Multimedia Integration Language (SMIL) is the W3C recommended
standard for describing multimedia presentations. It defines the suitable markup for timing,
layout, animations, visual transformations and media embedding for presenting text,
images, video, audio and links among other media elements. It is a separated language from
SVG, but closely integrated with this standard for performing vector graphics animations.

SMIL is the way to create SVG animations through a declarative notation (related to
declarative programming) rather than specifying the details of how to do something as in an
imperative language (related to procedural programming). A declarative approach defines
what the end result is supposed to be leaving detail implementation for the rendering
engine. For instance, in SVG an element <circle> can be simply declared without specifying
how a circle must be drawn on the screen. This is the same for HTML and PostScript.

A declarative animation for SVG based on SMIL is usually compared with a JavaScript
animation, which is the alternative method for animating SVG elements on web-based
applications. As an example, Table 2 presents a side-by-side comparison of a SVG animation
implemented with SMIL and the corresponding JavaScript approach. In the example, an
ellipse is animated to oscillate between two different sizes for rx over a period of 4 seconds.
The first evidence provided by the comparison is that the SMIL code is noticeably shorter
and easier to read, which means that there is less code to maintain, and its maintenance is
simpler. It has to be noted that the JavaScript approach could accept some optimizations to
reduce the number of lines, but the main propose of the example is to show how a
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declarative approach in SMIL that only states the resulting behavior can be more desirable in
terms of scalability and maintenance than a procedural approach in JavaScript.

SVG + SMIL animation SVG + JavaScript animation
<svg <svg
xmlns="http://www.w3.0rg/2000/svg"> xmlns="http://www.w3.0rg/2000/svg"

<ellipse cx="150" cy="75" rx="10" onload="startup (evt) ">
ry="40" fill="blue"> <script>
<animate attributeName="rx" <! [CDATA[
dur="4s" var
values="10;110;10" xmlns="http://www.w3.0rg/2000/svg"
repeatCount="indefinite"/> var E;
</ellipse> function startup (evt) {
</svg> E=document.getElementById ("E") ;

move (10,110,10,1);
}
function move (thin,wide, curx,dir) {
E.setAttributeNS (null, "rx", curx) ;
curx+=dir;
if (curx>wide| |curx<thin ) {
s="move ("
window.settimeout (s,10) ;
dir=-dir;
}
}
</script>
<ellipse id="E" cx="150" cy="75"
rx="10" ry="40" fill="blue"/>
</svg>

Table 2. SVG animation for an oscillating ellipse in SMIL and JavaScript.

An interesting feature of the SMIL animation is the integration of the animation with the
animated element. Looking at the example, one can realize that the <animation> element is
nested directly within the <ellipse> element, which generates a clean and well-structured
code. In contrast, the JavaScript code is based on procedures that are written separately
from the animated element, which is referenced in the procedures using the element ID.

In contrast, it has to be noted that the flexibility that enables JavaScript as a procedural
approach cannot be achieved by SMIL and that not all JavaScript animations can be
performed with SMIL. However, both SMIL and JavaScript-based animations can coexist in
SVG, hence developers have both sets of capabilities at their disposal to choose the one
which fits better with the target set.
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2.5.5. Analysis of the Current Browser Support

Although standardization process of HTMLS5 is still in progress, and it is expected to be so for
the following years (new features are continuously discussed), the key features have been
defined and published for its standard use. Currently, main browsers are providing support
for many of these features and every new browser released adds new ones. However, each
browser has its own implementation plan (and business strategy) for the feature support,
and developers must be cautious in implementing these new features in cross-browser
applications because the application portability may be compromised by lack of support of a
particular feature. Fortunately, there are some important features such as the audio and
video HTML elements that are currently supported by all the main browsers, allowing their
widespread use within web applications.

Table 3 and Table 4 summarize the current support of the main browsers for the key
features of HTML5 and SVG respectively. Browsers analyzed cover around 91% of the
worldwide browser users and the comparison is done for the current (first column) and the
forthcoming (second column) versions of each browser. The table colors indicate if a
particular feature is supported (green), partially supported (orange) or not supported (red).
A white box indicates that the support for a particular feature is unknown in forthcoming
browser releases. Finally, the support for all selected features is averaged in last row with a
simple pattern: 100% when supported; 50% when partially supported (although the real
weigh can vary); and 0% when not supported or its support is unknown.

Although the comparison tables are not comprehensive of all HTML5 features, the
results evidence that all browsers are increasingly implementing HTML5 features in each
new update, which reveals a clear interest in this technology. Moreover, there is an
agreement for the support of some key features across all browsers such as audio and video
elements, contenteditable attribute, new semantic elements and canvas. However, the most
remarkable point is that, while HTML5 is still improving and standardizing parts of its
specification, the main actors involved in the web development are improving its support
and pushing for the innovation of the web through HTMLS.

Regarding SVG as part of the HTML5 standard family, its basic support is ensured in most
used browsers, either inline within a HTML5 document or linked as a SVG image element.
SVG effects, filters and fonts are differently supported and SMIL animations are supported in
all major browsers with the exception of Microsoft’s Internet explorer, which has not been
updated in this regard from the previous version and still requires a third party library or
plugin to deploy SMIL animations.
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HTMLS5 feature

ioS
IE Firefox | Chrome | Safari | Opera ! . | Android
Safari
9.0 10.0(13.0 14.0{19.0.20.0| 5.1 : 5.2 |11.6:12.0| 5.0 4.0

Audio element

Canvas (basic support)

Color input type

contenteditable attribute (basic
support)

Datalist element

dataset & data-* attributes

Date/time input types

Details & Summary elements

Drag & Drop

Form validation

HTMLS5 form features

New semantic elements

Number input type

Offline web applications

Progress & Meter

Range input type

Ruby annotation

sandbox attribute for iframes

Session history management

Text API for canvas

Toolbar/context menu

Video element

WebGL — 3D canvas graphics

Averaged support (%)

b

61,3

65,9

80,4

89,1

65,2

73,9

73,9/80,4

63,0

54,5

Table 3. Browser support for the key features of HTML5.
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SVG feature in HTML5 IE Firefox | Chrome | Safari | Opera Szll(f)asri Android

Inline SVG in HTML5

SVG (basic support)

SVG effects for HTML5

SVG filters . .
SVG fonts _

SVG in CSS backgrounds

SVG in HTML5 img element

SVG SMIL animation .

Averaged support (%) 56,2 68,7|87,5 87,5/93,7 93,7|81,2 93,7|93,7 93,7|75,0 75,0

Table 4. Browser support for the key features of SVG in HTMLS5.

2.6.Summary of the Chapter

The chapter has introduced the key theoretical concepts that are needed for a suitable
understanding of this research.

Interactive TV (iTV), understood as the technologies for the user interaction on TV
systems, has been evolving from more than 40 years but the related platforms and services
have typically had difficulties for meeting the expected success. The diversity of platforms
has generated a number of application formats and runtime environments that hinder
application portability across different TV systems.

In order to address this problem, the consortium for the Digital Video Broadcasting (DVB)
published the standard DVB-PCF as a portable content format for iTV applications that
follows the “write once, adapt to everywhere” paradigm. Section 2.3 has introduced the
format and the key details for the development of DVB-PCF descriptions.

The Multimedia Home Platform (MHP) and HTML5 been introduced in Sections 2.4 and
2.5 respectively as examples of different models of platform-specific formats for TV

applications.
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CHAPTER 3

GENERATING CROSS-PLATFORM
APPLICATIONS FOR INTERACTIVE TV

“Roads? Where we're going,
we don't need roads.”

Dr. Emmett Brown (“Back to the future”, 1985)

This chapter presents the proposals and contributions driven in this research, which has
been focused on the cross-platform design of interactive applications for TV environments.
The main proposal describes the methodology for building and maintaining cross-platform
applications based on the standard DVB-PCF. The implementation of this methodology has
generated a software framework and an integrated development environment. These tools
validate the proposed methodology and enable further experiments in this area. Finally, the
exploration of suitable techniques for implementing multimedia synchronization in web
environments has generated a novel proposal for synchronizing video subtitles on the client
side.

3.1. Methodology for Building Cross-Platform iTV Applications

This section presents the main contribution of this research, which is focused on the
generation and maintenance of cross-platform iTV applications. The proposed methodology
is based on:
e The abstraction of the programming language to reach a high level of platform
independency with minimum translation costs in platform-specific adaptations.
e The implementation of a progressive enhancement strategy to adapt the generated
applications to the variety of platform resources.
The application of this methodology enables the portability of iTV applications across
multiple runtime environments and programming languages. Figure 6 outlines the addressed
problem.
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Figure 6. Map of iTV application formats and runtime environments.

It has to be noted that this cross-platform methodology is not a “write-once, run
anywhere” strategy but a “write once, adapt to anywhere”. Even so, the particularities of
each individual runtime environment may imply further platform-specific adaptations that
cannot be covered by the current implementation of present methodology. This work is
focused on describing the overall transformation process rather than dealing with specific
details of each platform.

3.1.1. Methodology Description

The diversity of runtime environments not only implies a change in the instruction sets, but
also a different programming model. The translation from one specific iTV application format
to another could be considered as a form of short term solution; however this approach is
usually avoided due to the underlying data and programmatic model differences between
the targeted formats [62]. This kind of direct mapping solution between interactive
application formats can provide an explicit mapping from one format to another but reduces
the flexibility of the system by having to implement a cloud of mapping functions to perform
the translation from one format to another. In this case, the number of mapping functions
increases exponentially with the number of formats and requires the implementation of

conversions when considering different formats. A different approach is to
integrate all interactive application formats into a new single format which satisfies the
requirements of all relevant platforms. This means an abstraction of the programming
language and provides an independent way to minimize the total number of mapping
functions (particularly, in the case of three or more interactive content formats), which
increases linearly with the number of formats. Figure 7 depicts the basic schemas for both
mapping models.
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Figure 7. Mapping models for the translation between application formats.
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In (a), formats are directly translated across formats and, in (b), a single higher level format
that provides better scalability and flexibility.

In order to reach a high level of platform independence, we selected the DVB-PCF
standard as the reference integration model for a unified design of interactive applications in
TV environments. It can be easily translated into any other interactive application format in a
platform-specific conversion step that is also called “transcoding”. DVB-PCF facilitates that
conversion avoiding the implementation complexities of each separate platform and tries to
represent the desired user experience of the interactive application. In other words, this
content format tends to focus on defining user perception and responses that result from
the use of an interactive application rather than defining the implementation issues in detail.

The translation into the platform-specific format is generally done by the service
provider, who usually knows the required configuration for the deployment. However, the
DVB-PCF description of an iTV service can also be pre-translated by the application provider
if it knows the details for the application deployment (target platform, target runtime
environment, etc). In the case of the conversion into a web-based format this can be
achieved through the generation of Rich Internet Applications and a simple XML
configuration file with the deployment details.

The DVB-PCF standard recommends that the suitable scaling algorithms for each specific
target platform must be implemented in the transcoding step. However, it does not define
the mapping rules for the scenario where the resolution of the display differs from the
reference screen or indeed when the interactivity model changes because of the different
usability requirements for a specific device (e.g. the use of the remote control for a TV set, a
mouse for a computer, and a touch screen for a smartphone). These adaptations must also
be taken into account in the transcoding step in order to generate universal applications for
any target device without modifying (or at least keeping modifications to a minimum) the
usability and functionality of the designed interactive application.

Typically, the main actors involved in the production of iTV services can be classified into
three categories: (1) audiovisual content providers, (2) interactive application providers and
(3) the service provider. Audiovisual content providers are considered those that generate
and provide the audiovisual material that is supposed to be the main thread of a TV
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program. This is, for instance, the role of a news service that provides different recorded (or
even live) content to many TV channels. The interactive application providers design and
develop interactive applications for deployment along with the related audiovisual content.
Third-party development companies at the request of the TV service providers have traditionally
carried out the implementation of these interactive applications. Currently, the rise of Internet-
connected platforms and the emergence of online application stores (Google Play, Apple
App Store, Samsung Apps, etc) enables an easy deployment of iTV applications by third-party
developers. Finally, the service provider is the actor who takes all the content related to a TV
program (i.e. the audiovisual content plus the related interactive applications), deploys it on
a particular distribution network (i.e. terrestrial, satellite, Internet, etc) and makes it
accessible to the users. This category includes the TV operators for terrestrial, cable and
satellite as well as the IPTV providers and the Web sites that provide Web TV contents via
the Internet. Sometimes the three roles involved in the production and deployment of iTV
services are centralized in one company that controls the whole process, but usually there
are different entities involved that must cooperate in order to effectively deploy an
interactive service.

Although most iTV services are based on standardized middleware platforms, the
content producer and the application provider usually need some knowledge of the platform
to apply their contents properly. Producing iTV services in a platform-independent way
through an integration model for the description of the interactive applications also implies
high levels of cooperation between the parties involved in the service deployment. The
adaptation of an interactive application, from the integration model to the specific runtime
environment of the access platform, requires a platform-dependent step that can be
assumed by the service provider as well as the interactive application provider. The service
provider usually has enough information about the target platform and as such one of the
key objectives is to design, build and deploy an interactive application that is not subject to
reworking for different platforms. In addition, the service provider generally wants to
maintain control of the viewer experience in the deployed application post-translation, so it
can verify the requirements of their own customers. For example, the exact position on the
screen of an advertisement can be a key consideration for an advertiser based on their own
market studies and it must not be modified. Figure 8 shows a basic scheme of the adaptation
options for an interactive application that are defined by means of an integration model with
two possible scenarios: (1) the application provider gives the integration model of the
interactive application to the service provider, who adapts this application code to the
specific format required by the access platform to present the interactive content, i.e. the
target application format; and (2) the application provider implements the adaptation from
the integrated model and supplies it to the service provider as deployable iTV application.

First scenario would be desirable. It assumes that the integration model behaves like a
real business-to-business interchange format and the service provider has the suitable tools
to transform it into its runtime environment. However, this requires an industry agreement
not reached to date.
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Figure 8. Scenarios for production and deployment of cross-platform iTV services.

The success of proprietary solutions may hinder the adoption of open and shared
standards for the production of iTV services, even so, an application provider can benefit
from the second scenario described above. This “transcoding” represents the direct digital-
to-digital conversion of one code to another; and the “transcoder” is the module that is
responsible for this. The configuration parameters necessary to deploy the interactive
service must be sufficiently configurable to facilitate the application interchange and the
adaptation to the target iTV platform.

Once a DVB-PCF description is created or acquired, it must be translated into the format
supported by the target platform. This transformation is slightly different for declarative and
procedural application formats due to their programmatic models, but the required steps to
implement a transcoder can be basically the same for both.

Although PCF supports pixel-accurate positioning of the visible components as well as
flowed layout according to an automated layout algorithm, our work has been centered on
the pixel-accurate positioning and assumes that the service author knows the screen
resolution of the target platform renderer.

In order to translate the DVB-PCF components, an analysis is required to identify the
components which can be directly adapted to the platform-dependent middleware
language. Those components that cannot be directly adapted will form complex objects, i.e.
widgets, in the final application. Usually, those widgets can be generated using different
programming strategies in the target language and those strategies depend on the available
capabilities of the target environment. Hence: what is the best strategy to translate a DVB-
PCF component to a specific platform format? The proposal of this research suggests to
follow a Progressive Enhancement strategy.

The main idea of Progressive Enhancement is that an application must be designed using
the lowest common denominator of target platform functionality, and then the designer
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adds enhancements to the presentation and behavior of the page according to the available
resources of each platform. Although this strategy was stated for the design of web
applications and the browser interoperability problem, the key idea can be extrapolated to
multiple programming environments, especially to the user application design.

The Progressive Enhancement strategy is applied in the present methodology to
generate the platform-specific widgets into which those DVB-PCF components (with no
direct translation into the target platform format) are translated. That translation must
implement the design principles of the Progressive Enhancement automatically by taking
into account the most basic profile of a target platform and translating the DVB-PCF
specification to meet these requirements. This optimizes the portability of the generated
application across the multiple variants or profiles for the same target format. In addition to
the basic profile, the translation must implement optional enhancements that are applied
according to the detected features of the target platform. It means that the generated
application is able to detect the significant features of the runtime environment where is
placed and adapt to them. Interactive applications using a Progressive Enhancement
strategy become smart applications for smart environments.

As an example, a DVB-PCF service can be translated into a web-based application taking
into account a XHTML profile for low profile mobile phones, into a HTML5 profile for Smart
TV platforms and into CE-HTML for HbbTV compliant platforms. If the DVB-PCF element to
be translated is just a Rectangle, the transcoder can transform it into a simple HTML <div>
element with the suitable CSS style for low profile HTML specifications. However, if the
platform supports HTML5 and the Canvas element, the application can detect it and draw
the same rectangle using Canvas for improving the application performance and possibly the
user experience of the drawn scene.

This concept can be extrapolated to MHP applications. When designing an application
that requires the return channel, for example, this can be designed for updating information
from an Internet server when an IP connection is available, or to behave as a standalone
application if no remote connections are available at all. The idea is to provide maximum
functionality for each target platform without generating errors that can upset the user.

Once a transcoder is implemented for a set of target platforms that share the same
application format, corresponding iTV applications written in DVB-PCF can be directly
translated into the target format applying the implemented transcoding process.

3.1.2. System Architecture for Production

A transcoder tool is essential for translating a cross-platform application into a platform-
specific format. But what is the relationship between the transcoder and the other key
modules of an iTV production chain? What is the position of the authoring tool, the
information system and the application repository? How can an application provider manage
different layouts and apply it correctly according to the target platform?
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This section presents a complete architecture for generating and maintaining cross-
platform iTV services based on the integration model for abstracting the programming
format. Figure 9 outlines this architecture at system and sub-system level, which consists of
(1) Service Authoring, (2) Data Management, (3) Layout Management and (4) Content
creation.

Service Authoring = .
aetvice Uenerabion

Crns.a—plﬁatfnﬂn <> Description > Authoring 2
description validation Reference Tool
Layout , ;. sl
l{ Edition
MV C. -, Reference e
separation Layout | Layout . |
Model EiEes |
Data Model \L | |
Data Lavout
Management DB Wrapper Management A% :
" Target
v Layout Lavout :
| T adaptation Edition |
Publisher Tool < 2 patabase | W o
e " Target Layout Repository |
Data Model
Data Generator Layout 1 | --- Layout N !
Cameffzr i Application ] | l
Creation Format Viewer ?
i 4 _ Lavout
S G Selection
1TV Service Repository
| : ~ Platform-specific
TV App. ||| | 1TV app. description

Platform1 PlatformN

Figure 9. Overall System and Sub-System Architecture for cross-platform iTV production.
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This architecture can be implemented entirely by a single company or organization (e.g.
an application provider) but it can be also distributed between the many actors involved in
the iTV production chain, as it fits within the two possible scenarios for transferring cross-
platform applications. This architecture spans the process lifecycle; starting at the custom
service authoring and the business-to-business interchange all the way to the service
provided in a platform-specific format.

Service Authoring Subsystem

The Service Authoring sub-system is responsible for generating new services, acquiring
external applications from the business-to-business interchange (which includes the parsing
of an application description and its validation) and controlling the design and adaptation
processes. It consists of the next components:
e Validation: Verifies the document schema and generates the object model structure.
e Authoring Tool: One of the key components of the system. Besides generating new

service descriptions and also modifying them, it manages the scaling process allowing
a redesign when necessary in order to achieve the best possible user experience in
the target application format.

e Data Extraction: Extracts the editable data from the DVB-PCF description and
provides the reference layout description, which can be updated by the Authoring

Tool.

Data Management Subsystem

The Data Management sub-system manages the information system related to the
application, which comprises all data that may be edited by content editors. It has been
taken into consideration the following data that may be frequently edited: user interface
texts, source of multimedia contents (images, audio, video, etc), as well as application
metadata. The Data Management Subsystem depicts the basic interfaces between the
proposed methodology and a simple information system. It consists of the following
components:

e DB Wrapper: Receives a service data model and stores it in the database.

e Publisher Tool: Allows the maintenance of the data by content publishers.

e Data Model Generator: Extracts data from the information system and generates a

cross-platform description of the required data from the one stored in the
information system. Data and layout models can be managed across the architecture
in a cross-platform format such as DVB-PCF (for better business-to-business
interchange) and in its programmatic object representation if the interchange
between modules is done in the same runtime system (which is more performant).

e Database: The information system.
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Layout Management Subsystem

This sub-system is responsible for managing the application layout from its adaptation to the
reference screen to its selection for transcoding. It consists of the next components:
e Layout Adaptation: Automatically adapts the reference layout to the different screen

resolutions of the target layouts. This preliminary transformation is a suggested
scaled version of the reference layout that must be verified by the Authoring Tool.
This step can imply relevant changes in the application design in order to take the
maximum advantage of a specific screen resolution, taking into account the
recommendations for a specific target platform, such as the bandwidth optimization
for mobile devices. The combination of the automatic scaling and the design control
through the Authoring Tool with data independency gives full control over the
application scaling reducing the time associated with design.
e Layout Repository: The generated target layouts are stored here.

e Layout Selector: Simple interface for the layout repository. It provides the suitable

functions for facilitating the file system access and the layout selection.

e Application Viewer: Real-time display of the cross-platform version of the application

for checking it before the transcoding step.

Content Creation Subsystem

The Content Creation sub-system transforms a DVB-PCF description into a specific iTV
content language for a concrete iTV platform. It has two components:
e Format Transcoding: A key component of the proposed architecture. It translates a

cross-platform application description based on the selected layout and the stored
data into a platform-specific description of the application. This implies that the
transcoder must implement a different set of transformations for each target content
language but the service parsing and signaling can be shared by all the platforms.
Moreover, several target platforms can support the same content language with little
changes in implementation or instruction set (e.g. generic HTML-based services for
different platforms).
e Service Repository: Stores the applications that are generated by the system.

3.1.3. Remarks

The methodology that has been presented in this section defines the major guidelines for
the production of cross-platform iTV applications. It is based on the DVB-PCF standard as the
integration model for abstracting the programming language in which the application is
written. It also enables to overcome the differences between declarative and procedural
programming. Moreover, the application of a progressive enhancement strategy for
implementing the translation between the integration model and the target platform format
ensures the support for the generated application across similar platforms with different
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profiles and resources. This methodology has been applied for translating DVB-PCF
descriptions into web-based applications. Section 4.1 details this process.

The proposed architecture for building and maintaining cross-platform iTV applications
integrates the presented methodology into a production system taking into account the
typical elements of the architecture for producing applications. The key elements of the
proposed architecture have been implemented in Java not only for testing purposes but also
for serving as a base for building a software tool as a built-in solution for all the
implemented features. Section 3.2 details the implementation for each element of the
proposed software framework and the integrated development environment.

3.2.Framework for Creating and Managing Cross-Platform Applications

This section describes the implemented software framework and usage details for each
software module. All modules can work separately as stand-alone applications or collaborate
for implementing advanced architectures such as the proposed in this research.

3.2.1. Overall Framework Architecture

The developed framework is based on the proposed architecture for producing cross-
platform iTV applications. The key modules of the presented architecture have been
implemented in Java, licensed as free software under GNU General Public License (GPL)*.

The proposed modules for the Service Authoring and the Layout Management
subsystems are independent from the target format in which the DVB-PCF application
description must be translated. The Data Management subsystem strongly depends on the
specific information system related to the iTV application, so that its implementation and
testing is out of the scope of the research. Finally, the Authoring Tool module requires a
special attention. For research purposes, it has not been implemented as part of the
framework but as an Integrated Development Environment (IDE) that includes the rest of the
modules of this framework. This solution comprises in one tool the main features required
for validating the proposals and experiments of this research.

Figure 10 outlines the modules that have been implemented in the framework and the
relation with the rest of the proposed architecture. As shown in the figure, the basic
workflow of the proposed methodology for building cross-platform iTV applications can be
completed using the modules and tools that have been generated in the course of this
research. Features and implementation details for each module are discussed below.

* Available at http://code.google.com/p/pcf-jtools [consulted on 08/07/2012].
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Figure 10. System and subsystem architecture of the proposed software framework.

3.2.2. Document Validation and Parsing: PCFValidator

The PCFValidator module implements the Validation component of the general architecture.
For a DVB-PCF transcoder not integrated in an authoring framework (such that the validation
of its output may not be ensured) the first step is to validate the correctness of the
documents against the DVB-PCF XML Schema (TS 102 523 V1.1.1 Schema) [76] and parse
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them to have a memory object structure, which allows an efficient management of the
application description. A DOM parser has been chosen for this step for validating the XML
description prior to generating the object model. Moreover, a back and forth fast access is
needed to read the DVB-PCF components across multiple documents, hence the DOM parser
fits well in this case [66].

The result is a flag that indicates if the whole application description (including all
referenced DVB-PCF documents) complies with the DVB-PCF Schema, which defines the
rules for this kind of documents. Optionally, the generated object structure can also be
retrieved through its Application Programming Interface, which facilitates its integration into
the production system and improves the performance of the whole system by minimizing
the XML management. The object structure used for the interchange of DVB-PCF
descriptions across the entire system is the PCFModel, explained below.

Usage

e From command line:
java -Jjar PCEFValidator.jar pcf file path

e From Java code:

1. Passing the file path of the XML document to be validated:

com.cephis.pcfjtools.validator.PCFValidator validator =
new com.cephis.pcfjtools.validator.PCFValidator () ;
boolean isDocumentOk = validator.validate(pcf file path);

2. Passing a file object:

java.io.File pcf file = new java.io.File(pcf file path);

com.cephis.pcfjtools.validator.PCFValidator validator =
new com.cephis.pcfjtools.validator.PCFValidator () ;

boolean isDocumentOk = validator.validate (pcf file);

3.2.3. The object Model: PCFModel

PCFModel is the Java class structure that has been created to describe an entire DVB-PCF
description. It enables the interchange of application descriptions between the different
components of the implemented software framework.

The component hierarchy of the object PCFModel follows the typical structure for an iTV
application as defined in the standard DVB-PCF. Figure 11 presents an example of this
component hierarchy for an application with two different scenes and some components
that are shared by all scenes. All components not related to any scene are considered
common components, i.e., components that must be always present in the user interface.
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Figure 11. An examprle of the component hierarchy in DVB-PCF and PCFModel.

The relation between the above-mentioned components or items is shown in the UML
class diagram of Figure 12.

Figure 12. Relationship diagram between the structural items of DVB-PCF and PCF Model.

All DVB-PCF service descriptions shall be contained within a PCF container. A PCF
container shall be the top-level item in a DVB-PCF source document. Every DVB-PCF source
document shall have exactly one PCF container. All the structural items of a DVB-PCF service
description, PCF container, component item, collection item, Scene item and service item,

57



Cross-Platform Multimedia Contents through Model Transformations: The Digital TV Case

shall be kinds of Map item (which can contain unlimited number of DVB-PCF components).
The low level containers of DVB-PCF service descriptions are collection items. This allows an
author to group items into structures of their choosing in a way that is useful for their
particular service description. Service and Scene items are the highest level of any structured
description and can provide the entry points of a DVB-PCF service.

The PCFModel Java module contains the whole object structure for mapping a DVB-PCF
description. Moreover, a simple API has been included for managing DVB-PCF files. This API
enables reading any iTV application description across multiple referenced files, and the
generated object mapping can be written as a new DVB-PCF document that unifies the
entire description in a single document for a later management.

3.2.4. Adopting a Model-View-Controller Strategy: PCFSplitter

This module implements the Data Extraction component of the general architecture. It
analyzes the whole application description and extracts the data model. All extracted data is
replaced by a reference attribute in the structure of the application description and the
result is a self-contained application with its description separated into the data model on
one side and the behavior and layout on the other side. The generated description works as
the input description and is independent from the rest of the system.

The PCF Splitter comprises two operating modes:

e Stand-alone application: The module works at the XML level as an independent

application that can be executed without any other system modules. It reads a DVB-
PCF description (one or multiple documents) from the local file system; analyzes its
structure and generates two different DVB-PCF documents. One document for the
data model and another one for the rest of the application description.

e Integrated component: The module works at memory level for its efficient

integration into the whole production system. It provides the suitable API for reading
the application description as a Java object and generates two different objects
corresponding to the data model and the rest of the application description. This
operating mode has obviously better performance than the work at the XML level
and it is preferable for its integration into the system.

Usage
java -jar PCFSplitter.jar pcf file path
It generates two referenced PCF descriptions that will be stored in a new folder with the

copy of the related resources.

3.2.5. Scaling the application for Multiple Views: PCFScaler

The PCFScaler module implements the Layout Adaptation component of the general
architecture. This tool reads a DVB-PCF description and scales all visible components of the
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layout in order to fit within a reference screen size, which is defined according to the target
platform requirements.

The tool calculates the ratio between the original screen size and the reference screen
size in which the adapted application must fit. Then, this ratio is used to proportionally
adjust texts, images, videos and the rest of visual components. Although many iTV runtime
environments can scale automatically the application layouts, the proposed scaling step
reduces considerably the bandwidth required to transmit the application to the target
platform and improves the performance when running the application.

Usage
java -jar PCFScaler.jar pcf file path target scale
It generates a new PCF description according to the target_scale value, which can be

defined as:
e Proportional ratio: The value by which multiply the width and height of the resulting

layout. Example: 2

e Fixed size: Two values that define the new width and height of the resulting layout.
Example: 1280x720

e Aspect ratio: Two values that define the new aspect ratio of the resulting layout.
Example: 16:9

Resulting documents are in a new folder with a resized copy of the images.

Examples

1. Half the original size:
java -jar PCFScaler.jar "c:\PCFProject\index.pcf" 0.5

2. Twice the original size:
java —-jar PCFScaler.jar "c:\PCFProject\index.pcf" 2

3. Get a 1280x720 user interface:
java -jar PCFScaler.jar "c:\PCFProject\index.pcf" 1280x720

4. Adapt the user interface to 16:9 aspect ratio:
java -jar PCFScaler.jar "c:\PCFProject\index.pcf" 2 16:9

3.2.6. The Document Viewer and Debugger: PCFViewer

The PCFViewer module implements the Application Viewer component in the general
architecture. After data management and the adaptation of the layout to the specific-
platform requirements, the resulting DVB-PCF description of the application can be visually
validated through this module. In this step, as the application is still in a cross-platform
programming language that cannot be directly rendered into a specific platform, PCFViewer
facilitates the application rendering for its visualization before its transcoding into the
programming language of the target platform. This module has been built as a simple stand-
alone application for visualizing any DVB-PCF description.
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PCFViewer can read a DVB-PCF description from a single document with references to
the rest of the documents that describe the entire DVB-PCF application. The result is the
visualization of a DVB-PCF description with the layout scaled to the specified screen size and
the application data integrated. This application data may include the static information (i.e.,
that not depending from a particular user request) and a sample set of the dynamic
information provided by the information system for testing purposes. Figure 13 presents a
screenshot of PCFViewer 1.0.
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Figure 13. PCFViewer 1.0 presenting a sample iTV application described in DVB-PCF.

3.2.7. From Production to the Client Platform: PCFTranscoder

PCFTranscoder enables the translation from a DVB-PCF description into a platform-specific
programming language. As other components of the framework, it can work at XML level for
reading DVB-PCF descriptions from the file system, and also at memory level for a better
integration within the whole system.

The translation process is divided into two steps, the first for the platform-independent
transcoding and the second for the platform-specific transcoding.

The first step of the translation is applied for all transcodings and it is target
programming language independent, either if it is a declarative or procedural language. The
aim of this step is building a unified representation of the application across the different
description documents by solving the references between themselves. This representation
describes the entire application as a nested object structure that includes: the different
elements of the application, its behavior and its metadata. The result is a memory

60



Chapter 3. Generating cross-platform applications for interactive TV

representation of the application that enables a fast parsing and translation of each element
into the target programming language, by all means faster than working at XML level.

The second step of the translation is specific to each particular programming language in
which the DVB-PCF needs to be translated. This process starts with the analysis of the
service description and generates the application container and metadata according to the
target format. Then, the scenes of the user interface are written in the target language and
the elements for each scene are converted according to the component clustering
performed. The correlation between DVB-PCF components and its translation into the target
programming language is stated in a configuration file, which enables a flexible way of
changing the target format into the transcoder module. Finally, the resulting code can be
written to a single file (useful for simple applications) or multiple files for a better separation
between the model, the view and the controller of the application.

Usage

java -jar PCFTranscoder.jar [-o output path] [-verbose]
[-f output format] pcf file path

It translates DVB-PCF services into web applications with two possible output formats:
(1) plain HTML and (2) AJAX-based.

3.2.8. Integrated Authoring Tool for Building iTV Applications: VisualPCF

This tool enables the application and validation of all modules of the proposed software
framework for the building and maintaining of cross-platform iTV applications. It integrates
the previous modules and includes an authoring tool for generating iTV user interfaces.

The generated IDE, called VisualPCF, enables the generation of iTV user interfaces based
on the standard DVB-PCF. The set of edition facilities provided by the tool is limited in
comparison with professional tools and some features are still under development or in
continuous improvement. However, the methodology proposed in this work can be fully
tested and validated through the generation of simple but functional iTV services, as
explained in the next chapter.

This authoring tool allows the visual design of simple iTV services with the typical
presentation components for this kind of multimedia environment. This tool is not intended
to be a commercial tool nor a complete solution for the designing of DVB-PCF layouts.
However, it is quite well suited for testing and research since it enables the easy creation of
DVB-PCF descriptions of an entire iTV service as well as the management of the DVB-PCF
transcoding and scaling processes; the source code verification of the designed DVB-PCF
description and its visualization at different scale levels.

These are the key features provided by the tool:

e Visualization of iTV applications written in DVB-PCF.

e Reading of DVB-PCF descriptions across multiple referenced documents.

e Validation of DVB-PCF documents based on the DVB-PCF Schema.
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e Visual edition of DVB-PCF user interfaces. Drag and drop for adding elements and
easy configuration of the element properties.

e Source code edition for DVB-PCF descriptions.

e Tree navigation of the document structure.

e |dentification and management of the different scenes in the application.

e Export in DVB-PCF format. It can be performed into a single document as well as into
multiple documents based on a Model-View-Controller strategy.

Figure 14 shows a use case diagram for VisualPCF and Figure 15 presents a sample

screenshot of this tool.
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Figure 14. Use case diagram for VisualPCF.
VisualPCF has facilitated the development of cross-platform iTV user interfaces with
simple but functional behavior. Although the set of implemented features is limited to the

scope of this research, the development of some interesting cross-platform applications has
been started with this tool (both for testing and research projects).
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Figure 15. Screenshot of VisualPCF editing a sample iTV application.

3.2.9. DVB-PCF Examples

Some examples of simple DVB-PCF services have been included in the software framework
for testing purposes. The source code has been taken from the DVB-PCF Specification 1.0 (TS
102 523 V1.1.1) [47], which provides a further description of them®.

e hello world.xml: Simplest possible DVB-PCF description.

e external content.xml: Describes the same viewer experience captured by the
“hello_world” example by referencing out from the DVB-PCF source document to an
external resource (whose content is “Hello, world!”).

e separated documents.tar.gz: Example of how a service description can be
partitioned into more than one DVB-PCF source documents.

e scene template.tar.gz: The service description is partitioned into two documents,
the service item on one side and the service layout on the other.

3.2.10. Remarks

The implementation of the presented framework has enabled the validation of the proposed
methodology. This framework also enables further developments around the standard DVB-
PCF thanks to its ability to work independently from the rest of the system. Section 4.2
details the experiments driven with these tools.

* These examples are also available for downloading at http://code.google.com/p/pcf-jtools/.

[Consulted on 08/07/2012]
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3.3.Approach for Synchronizing Multimedia Subtitles across Web Platforms

One of the key issues of the cross-platform iTV applications explored in this research is the
content synchronization. This feature is especially important in the TV environment because
it is usually driven by the audiovisual content with strict time constraints (live programs, TV
programming, enhanced information related to a specific event such as sports, etc). In
addition, the new trend for TV-related second screens (or multi-screen) for sharing contents
across different devices raises new challenges regarding synchronization between different
content elements on multiple platforms.

The content synchronization problem was addressed through a specific use case to
explore the suitability of the methodology and tools proposed for generating iTV
applications with time constraints. That was the motivation for building a video subtitling
system that synchronizes video and subtitles on the client platform rather than incrust
subtitles in the production side. This is the normal procedure on broadcast systems, which
can transmit different audio streams for the same video content. But what happens with
web-based applications?

When exploring the options for implementing the transcoding for time-based constraints
we realized that there is currently a lack of a clear methodology for managing subtitles on
web applications. HTML5 is in the way of stating the problem through the definition of a
subtitle tag in the video component and the related browser behavior. Meanwhile, there are
some JavaScript solutions that can solve the problem in a procedural way, but they require
the use of third-party libraries that may hinder the portability of the implemented solution.

Taking advantage of the underlying Web ubiquity, this work proposes a video subtitling
system that enables subtitle format customization and its adaptation to needs of the
user/application. It is based on HTML5 and the new features that enable SVG and SMIL.
Since the standardization of the HTML5 video component and its acceptance by the major
Web browsers, there has been some implementations of the synchronization and
presentation of subtitles attached to a <video> tag [67]. A different approach can be
achieved by taking advantage of SMIL time properties for the multimedia content
synchronization. Instead of managing the content timeline programmatically through
JavaScript, a web programmer can make use of the event management and timeline running
on the SMIL engine of a Web browser. This dramatically simplifies the development of a
time-based application like subtitling by delegating the time management (i.e. the
presentation time of each subtitle or caption) to the browser.

3.3.1. Background

Most subtitles distributed on Internet are described in text files that follow the SubRip (.SRT)
format, considered "perhaps the most basic of all subtitle formats" [68]. Figure 16 shows an
example of a .SRT file. Each subtitle entry consists of the subtitle number, the time the
subtitle should appear on the screen, the subtitle itself, and a blank line to indicate the end.
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Figure 16. Example of subtitles defined using the SubRip (.SRT) format.

Jan Gerber was one of the first developers that implemented a subtitle synchronization
system for a HTML5 <video> tag, which resulted in the JavaScript library jquery.srt.js [69].
This library parses the HTML document looking for subtitle containers which have been
previously defined with the “srt” class, and attempts to load the related subtitles. Subtitles
can be written directly in .SRT format into the subtitle container or accessed remotely
through the address defined as a custom parameter into the HTML container. This
implementation works correctly but relies on custom HTML attributes.

Taking Gerbers’s approach, Michael Dale proposed an evolution that demonstrates the
benefits of including some HTML5 elements as child nodes of the HTML5 <video> container
to associate a video component with time-aligned text [70]. This eliminates the custom
attributes of the previous approach but still relies on the same JavaScript library as subtitle
synchronization for time-related issues.

Philippe Le Hegaret adapted Gerber’s JavaScript library to demonstrate the viability of
using Gerber’s proposal with a different format for the presentation of time-based text in his
HTML5 DFXP Player prototype [71]. He used the Distribution Format eXchange Profile (DFXP)
of the Timed Text Authoring Format (TT-AF) [72], which was created by the W3C for the
conversion, exchanging and distributing timed text information amongst legacy distribution
formats for subtitling and captioning.

Alex Danilo proposed a completely different approach to multimedia synchronization in
web-based environments [73]. This work presents an example of multimedia and graphic
synchronization using SMIL to present SVG subtitles that are displayed on top of an SVG
video. SMIL facilities allow the direct definition of time marks on subtitle text elements and
specify the begin time and duration for each subtitle. No JavaScript code is needed because
the SMIL engine is responsible for maintaining the synchronization between video and
subtitles.

3.3.2. Approach Description

Inspired by Danilo’s approach for synchronizing SVG subtitles through SMIL, the present
work proposes a comprehensive solution for video subtitling based on HTML5. This solution
enables the acquisition and parsing of remote subtitle files and allows dynamic modifications
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to the selected language and text format during video playback. It is robust against changes
on the video timeline, i.e. the subtitles remain synchronized after functions such as pause,
fast-forward, direct jump, etc. Subtitle text components are written in SVG in order to
improve scalability and allow SMIL animations on them; JavaScript is used for parsing
functions, client-server communications, the dynamic creation of subtitle text elements, and
the event management of the <video> container. SMIL manages the time-related functions
and decides the subtitle text visibility according to the “begin” and “end” attributes defined
by the SMIL <animation> element. These time marks correspond to the times defined in the
related .SRT subtitle file. Figure 17 shows a subtitle definition using an SMIL animation on
HTML5 documents. Text opacity is initially set to 0 to hide the text, and the <animation>
element specifies when this opacity attribute must be changed to set the text to visible. The
time format is the same as in the .SRT subtitle files (i.e. hours:minutes:seconds,milliseconds),
so no calculations or JavaScript are required in the translation. The SMIL engine of the Web
browser manages the rest of the process in order to keep subtitles synchronized with the
video content, so the application developer is relieved of this responsibility.

Figure 17. Example of SVG text element with SMIL animation for presenting a subtitle.

One interesting novelty provided by HTML5 is the support for embedded SVG and SMIL
code in the document as for any other HTML tag. These elements are also included as part of
the Document Object Model (DOM), which means that they can be accessed and modified
through JavaScript and CSS in the same way as any other HTML tag. By including SVG
subtitles as part of the web document, any web application can present customized subtitles
natively, at least in platforms with the suitable web browser. However, this basic
implementation is insufficient to support user-driven changes in the video timeline (e.g.
pause, seek in time) because the timeline managed by the SMIL engine must also be notified
about these changes. This is important for keeping the subtitles synchronized with the video
content. When the user modifies the video playback timeline, any web application can
automatically apply the suitable modifications to the SMIL timeline through the JavaScript
API provided by HTML5 for the SMIL time-management. For a basic playback management,
three basic video properties are required: onplay, onpause, and onseeking. Figure 18 shows
an example of the JavaScript functions required to control the SMIL timeline. When the user
pauses, plays or seeks on the video, the HTML5 <video> container fires these JavaScript
functions. The SVGRoot element of the example stands for the root element of the entire
SVG document (i.e. <svg>) and the variable video references the <video> container itself.
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Figure 18. JavaScript code for linking the HTML5 video element and the SMIL container.

This behavior is represented in Figure 19, which illustrates the basic synchronization
schema between the video component and its subtitles. A couple of video pause operations
are also included in the diagram.

Figure 19. Time-based strip diagram with two video pause operations.

When the user pauses the video component through the provided video player
application or the system fires an event to pause the video (e.g., when the user changes
between system applications) the JavaScript functions spread the pause event to the SMIL
timeline. This helps to keep the subtitle timeline synchronized with the video according to
the subtitle presentation times. If a subtitle element was being presented during the pause
operation, it is frozen until the video playback is resumed again. While the SMIL time line is
paused all its time-dependent components remain in pause until the time is resumed again.
Subtitles are synchronously presented depending exclusively on the SMIL timeline and its
own presentation time. When the user generates jumps in the video timeline by seeking a
concrete time position, the video application sends a signal to the SMIL timing container
indicating that the time position has to be updated. After the update, each subtitle
component is presented according to the new current position on the SMIL timeline. Figure
20 outlines this behavior when the jump is forward in time.
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Figure 20. Time-based strip diagram with two video seek operations.

The change of the subtitle language operation, which is outlined in Figure 21, requires
loading of a new subtitle file (according to the SRT specification). This file can be obtained
and loaded dynamically from a remote location while the video is playing. The loading
operation can add a non-predictable latency depending on the quality and speed of the
connection required to get the new file. Since the user generates the language change event,
the subtitles of the current language (language 1) can be still displayed until the system is
able to present the new language subtitles (language 2) in order to maintain the continuity
of subtitles. However, tests driven on the system indicate that this can be confusing for the
user because the system does not seem to react (somehow) to the user action immediately.
Instead, if the current language (language 1) disappears when the user starts the action he
gets the feel that something happened and the system is working.

Figure 21. Time-based strip diagram with a subtitle language change operation.
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For testing purposes we have simulated latencies up 15 seconds, which is the default
HTTP connection timeout of Apache 2.0 web server. In practice, the subtitle file is usually
obtained in much less time due to the file size (less than 100KB for a 2 hours film) and a
proper connection quality.

Finally, the screen export operation required for multi-screen scenarios is the
responsible for starting synchronization between the main screen and the secondary
screens. As shown in Figure 22, when a secondary device is connected to the main system to
obtain a complementary language for subtitles, the system exports its SMIL time container
to the secondary device taking into account the starting time and the current time. This
enables the secondary device to have the same time reference that the main system,
keeping the synchronism between both systems as long as the main system does not modify
its own timeline. When this occurs, the main system sends a signal to the secondary device
to update its timeline according to the main system. In this case, it is assumed that both
systems are in the same environment (e.g., the home environment), so the latency of this
signal can be negligible or it is short enough to ensure a proper user experience. However, if
a pause operation generates a jitter between both paused systems, the secondary device
may display the content slightly advanced in time (e.g., the next subtitle is displayed in the
secondary device while the main system does not display it yet). When occurs, this
inconsistency is solved in the next playback or seek operation, when the main system sends
again its current SMIL time to resynchronize both systems. This point is included within the
user experience evaluation driven in this work, which is described in Section 4.4.2.
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Figure 22. Time-based strip diagram with a screen export operation.

3.3.3. Analysis of the Current Platform Support

The platform support for the proposed solution depends on the availability of a web browser
and its support for some HTML5 features such as the video and audio management, SVG and
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SMIL animations. Although a variety of browser plugins and SVG players exist, we focus on
the native support for SVG by the main web browsers in order to ensure maximum ubiquity.
In this section we analyze the support for these features in three different application
environments: desktop, mobile and TV.

Desktop environments

Nowadays, all major modern desktop web browsers provide support for HTML5 and SVG to
the level required by the proposed solution, with the exception of Internet Explorer, which
can present some problems with SMIL animations. Google’s announcement on August 2010
that it had begun to index SVG content (standalone files as well as embedded in HTML5
documents) and cases of successful applications such as Wikipedia (which presents SVG
images) all push for a wider acceptance of the format. Table 5 summarizes the support of
the proposed subtitling solution in main desktop web browsers. The table presents the main
features that are required for building the proposed subtitling solution and its availability in
the main web browsers. As this analysis was previously performed in mid-2011 in [74], the
table shows the evolution from those results (first column) to the current state of web
browsers for supporting the solution (second column). The table also shows how the
development teams of major web browsers are seriously involved in providing full support
to HTML5 and its related technologies such as SVG and SMIL. This fact is more evident in the
mobile side, where the industry seems to progress more rapidly in this direction.

HTMLS5 documents X X X X X X X X X X
HTMLS5 Video X X X X X X X X X X
SVG basic support X X X X X X X X X X
Inline SVG X X X X - X X X - X
SMIL animation X X X X X X = - X X

Evolution of the HTML5 feature support between different browser versions.

Table 5. Support of the proposed solution in main desktop web browsers.
For each browser, the first column indicates the support of the available browser version in
our previous study (mid 2011) and the second column indicates the support of the current
browser version (early 2012).

70




Chapter 3. Generating cross-platform applications for interactive TV

According to the table, the proposed subtitling solution is supported in all major desktop
web browsers with the exception of Microsoft’s Internet Explorer, which has not updated
the previous version and it still requires a third party library or plugin to deploy SMIL
animations. Moreover, as far as we know, the support of this feature in next version of the
browser (10.0) was unknown at the time of writing this research.

Mobile environments

The mobile industry is evolving rapidly to HTML5, which facilitates the development of
mobile web applications. Proof of this is the recent support of new HTML5 features by all
major mobile web browsers. Less than one year before, we concluded in [74] that mobile
web browsers were still some way back when compared to the HTML5 development in
desktop browsers. Nowadays, the support that mobile web browsers can provide to HTML5
and especially to SVG and SMIL can be fully comparable to desktop environments. As shown
Table 6, all the HTML5 features required for the implementation of the proposed subtitling
solution are now supported by all major web browsers for mobile environments. This means
not only that the solution is totally feasible for the mobile market but also that all kind of
multimedia applications with content synchronization, scalable graphics and SMIL
animations on these graphics are now accessible by most of the users with a smartphone or
tablet. This global support should lead to a greater spread of this type of applications for
mobile devices. As in the evaluation of the browser support for desktop environments, Table
6 presents the evaluation of the required HTML5 features in the analysis done at mid-2011
(first column) compared to the current state of mobile web browsers.

HTMLS5 documents X X X X X X X X
HTML5 Video X X X X X X X X
SVG basic support X X - X X X X X
Inline SVG - X - X X X - X
SMIL animation = X = X X X = X

Evolution of the HTML5 feature support between different browser versions.

Table 6. Support of the proposed solution in main mobile web browsers.
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For each browser, the first column indicates the support of the available browser version in
our previous study (mid 2011) and the second column indicates the support of the current
browser version (early 2012).

TV environments

The interactive TV situation is fuzzier than for mobiles because the technological details of
what constitutes a Smart TV have not yet been clearly defined. Currently, three main

approaches coexist as Smart TV platforms:

1. Device and Internet operators have presented their own solutions. In the case of
Apple and Google (which have respectively created AppleTV and GoogleTV) the first
provides an integrated Set-top Box (STB), whilst the second provides a framework
deployable on prepared STBs and TVs. Both support the main features of HTML5, but
they do not yet support SVG animations.

2. TV manufacturers build Internet-capable devices that combine the TV video flow with
web applications and widgets. Their browser implementations provide little support
for HTML5 features as they have very limited resources (even less than mobile
devices). Nowadays, Smart TVs are the current trend for this kind of systems, which
also include applications for adding new services and applications.

3. Some Internet video service providers (e.g. Netflix, Boxee) are interested in
collaborating with TV and STB manufacturers to deploy their services on a variety of

terminals.

In any case, the support for HTML5 and SGV animations on smart TV devices depends on
the available device resources to deploy a web browser that supports the required features.
Fortunately, the Open IPTV Forum recommends the use of SVG (SVG Tiny 1.2) for declarative
environment applications on the client side [75] and some initiatives for the standardization
of hybrid digital TV platforms (such as HbbTV) are following this model. Even so, the SVG
specification could add some features in order to make SVG more suitable for TV (e.g.
support for TV-related remote control keys, ability to seek in time and speed for fast
forwarding/rewinding, etc).

3.3.4. Remarks

This section has presented a novel approach for video subtitling which enables a flexible
management of subtitles in the client side. It allows multi-screen solutions that can be
applied in the home environment and public spaces. Section 4.4 describes the experiments
driven with this solution for evaluating the suitability and correctness of the proposal.

3.4.Summary of the Chapter

The chapter has presented the proposals and main contributions around the cross-platform
design of interactive applications for TV environments.
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The main proposal, presented in Section 3.1, describes the methodology for building and
maintaining cross-platform applications based on the standard DVB-PCF. This portable
content description enables an easy translation into platform-specific formats by its high-
level definition of the user interface, which describes the user experience rather than the
implementation details.

The implementation of this methodology has generated a software framework and an
integrated development environment for enabling developers and content editors an easy
authoring of cross-platform iTV applications written in DVB-PCF. These tools, presented in
Section 3.2, enable the validation of the proposed methodology and further experiments in
this area.

Finally, Section 3.3 presents a novel proposal for synchronizing video subtitles on web-
based platforms. It is based on the Scalable Vector Graphics (SVG) standard and reduces
considerably the code required by an application for managing time issues.
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CHAPTER 4

EXPERIMENTS AND VALIDATION

“Your scientists were so preoccupied with whether or not they could,
they didn't stop to think if they should.”

Dr. lan Malcolm (“Jurassic Park”, 1993)

This chapter presents the experiments driven for validating the proposals of this research
and discusses the provided results. The proposed methodology is validated through the
implementation of two different transcoders for translating an iTV application written in
DVB-PCF into MHP and HTML5. The proposed software framework has been used for
creating a second cross-platform application based on an eHealth service for TV. Finally, the
proposal for synchronizing subtitles on web-based platforms is analyzed through its
implementation on three use cases and validated through the user experience evaluation of
the most representative.

4.1.Experiments Driven for Validating the Proposed Methodology

This section describes the experiments driven for the validation of the proposed
methodology. The objective was to demonstrate the translation viability of the cross-
platform DVB-PCF description of an iTV application into two platform-specific programming
languages with different programmatic models:

e HTMLS5, as a declarative format language, and

e MHP, as a procedural format language.

The description of the translation process for each platform-specific format has been
divided into different parts related to the features of a typical iTV application:

e Component matching: State the relationships between DVB-PCF components and the

components of the target programming language.

e User interaction and navigation: State the behavior of the application in response to

the user generated events.

e Content provider interaction: Define the two-way communication between the

application and the content provider.

e Content synchronization: Presents the particularities for synchronizing contents in

each target format and the issues for being translated from DVB-PCF.
e Remarks: This final section summarizes the partial conclusions of each specific use
case.
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Finally, this section presents the overall results and conclusions obtained from these
experiments.

4.1.1. Use Case description: Virtual Campus for iTV

Firstly, the presented methodology was successfully applied in the development of an iTV
application for learning environments in the context of the HDTVNext European project
(AVANZA [+D TSI-020400-2008-44). This project achieved in 2010 a complete chain of
1080p50 TV: from the content acquisition to its presentation in consumer devices. It means
that the video coding format must be progressive (non-interlaced) at 1080 lines per frame
and at 50 frames per second (the commercial term for Full HD, for example, refers typically
to 1080p25). The key innovation of the project application was the development process,
which enabled the design of an iTV application for multiple platforms through the DVB-PCF
standard. In the abovementioned European project it was decided to use an IPTV platform
to demonstrate the viability of the 1080p50 chain, hence we applied our cross-platform
strategy for building a HTML5 application (the optimum format for the defined by the
platform). This was the first transcoder we developed and, as far as we know, the first DVB-
PCF to HTML5 transcoder published in a scientific publication [81]. In this work we explored
DVB-PCF as cross-platform presentation format and its facilities to be translated into another
declarative language such as HTMLS5. That process is described in Section 4.1.2.

After that research and subsequent experimental work, a DVB-PCF to MHP transcoder
was developed to demonstrate the viability of generating procedural descriptions in addition
to declarative ones. This experiment was useful to show the differences between both
programmatic models when transcoding a DVB-PCF description. The process is described in
Section 4.1.3.

4.1.2. Transcoding DVB-PCF for Declarative Runtime Environments: HTML5

Next lines describe the performed process for building a transcoder from DVB-PCF
descriptions to HTML5 code.

Application Container

The container into which the application is translated corresponds to the basic structure of a
HTML5 application. When a DVB-PCF application description is translated into HTML5, the
transcoder generates this structure according to the configuration parameters of the DVB-
PCF Service component. It includes the references to the behavior (JavaScript) and style
(CSS) of the application. The remaining components of the application are accommodated
within this structure, presented in Figure 23, and the related JavaScript files.

The presentation style of the application is defined in the CSS file stylesheet.css and the
behavior, in the JavaScript file behavior.js, which can include other JavaScript files for a
modular implementation. Both documents are filled with the style and behavior of each
application component.
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<!DOCTYPE html>

<html lang="en-US">

<head>
<meta charset="utf-8" />
<meta name="keywords" content="key, words" />
<meta name="description" content="description" />
<link rel="stylesheet" href="stylesheet.css" type="text/css" />
<link rel="icon" href="favicon.ico" type="image/x-icon" />
<script type="text/javascript" src="behavior.js"></script>
<title>Application Name</title>

</head>

<body>
<div id="appCommonComponents"> ... </div>
<div id="appSceneContainer"> ... </div>

</body>

</html>

Figure 23. General container of a HTML5 transcoded application.

The <body> tag contains two sub-containers for including the rest of the application
components. The first corresponds to the components that are common for all the scenes of
the application such as the background and the navigation elements. The second includes
the structure of the application scenes and its components. This separation enables an
efficient management of the scene switching and facilitates the maintenance of the
application for adding and removing scenes if necessary.

Component Matching

The implementation of the transcoder requires knowing how to transform each DVB-PCF
component (source) into HTML5 (target). Table 7 summarizes the clustering with the main
DVB-PCF components depending on its transformation complexity. A direct translation
implies that there is a one-to-one matching between the source and target components.
When this is not possible, the source component must be transformed into a set of target
components with a common objective, which we called widgets.

The components with simple adaptation are transformed into an HTML tag and its CSS
data in order to define the component style. As its definition and transformation are quite
simple, it is quite likely that the implementation of this transformation will be regular. This
behavior is not the same for components with a complex adaptation, which can be
interpreted differently depending on the transcoder implementation. For example, a
SpinControl component can be written and rendered in several ways for a web-based
environment. In the following lines are described the DVB-PCF components that form
complex widgets in a translation into HTML.
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Main DVB-PCF components

Visual Components Non-visual components
Simple Complex Simple Complex
(direct translation) (widget generation) (direct translation) (widget generation)

e Background e Basic Shapes e Audio e ReturnPath
¢ HintTextBox (Rectangle, Ellipse, e Cookie e Stream
e Image etc) e CurrentTime e StreamEvent
e TextBox e Clock e Random
e InputComponents | ® ConnectStatusimage | e Timer
e Video ¢ ImageAnimated

e ImageScalable

e Menu

e NumericNavigator
e SpinControl

e Subtitles

e Ticker

Table 7. DVB-PCF component clustering for generating HTML5 code.

The basic shapes components such as Rectangle, Line and Pixel can be translated within
a Canvas element, which is part of HTML5 and is supported by the main web browsers.

The Clock, ConnectStatusimage, SpinControl and Ticker components are visual widgets
implemented in HTML layers and managed by JavaScript functions.

The HTML5 Video tag allows the overlay of other HTML objects in a relatively
straightforward way, so components such as Clock, Ticker, Subtitles and any other widget
can be presented on the video without any plugin or additional code.

The ImageAnimated is a component used to display a simple sequence of images and
ImageScalable displays a still image with control over its scaling and presentation. Both of
them can be easily implemented with JavaScript functions to form a widget.

The Menu and NumericNavigation are navigation components explained below with the
user interaction and navigation related issues.

The ReturnPath set of components provides control over the return path and its status
when this communication path is not always available, as is the case with dial up or some
satellite connections.

Finally, a Stream component controls the connection to a set of one or more elementary
media streams, such as Video, Audio and Subtitles. Depending on its defined complexity, it
can be translated directly into a Video tag component or, if advanced functions are required
(e.g. subtitles), into a more complex widget. The Stream component also may contain
StreamEvent components to provide media synchronization.
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User Interaction and Navigation

In DVB-PCF, the user interaction is mainly defined through custom key events that activate a
specific behavior, or by the component class default behavior — if the component includes
predefined behavior. For example, the DVB-PCF Menu component reacts to the UP/DOWN
user keys by moving its highlights over its menu items without the explicit service author
description of this behavior. The custom events are divided in two parts: the trigger and the
“to do” action. For user events, the trigger is a key-stroke event activated by the remote
control that activates the behavior specified in the event node.

When translating to HTML5, this mechanism is implemented by defining the JavaScript
onkeydown event and performing the key code matching between the defined DVB-PCF
virtual keys (for example, the VK_COLORED_KEY_0 key code) and the specific platform key
codes from the remote control. This matching is defined in a key matching configuration
table, which is provided to the transcoder as part of the platform profile.

Mouse and touch events have also their corresponding Javascript functions to detect the
user interaction (onclick, onmousemove, ondrag, etc). The transformation of these events
does not require further configuration actions.

HTML5 does not define complex widgets such as the Menu component, so a direct
translation is not possible. The most similar is the HTML5 <nav> tag, which defines a
navigation section, though it does not include any predefined behavior associated. The
Menu component allows the navigation and selection of one of a set of options presented in
a visually coherent ordered list. The NumericNavigator component provides the navigation
capability through the service using the numeric keys. In both cases, the component
maintains an array of labels to specify the item order and, in the Menu component, it is also
possible to define the looping behavior of the menu items through the menuloop property.
The translation of these components can be implemented in a similar way as the custom
user key events by adding a JavaScript object to manage an identifier array of HTML nodes
and by controlling its behavior through the specified component properties.

Finally, the scene navigation within the scene is mainly done by the translation of the
HistoryNavigate component to the JavaScript History object and the SceneNavigate
translation to the JavaScript Location object. While the former allows navigation through the
document history stack the latter enables the transitions to any specified URL.

Content provider interaction

A particular case of the application behavior is the interaction with the content provider
through a two-way return channel. It enables the acquisition of dynamic contents and the
user participation on iTV services. The DVB-PCF return channel specification has been
translated into an Asynchronous JavaScript and XML (AJAX) widget that encloses the typical
behavior of the typical return channel functions.

The AJAX, as defined in [77], is a set of technologies used to build rich Web applications
usually with improved performance, interactivity and user experience. It is based on:
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e HTML/XHTML and CSS for the presentation;

e the Document Object Model (DOM) for representing and interacting with objects;

e XML and the eXtensible Stylesheet language Transformations (XSLT) for the

interchange and manipulation of data between the server and client platform;

e the XMLHttpRequest object or equivalent for the asynchronous communications; and

e JavaScript for binding everything together [78].

AJAX enables the request and the display of specific contents without reloading the
entire current page. It reduces the amount of required data for each transaction and
enhances the user experience. Moreover, the reduction in bytes of HTTP responses is
significant, over 56% average according to [79]. This saves transmission time between server
and client, reduces the required bandwidth, and improves the response time.

For a translation from DVB-PCF into a Rich Internet Application, making an intensive use
of AJAX, the DVB-PCF transcoder generates a unique HTML file for the application root. It
contains:

e the appropriate AJAX requests to apply the suitable scene changes and manages the

related dynamic data transfers with the server;

e the first scene of the service; and

e the set of components shared by all the scenes (e.g. header logo).

When a dynamic data transfer is needed, the DVB-PCF description includes a transaction
component and its behavior. Application developers are free to specify the return path
related items as shared components as well as scene specific components. The rest of the
scenes are translated to the necessary JavaScript code that embodies the scene items in
HTML and the functions to update the specific DOM elements.

When a change of scene is requested, the components of the previous scene are
replaced with the new ones to avoid that the memory size of the client platform increases
unpredictably. In order to complete the deployment of the generated service, the
application server must:

e include the suitable request attention module to process the dynamic data request;

e access the system information (if needed); and

e return information related to the client STB.

This last part of the service implementation is highly dependent on the application server
technology, but by applying AJAX techniques, it can be fully independent from the
application layout, where the specification of the user experience of the iTV service resides.

Content synchronization

Content synchronization in HTML5 can be purely implemented in JavaScript or SMIL. While
the former requires a custom implementation for the management of the timeline (i.e. firing
events at a specific time, listen to component events, etc), the second provides a global
timeline that is a time reference for every component of the user interface. SMIL has no
natural competitors as markup language for describing time-based presentations, so that
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any other solution would rely on scripting. However, the flexibility of a scripting language
such as JavaScript enables animations that are not feasible with SMIL.

For translating DVB-PCF descriptions into HTMLS5, the simplest solution was chosen and
the DVB-PCF Stream component (which can include video, audio and StreamEvent
components) was translated into a SMIL container with its own timeline.

The iTV application developed for this use case includes multimedia synchronization for
presenting the news that are related to the TV program consumed by the user. When a
specific program starts, the related StreamEvent calls a procedure that presents the related
news on the screen.

Remarks

This first experiment demonstrated the viability to transform cross-platform DVB-PCF
descriptions into web-based applications. Browser capabilities facilitate the implementation
of features related to the content provider connection and Internet browsing. HTML5
browsers take also the responsibility of some application layers such as the video codec
management and the application timeline (thanks to SMIL). Figure 24 presents a capture
example of the HTML5 application obtained from the described transcoding process and
shown in a desktop browser.
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Figure 24. Example of the HTMLS5 application obtained from the DVB-PCF transcoding.

4.1.3. Transcoding DVB-PCF for Procedural Runtime Environments: MHP

All transcoders implemented through the methodology presented in this work share the
parsing of DVB-PCF descriptions for generating the memory model that describes the entire
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application (i.e., a PCFModel instance). Each specific transcoder transforms the memory
model into the target application format. This structure enables an easy addition of new
transcoders to the system while minimizing the code required for implementing each
transcoder. The main objective for the implementation of this transcoder was demonstrating
the viability of generating procedural-based iTV applications with the proposed
methodology. Next lines describe the transformation process.

Application Container

The conventional model for Java applications does not work well in iTV environments. The
basic Java application model assumes that only one application is executing in a given virtual
machine, and that the application itself is in complete control of its lifecycle. This is less than
ideal for a digital TV receiver, where several applications may be running at the same time,
and where there is a need to enforce some separation between the applications.

Java provides an alternative to conventional applications that is a good starting point for
what a digital receiver need: applets. Unlike a normal application, applets can be started and
managed directly by other software components (such as the web browser), and several of
them can be executed in the same web page at the same time.

The digital TV world is not the same as the Web, and so some changes had to be made in
order to adapt the applet model to digital TV receivers. The result is known as Xlets. These
are a concept similar to applets that have been introduced by Sun in the JavaTV specification
and adopted as the Java application format for MHP and related iTV standards. Like applets,
the Xlet interface allows an external source to start and stop an application, as well as
controlling it when application is running.

In order to meet these requirements, the application structure of an MHP application
(hereafter Xlet) has to implement the javax.tv.xlet.Xlet interface. Figure 25 presents the Xlet
container where any transcoded application is fitted.

public class ApplicationName implements Jjavax.tv.xlet.Xlet
{
public ApplicationName () {}
public void initXlet (javax.tv.xlet.XletContext context)
throws javax.tv.xlet.XletStateChangeException {}
public void startXlet()
throws javax.tv.xlet.XletStateChangeException {}
public void pauseXlet () {}
public void destroyXlet (boolean unconditional)

throws javax.tv.xlet.XletStateChangeException {}

Figure 25. General container of a MHP transcoded application.
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Like applets, Xlets have to include public methods that allow the application manager to

initialize, start, and stop it. In contrast, Xlets can also be paused and resumed. The reason for

this is very simple — in a STB environment several applications may be running at the same

time, hardware restrictions mean that only one of those applications may be visible at any

time. In this scenario, non-visible applications must be paused in order to keep resources
free for the visible.

Component Matching

MHP uses the standard Home Audio Video Interoperability (HAVi) [80] for describing the
graphic user interface. In particular, a subset called Level 2 User Interface, which includes
the lightweight elements of the standard java.awt package. Table 8 shows the DVB-PCF
component clustering for generating a MHP application.

Main DVB-PCF components
Visual Components Non-visual components
Simple Complex Simple Complex
(direct translation) (widget generation) (direct translation) | (widget generation)
e Background e Clock e Audio e ReturnPath
e Image e ConnectStatusimage | e CurrentTime e Stream
o TextBox e ImageAnimated e Random e StreamEvent
e InputComponents | e ImageScalable e Timer e Cookie
e Video e NumericNavigator
¢ Basic Shapes e SpinControl
(Rectangle, e Subtitles
Ellipse, etc) e Ticker
e Menu e HintTextBox

Table 8. DVB-PCF component clustering for generating MHP code.
The differences with the analysis performed for HTML5 are highlighted in bold.

The main difference with HTML5 is that MHP does not provide some elements related to
the browser engine and Internet browsing, such as the hint box (used for labeling elements)
and the cookie. In contrast, HAVi provides basic shapes and menu components as basic
graphic elements.

User Interaction and Navigation

Most MHP platforms will receive user input from a remote control. While input from a
keyboard (and possibly a mouse) may be available, it's not very likely that this will be used in
most cases. Table 9 shows the key events defined by the MHP receiver which may be
generated by a remote control, extracted from the MHP 1.0.3 Specification [57].
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Constant name Key Key code
VK_UP up arrow not standardized
VK_DOWN down arrow not standardized
VK_LEFT left arrow not standardized
VK_RIGHT right arrow not standardized
VK_ENTER enter (also known as select or OK) not standardized
VK _0toVvk 9 number keys 48 - 57
VK_TELETEXT teletext key 459
VK _COLORED KEY 0 first coloured key 403
VK_COLORED_KEY_1 second coloured key 404
VK_COLORED_KEY_ 2 third coloured key 405
VK_COLORED_KEY_3 fourth coloured key 406

Table 9. Key events that may be generated by an MHP receiver.

Key codes for VK_UP, VK_DOWN, VK_LEFT, VK_RIGHT and VK_ENTER are all defined by
the Java platform. While the remote control may generate other key codes as well, these are
the only ones that are actually guaranteed to be available on every receiver. It is not
advisable to rely in any other.

Before an application can receive user events, it must choose a UserEventRepository that
defines the group of events that the application wishes to receive. Once the application has
defined the set of keys it wishes to receive events for, it can use the EventManager class to
request access to these events. This class follows a singleton pattern design to avoid multiple
instances of the same object, which can be obtained by calling the
EventManager.getinstance() method.

One of the problems arising from allowing applications to receive events without having
any visible user interface component is to understand how the receiver will behave at any
given time. One example could be the case when the user is just watching TV and the digit
buttons stop working because they are actually being intercepted by an application instead
of being used to change the channel. That spoils the user experience. So, users need to
recognize whether they are watching TV or interacting with an application.

The MHP specification recommends that applications without an obvious user interface
should only use the colored keys or the teletext button, and that all other buttons should be
left for the navigator. This allows developers to build applications that are activated with a
single key stroke (e.g. pressing the red button shows more information about the product
shown on the screen and opens an interactive advertisement) without interfering with the
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rest of the TV system, which is what people expect. According to MHP recommendations,
applications wanting to use other keys must display a user interface that covers at least 3%
of the total screen area in order to allow the user to easily understand the application
context that is enabled in each moment.

Content provider interaction

The interactive broadcast and Internet access profiles of MHP include support for using a
return channel in the MHP receiver to communicate with the outside world. Connection
session is managed through the ConnectionRClInterface class and connection parameters are
stated in ConnectionParameters.

When transcoding DVB-PCF descriptions, server connection parameters are sometimes
unknown. An application provider can generate MHP applications for multiple vendors
without knowing the details of the server connection for the return channel. In order to
overcome this issue, the transcoder generates a configuration file for the MHP application
that can be manually modified to adapt the MHP application to any service provider
platform.

Content synchronization

If an application is associated with a specific TV show, it's often useful to be able to
synchronize the behavior of application to the action on screen. In many multimedia
authoring systems such as SMIL, this is based around the concept of a timeline where the
changes in behavior take place at a specific time.

One problem with broadcast iTV services is that there is not a global time reference for
applications, at least when talking about a broadcast MPEG-2 stream. Since we can join the
stream at any point, we have no way of knowing how long it is since the stream started (or
even what the concept of 'starting' means in a broadcast sense). This means that we can't
use media time as a mechanism for synchronizing applications to their associated media.
Instead, we use some extra capabilities defined by DSM-CC to help achieving the
synchronization required.

DSM-CC stream events are markers embedded in a transport stream via MPEG-2 private
sections, with each marker consisting of both an identifier and a time reference. The
identifier allows each stream event to be distinguished from others and the time reference
indicates at what point in the stream the event should be triggered.

As well as the stream events themselves, the transport stream will also contain an object
carousel formed by a set of stream event objects. These identify each event by a textual
name, and allow the mapping of this name to the numeric identifier contained in the event
itself. This can be performed with Normal Play Time (NPT), specified in the DSM-CC
specification. An MPEG-2 stream may include an NPT timecode for a global time reference
for the stream. While this timecode is separated from DSM-CC stream events, and is carried
in its own descriptor, DSM-CC stream events can use this timecode to help decide when to
trigger events.
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From a DSM-CC perspective, stream events are split into two parts: stream event objects
and stream event descriptors. DSM-CC stream event objects are stored in an object carousel,
and are just like any other DSM-CC objects. A stream event object provides a general
description of a stream event, which includes an event ID and a human-readable name. This
allows a receiver to know the set of the events that can be generated in that stream, and
helps it to check if an application is registering itself as a listener for events that actually
exist.

The stream event descriptor is the second part of the conrnerstone. This is embedded in
the MPEG stream as a marker, and tells the receiver that an event has actually been
generated. A stream event descriptor contains three main attributes: the ID of the event, an
NPT value at which the event should be generated, and some application-specific data. The
ID allows the receiver to work out which stream event object is associated with this
descriptor. Since a broadcaster can't be sure exactly where a descriptor is inserted into an
MPEG stream, each descriptor carries an NPT value indicating when the event should be
triggered. This allows the receiver to know in advance that it should generate an event when
a specific NPT value is reached, giving a little more predictability. It also adds a little more
reliability into the system, since the broadcaster can send several stream event descriptors
with the same values in order to make sure at least one of them is decoded properly. The
MHP specification says that for most stream events, they should be signaled at least once
every second for a minimum of five seconds before the time they should trigger.

A stream event descriptor can also tell the system that the event should be triggered
immediately - these are known as “do it now” events. This mechanism allows stream events
to be easily inserted in to live TV shows. For instance, a sports application may use stream
events to detect when a goal has been scored in a soccer match, and which team has scored.
Stream event descriptors containing “do it now” events are only broadcasted once per event
and so, the receiver has to make sure that it receives them properly.

Whenever a stream event descriptor is received, the receiver takes the following steps:

1. It checks if any other event object with the same event ID is present in the default

object carousel. If present, then the descriptor is ignored.

2. If the encoding of the descriptor shows that the event is a 'do it now' event, then the
event is triggered immediately.

3. Ifthe event is not a 'do it now' event, the receiver checks the NPT value at which the
event should be triggered. If an event with the same event ID is already scheduled to
be triggered at the same NPT value, or if the NPT value has already passed, then the
event descriptor is ignored.

4. When the NPT value reaches the value specified for a scheduled event, the event is
triggered.

One advantage offered by this separation of stream event objects and stream event

descriptors is that events can be re-used. Several stream event descriptors can contain the
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same event ID, even if they are triggered at different times and contain different private
data. This allows an application to use the event ID to define 'classes' of events.

When translating a DVB-PCF description into MHP, any StreamEvent component is
converted to a DSMCCStreamEvent class in MHP and the application subscribes to that event
when needed.

In the example for synchronizing news with the TV program consumed, the application
creates two functions: an event listener for attending the changes on the TV program and an
event consumption function for changing the news content. When a new TV program
triggers the defined event, the receiver framework launches the event consumption function
with the specific parameters for presenting the related news. Figure 26 presents a capture
example of the MHP application obtained from the described transcoding process and
shown in a HD TV at 1080 lines per frame.
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Figure 26. Example of the MHP application obtained from the DVB-PCF transcoding.

Remarks

This second experiment yields some findings: it showed the details from transcoding from
DVB-PCF to MHP and the differences with the HTML5 process. The lack of a browser engine
and the simplicity of the MHP framework for defining graphic user interfaces require more
code effort for building a transcoder. Moreover, implementing synchronization in MHP is
not as easy as in HTML5 and requires more expertise for developing synchronized
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applications. The MHP application architecture is more complex than HTML5 and its learning
curve can be slower. In contrast, some graphic elements are easier to implement in MHP
than in HTMLS5, such as basic shapes and some menu controls.

In addition, HTML5 is supported in a wider range of platforms than MHP, which
facilitates the deployment of the generated web-based applications to different devices
(such as mobile phones) with minimum changes for being adapted to each device. The
implementation of progressive enhancement techniques in the application development
reduces considerably the required effort for adapting the application to different devices but
increases the application code by the device feature detection. This feature detection enable
the application to provide its mobile version when a user request the access from a mobile
device. Figure 27 shows two simple examples of mobile web applications obtained from the
translation of DVB-PCF descriptions. The first capture corresponds to the case described in
this section and the second is another example application that was developed to explore
more content synchronization cases.
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Figure 27. Mobile web applications obtained from DVB-PCF descriptions.

Regarding MHP, no further studies have been carried out with this format in this
research due to the current deployment status of this specification.
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4.1.4. Results & Partial Conclusions

DVB-PCF has enabled an easy way to apply the concept “write once, adapt to anywhere”
on the development of iTV applications. The architecture and lightweight definition of this
standard provide the required flexibility for designing cross-platform iTV applications and its
transcoding into platform-specific formats such as HTML5 and MHP.

4.2.Validation of the Proposed Development Environment

The set of developed tools for applying the proposed methodology have been validated
through the generation and transformation of an eHealth application for iTV. This
application is based on the access to a personal health record management service, provided
by MAG S.L. [82], in the context of a R&D project®. Most of user interface components and
interface behavior of that application were designed using VisualPCF and translated into
HTML5 with the built-in transcoder. The current section describes that process.

4.2.1. Use case description: Personal Health Record Management for iTV

This iTV application enables the access to a personal health management service (Info33)
that aims at improving the user access to personal medical information from its own home.
The service also enables the interaction with professional health personnel for medical
consultations and report generation. The TV platform consists of a Linux-based set-top box
that runs the XBMC media center and the built-in iTV application, which establishes a secure
connection to the service for transmitting data in XML format and enables the user
management through a TV-based graphic user interface. In addition, the platform enables
user multimodal interaction to facilitate the accessibility to anybody. Figure 28 shows the
architecture of this system.
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Figure 28. Architecture of the eHealth system developed for TV.

> “La eSalud al servicio del ciudadano”. AVANZA TSI-020302-2009-85. Spain, 2011.
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Key technical features of that iTV application:

e Layout for high-definition screens (HD 720 and HD 1080).

e Information management divided into tabbed scenes.

e Multimodal interaction: Remote, voice, keyboard and mouse.
e Play local and remote video sources.

e Get XML data from a remote web service.

The iTV application was built as a cross-platform solution in order to facilitate future
deployments on different iTV systems. However, due to limitations of the implemented tool,
the critical parts of the application such as the speech recognition, the Web service
communication and the XML data parsing were developed later.

4.2.2. Development of a cross-platform iTV application: VisualPCF

The following section describes the basic steps for building an iTV application using
VisualPCF, based on the presented use case.

Background

When creating a new project with VisualPCF, the environment creates a new DVB-PCF
application and a new black panel for starting the edition of common components of the
user interface. No scenes are created yet.

One of the first elements that can be added to the application is the background image
that is shared by all the scenes. In the “common components” scene (which is not a real
scene), the Background item is selected in the palette and a dialog enables the selection of a
local image file. When loaded, the image is copied locally in the project folder and presented
in the editor. jError! No se encuentra el origen de la referencia. outlines this step.

Static Layout

The layout is mainly structured through layout containers, which may have components and
other containers. A Container component is the equivalent to the <div> container in HTML
interfaces. At the time of writing, the layout is only based on a fixed positioning for defining
positions and sizes of elements. Hence, these parameters have to be configured for each
visual element of the application. Any user interface component such as text, image and
menu can be included as common components for defining the overall look and feel of the
iTV application. The properties for each element can be modified by visually selecting the
element and editing the Properties panel. iError! No se encuentra el origen de la referencia.
outlines this step.

Navigation

Navigation can be defined by adding a link to any existent visual component that points to a
different scene of the iTV application or to a remote source such as the content provider.
Special navigation components are the menu items. VisualPCF provides two classes of menu
items: Menu and TabbedMenu. Menu defines a vertical list of navigation items that change
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the presented scene. Similarly, the TabbedMenu presents a horizontal group of navigation
items that are rendered as tabs in the application for presenting different scenes or remote
content. Most iTV user interfaces contains a unique menu component to facilitate user
navigation with the remote controller.

The configuration of the navigation component includes the definition of the target
scenes. The scenes can be defined as application scenes (content is defined within the
application) or remote content. When referencing a new application scene VisualPCF
generates the code structure for the new scene and the navigation links between scenes.
Remote content is defined through a URN identifier to enable the connection to a remote
server which has to provide the content for that particular scene in a suitable format. iError!
No se encuentra el origen de la referencia. presents an example of the definition of a tabbed
menu component and its scene configuration. The result is shown with some added style
properties for a better presentation.

Dynamic information

VisualPCF enables the definition of dynamic content in different ways:

e Creating a new scene for showing remote content (already explained): This content

needs to be formatted in the server side. The application directly injects the received
code without parsing or validating it. This is useful for presenting preformatted code
in the iTV application such as web pages or predefined widgets.

e Creating a Container component with a reference to the remote content: Similarly to

the previous case but for a specific component instead of a scene.

e Referencing components: Most VisualPCF visual components allow the configuration

of a reference parameter. When stated, this parameter informs the application that
the content for that component has to be acquired from a remote location.

e Defining external data sources: VisualPCF enables the definition of an external data

source for each scene, including common components. This means that developers
can configure the location where the application will obtain the specific data for each
scene when the user access to it. This way usually reduces the number of external
connections for acquiring dynamic information, which can be later referenced by the
user interface components. The application expects an XML data file for a better
cross-platform definition.
For the present use case, a specific external data source was defined for each scene. The
common components include the time values for the last update of the application and the
last connection to the system of that specific user.

Video

Video elements can be included to the user interface in two modes:

e Local/remote video file: Video included as a single file that usually requires the

loading of the entire file before its playback. It is useful for video elements that do
not change often.
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e \Video stream: Video defined as an elementary stream and included within a
transport stream, which also may include related audio streams and subtitles. This
component is usually stated for acquiring broadcasted signals or Internet streams.

The present use case included a video file presenting an avatar who welcomes the user

and helps with the navigation across the iTV application. iError! No se encuentra el origen de la
referencia. presents the configuration panel of VisualPCF for inserting video content and the
result on the editor.

Transcoding

The transcoding parameters of the VisualPCF project can be configured at any time before
the project compilation. The environment also enables the addition of new target profiles
for translating the DVB-PCF description into different versions of the iTV application
according to platform-specific requirements. iError! No se encuentra el origen de la referencia.
presents a screenshot of the transcoding configuration panel in VisualPCF.

Different target profiles can be configured for the same target application format but for
different reference screen sizes. In the example, the user interface is optimized for HD 720
(1280x720) and HD 1080 (1920x1080) displays. The scaling process is performed by the
PCFScaler module, previously described in Section 3.2.5.

Checking the generated application

Once the DVB-PCF description is transcoded into a target application format, the generated
code is stored in the distribution folder of the VisualPCF project. The application can be then
distributed or provided with no dependencies with VisualPCF or the DVB-PCF description.
Before that, the generated application can be visually validated within a suitable test
environment. In case of web-based applications, this validation can be usually performed in
a desktop browser taking into account that the server connection parameters have to be
properly stated in the application configuration XML file for dynamic data transfers.

Figure 29 shows a screenshot of the designed application in VisualPCF and Figure 30
shows the transcoded application within a desktop browser. Due to the limitations of the
current version of VisualPCF, some manual changes were required on the generated
application for deploying it in a production system.
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Figure 30. Browser validation of the application generated with VisualPCF.

In case of MHP applications the validation step requires a MHP testing platform or
emulation software for PC such as XleTView [83].
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4.2.3. Results & Partial Conclusions

VisualPCF has enabled the development of cross-platform applications for iTV from
authoring to code generation for a specific platform. The user interface editor has
demonstrated its flexibility for designing basic iTV interfaces, but it would be desirable to
add more complex iTV widgets (such as clock, ticker or even an application launcher like the
one used in MHP environments, among others). The creation of an authoring tool was
necessary to improve the development process in DVB-PCF and bring this standard to non-
expert developers and content editors. However, this approach could be improved by using
an existing authoring tool for generic user interfaces and transform the generated code into
a DVB-PCF description that can be integrated in the proposed system for generating cross-
platform iTV applications. This point is one of the short-term future challenges for the
present research.

The application use case discussed in this section provided the implementation details
for generating web-based applications in a cross-platform way. The same application has
been generated for two different screen sizes by simply calling the scaling module described
in section 3.2.5. The resulting application for HD1080 screens is shown in Figure 31.
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Figure 31. The eHealth application presented on TV.

94



Chapter 4. Experiments and validation

4.3.Validation of the Approach for Synchronizing Subtitles Across Web
Platforms

The proposed approach for video subtitling in Ambient Intelligence environments was
validated through its implementation into three different use cases that demonstrated its
accuracy:
e The SVG Subtitle Access Bar: Extends the functionality of a HTML5 <video> container
for web applications onto desktop browsers.

e Positioning subtitles on Interactive TV: Offers a solution for video subtitling in web-

based interactive TV environments;

e Presenting subtitles on a Second Screen: Makes use of mobile devices to present

personalized subtitles on a TV’s second screen.

4.3.1. The SVG Subtitle Access Bar

The SVG Subtitle Access Bar (SVG-SAB) is a web widget that extends the functionality of any
HTML5 <video> component to enable advanced subtitle functions. It facilitates the access to

video content on Web applications by the adaptation of subtitles to user needs and
preferences. This widget applies the proposed solution to synchronizing subtitles and video
content on the client side using SMIL animations. This keeps contents synchronized even if
the user dynamically changes the language, the subtitle text format and the position of the
text on the screen. Although it can be implemented on any web application, the main goal of
SVG Subtitle Access Bar is the experimentation with video subtitles for research purposes. It
enables the study of the optimal format of subtitles according to the context requirements
and user needs. All features can be changed dynamically through a web interface, which
means that the widget can be controlled by a third-party application that manages the user
and environment variables. This management may enable the dynamic adaptation of the
subtitle text color depending on the contrast with the video content and the environment
global lighting, the automatic language change according to the browser defined language or
the split of both sources (video and subtitles) for presenting one or both of them separately
on a second screen. As both sources are merged in the client side, unlike the traditional
subtitled video contents, they can work separately but synchronously in the same
application environment. This enables, besides the customization of the subtitle format, the
positioning of subtitles beyond the video window even beyond the main screen.

Figure 32 shows a snapshot of the SVG-BAR attached to a video component playing a
subtitled video. Subtitle languages can be selected and switched dynamically from remote
.SRT files. Each subtitle is added as a DOM node with its corresponding presentation time,
and SMIL manages these times in order to show each piece of text on the screen. To
maintain the content synchronization developers need not take into account neither the
current playback time nor the subtitle sequence order.
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Figure 32. The SVG Subtitle Access Bar presented on a desktop browser.

(a) Presents the overall features of the video component widget. (b) Example of the
dynamic language switching function. Different languages can be shown during the video
playback without synchronization failures. (c) Example of the dynamic subtitle
customization. The text color and gradient can be changed through a built-in color palette
and the text can be resized manually. Size can be extended beyond the video window if
necessary.
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When a language switch is applied, the widget removes the previous subtitles and adds
new ones without synchronization delay because the SMIL timeline is the responsible of
presenting each subtitle at the correct time. The SVG-SAB widget also enables modifications
on the text color and text size of the subtitle in order to enable its adaptation to the
requirements of the video, the application, the user and the context, e.g. text color can be
adapted to achieve a better contrast depending on the content and context lighting.
Adaptation of the subtitle can also be necessary to overcome user difficulties in accessing
content. The use and functionality of these subtitles is multiple: for language teaching and
language therapy [84], for people with visual impairments or color blindness, for the elderly
and people who speak other languages, or for those with literacy or comprehension
difficulties [85][86].

The content used for the experimentation in this research as well as the film shown in
the screenshots presented in this paper is “Elephants Dream” (2006) [87], an animation
open movie film initiated by Blender Foundation to promote the free software application
for animation made by the same foundation.

4.3.2. Positioning Subtitles on Interactive TV

On TV, subtitle customization enables better access to video content, especially within the
environment of interactive TV. Subtitles can be placed and sized properly to ensure
maximum readability, while the video content remains playing in an interactive user
interface. Subtitle position can also be modified in order to place it wherever is most
comfortable for the user [88]. This feature has been applied to construct an interactive
application for TV that presents video subtitles that are always readable even if the video
window is reduced in order to display the rest of the interactive contents. Due to the time
management of the SMIL browser engine, content is always synchronized even if it is visually
separated on the screen.

A proper subtitle positioning can also be generated automatically by the video
component when it is resized to be accommodated to the safe area on the screen by an
interactive application. As the enhanced video component is the responsible for managing
and presenting the subtitles, the interactive application does not need know the details of
presenting subtitles beyond accommodating them to ensure a correct visualization while the
user is browsing the application.

Figure 33 presents an example of interactive application for TV that implements this
smart widget for presenting video subtitles on connected TVs. The video is being played on
TV and the subtitles are presented in the language selected by the user. When the user
accesses to the interactive application the video component is resized and it is
accommodated within the interactive interface, then the widget detects automatically that it
has been resized and presents the subtitles accordingly. This is a very simple function but
outlines part of the capabilities and flexibility achieved by the proposed solution for
presenting subtitles on smart environments.
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Figure 33. Positioning of subtitles within an interactive TV environment.
In (a), the user is watching a subtitled video content on the TV. He then accesses the
interactive element and the video playback is reduced to a corner of the screen as shown in
(b). Here, subtitles are presented in normal size and positioned in the same place as before.

These environments surrounded by sensors and smart applications for detecting the user
needs, are only feasible if its components collaborate through common APIs that facilitate its
integration in the whole system. This is the case of web components and applications, which
are based on common standards, unlike native applications written for specific platforms.

4.3.3. Presenting Subtitles on a Second Screen

Within the home environment, a mobile device can be used as a second screen of the TV
platform onto which to extend its content and management options [89]. Mobile devices
can become an advanced remote controller, as well as the support for presenting the same
contents as on the TV set or some complementary contents. The access to video content can
benefit from this feature as it allows the personalized access to video subtitles by each user
through their own smart mobile phone. This can facilitate the access to content for people
with special requirements (e.g. the elderly, children and disabled people) and thus improves
the family balance. Out of the home environment, this solution can be applied on public
spaces as theaters, museums and conferences for providing subtitles or complementary
information to all users and it is language independent. This complementary information can
be permanently synchronized with the main contents and enhances the accessibility not only
of a specific content but of the whole smart environment. On public smart spaces, a multi-
screen solution like this can facilitate the access to the culture to people with special
requirements. In theaters, for instance, a film or a play can be followed by people who do
not understand the spoken language accessing to the related subtitles through its own
mobile smart device regardless of the device operating system. A mention has to be done
regarding the production of these subtitles for live events or plays where some part of
improvisation is expected. Although the subtitle production in those cases is usually not an
easy task, and though we take this into account it is out of the scope of this research. Our
proposal claims that while subtitles are produced they can be sent to multiple (and different)
devices and they can be presented without synchronization problems with the main content.
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We have built a web-based mobile application to present video subtitles that are
synchronized with TV contents, extending the TV screen to a mobile device. In a home
environment, this mobile application connects to the media center, which serves the TV
interactive application with the synchronized video subtitles (shown in the previous section),
through the wireless local area network. The user receives the subtitles of the current video
content on his mobile device and can change the language, size and color of subtitle texts
independently from the TV stream or any other connected device. This mobile web
application applies the same SMIL subtitle synchronization principle proposed in this paper.
The main difference with regards to implementation from the previously highlighted cases is
the synchronization requirements between the media center and the user device acting as a
second screen. In our implementation, the user device application receives the current
playback time from the media center, which acts as server. Media Center and device SMIL
timelines are then synchronized and the mobile browser engine can present each subtitle at
the correct time. This enables the extension of multimedia contents to all connected devices
that are available in the user environment, and it can be integrated on Ambient Intelligence
environments through its communication with the sensors and applications that make
possible the automatic recognition of the user needs.

Figure 34 shows an example for accessing from an Android 2.2 platform to the TV
contents for receiving subtitles as complementary information.

...why can't you see
the beauty of this
place?

Figure 34. Example of second screen application for subtitles on an Android 2.2 platform.
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If the environment can detect the user position, the system can send subtitles (or the whole
movie) to those connected who leave the room, who can receive contents in a personal device.
Detecting ambient noise, the system can send subtitles to users when it is difficult to hear the audio.

4.3.4. User Experience Evaluation

The user experience achieved by the proposed solution for subtitle synchronization across
multiple screens has been evaluated in order to validate its acceptability by end-users. In the
evaluation, users watching TV contents had to get complementary contents in smartphones.
In this case, the proposed task was to watch a short movie while reading subtitles in their
own smartphones to understand the storyline of the presented fragment. The main
objective of this experiment was the validation of three aspects:

e Platform-independency: The device agnosticism of the proposed solution, letting the

subjects to bring their own smartphones for the experiment. Although this fact could
provide unpredictable results due to the loose of control over the variables that can
affect the user platform (e.g., device manufacturer, operating system, selected web
browser and any other installed function that can affect to the running test), the
experiment with user’s smartphones provide a real test of what is expected of a
service for public spaces. A secondary reason for taking this decision was the
familiarity users may have with smartphones, avoiding the possible usability issues
that users without a previous training on this kind of platforms can experiment;

e Viability: The viability of smartphones as secondary screens based on the proposed
solution and its acceptability for using it at home or theaters;

e Synchronization: the synchronization quality between the main content (in this case,

on TV) and the secondary devices accessing to complementary information (in this
case, smartphones accessing to subtitles).

Evaluation Methodology

In order to drive this subjective evaluation, some participants were recruited as volunteers
to act as subject of the experiment. A total of 15 subjects were selected, 7 female and 8
male, aged between 24 and 53 years old. A basic questionnaire was previously presented to
participants in order to characterize the sample of subjects and get some information about
their habits regarding audiovisual contents, their visual acuity (a basic test just to check that
they can understand the visual contents at the viewing distance) and their previous
knowledge degree using smartphones. Before this preliminary questionnaire, subjects were
asked to bring their own smartphone to the experiment session.

Almost all participants (86.6%) answered that they consume audiovisual contents (i.e,
any kind of video content) every day either on TV, mobile device or desktop computer. They
all use daily the smartphone to access one or more Internet services (e.g., email, news, social
networks, browsing the web and others) and most of them (73.3%) sometimes do it when
they are watching TV at home. Some of them (46.6%) consumed subtitled audiovisual
content regularly, but the percentage rise (80.0%) when asked if they would consume more
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subtitled films if they were easily available. The smartphone they use were based on Android
(60%), iPhone (33.3%) and Windows Phone (6.6%).

For the experiment, subjects were asked to watch an animation open movie film of 15
minutes called “Sintel” (2010) [90], which was initiated also by Blender Foundation. The
movie was presented with sound disabled to force the reading of subtitles on smartphones.

Subjects tasks consisted in: (1) using the smartphone to connect to the local network and
access to the application for subtitles; (2) watching the movie freely and read the subtitles
on the smartphone to understand the storyline; (3) when first subtitle appears, subjects
must change the default language (Russian) to their mother tongue; (4) answer a
guestionnaire regarding their satisfaction and the service quality.

The questions presented were based on a 5 grades Likert scale [90] to obtain answers
from “Strongly disagree” to “Strongly agree”.

Evaluation Results

The results of the user experience evaluation, shown in Figure 35, are divided in 3 questions
for quality and 3 more for acceptability and user satisfaction. The chart shows that the
mobile web application used by subjects to get subtitles was simple enough to accomplish
the required tasks. The connection and access to the application was easy and there were
not remarkable issues with the application usage. Some comments were related to the
language change menu, which can be improved for a better visibility. Regarding subtitle
synchronization, some subjects detected synchronization mismatches in their smartphones
when changing language because their mobile browser required too much time for
importing the new language file (this operation requires intensive DOM management). This
function can be optimized to run properly on devices with low resources without these
synchronization issues. However, the language change operation was quick and easy for
most of the subjects (and smartphones) of the study.

If the system was available, | would you use it

The service seems useful for public spaces

T
[
The service seems useful at home I S N
Language change is quick and easy 1
Sustitle synchronization is acurate -——!
I had no problems accomplishing the tasks |
0% 10% 20% 30% 40% 50% 60% 70% B0% 90% 100%

B Disagree [ Strongly disagree B MNelther agree nor disagree Apree [ Strongly agree

Figure 35. Results of the user experience evaluation for second screen systems.
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The acceptance of a mobile device for accessing subtitles at home has been differently
rated. On the one hand, although it was seen a useful function under certain situations,
some subjects did not feel the need of using this service at home under standard conditions.
The use of more devices to accessing complementary content must be required by the
context because it can be seen as unnecessary and obtrusive when not need. This is the case
of subtitles, which are usually presented on TV instead of a mobile device. On the other
hand, the acceptance of the service was different when applied on public spaces like
theaters, museums and the street. It seems that there are more situations in public spaces
where this service is perceived as useful or needed. Finally, subjects mostly agreed that they
would use this subtitling service if it was available, especially in public places as the previous
guestion showed.

4.3.5. Results & Partial Conclusions

This approach has demonstrated to be practical and adapted properly across different
devices. The conducted evaluation provides information about the context where this
service is perceived as useful and may focus the attention of application and service
developers. Beyond the subtitling service, the acceptability of smartphones as multi-screen
devices has not been questioned.

4.4.Summary of the Chapter

This chapter has presented the experiments driven for validating the three main proposals of
this research: (1) a methodology for generating cross-platform applications for iTV; (2) a
software framework for applying and validating the proposed methology; and (3) a solution
for synchronizing subtitles using HTMLS5.

The proposed methodology has been validated through the implementation of two
different transcoders for the standard DVB-PCF. Firstly, the process for translating cross-
platforms iTV applications (written in DVB-PCF) into declarative applications (written in
HTML5) has showed the basic steps for implementing a transcoder. Secondly, the
transcoding into a procedural language such as MHP has evidenced the differences between
procedural applications based on a platform-specific runtime environment and declarative
applications that are based on a browser.

The proposed software framework has been used for creating a second cross-platform
application based on an eHealth service for TV. The use of VisualPCF as authoring tool
speeds the development of cross-platform user interfaces. Section 4.2 describes the
development of the presented use case using this tool, which includes the rest of the
implemented modules for managing DVB-PCF descriptions.

Finally, the proposal for synchronizing subtitles on web-based platforms has been
analyzed through its implementation on three use cases related to iTV applications. The
most representative case, focused on second screens, has been also validated through a user
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experience evaluation. Results have demonstrated that SMIL time features enable an
efficient management of subtitles across different HTML5 platforms.
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CHAPTER 5

CONCLUSIONS

“I am turned into a sort of machine for observing
facts and grinding out conclusions.”

Charles Darwin

This last chapter summarizes the results achieved in this research and provides some lines
for further improvements.

5.1.General Conclusions

This dissertation discusses the current context for the development of cross-platform
applications on interactive TV (iTV) environments and proposes a suitable methodology that
unifies the application design for multiple platforms and devices. This methodology has
resulted in the definition of a production architecture that enables the deployment of cross-
platform applications in multiple iTV networks and facilitates the business to business
interchange by using a standard content format: DVB-PCF. This has provided the main
contribution of the present dissertation.

DVB-PCF has demonstrated to be a flexible an efficient format for describing interactive
contents in a portable way. This format is a high-level description of the expected user
experience of an interactive application that avoids the implementation details for
facilitating its translation into different platform-specific languages.

This work presents the key factors for the development of two different DVB-PCF
transcoders based on the proposed methodology. The first transcoder, focused on HTML5
and declarative application environments, allows discussing the basic steps for the
implementation of a generic DVB-PCF transcoder and the specific issues for the case of
HTML5 applications. Platform-specific formats based on browsers as runtime environment
such as HTML5 can take advantage of the browser capabilities and its continuous evolution.
The set of HTML5 features that are currently supported by the main browsers enables the
development of web-based applications with similar capabilities than other platform-specific
formats while providing a more portable solution. Moreover, HTML5 takes advantage of the
browser built-in capabilities for working with Internet applications, which facilitates the DVB-
PCF transcoding of interactive applications for hybrid TV environments (i.e. those that
combine broadcasted and Internet contents). The second transcoder, focuses on MHP and
procedural application environments, evidences the differences between procedural
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applications based on a platform-specific runtime environment (such as those written in
MHP) and declarative applications that are based on a browser (such as those written in
HTML5). The complexity of the application programming interfaces provided by MHP for
implementing hybrid TV solutions may hinder some way the development of iTV applications
and the transcoding from DVB-PCF when performed by non expert MHP developers. One of
the reasons for this is that, while browsers are being continuously updated with new
features and programming facilities (due to the progressive evolution of HTML5), MHP
defines a monolithic platform with static profiles that are not always aligned with the
features and facilities expected by developers. A second reason is that MHP was designed to
run on low-profile consumer devices (STBs) unlike HTML5 that aims to provide a
multiplatform solution for developing applications for all kind of devices. Luckily for most
application developers, MHP is being discarded in many iTV networks as the solution for
deploying interactive services. However, the industry and related organizations should learn
from the mistakes of the MHP experience to provide technological solutions with a good
compromise between performance and interoperability.

The second contribution of this dissertation is a software framework for applying the
proposed methodology for building cross-platform iTV applications. The software modules
and the integrated development environment developed allow developers and content
editors to dispose of an easy authoring of cross-platform applications written in DVB-PCF
and its translation into platform-specific ones. This framework has been used for creating a
cross-platform application based on an eHealth service for TV. The use of VisualPCF as
authoring tool has demonstrated the viability for visually create “write once, adapt to
everywhere” applications for iTV. The tool was developed for research purposes and it just
provides the basic resources for building simple iTV user interfaces and enabling further
experiments in this area. However, with some additional development efforts, it could be
easily improved to become an efficient authoring tool for real production systems.

Finally, this dissertation provides a specific contribution for synchronizing video subtitles
across different HTML5 platforms. This novel approach is based on SMIL and reduces
considerably the code required by an application for managing time issues. This feature has
been used for the synchronization between video and subtitles in three different use cases
on the iTV context. This proposal has been validated through a user experience evaluation.
Results demonstrate that SMIL time features enable an efficient management of subtitles
across different HTML5 platforms without losing the synchronization between the
presentation components.

In conclusion, the development of pure cross-platform consumer applications is a huge
challenge that has to deal with the industry of multimedia technologies. The undeniable
success of application markets such as Google Play and AppStore has provided an attractive
business model for application developers and multimedia service providers. Moreover, this
deployment model has largely set the direction of the application development for many
consumer devices (PC, mobile phones, tablets, TV, game consoles, etc). Although a
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significant part of this development is performed through platform-specific technologies,
HTMLS5 is being quickly adopted for more and more multimedia systems, especially on the
Web. This (partially) new standard democratizes the application development for web-based
environments in a variety of devices. However, the coexistence of different application
formats requires solutions in the direction of the present dissertation in order to facilitate
the cross-platform development and application portability.

5.2.Future Research

This dissertation addresses the problem of generating cross-platform applications for
interactive TV, but nowadays, most multimedia environments have this same problem. One
of the main lines for continuing this research is the application of the ideas presented here
to other application areas different from interactive TV. DVB-PCF was built for describing iTV
applications but the concept of iTV application can be easily understood as interactive
software with intensive use of multimedia content and synchronization requirements. With
the forthcoming irruption of multi-screen and 3D technologies on the consumer market, this
kind of applications will become more common even for services not directly related with
traditional TV. The natural evolution of multimedia environments comes also with the war
around platforms for consumer devices (mobile, TV, game consoles, etc). The platform
diversity that is still expected in this context for the next years argues for the improvement
of the existing cross-platform techniques and tools.

Regarding the integrated development environment (VisualPCF), further improvements
could take two directions:

1. Continue improving the set of features provided by the application. More widgets,
visual edition resources, code completion and a huge set of new capabilities can be
added to the application for enhancing the developer experience and content editor
facilities.

2. Import user interfaces instead of creating a new authoring tool for DVB-PCF
descriptions. There are a number of authoring tools that can export application
descriptions in a declarative programming language. The idea is to enable VisualPCF
to import user interfaces from a different format and adapt it to the proposed DVB-
PCF workflow.

In general, the transformation between declarative formats can be accelerated with
eXtensible Stylesheet Language Transformations (XSLT), which is a XML-based language for
performing code transformations between XML documents. This can be applied on different
steps of the proposed transformation methodology when source and target formats are
based on XML.

The work around subtitle synchronization on web-based platforms has been validated
for a small group of users in a testing environment. The main idea behind the work with
subtitling was to provide suitable solutions for enhancing the accessibility on public spaces,
where the expected number of users can be significantly bigger. The presented solution can
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be applied on theaters, museums and conferences for providing personalized subtitles for
large number of attendants. However, prior to the deployment on those real environments,
it is required to drive further user experiences with a larger number of users that connect
simultaneously to the subtitling service.
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